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Abstract 
 
Crystallization is ubiquitous in natural and anthropogenic environments; and can be detrimental or 
beneficial. For example, crystallization from sea-spray deposits is a leading contributor to rusting and 
fouling of coastal structures. However, crystallization can also be used as a purification technique for 
producing a variety of important chemicals. In this thesis, control of crystallization at interfaces is explored 
for improving sustainability across a variety of applications including pattering, anti-fouling, and as a 
separation process for recovery. Interfacial engineering is a natural starting point for controlling 
crystallization due to a propensity of many forms of crystals to form at phase boundaries. Control of 
crystallization on solid substrates is accomplished by modification of the surface morphology, length scale 
of surface features, surface chemistry, and surface energy. In this thesis I demonstrate that interfacial 
engineering can be used to prevent mineral fouling across salts and salt mixture, to develop microparticles 
which promote recovery of nutrients from waste water, and to design a micro-scale water-soluble crystalline 
masks with applications for the fabrication of microdevices.  
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FIGURE 5.2. Drop evaporation with time for the different solutions at 60°C. Contact angle measurements 
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FIGURE 5.4. Influence of surface energy on deposit morphology formed at 60°C for (top) calcium sulfate, 
(middle) silver sulfate, and (bottom) calcium iodate.  
 
FIGURE 5.5. (a) Area localization (ratio of final contact area of deposit to contact area of initial drop) as 
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temperatures. (b) bar graph for OTS data outlined in blue in part “a,” comparing temperature dependence 
of the particles and calcium iodate deposits. (c) Area localization as a function of the contact angle 
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FIGURE 5.6. Data across five substrates and three temperatures (40°C, 60°C, 80°C) collapse onto a single 
trend based on the supersaturation at crystal nucleation. (a) squares = calcium sulfate, diamonds = silver 
sulfate, triangles = calcium iodate. (b) phase diagram of the pinning force against the supersaturation, where 
!"#$ = 2'(	*(,)(cos 12 − cos 14), 56 is from experimental data, estimated as 56 = 78/76, and data was 
classified according to the area localization. Data comes from experiments conducted at 40°C, 60°C, and 
80°C.  
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as a function of time throughout evaporation (until crystal deposits obscure measurements) C) SEM 
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FIGURE 6.4. Room temperature vs. 60°C C for superhydrophobic surfaces (a) area of crystal deposit as 
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b25, b40, and b75 surfaces. Scale is the same for all 5 images. 
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FIGURE 6.5. Deposits left on the b50 surface with different temperatures.  Scale bars indicate 100 µm on 
all surfaces.  
 
FIGURE 6.6. A) Progression of evaporative crystallization on liquid impregnated surfaces of (i) b5, (ii) 
b25, and (iii) b50. Top and side view images are shown for three time instants: (left) experiment onset 
(middle) shortly after crystals become apparent (right) end of evaporation. (B) Contact angle as a function 
of time for LIS surfaces, with measurements terminated after crystal deposits become too prominent for 
accurate measurement. (C) SEM images showing crystal deposits on the different LIS surfaces. Scale bar 
represents 100 µm and is the same for all images.  

FIGURE 6.7. Comparison of evaporation behavior on the (�) superhydrophobic and (�) liquid 
impregnated surfaces as functions of substrate pitch. 

FIGURE 7.1. Evaporation of a drop on a high advancing, low receding contact angle substrate (14 = 
98°, 12 = 18°, , = 70°C). First row shows a side view, second shows a top-down view of drop 
evaporation. Final row shows top-down view of the thin film rupture and contact line motion that leads to 
pattern formation on the drop interior. Scale bar is 0.5 mm.  
 
FIGURE 7.2. Time series showing evaporation of a drop containing 0.1% latex nanospheres.  Width of 
each image is 3mm. 
 
FIGURE 7.3.  Defining experimental timescales, where t1 is the global evaporation time from start to 
finish, t2 is the time between rupture and complete evaporation, t3 is the time between rupture and pinning 
of the newly formed contact line, and t4 is the timescale at which a given segment of a pattern remains 
pinned.  
 
FIGURE 7.4. (a) Schematic of the geometry of the drop during the thin-film evaporation phase, where 
R(t) is the position of the moving contact line, Ro is the radius between the center of the drop and the outer 
crystal ring, h(r,t) is the height profile of the liquid, and Jo is the evaporative flux. At the moving contact 
line R(t), the evaporative flux is at a maximum and the height profile can be approximated as a triangular 
wedge. (b) Schematic showing drop geometry from a top view. (c) SEM showing size of the crystalline 
needles, where the width of the needles serves as an estimate for the film thickness in the region of the 
moving contact line.  
 
FIGURE 7.5 Experimental timescale of drop rupture plotted against predicted values from equation 7.7. 
Colored circles correspond to different temperatures (red = 85 ºC, orange = 75 ºC, yellow = 70 ºC, green 
= 65 ºC, light blue = 60 ºC, dark blue = 55 ºC, purple = 45 ºC). Line indicates a 1:1 ratio of experimental 
data to predicted values.  
 
FIGURE 7.6. A selection of patterns formed on different substrates and temperatures. Different substrate 
colors are due to thickness and chemistry of the sputtered surface coating. Length scale is the same for all 
images and is 2.8mm wide. 
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FIGURE 7.7. The position of the moving contact line with time after rupture (where R(t) = 0 indicates the 
drop center) for a concentric ring (green dashed line) and for a spiral (purple continuous line). The 
concentric ring demonstrates a terraced dependence where the contact line sticks at the position of the ring 
over a period of time, while the spiral contact line demonstrates a smoother dependence. 
 
FIGURE 7.8. Optical microscope images with overlaid Fermat’s spiral to measure parameter “a”. 

FIGURE 7.9. (a) The radial position, n, as a function of normalized time (t*=t/t2 , where t2 is the burst 
time defined in Figure S1) (b) Fermat’s equation overlaid on SEM image for the example tracked in part 
a. (c) Time series demonstrating the movement of the pinning and depinning points for the given sample.  
 
FIGURE 7.10. Plot of normalized equations 7.6 and 7.14, showing the general shape of the radial 
position of the contact line with time predicted by the physical model (equation 7.6) and from the Fermat 
spiral equation (equation 7.14).  
 
FIGURE 7.11. Proportionality constant a as a function of receding contact angle, where circle markers 
indicate experimental values (red = 75ºC, orange = 70ºC, green = 65ºC, blue =60ºC), and the grey line is 
the model presented in equation 2, with 1:;"#$ = 10°, Ro =1.2 mm, and 1"#$ = 12.  Scale bar indicates 0.5 
mm.  
 
FIGURE 7.12. Line plot of equation 7, where rings (blue circles) form at low values, patterns (purple 
triangles) form in the intermediate region, and random deposition (yellow squares) occurs at higher values. 
Selected images show examples of the patterns represented.   
 
FIGURE 7.13. Deposits left on the substrates by different salt solutions on a substrate (qA=98°, qR=30°) 
heated to 70°C. (a) calcium carbonate, (b) sodium carbonate, (c) calcium sulfate, (d) calcium iodate, (e) 
sodium chloride (at 10% of saturation concentration), and (f) silver sulfate.  
 
FIGURE 7.14. Deposits from different concentrations of sodium chloride on a substrate (qA=98°, qR=30°) 
heated to 70°C. (a) 1% of saturation (3.6 g/L), (b) 2% of saturation concentration, (c) 5% of saturation 
concentration, (d) 10% of saturation concentration.  
 
FIGURE 8.1. Experiments and observations. (a) Schematic showing drop geometry from the side and 
defining the contact angle. (b) Schematic of temporal evolution of evaporation: A ring of crystals develops 
at the initial drop contact line, evaporation causes the contact line to retract with velocity VCL(r), and an 
interior crystalline pattern is left behind following complete evaporation.  (c) SEM images of patterns left 
on the interior following evaporation: (i) dendrites with sawtooth pattern, (ii) aligned branches, (iii) 
hexagonal lattice of spherical calcium sulfate clusters. Scale bars are 20 µm. (d) Classification of patterns 
according to substrate temperature and substrate contact angle, where open circles (bottom right) indicate 
formation of an empty ring with no patterns, blue circles indicate a lattice pattern (c,iii), green squares 
indicate aligned dotted lines (c, ii), yellow triangles indicate the dendritic branches that form sawtooth 
patterns (c, i), and targets indicate formation of multiple concentric rings with no pattern (top left).  
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FIGURE 8.2. (a-d) shows AFM images, where the top row gives topographic image, and the second row 
shows amplitude image. (a) and (b) show different regions of dendrite triangles, where the thicker phase 
corresponds to the darker phases observed from SEM images. The thin, light regions are ~40nm thick, 
while the thicker regions are ~80 nm thick. (c) shows a magnified image of a single crystal cluster left 
from an array, and (d) shows a group of 5 clusters. Clusters are approximately 200 nm tall, 3 µm in 
diameter, and (for the array in (d)) are about 10 µm between cluster centers. (e) Tilted SEM image shows 
that the “darker” triangular phase is thicker than the “lighter” one. 
 
FIGURE 8.3. Close up of triangle pinning points. (a) – (c) show nucleation of second phase triangle, where 
(a) and (b) were imaged using the SE2 detector, and (c) was imaged with the InLens. (d) shows a region 
where the lighter, thinner phase has nucleated from a bulk crystal that settled on the surface (InLens 
detector). Parts (e) and (f) show close up images of the same sample, with (e) showing the tip of the lighter, 
thinner phase, and (f) showing the tip of the darker, thicker phase. The thick phase nucleates from the 
thinner phase, grows in the vertical dimension until it meets another “thick” phase branch.  
 
FIGURE 8.4. Triangles on other substrates. (a) plain silica wafer, (b), sputter-coated erbia (c) Sputter-
coated titanium dioxide, (d) sputter- coated silicate. The universality of the patterning suggests that patterns 
can be formed on any substrate so long as the contact angle and temperature are within the regimes shown 
in Figure 8.1d.  
 
FIGURE 8.5. Triangle patterns formed from other salt chemistries. (a) silver sulfate, and (b) calcium 
iodate.  
 
FIGURE 8.6. Influence of surfactant. (a-c) show a branched network of triangles reminiscent of Sierpinski 
triangles. (d) close up of region of triangles, (e) altered morphology of calcium sulfate dendrites due to 
surfactant, (f) close up of boundary between two phases of crystal, where the left is a lighter sawtooth phase, 
and the right is a darker sawtooth phase. 
 
FIGURE 8.7. Sawtooth patterns from other studies. (a) Sawtooth structures composed of mono- and 
double-layers of 0.1 µm particles from Deegan. Scale bar is 250 µm. (b) Calcium sulfate sawtooth 
structures formed on a drop in which the interface ruptured at the center, and propagated outward. Scale 
bar is 100 µm. (c) DPPC Langmuir-Blodgett film deposited onto curved mica. Scale bar is 5 µm.  (d) 
Water drops deposited during rupture of a thin film at room temperature, which have features similar to 
the branching regime in the present work.  
 
FIGURE 8.8. Radius with time for calcium sulfate solution. (a) for contact angle of 3°, (b) for contact 
angle 12°. Blue line indicates 40°C, green is 60°C, orange is 8°0C, red is 100°C.  
 
FIGURE 8.9. Snapshot of increase in radius directly after drop deposition with time, on the substrate with 
contact angle 3° and temperature 60°C. The grey diamonds show the spreading of a drop of pure water, and 
white circles indicate experimental data for a crystallizing drop. The black line is a model for Tanner’s law.  
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FIGURE 8.10. Fingering instability during drop spreading can lead to triangular formations at the 
crystalline coffee-ring. 
 
FIGURE 8.11. High speed video frames showing patterning (a) growth of a thicker triangle phase from 
the mobile contact line. (b) deposition of aligned branches composed of small crystal clusters. (c) deposition 
of periodic arrays of crystal clusters. 
 
FIGURE 8.12. Patterning Mechanisms. (a) Cartoon showing formation of arrays due to a Marangoni 
instability. (b) Array wavelength as a function of thin film height (c) distance between consecutive drops 
as a function of contact line velocity, (d) cartoon showing growth of sawtooth structures, where the 
curvature of the contact line is exaggerated. (4) wavelength between sawtooth peaks as a function of thin 
film height, (f) peak angle of sawtooth structures as a function of the height and contact line velocity. 
 
FIGURE 8.13. Triangular phase boundary formation in the branching regime.  
 
FIGURE 8.14. Demonstration of masking applications. (a) Creation of three-dimensional microstructures 
by placing patterned substrates directly in reactive ion etch, followed by removal of gypsum crystals using 
saline water. Scale bar is 5 µm. (b) Patterned gold/silica regions. A patterned sample was sputter-coated 
with gold to a depth of 20 nm. Crystals were then removed using saline water to create a substrate of 
patterned gold/silica region.    
 
FIGURE 9.1. Growth of crystal critters. (a) Cartoon of experiment, where a drop of water containing 
dissolved salt is evaporated on a hot, superhydrophobic substrate. (b) SEM images showing nanotexture of 
superhydrophobic surface. Scale bar for both images is 3 µm. (c) growth of crystal critters with time, where 
substrate temperature is 90°C. Scale bar is 0.5 mm. (d) Time for evaporation as a function of temperature. 
Entire bar represents the total evaporation time, the blue segment is the first stage of evaporation prior to 
leg growth, and the orange segment is the second stage of evaporation during which legs grow. (e) Growth 
of legs with time as a function of temperature, where the lowest temperature (purple line) is 60°C and 
hottest (red line) is 110°C.  
 
FIGURE 9.2. Crystalline legs are tubes grown from regions where fluid impinges in nanotexture. (a,b) 
Top view of a drop immediately after placement on a surface revealing areas where liquid has impinged 
within the texture. (c) Optical image of crystalline tubes where liquid is observed to be flowing through. 
(d) Optical image of tubes near surface, where a very thin tube still connected to the surface is outlined in 
green. (e) SEM image of the bottom of a tube. Scale bar is 20 µm. (f) SEM image of a region where salt 
stains reveal where critter legs previously grew. Scale bar is 100 µm. (g) SEM image showing details of a 
large salt stain. Diameter of this stain is about 70 µm, scale bar is 5 µm. (h) SEM image showing detail of 
a salt stain where the outer perimeter has also been left behind. Outer diameter is 30 µm, inner diameter is 
about 25 µm, and scale bar is 5 µm.  
 
FIGURE 9.3. Critters only grow on Nanograss texture. From left to right, images show SEM of substrate 
texture, initial drop contact angle, intermediate step where crystals have begun to form, and final crystalline 
deposit formed during evaporation on substrates heated to 70°C for (a) hydrophobic flat silicon, (b) 



 

 
19 
 

superhydrophobic Nanograss (i.e., the same texture used in Figures 1 and 2), (c) superhydrophobic micro-
posts, (d) superhydrophobic micro-holes, and (e) superhydrophobic micro-posts further textured with 
Nanograss. SEM images for (1-e) are 50 µm wide. (f) Cartoon examining how crystal intrusion into micro-
textures leads to a Cassie-Wenzel Transition (e) SEM image of salt deposit inside the micro-texture of the 
superhydrophobic micro-posts + Nanograss substrate.  
 
FIGURE 9.4. Changes to critter effect induced by other chemistries. (a) Saturated sodium chloride with 
0.01% SDS (sodium dodecyl sulfate) grows critters, but alters the morphology of growth. (b) Sodium 
chloride at 10% saturation concentration with saturated calcium carbonate forms a ring deposit. (c) Sodium 
chloride at 50% saturation concentration with saturated calcium carbonate forms a bowl-deposit. (d) 
Sodium chloride at saturation concentration with saturated calcium carbonate successfully forms a critter.  
 
FIGURE 9.5. Other salts and the critter effect. Leg growth is plotted against the difference in solubility 
concentrations for five different salts between room temperature and 90°C. Optical images show resultant 
critters formed for these salts at 90°C. 
 
FIGURE 9.6. Growth mechanism and temperature dependence.  (a) Images defining model parameters 
including h (length of the legs), Jo (evaporation rate), Ro, and Ri (outer and inner diameter of a given leg). 
(b) Average leg growth rate (mm/min) as a function of temperature, where purple circles indicate 
experimental values averaged from 5-6 trials, error bars show standard deviation, and solid line is model 
from equation 3 (where Ro=15 µm and Ri=12.5 µm). (c) Experiment showing critter growth on a substrate 
with an imposed temperature gradient. Legs grow longer on the side with a higher temperature, causing the 
crystal critter to become more and more unstable until it eventually tips over and rolls in the direction of 
the lower temperature. New legs begin to grow at the new position until evaporation is complete.  
 
FIGURE 10.1. Merged phase diagram of calcium sulfate evaporative deposition patterns as a function of 
the wettability properties of a substrate heated to 60C.  
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Chapter 1. 
 
Introduction 
 
 
 
 

 
My interest in crystallization at interfaces first developed as an undergraduate while taking a 
thermodynamics course. Given my background in water and environmental engineering, I was 
surprised to learn that water is continuously vaporized in its capacity as a working fluid in 
thermoelectric plants. I reasoned that if water was being vaporized anyway, why wouldn’t 
engineers use ocean water as a working fluid so that desalinated water is produced as a byproduct 
of energy generation? After exploring this question, I learned that crystallization (called scaling or 
mineral-fouling) is already a limiting factor in thermoelectric plants even when relatively pure 
water is used. This undergraduate curiosity combined with a passion for sustainable water 
resources ultimately led to my thesis topic: interfacial engineering for control of inorganic 
crystallization.  
 
My thesis work begins by exploring how interfacial engineering can be applied to controlling 
fouling in water treatment and in desalination. However, this is not the only problem in which 
crystallization at interfaces can be applied towards water sustainability. There is growing interest 
in using crystallization as a separation technique to recover nutrients from waste water. Because 
crystallization is sensitive to the presence of heterogeneous surfaces, interfacial engineering is an 
ideal strategy to improve nutrient recovery ratios. By applying the lessons learned in the area of 
mineral-fouling prevention, I was able to design interfaces which enhance kinetics of nutrient 
crystal growth.  
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The final major theme of my thesis explores the patterning of inorganic salts from evaporating 
saline drops. Using techniques that I have developed, it is possible to generate a number of micro- 
and nano-scaled patterns from salt crystals including spirals, arrays of clusters, sawtooth structures, 
and more. These salt patterns can replace masks for some micro-systems engineering applications; 
which typically rely on multi-step processes which use large amounts of toxic solvents. Aside from 
significantly reducing the time required for device fabrication, the development of a water-soluble 
masking technique has the potentially to vastly improve the sustainability of fabrication.  
 
 
1.1  Motivation 
 
 
Crystal Fouling in Water Treatment & Industry 
 
Scaling is a phase transition in which dissolved ions in aqueous solution nucleate and crystallize 
into solid mineral precipitates. Scale formation is a major unresolved problem in numerous 
industries including power generation,1 water desalination,2,3 oil and gas4,5 and hydrometallurgy.6 

Scaling results in significant operational losses due to impaired heat transfer, flow blockage, and 
decreased equipment lifetime. The costs of heat exchanger fouling have been estimated to be on 
the order of 0.25% of the GDP of industrialized countries.1,7 Another dramatic example involves 
the production loss from 30,000 barrels/day to zero in just 24 hours in one of the oil wells in the 
North Sea due to scale formation.4 Scale deposits reduce process efficiency, increase production 
costs, and induce corrosion. 
 
Scaling is also a significant limitation preventing widespread adaptation of commercial 
desalination processes. Research into desalination has become a global priority due to changing 
climates and growing scarcity of fresh water, with the UN predicting that over two thirds of the 
world’s population will lack access to clean water by 2025.8 Regardless of the process used for 
desalination (reverse osmosis, thermal desalination, electrodialysis, etc.), generation of fresh water 
requires that separated salts become concentrated elsewhere. This results in generation of a 
supersaturated waste brine that causes scale formation on pipes, membranes, and other equipment.9   
 
In addition to monetary losses of replacing failed equipment, handling of supersaturated waste 
brines is environmentally challenging. Current technologies for managing scale typically involve 
addition of anti-precipitation agents.10–12 However, reducing precipitation only serves to create 
brines that are supersaturated and further contaminated with anti-scalants. The resulting heavy 
brines sink to the ocean floor upon discharge and adversely impact marine life.13,14 These 
technologies are also generally expensive, energy intensive, and in many cases inadequate in 
preventing scale formation.1,4 
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Previous work has sought to design scale-resistant surfaces by coating substrates with low surface 
energy materials.15,16 Preliminary studies of CaSO4 crystallization indicate a consistent trend of 
lowering of scale formation by decreasing polar and hydrophobic interactions.17 Hence, 
understanding the effects of both surface chemistry (i.e. the effect of electronic and atomic 
structure) and morphology on scale formation can help in the development of durable materials 
that can be either scale-resistant or scale-promoting. The development of robust materials which 
control scaling phase transitions can lead to substantial benefits in a huge variety of energy and 
water systems.  
 
 
Crystallization for Nutrient Recovery  
 
Phosphorous is vital for nourishing crop growth; without its use in fertilizer, crop yields would 
decrease by 50% or more.18 Global phosphate rock reserves are quickly being depleted by mining, 
with estimates suggesting that depletion will occur within 50-100 years.19  Increasing global prices 
and decreasing phosphate exports reflect growing demand,19 and yet, phosphate-containing waters 
are still largely treated as waste and much of the world’s phosphorous is dumped into surface 
waters as agricultural run-off and wastewater.20 Once in natural waters, phosphorous recovery is 
exceptionally difficult, and the nutrient can cause eutrophication and ecosystem destruction.21  
 
Sustainable recovery and reuse of phosphate is a critical challenge for sustaining food for growing 
populations and for protecting water resources. One promising solution is incorporating dedicated 
recovery operations in wastewater treatment plants (WWTPs) and areas with voluminous run-off 
flows. Such an operation may even be thermodynamically favorable, as phosphate minerals 
naturally precipitate in many WWTPs.22 A common phosphate mineral formed within WWTPs is 
struvite, an orthorhombic mineral composed of magnesium, ammonium, and phosphate 
(MgNH4PO4�6H2O); the latter two being present in excess in most municipal wastewaters:23  

 
Mg2+ + NH4

+ + HnPO4
3-n + 6H2O → MgNH4PO4·6H2O + nH+                 1.1 

 
Struvite scale has long been considered a nuisance in wastewater treatment, as precipitation fouling 
is a leading cause of deterioration and operational failures/losses.1,24 However, its presence in 
wastewater near solubility presents unique opportunities for recovery by crystallization. One kg of 
struvite can fertilize 2.6 hectares of farmland per day, and use of a mineral avoids the safety 
concerns associated with other forms of sewage-fertilization.25 Purchasing recovered struvite is far 
more cost effective for famers than mined rock, due to both rising costs of commercial fertilizers19 
and to slower dissolution of struvite, allowing struvite-fertilization to achieve similar crop yields 
with less waste.25 Recovering struvite from wastewater is therefore attractive for: (1) reusing 
struvite as a low cost fertilizer (2) moving towards phosphate-neutral, sustainable waste treatment 
(3) removing nutrients from wastewater, and (4) reducing precipitation fouling).23,26   
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Because of the potential of struvite recovery from waste water, recovery processes are already 
being commercialized and implemented into existing wastewater treatment facilities. For example, 
the Pearl system by Ostara technologies uses chemical conditioning and two additional reactors to 
crystalize struvite in a WWTP. AirPrex by CNP also uses chemical conditioning combined with 
air stripping of CO2 to enhance precipitation. A Swedish company EkoBalans and a Dutch 
company called Nuresys have designed systems for struvite crystallization in which continuous 
flow precipitation tanks are retrofitted to existing plants following aeration. Of the existing 
technologies, a handful (including Pearl and Phosphogreen) incorporate seed particles to increase 
kinetics of struvite crystallization through fluidized bed technologies.  
 
Patterning and Self-Assembly 
 
Patterning phenomena are ubiquitous in everyday life: zebra stripes, geological formations, 
butterfly wings, the symmetry exhibited by many species of plant, etc.27 Patterning typically occurs 
as an effect of two or more competing forces. For example, reaction-diffusion patterns only occur 
when both reaction and diffusion significantly contribute to a certain process. If diffusion were 
much faster (more dominant) than reaction, reactants would disperse, and the resulting pattern 
would be chaotic. If reaction were faster than diffusion, the entire reaction would occur in one 
location and the result would be no pattern. Only when the two are balanced and in competition 
do we observe the beautiful, regular patterns first predicted by Turing.28 Likewise, many fluid 
mechanics patterns are the result of an instability generated by two competing forces (Rayleigh-
Benard convection cells, in which gravitational forces compete with viscous damping).29–31 
 
Patterning and instability can be harnessed for low-effort self-assembly of ordered structures on 
the nano- and micro- scales for applications in sensor arrays, photonics, dielectric materials, 
materials of controlled porosity, scaffolds for bioengineering, and more.32,33 Evaporative assembly 
is one method employed to for assembly of regular structures. to create patterned masks for these 
applications. One recently developed strategy is called evaporative lithography and involves a 
mask where the desired pattern is cut into a solid.34 The mask is placed a few millimeters over an 
evaporating colloidal solution. The holes in the mask focus evaporation in a way that causes 
particles to assemble in the areas under the holes.  
 
Devices on the micro- and nano- length scales are sometimes called microsystems technologies 
(MTS). These devices hold a great deal of promise for the applications previously mentioned; 
however, their widescale implementation is currently limited by a lack of sustainable, cost-
effective scale-up procedures. Thus, methods which are able to produce organized micro-scale 
patterns with nano-scale resolution could be disruptive in this developing field.  
 

 



 

 
25 
 

1.2   Organization & Summary 
 
In this thesis, I describe seven sets of experiments which explore how interfacial properties - 
namely substrate texture, chemistry, and wettability- influence the crystallization of inorganic salts 
in order to improve sustainability across several applications. Chapter 2 introduces a thorough 
background on crystallization science and the role of interfacial engineering in controlling the 
crystallization phase change process. Relevant theory and previous work that will be used 
throughout subsequent chapters is introduced there. Chapters 3 and 4 explore crystallization of 
salts from bulk solutions for specific applications in water treatment, where monitoring crystal 
mass and formation kinetics are of interest. Table 1.1 lists some of the salts that are used in these 
chapters along with some of their crystallization properties.  
 
Chapters 5-8 focus on crystallization from evaporating drops and the different patterns that can 
arise due to changes in interfacial properties of the underlying substrates. In particular, Chapters 5 
and 6 investigate the fundamentals of how crystalline deposits from evaporating drops differ from 
colloidal ones; while Chapters 7 and 8 cover specific contact line phenomena that leads to 
patterning. In Chapter 9, I combine concepts from drop evaporation and from anti-fouling in a 
project demonstrating self-ejection of salt crystals from superhydrophobic interfaces. Chapter 10 
concludes with a wholistic view of all the experiments presented and an outlook on future work 
across these different areas.  
 

 
TABLE 1.1 Summary of environmentally relevant salts used in subsequent chapters. 

Salt Sat. conc. Temperature
-solubility 

Supersat 
level  

MW Problematic? Crystal 
Habit 

surface 
energy 

CaCO3 0.013 g/L Peak at 10°C 2 to 20 100 water, 
desalination, 
heaters, etc. 

trigonal, 3m 0.412 J/m2 

(mineral-
water), 
0.0605 
mineral 

MgCO3 0.14 g/L decreases to 
0.06 g/Lat 
100°C 

3 to 10 84.3 Sometimes, but 
CaCO3 
precipitates first 

trigonal 3m 0.078 J/m2 

Mg(OH)2 0.0064 
g/L 

increases to 
0.04 g/L at 
100°C 

2 to 10 58.3 alkaline water, 
desal, heaters 

hexagonal, 
hP3 

1 J/m2 

CaSO4 2.1 g/L peak at 4°C 1.5 to 6 136 desalination  orthorhombic  0.902 J/m2 

anhydrite 
Mg(NH3)PO
4 

0.17 g/L increases to 
0.22 g/Lat 
35°C 

  
struvite, 
wastewater 

orthorhombic
, pyramidal, 
mm2 

0.015 J/m2 

NaCl 360 g/L  increases to 
390 g/L at 
100°C 

1.2 58.4 NA Octahedral, 
fc-cubic  

0.577 J/m2 

KCl 340 g/L increases to 
560 g/L at 
100°C 

1 74.6 NA octahedral, 
fc-cubic  

0.379 J/m2 
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Chapter 3. In Chapter 3 I describe the foundational work for this thesis, which explores how the 
bulk crystallization of a variety of salts relevant for desalination is influenced by interfacial 
properties. Interfacial engineering is an ideal fouling-elimination strategy as thin coatings are often 
more cost-effective than bulk anti-fouling materials, are safer and more ecofriendly than chemical 
anti-foulants, and can produce long-term solutions. Interfacial engineering principles are routinely 
applied in crystallization engineering due to the large influence heterogeneous interfaces have on 
crystal nucleation and growth.  
 
The number of ways in which a surface can control the growth kinetics and morphology of a crystal 
structure is enormous. Surfaces influence nucleation by serving either as sites for nucleation, or by 
providing a force to encourage alignment. Surfaces can also alter growth by introducing 
anisotropic forces that can result in different morphologies than those that are observed without 
surface effects. While certain surface properties, such as presence/size of pores or other 
nano/microstructures, lattice matching, and surface energy, and provide clues as to which crystal 
morphology may be preferred, understanding the influence of a given surface on crystallization is 
challenging due to the large number of factors which influence crystal morphologies.  
 
In these experiments, I attempt to clarify some effects of different surface properties on 
crystallization and fouling propensity. The first set of experiments only investigates the role of 
surface energy on fouling across different salts. Sodium chloride and potassium chloride, two very 
similar salts, exhibit similar fouling-surface energy relationships. In contrast, calcium sulfate 
exhibits a non-linear fouling-surface energy relationship, with maximum scale formation 
occurring on substrates that are moderately hydrophobic.  
 
The second set of experiments investigated the combined effects of substrate texture and 
wettability. In addition to testing single salts, the influence of the “common ion” and “uncommon 
ion” effects were tested for salt combinations important in desalination. The uncommon ion effect 
(for example, the mixture of sodium chloride and calcium sulfate) significantly reduces scale 
formation. This effect is well known amongst chemists, but so far has not translated into the field 
of anti-fouling. A final result of note from these experiments is that composite liquid/solid 
materials (liquid impregnated surfaces, LIS) are able to resist scale formation across salts and salt 
mixtures. The liquid phase of the LIS (usually oil) prevents crystals from adhering to the surface. 
 
Chapter 4. In Chapter 4, engineered surfaces and particles were applied towards the improved 
recovery of nutrient minerals (struvite). Although the initial motivation for studying crystallization 
at interfaces was for the prevention of mineral precipitation, the same concepts can be applied 
towards developing interfaces that instead promote precipitation. Precipitating minerals will 
preferentially nucleate heterogeneously at solid interfaces, as opposed to homogeneously in bulk 
solution. This contributes to the troublesome tendency of scale to form on pipe and reactor 
interiors; however, it also presents a potential strategy for addressing scale formation and 



 

 
27 
 

controlling crystallization. Surfaces and their properties (energy, morphology, chemistry, etc.) 
have been well-established to exert considerable influence on both precipitation kinetics and on 
the morphology of crystals,35–37 allowing for the possibility of designing substrates that control 
precipitation and outperform nucleation on homogeneous seeds. 
 
Current struvite recovery technologies have demonstrated success in achieving these goals; 
however, the process is energy intensive due to the air stripping required for chemical conditioning 
to maximize crystallization kinetics. This project sought to develop technology that can reduce 
energy consumption in these reactors by nucleating struvite at sub-optimal chemical conditions on 
engineered seed particles. The first set of experiments explored the influence of surface pore size 
on struvite kinetics and final crystal morphology.  
 
In the second set of experiments, I develop hydrogel-impregnated Janus particles which will alter 
the local solubility of a solution. Janus particles have two distinct regions with different chemical 
and physical properties. Here, one side of the particle was a micro-porous zeolite; while the other 
side was a hydrogel impregnated with sodium hydroxide. Because struvite nucleates better in the 
presence of nanopores and at higher pH levels, these particles are able to induce nucleation even 
in undersaturated conditions by altering the local solubility.  
 

Chapter 5. In Chapter 5, I introduce the technique that will be used in the remaining experimental 
chapters and establish important differences between colloidal and crystalline solutions. This 
technique is the evaporative crystallization from drops, which can be used as a method to study 
fluid-substrate-crystal interactions. Evaporative deposition of particles from drops is also a 
surprisingly useful and simple tool for microscale self-assembly. In most reports, colloidal 
particles within evaporating drops assemble into three common patterns: rings,38 concentric 
rings,39 and filled deposits.40 The preference of a system for one deposit pattern over another is 
dictated by the particle shape/size,40,41 the substrate wettability,42 temperature, etc.; and can be 
predicted by a balance between particle-substrate interactions, convection, and evaporation rate.43 
Evaporative deposition has found application in inkjet printing, size separations,41 colloidal 
crystals,44 diagnostics,45 and more.34  
 
Evaporation of a saline drop also results in deposition patterns. During evaporation, non-volatile 
solutes become concentrated beyond their solubility limit and precipitate as crystals. 
Crystallization from drops has additional complexity compared to the deposition of colloids from 
drops due to interdependence of the flow and emerging crystals.46 Many crystals will preferentially 
nucleate at either the air/water interface, water/solid interface, or the three-phase contact line due 
to lowered energy barriers for nucleation,37,47,48 and thus will form ring-deposits even on 
hydrophobic or superhydrophobic surfaces.46,48 In addition, because crystalline structures will 
assemble into particular shapes depending on the internal lattice of the crystal, crystalline 
evaporative deposits may form three-dimensional structures,49,50 depending on the crystal type and 
wettability of the surface.46,48  
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Crystalline evaporative deposits were directly compared to colloidal ones in order to determine 
how the change in solute will influence the final deposit morphology.  Evaporative deposits are 
classified as ring-like or clump-like based on their area localization ratio, which describes the ratio 
between contact area of the initially deposited drop and the final area covered by the resultant 
deposit. This ratio is plotted as a function of temperature in Figure 1.1 for a colloidal solution 
(particles) and a salt solution (Ca(IO3)2), which shows that the two have inverse temperature 
relationships. The deviation of crystalline evaporative deposits from the well-established phase 
diagram for colloidal evaporative deposits can be explained by altered supersaturations with 
temperature.  
 
 

 
FIGURE 1.1. Temperature dependence of the final deposit size for crystalline and colloidal coffee rings. 

The two types of evaporative deposits exhibit an inverse temperature relationship. 
 
 
Chapter 6. Chapter 6 explores how anti-fouling superhydrophobic surfaces perform when a drop 
of water containing dissolved gypsum, a common foulant, is evaporated on them. The goal of this 
work was to explore mechanisms of mineral-fouling induced corrosion/deterioration of marine 
vessels, aircraft, and coastal structures. Such corrosion is due in part from structural intrusion of 
crystals grown from ocean-generated saline drops. As such, much work has explored surface 
treatments that induce hydrophobicity or introduce barriers for anti-fouling and corrosion-
prevention; however, I demonstrate that the efficacy of these strategies will be altered by the 
underlying substrate texture (the substrate solid fraction) for superhydrophobic surfaces.  
 
I investigated evaporative gypsum crystallization from drops on superhydrophobic and liquid 
impregnated micropost surfaces as a function of edge-to-edge post spacing, as shown in Figure 
1.2. Previous work has shown that geometric parameters of microposts have a strong influence on 
colloidal evaporative deposits.51 For crystalline evaporative deposits on superhydrophobic 
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surfaces, four disparate regimes describing the behavior of a crystallizing solution of calcium 
sulfate are observed. These regimes are not observed for particle-laden drops and are a function of 
the substrate solid fraction. The regimes are: Cassie-pinning, Cassie-gliding, Cassie-Wenzel 
transition, and Wenzel. The superhydrophobic surfaces most effective at preventing ring-
formation are those with low contact angle hysteresis that also remain stable in the Cassie state. 

This work also validated the hypothesis that lubricant impregnation of the micropost surfaces can 
suppress ring-formation due to minimization of surface pinning (Figure 1.2c).52,53 In contrast to 
the superhydrophobic surfaces, liquid impregnated surfaces demonstrate minimal influence of 
solid fraction on evaporative crystallization. The area, area localization, timescale of evaporation, 
and deposit morphology are all normalized by the presence of the lubricating layer, thus 
introducing an efficient method of eliminating crystal “coffee-rings” as well as reducing the 
potential for fouling and corrosion.  
 

 
FIGURE 1.2. Schematics and images showing pinning behavior of evaporating calcium sulfate solution 
on A) hydrophilic silicon B) superhydrophobic microposts, and C) a spreading liquid impregnated surface. 
Images show the drops from both the top and side at three different times: (left) experiment initiation, 
(middle) shortly after crystallization has begun, and (right) end of evaporation.  
 
 

Chapter 7. After observing behavior of hydrophilic, hydrophobic, and super hydrophobic 
surfaces, a remaining question was what would happen on a substrate of extreme contact angle 
hysteresis, which exhibits both hydrophobic and hydrophilic tendencies. Chapter 7 explores this 
question; with the result that an outer three-dimensional ring (hydrophobic tendency) emerges 
along with a two-dimensional (hydrophilic tendency) interior spiral or target pattern as shown in 
Figure 1.3. Spiral motifs are pervasive in nature, art, and technology due to their functional 
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property of providing compact length. Nature is particularly adept at spiral patterning, and yet, the 
spirals observed in seashells, hurricanes, rams’ horns, flower petals, etc. all evolve via disparate 
physical mechanisms.  
 
The self-guided formation of spirals from evaporating saline drops observed here occurs via a 
coupling of crystallization and contact line dynamics. These patterns are in contrast to commonly 
observed patterns from evaporation of colloidal drops which are discrete (rings, concentric rings) 
or continuous (clumps, uniform deposits) depending on the particle shape, contact line dynamics, 
and evaporation rate. Unlike the typical process of drop evaporation where the contact line moves 
radially inwards, here, a thin film pinned by a ring of crystals ruptures radially outwards. This 
motion is accompanied by a non-uniform pinning of the contact line due to crystallization which 
generates a continuous propagation of pinning and depinning events to form a spiral. By comparing 
the relevant timescales of evaporation and diffusion, I show that a single dimensionless number 
can predict the occurrence of these patterns. These insights on self-guided crystallization of spirals 
could be used to create compact length templates. 
 

 
 
FIGURE 1.3. Spiral patterning on a substrate 
with extreme contact angle hysteresis. A drop 
of water containing dissolved calcium sulfate 
evaporates. Because the initial contact angle is 
hydrophobic, a three-dimensional outer 
crystalline ring forms. This ring pins the contact 
line and creates a thin film on the drop interior. 
This film ruptures at the drop center, and the 
newly formed contact line moves and deposits 
crystals in a spiral or concentric ring pattern.  

 

 

Chapter 8. In Chapter 8, the theme of patterning from evaporation of drops containing a 
crystallizing solute is continued. Here, substrates with extremely high surface energies (low 
contact angles) are used. Like in the previous two chapters, a drop of calcium sulfate solution is 
placed on a heated surface. A crystalline ring forms at the contact line, as expected. However, 
patterns unexpectedly emerge at the drop interior, as shown in Figure 1.4.  
 
Triangular sawtooth structures were the first to be observed; but by altering the experimental 
parameters (evaporation rate and substrate wettability), other patterns including aligned branches 
and hexagonal lattices of crystal clusters were discovered. The appearance of these patterns are 
highly repeatable so long as the evaporation rate and wettability are within specified values; which 
raises the question of why these patterns have not been previously observed by other investigators. 
I show that pinning from the initial crystalline coffee ring enables thin-film instabilities that are 
typically not observed in aqueous solutions.  
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FIGURE 1.4. Evaporation of a drop on a wetting substrate leading to sawtooth patterns on the drop interior.  
 
The patterning behavior can be explained by two different thin film instabilities. The sawtooth 
structures can be explained by a spinodal-like dewetting mechanism, in which Van der Waals 
forces in the region of the very thin (~50 nm) mobile contact line nucleates “holes” in the film. In 
these areas, the contact line will retract slightly faster in both the radial and azimuthal directions 
compared to other areas, leading to a sharp saw-tooth boundary between crystal structures of 
different heights. Periodic arrays, which form on the samples with largest contact angles and 
lowest evaporation rates, form due to a Marangoni instability. Usually calcium sulfate does not 
induce significant changes to surface tension on account of its low solubility, but on these length 
scales the anti-surfactant effect of the salt combined with evaporative cooling enable a Marangoni 
instability in which micro-scale drops periodically pinch off into patterned arrays. Branch patterns 
exist in a regime between the triangle and array regimes, and exhibit behaviors from both. 
 
By placing a silica substrate patterned with a micro-scale array directly in a reactive ion etch, I 
was able to successfully etch a three-dimensional texture, as shown in Figure 1.5. The typical 
procedure for forming such a texture is a multi-step process involving many toxic chemicals 
including photo-resist, photo-developer, and acidic resist remover. Using crystalline patterns as a 
mask, I was able to completely skip all of those steps and remove the mask using salt water alone. 
This demonstration has huge implications for sustainable fabrication of micro-devices.  
 

 
FIGURE 1.5. Three-dimensional 
microtexture etched into silica 
using array of calcium sulfate 
clusters as a mask.  
 
 
 
 
 
 
 
 
 



 

 
32 
 

Chapter 9. Chapter 9 reports on an unexpected and unusual phenomenon in which crystal 
structures formed from evaporating drops of water saturated with sodium chloride self-eject from 
heated, superhydrophobic surfaces (See Figure 1.6). This self-ejection occurs via the growth of 
crystalline “legs” during the end phase of evaporation, which results in upwards motion of a salt 
globe formed during the first phase of evaporation. The legs are hollow, crystalline tubes that 
transport vaporizing water from the sodium chloride structure towards the interface. I term the 
resulting structures composed of the salt globe and legs “crystal critters” due to the resemblance 
to biological organisms, and due to the often-erratic motions produced during growth. 
 

 
FIGURE 1.6. The crystal critter effect. A drop of salt water is placed on a heated, superhydrophobic 
surface. A crystalline globe forms, de-pins from the substrate, and grows legs. The final structure is easily 
removed due to minimal contact with the underlying substrate.  
 
 
The critter phenomena does not occur for all superhydrophobic surfaces. The specific nanoscale 
texture of the substrate used here is vital in inducing leg growth due to “flow confinement” effects, 
in which routes for horizontal crystal growth across a surface are limited so that crystallization 
must instead grow in the vertical direction. New crystal growth between the structure and the 
substrate then pushes the entire salt globe up and off the surface. In contrast, on other 
superhydrophobic surfaces with micro-scale texture, crystals are able to grow in the vertical 
directions between texture features. This leads to a Cassie-Wenzel transition -similar to the 
transition explored in Chapter 6- where the drop falls into the texture, leading to contact line 
pinning and preventing the critter effect. Thus, the critter effect is dependent on the specific texture 
which prevents crystal intrusion and focuses flow.  
 
Similarly, the critter effect can also be eliminated by introduction of “contaminant” salts which 
form at the substrate contact line and crystallize before sodium chloride. When sodium chloride is 
able to precipitate first, contaminant salts are unable to pin the contact line. Interestingly, addition 
of a surfactant does not disrupt the critter effect, and only modifies the crystal structure from a 
vaguely critter-like shape to a mushroom-like shape. The critter effect also works for salts that are 
not sodium chloride, although I show that the unique solubility properties of sodium chloride make 
it ideal for forming these structures.  



 

 
33 
 

 
The critter effect is controlled by the evaporation rate at the substrate surface, which controls both 
the rate of leg growth and the final height of the legs.  Using a simple mass balance model 
comparing the crystallization and the fluid evaporation, it is possible to successfully predict the 
growth rate of legs as a function of temperature. Because of this temperature-dependent growth, it 
is possible to induce crystal rolling via application of a temperature gradient to the surface. Because 
crystals formed during this phenomenon are so easily removed from the substrate, the critter effect 
could provide a new method of extreme anti-fouling for spray-cooling using concentrated brines 
produced during desalination.  
 
Chapter 10. Chapter 10 concludes this work by combining findings from all of the chapters. In 
particular, I compile a phase diagram for patterns formed from evaporating drops of calcium 
sulfate on substrates heated to 60°C. This phase diagram allows for prediction of patterns (single 
coffee-ring, spirals/concentric rings, clusters, arrays, or triangles) as a function of the substrate 
receding and advancing contact angles. Future possible directions for each of the three applications 
(anti-fouling, mineral recovery, and patterning) are discussed in conclusion of this dissertation.
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Chapter 2. 
 

Background 

 
 
 
 
Crystallization is ubiquitous in both natural and artificial processes, and is a phase change process 
in which disordered units (which could be elements, ions, molecules, macromolecules, or even 
colloidal-scale particles) assemble into an organized, solid lattice structure called a crystal. 
Crystals differ from amorphous solids in that crystals demonstrate long-range order in their 
molecular structures,1 and often exhibit unique properties as a result of this order. The best-known 
consequence of this is the optical properties of crystals, which often exhibit dramatic colors and/or 
glean due to birefringence (optical anisotropies) of the molecular lattice.  Crystalline structures 
can be very simple, such as the cubic lattice of sodium chloride (NaCl) where anions and cations 
are arranged in an alternating sequence; or very complex, such as in macromolecular 
crystallization where multiple functional groups, geometries, and solute molecules intertwine to 
form a complex recurring pattern.  
 
In industry, crystallization is used to prepare products such as table salt and chocolate, purify drugs, 
grow semiconductor materials from melts, and obtain commercial chemicals. Crystallization is 
also an important technique for drug discovery, as large and pure protein crystals are required for 
determination of structure via x-ray diffraction. Some natural crystallization processes include 
geologic mineral formation, development of kidney stones, and bio-mineralization of mollusk 
shells.2  In each of these examples, crystallization occurs via different pathways. Chocolate crystals 
are formed from solidification of pure melted material, kidney stones and minerals grow from a 
solution containing dissolved pre-cursors, and thin polycrystalline films for semi-conductors may 
be crystallized from the vapor phase for precise control over structure.  
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Growth from solution (as opposed to from a melt or via the vapor phase) is the most common 
crystallization pathway in nature, and is also the most complex due to solute/solvent interactions. 
In nature, these interactions are often further complicated by the presence of additional solutal 
contaminants that may or may not contribute to crystal chemistry but nevertheless alter crystal 
formation. The present works focuses on crystallization of inorganic salts from aqueous solutions 
(i.e., water is the solvent), which is of importance in both natural and artificial systems. This 
chapter therefore introduces some essential concepts in solution crystallization and for 
predicting/understanding crystal morphology in section 2.1. Section 2.2 expands on how these 
principles can be applied and/or altered in the presence of an interface to demonstrate how 
interfacial engineering can applied to control crystallization. Finally, section 2.3 introduces the 
“coffee-ring effect” – the colloquial term for deposition of particles or solutes from an evaporating 
drop – and explains how observations of crystallization from an evaporating aqueous drop can 
yield information about crystal-interface interactions.  
 
 
2.1 Crystallization Fundamentals 
 
To understand crystallization, we first must understand the driving forces resulting in 
crystallization, the kinetics of the process, and the internal lattice structures that contribute to 
macroscopic crystal morphology. Thermodynamic principles explain why crystallization occurs, 
but say nothing about the rate. Kinetics is used to quantify the rate of the nucleation and growth of 
a crystal.   
 

Thermodynamics 
 
Thermodynamics is the study of changing energies, and the tools provided by equilibrium 
thermodynamics allow us to describe the spontaneity and rate of a phase change process such as 
crystallization of salts (minerals) from water. An equilibrium system is one that is in a state of 
minimum energy, and will therefore remain at that low energy state unless somehow perturbed. 
Although true thermodynamic equilibrium is rarely achieved in real systems, these approximations 
still provide valuable insight into the driving forces and direction of a reaction. 
 
The driving force for crystallization from a solution is the supersaturation, which describes the 
amount of precipitant that is in excess of the solubility concentration. The supersaturation can be 
defined a number of different ways, including the ratio of the actual concentration to the saturation 
concentration (S), the difference between the two (Dc), or the normalized difference (s, s =S-1).1 
Supersaturation can be altered by great number of environmental factors, including temperature, 
pressure, chemistry, presence of impurities/interfaces, solvent quality, etc. Predicting how these 
environmental factors will influence the supersaturation is complex, as there is no general rule that 
can be applied across all crystal chemistries. For example, most salts have lowered solubilities at 
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decreased temperatures and will therefore crystallize more readily at lower temperatures. 
However, there are a handful of minerals which exhibit very little temperature dependence, and 
some that even have an inverse solubility-temperature relationship and become more likely to 
crystallize at higher temperatures.  
 
The Gibb’s energy of a reaction describes the driving force for that reaction to occur. For any 
chemical reaction, the change of free energy is:  

 

Δ" = ∑Δ"%&'()*+, − ∑Δ"&./*+/0+,                                            2.1  
 

Where Δ" is the Gibb’s free energy of the reaction. Gibb’s energy is used to describe the direction 
of that a system moves towards, i.e., whether a process will occur spontaneously or not. Therefore, 
when the energy of products and reactants are known, we can predict whether or not a reaction is 
energetically favorable. When the net change in energy (Δ") is negative, the associated process is 
thermodynamically favorable and will occur spontaneously (though, it should be noted that a 
spontaneous process may still be kinetically limited; aka slow). This concept can be applied to 
crystallization, where the reactants are the dissolved ionic building blocks and the product is the 
mineral of interest. For a phase change process, chemical potential describes the energy associated 
per mole of reactant:3   
 

12 = 34540678,:                                                              2.2  

 

Where 12 is the chemical potential of species i, and ;2 is the number of moles. The chemical 
potential as a function of the solution temperature and chemistry is:  
 

12 = 12' + => ln A2                                                            2.3 
 

where 12' is the chemical potential of species i in the standard state, R is the ideal gas constant, T 
is the temperature in degrees Kelvin, and A2 is the activity of i. The activity is a dimensionless 
quantity that can be described as the molarity of species i (B2) multiplied by an activity coefficient 
(E2). Rewriting equation 2.1 in terms of the chemical potential gives: 
 

Δ" = ∑ F212%&'()*+, − ∑ F212&./*+/0+,                                          2.4 
 

Where F2 is the stoichiometric coefficient for species i. Combining equations 2.3 and 2.4 allows 
for derivation of the following: 
 

Δ" = 	Δ"' + => ln H∏ /6
J6KLMNOPQR

∏ /6
J6LSTPQTUQR
V                                         2.5 

 

Where Δ"' is the standard free energy of the reaction, defining the change in energy for reaction 
when all components are at standard temperature and pressure. The term inside of the logarithm 
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of equation 2.5 is the definition of the equilibrium product Keq. For a precipitation reaction, this 
product is called the solubility product, and is notated as Ksp. For a reasonably dilute aqueous 
solution, the activity of water is approximately 1. In addition, the activity of any standard state 
solid (crystal) is also 1.3 With these two conditions, the equation for the solubility product for a 
crystallizing solution can be reduced to: 
 

W,% = ∏ A2X6%&'()*+,           2.6 
 

where the products are the dissolved ionic species that crystallize. Equation 2.6 does not depend 
on the amount of solid precipitant in the system, meaning that any amount of solid will be in 
equilibrium state with an aqueous solution at the saturation concentration. As previously noted, 
supersaturation and solubility are highly dependent on system conditions, and most notably on 
temperature. Adjustments to the solubility product (or other equilibrium product) to account for 
the influence of temperature is done using: 
 

lnWY − lnWZ = ∆\]M
^ 3 Y8_ −

Y
8̀ 7              2.7 

 

Where ∆a'̂ is the difference between the standard state enthalpies of the reactants and products, 
also termed the standard enthalpy of formation, T1 is the reference temperature, and T2 is the 
temperature of interest.  
 
For a dilute solution, the activity A2 of an ion is identical to its molar concentration. For non-dilute 
solutions, the activity is equal to the molar concentration multiplied by an activity coefficient, E2. 
For many environmental waters, salt concentrations are high enough that altered activities must be 
accounted for. The activity coefficient can be found using Debye-Hückel theory (valid for ionic 
strengths of to 0.001 M): 
 

log E2 = −de2Z√g        2.8 
 

Where A is a constant related to the pressure and temperature (0.5085 at STP), e2 is the charge on 
ion i, and I is the ionic strength of the solution: 
 

g = Y
Z∑B2e2Z                   2.9 

 

For solutions of ionic strengths greater than 0.001 limit, equation 2.8 can be modified with 
additional chemistry-specific parameters.3 When there are multiple salt species in solution, the 
ionic strength will be increased, the activity coefficients of all salts in solution will be lowered, 
and precipitation of a given salt will require a higher concentration than usual. Thus, the influence 
of other salts is typically to reduce precipitation rates. One exception to this rule is the common 
ion effect, in which addition of a chemistry sharing an ion with a salt already present (for example, 
CaSO4 and CaCO3 both contain calcium) will lead to decreased solubility of the original salt.  
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Nucleation 
 
Nucleation refers to the initial formation of a crystal nuclei (also called seeds), and can be 
heterogeneous (at an interface/surface) or homogenous (in the bulk).4  For nucleation to proceed, 
two things must occur.5  First, the precursor units must group together either via random thermal 
fluxes or due to some attraction. Second, the units within the emerging nucleus must realign into 
the crystal lattice. The first process is inherently stochastic (random), and is far more likely to 
occur at concentrations at or above saturation. However, precursor seeds are capable of forming 
below saturation; but they are unstable and re-dissolve quickly. Following stable nucleation, 
growth of the crystal tends to proceed rapidly so that nucleation is typically the rate-limiting 
process in crystallization.  
 
Crystals may begin to nucleate as soon as the conditions for supersaturation are met (i.e., once the 
concentration of dissolved reactants have reached or exceeded their solubility concentration). 
However, due to the energy barrier associated with nucleation, saturation may not be a sufficient 
condition for crystallization to begin. For some salts, homogeneous nucleation will not occur until 
the solution is well over the saturation point (5 to 10 times the solubility concentration). Addition 
of heterogeneous nucleation sites (for example, adding a porous material) to a supersaturated 
solution can induce precipitation at lower concentrations closer the solubility level.  
 
Nucleation occurs as a result of competing processes: first, there is a negative (i.e., favorable) 
energy change associated with formation of the solid volume as a result of supersaturation or 
undercooling. Second, there is a positive energy associated with the formation of a new interface. 
Adding these two energies gives the free energy change of homogeneous nucleation as:4 
 

∆"0 = −hi∆"ij + dikij            2.10 
 

Where hi is the volume of the new solid particle, "ij is the free energy change for the solid-liquid 
transformation (equation 2.5), di is the interfacial area of the solid particle, and kij is the surface 
tension between the liquid solute and newly formed solid.  Under the common assumption of a 
spherical nucleus this equation becomes: 
 

Δ"0 = − l
m nomΔ"ij + 4noZkij            2.11 

 

Where r is the radius of a spherical nucleus. Under the spherical nucleus assumption, it is then 
straightforward to derive a critical radius at which nucleation energy has a maximum: 
 

o∗ = Zrst
u5st

                 2.12 
 

where r* is the critical nucleation radius, representing the smallest required size of a nucleus with 
favorable growth kinetics. Nuclei larger than this radius will continue to grow, while dissolution 
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is more favorable for nuclei smaller than this critical value. Because of the importance of nucleus 
size in determining growth, achieving a sufficiently large nucleation rate is fundamental to forming 
crystal nuclei that won’t dissolve. The Gibb’s energy at the critical radius gives the maximum 
energy barrier to crystallization. For a spherical nucleus, this has the form: 
 

∆"0∗ = Yvwrx
m(u5st)`

       2.13 
 

The nucleation rate, JN, is the product of the nuclei density times the rate that units are added. This 
broad definition of the nucleation rate can be related to the number of nucleation sites and to the 
energy barrier via classical nucleation theory.6 
 

yz = {|}∗ exp 3Å∆5∗ÇÉ8
7                     2.14                                                       

 

Where JN is the steady-state nucleation rate [nuclei/volume-time] at temperature T, N is the number 
density of nucleation sites, Z is the Zeldovich factor, }∗ is the rate at which units are added to the 
nucleus, ∆"∗ is the Gibbs free energy of forming a critical nucleus (equation 2.13), and ÑÖ is the 
Boltzmann constant (1.38*10-23 J/K). This rate can also be written in more familiar terms as: 
  

yz = d exp 3Å∆5∗^8 7                  2.15                                                       
 

Which is the Arrhenius equation for reaction kinetics, where A is a constant that depends on the 
reaction, and R is the ideal gas constant (8.314 J/mol-K). Note that the units of the energy barrier 
must be altered to match the units of either kBT if using equation 2.14, and RT if using equation 
2.15. The two are related by the Avogadro number, 6.022*1023 molecules/mole.  
 
From classical nucleation theory (equation 2.14), we see that the nucleation rate is directly 
dependent on the energy barrier that must be overcome for stable nuclei to form. This energy 
barrier, in turn, is dependent on the concentrations/activities of chemical reactants in solution 
(equation 2.5). Thus, higher supersaturation levels will exponentially increase the rate of 
nucleation. In addition, any influences that change the interfacial energy term in equation 2.10 or 
add additional terms to this equation will profoundly influence nucleation rates. One important 
influence is the presence of solid surfaces, which will be discussed in section 2.2.   
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Growth  
 
Following nucleation, a crystal seed continues to grow via addition of additional dissolved units 
into its lattice until a full-fledged crystal is grown. Unlike nucleation, whose rate is controlled by 
the likelihood of units gathering into a stable seed, crystal growth is typically diffusion-limited. 
Nucleation of new crystal seeds and growth of existing ones are competing processes, in which an 
overabundance of units in solution compared to sites on a growing crystal will result in new 
nucleation.7  In contrast, for a solution that hovers near the saturation level with a sufficient number 
of existing crystal seeds will promote growth over new nucleation. The kinetics of crystal growth 
can be described as:7 
 

−(*
(+ = ÑÜ(á − á∗)0         2.16 

 

Where c is the molar concentration, á∗ is the solubility concentration, k is the growth rate constant, 
n is the “order” of the crystal growth process, and s is a function of the number of growth sites 
available. A typical formulation for s is to estimate a site density multiplied by the surface area of 
the crystal. For salts crystallizing from aqueous solution, n typically ranges between 1 and 2.1 This 
equation can be modified to separate the distinct steps of diffusion and reaction with an 
intermediate concentration in the vicinity of the interface.1 For diffusion: 
 

−(*
(+ = Ñ(d(á − á2)                     2.17 

 

Where Ñ( is the coefficient of mass transfer by diffusion, A is the surface area of the crystal, and 
á2 is the concentration of dissolved species at the crystal interface. For the incorporation reaction: 
 

−(*
(+ = Ñ&d(á2 − á∗)          2.18 

 

With Ñ& being the reaction rate constant for the integration process. In practice, determination of 
the interfacial concentration is challenging and therefore the “overall” kinetic equation (equation 
2.16) is used to describe the driving force for crystal growth. The diffusive transport is governed 
by Fick’s law and mass conservation. For a spherical particle:8 
 

(*
(+ = à â Y&`

4
4& 3oZ

4*
4&7ä        2.19 

 

Where D is the diffusion coefficient, and r is the particle radius. This equation combined with 
boundary conditions that at the concentration goes to the bulk value at o → ∞ and that the 
concentration is the saturation value á∗ at the radius of the growing crystal allows us to solve for 
the growth rate of the crystal assuming the incorporation reaction is much faster than diffusion.  
 
If we consider crystal growth to be a 2-dimensional nucleation problem (in which units adsorb to 
the 2D faces of the growing crystal), it is possible to describe growth in the same theoretical 
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framework as nucleation. The free energy of 2D nucleation is the sum of two competing processes: 
the favorable component driving equilibria towards the crystalline solid phase, and the unfavorable 
cost of creating new surface area. Starting with equation 2.10 and assuming a cylindrical 2D area 
of radius r, we find the energy of growth: 
 

∆5ç
é = −noZ∆"ij + 2nokij            2.20 

 
Where h is the height of 1 unit, and other values retain previous definitions from equation 2.10. 
The energy barrier to growth under the cylindrical disk assumption is then: 
 

∆"ê∗ = wér`
∆5st

                  2.21 
 

The ratio of the energy barriers for nucleation (3D spherical) and growth (2D cylindrical) is 
therefore: 

∆5U
∆5ç

= Yvré
m∆5st

               2.22  
 

This ratio reveals that the energy barrier for nucleation will generally be larger than that for growth 
when the surface tension is large, or when the free energy of solidification is small. Both of these 
criteria are true at lower supersaturation conditions, where the free energy to be gained from 
rearrangement into a solid is small, and the surface tension barrier to creating new interface is high. 
At higher supersaturation conditions, the ratio becomes closer to 1, as increased salt concentration 
begins to “crowd” and precipitation is energetically favorable.1  
 
While the growth theories presenting in equations 2.16-2.21 are simple in nature and application, 
true crystal growth is far from simple. There are multiple processes that might occur beyond the 
simple model of growth units diffusing towards, and then incorporating in, the growing face of 
crystal. Ions may migrate over the surface of the crystal, regions of local dissolution may occur, 
water may diffuse through the crystal matrix, etc. In addition, growth is hard to predict because it 
rarely proceeds the same way for any two crystals even when environmental conditions are 
identical. The growth rate of an individual face, or even just of a localized part of the face, will be 
ultimately determined by the dislocations.9 Dislocations are regions of surface defects on the 
crystal that are energetically favorable for binding of new units. On a molecularly flat surface, an 
incorporating unit will only be able to bind with one other unit. At a step dislocation, it can bond 
with two; and at a kink, it can bond with three. Screw dislocations are of particular importance, as 
these spirals of new crystal growth constantly generate kink-type binding sites. The lattice 
structure and dislocations strongly influence the rate of growth, and anisotropy of growth rates of 
various crystal faces leads to the final crystal structure. These factors are difficult to understand 
and control, which is part of the reason that crystallization experiments show a wide amount of 
variability between trials.  
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Morphology 
 
A crystal of the same chemistry can form different macroscopic structures, which are related to 
the microscopic packing structure of the atomic units. Despite having the same chemical formula, 
crystals of different morphologies can have very different solid and chemical properties in addition 
to simply having different shapes. For example, the crystal lattice structure can influence 
conductivity, thermal conductivity, and fracture strength. Depending on the application, alteration 
of these properties can have significant impact on the product quality. 
 
The morphology of a crystal is strongly related to the packing of ions (or other growth unit) within 
the crystal lattice. The ions will arrange themselves in the crystal in a way that maximizes attractive 
forces while minimizing repulsive ones.10  The resulting lattice structure depends strongly on the 
relative sizes of the cations and anions. When the two are similarly sized, a closest packing 
structure is typically resultant. For some species where the anion is much larger than the cation, 
for example cesium chloride, a cubic lattice of chloride ions is formed with the cesium anion in 
the center of the cube.10 The seven crystal systems common to ionic compounds are shown in 
Figure 2.1.  

 
FIGURE 2.1. The seven general crystal lattices. The internal arrangement of molecules into these 
structures often controls the macroscopic appearance of the crystal. From Moore et al.11 

 
The arrangement of the lattice has an influence on the macroscopic structure of the crystals as well. 
In 1669, it was observed that crystals of the same species that differ in appearance still maintain 
constant angles between corresponding faces, and that these angles are characteristic of the 
substance. For example, sodium chloride has a cubic lattice composed of alternating sodium and 
chloride ions; and will often form crystals with cubic symmetry. Likewise, gypsum (calcium 
sulfate dihydrate) often forms prismatic crystals due to its monoclinic lattice. 
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While internal crystal lattice and chemical composition influences the angles between faces, the 
crystal morphology of a given material can still vary widely. The shape of a crystal is controlled 
by growth of the different crystal faces, which in turn depends on the shape of the atomic unit, the 
form of the internal lattice, and on conditions of growth. The frequency of a crystal face is given 
by the Law of Bravais, which says that a higher density of lattice nodes intersecting a crystal face 
will result in that face occurring more often. Other conditions that are known to influence 
morphology of crystals include temperature, pressure, solvent, solute concentration,12 presence of 
co-solutes, and available volume for growth. In addition, the speed of crystallization will influence 
the shape of the final crystal.   
 
Understanding which morphology of a given crystal structure will dominate over others is not a 
simple task. Clearly, whichever form spontaneously emerges is thermodynamically stable under 
the given conditions, but the thermodynamic coupling of various effects renders precise calculation 
difficult. The coupled effects include heat transport, mass transport, hydrodynamic flow, electrical 
potential, stress and strain, etc.9 For a crystal growing unconstrained, the stable crystal shape 
exhibits extremum in velocity of protruding elements. This means that small shape distortions on 
a crystal interface develop in directions that lead to an extremum in growth velocity or intrusion 
distance.9 At equilibrium, a crystal will take the morphology that minimizes the total surface 
energy.13 The surface energy (g) is the reversible work required to create a unit of surface area at 
constant temperature, volume, and chemical potential, and is given as: 
 

E = (ë
(í          2.23 

 

Where W is work, and A is area. The energy of a surface is  
 

ì = ∫Eïd           2.24 
 

In a liquid droplet, this minimum equilibrium energy results in a spherical shape. However, for an 
anisotropic solid crystal material, the crystal faces with lowest surface energy will give preferred 
orientations. Therefore, surfaces with low free energy will be located closer to the center of a 
crystal, while surfaces with high free energy will extend away from the crystal center.  This concept 
is given by the Wulff theorem, which says: 
 

ñó
éó
= áò;ÜôA;ô	           2.25 

 

where ℎõ is the characteristic length of a face x. Despite good understanding of thermodynamic 
constraints on a crystallizing system, it is still difficult to predict crystal shapes because of the 
degree of variables that cannot be controlled or predicted in finding the surface energy, in particular 
the dislocation mechanisms, which are largely responsible for precipitating growth.14 Dislocations 
can be considered a point defect located on a surface. On a flat surface, point defects may 
consistent of a vacant or excess surface site that have enhanced/reduced reactivity. Dislocations 



 
47 

  

 

are points at which the crystal surface structure is not flat, and therefore are regions of more 
energetic interactions. Examples of dislocations include step, kink, terrace, and screw.13 The free 
energy change of having ; possible bonds at given bonding site is:  
 
 

∆" = ;∆a − >∆úù − ;>∆úû2ü             2.26 
 

where ∆a is the enthalpy of vacancy formation, ∆úùis the mixing entropy, and ∆úû2ü is the 
vibrational entropy change between a bound and free unit. Thus, the energy barrier for growth will 
decrease with increased vacant sites under the condition that the contribution from vibrational 
entropy is greater than the enthalpic contribution; and crystal growth will occur faster on surfaces 
with more possible bonds.  
 
 
2.2 Crystallization at Surfaces 

 
Surfaces are ubiquitous in nearly all crystallization processes. They exist in chemical 
manufacturing (tank walls), aqueous geochemical systems, within the body, etc. In some of these 
scenarios, crystallization on a surface is desirable. For example, surfaces can be used to nucleate 
products in industrial crystallization, or can be used as a separation tool. In other cases, 
crystallization on a surface is detrimental, such as in any process requiring heat transfer. When salt 
crystals (scale) have built up heavily on heat transfer equipment, the scale acts as insulation and 
prevents proper functionality.15 Scale buildup can also cause equipment failures due to blockages 
in water systems, and can cause aesthetic and structural damage to homes and buildings. 
Furthermore, surface effects can influence scale-up of crystallization and other chemical processes. 
A lab-scale reaction will have a higher surface area to volume ratio than a reaction occurring within 
an industrial sized reactor. In some cases, this can lead to difficulties in scale-up in processes 
involving primary nucleation.16 Therefore, understanding and controlling the influence of 
interfaces in crystallization has broad importance across applications. 
 
One reason that surfaces are so important in crystallization is that foreign solids tend to be 
particularly effective at enhancing nucleation.17 Generally, the reason for this is that surfaces lower 
the energy barrier for nucleation. Crystal units are attracted to, and sometimes adsorb to, the 
surface, allowing more single units to come together and form a nucleus. Interfaces can also help 
with alignment of adatoms, further enhancing the rate of nucleation. From a macroscopic 
viewpoint, changes in crystallization kinetics at surfaces are related to the density of nucleation 
sites available and/or to the energy barrier. From a mechanistic viewpoint, nucleation can be 
enhanced by either providing a force for crystal units to come together, or by providing a force 
influencing the alignment of those units. However, this very general statement does not fully 
explain the exact influence surfaces have on kinetics or morphology of the crystal. In some cases, 
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it is observed that surface effects are able to nucleate crystals that otherwise do not nucleate in the 
bulk at the same conditions.1 It has also been observed that different morphologies will form at 
different surfaces even within the same crystallizing system. This influence is not limited to solid 
surfaces, as many crystals will preferentially form at the air/water interface.1,18  
 
Because surface interactions are so important in crystallization, surface engineering is an 
appropriate strategy to apply when one wishes to either enhance or reduce crystallization in a given 
process.16,19,20 Functionalized surfaces can promote nucleation, control for a specific species, or 
selectively crystallize a desired morphology.21 Strategies for promoting nucleation using surface 
engineering include: templating, maximizing surface area, controlling surface energy, creating 
porosity on the length scale of the critical radius of a given crystal (see equation 2.12),16,22,23 and 
functionalizing a surface to promote specific chemical interactions.24 Surfaces utilizing nano-
porous confinement allow crystal nuclei to reach the critical radius faster than they are able to in 
the bulk and thus enhance nucleation.24,25 Templating surfaces make use of a nano-pattern that 
matches the crystal lattice for nucleation, which is also known as epitaxial nucleation.24 Finally, 
charged surfaces are able to attract molecules to each other via electrostatic interactions.24 
Electrostatic interactions between the surface and the molecules should not be so strong as to 
disrupt the weak lattice interactions between molecules that result in crystal arrangement. All of 
these surface engineering strategies can be applied towards promoting or inhibiting crystallization. 
 
Surface Energy 
 
Surface energy and interfacial phenomena are important for both ionic and macromolecular 
crystallization.26,27 The strong influence of surfaces in crystallization and other reactions is rooted 
in energetics. In the solid state, molecules have strong attractive interactions to each other 
(regardless of whether the solid is crystalline or amorphous).17 Molecules within the bulk of the 
solid are completely surrounded by other molecules with attractive interactions. In contrast, 
molecules at a solid surface will have unsaturated valences, giving rise to energetic interactions 
between the solid and surrounding fluid. Fluid (whether gas or liquid) molecules at a solid surface 
will have different (typically higher) reactivity than species of the same type within the bulk.17  
 
Surface energetics are also critical for epitaxial nucleation. For a well-ordered surface composed 
of a single crystal, there will exist periodic “potential wells” where molecular units can bind.17 On 
these surfaces, it is possible to induce epitaxial nucleation by lattice matching of the potential wells 
of the solid to the desired crystal structure.28 This concept is powerful for engineering selectivity 
of polymorphism, and has recently been applied in a calcium carbonite system where lattice 
matching was used to nucleate calcite under conditions that typically favor formation of 
aragonite.29 Epitaxial nucleation is difficult to achieve, as finding a perfect match between the of 
the solid and the precipitating crystal is challenging. An imperfectly matched lattice may initially 
enhance nucleation but will ultimately result in slower crystal growth due to elastic stresses.30   
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FIGURE 2.2. How surface energy between the substrate, crystal, and liquid influences crystal morphology. 
“Non-wetting” crystals will form in the bulk, as shown on the left. “Wetting” crystals have a preference for 
growing on the substrate and will form flat structures. Crystals of intermediate wetting properties will grow 
adhered to the substrate, but will alter their center of symmetry to adapt to the underlying substrate.  

 
Surface energy is traditionally described in terms of the individual components of interfacial 
energies between the coexisting phases. For a drop of liquid (L) in the presence of a gas (V) located 
on a surface (S), the Young-Dupre equation describes the contact angle (q) as a function of the 
surface energies between the three phases:13    
 

Ej† cos £ = Ei† − Eij         2.27 
 

This concept can be modified for the case of a crystal (C) growing at a surface (S) within a 
liquid/gas solvent (L): 

E§j cos £ = Eij − Ei§          2.28 
 
This approximation can be applied towards predicting the effects of a surface on crystal 
morphology. For a crystallizing species in the presence of an interface, there are three possible 
cases. When Ei§ − Eij ≥ E§j, the crystal particle does not “wet” the surface, and it will form in 
the same morphology as a free particle.13 When 0 < Ei§ − Eij < E§j, the equilibrium shape will 
be modified, as the crystallizing particle will now seek a new contact angle of a “partially-wetting” 
system. The Wulff center of symmetry will be modified, which then modifies the entire structure 
of the crystal, as demonstrated in Figure 2.2.31  Finally, as wetting increases,	(Ei§ − Eij) < 0 , the 
equilibrium shape becomes indeterminant as the crystal seeks to fully “coat” the substrate.  
 
The wetting properties between a crystallizing particle and an interface also influence the degree 
of adhesion of that crystal to the interface, with the adhesion work being:13 
 

®/ = E§j 	+ (Eij − Ei§) = E§j(1 + cos £)          2.29 
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Surface energy can be found when the adhesion work and contact angle are experimentally 
determined, and the adhesion work can be calculated when the surface energy and contact angle 
of a system are known. The adhesion work is important to understand for applications in which 
crystals must be cleaned from a surface or when a crystalline product must be harvested from a 
surface. In scale-reduction applications, the hydrophobicity of a surface is considered a key 
parameter for reducing scale formation.32,33 However, the energy between a crystallizing solute 
and the surface must be considered in addition to the energy between the surface and the solvent. 
Indeed, it has been shown that smaller crystal-surface contact angles are correlated with a decrease 
in nucleate induction times.16  
 
As previously mentioned, energy barriers for nucleation are significantly altered in the presence 
of surfaces. A portion of this influence is directly related to energies between the liquid, crystal, 
and substrate. The Gibb’s free energy of formation for a crystal nucleus on a substrate is: 
 

			∆"0 = ™w†́`
m(ÇÉ8)`i`

(2Ei§ − Ej§ − Eij)m        2.30 

Where VM is the molecular volume, ÑÖ is the constant, > is temperature, S is supersaturation, Ei§  
is the surface energy between the substrate and crystal, Ej§  is the energy between the liquid and 
crystal, and Eij is the energy between the substrate and liquid.  
 
 
Surface Structure 
 
Solid catalysts are (usually) most effective when they have a high specific surface area, as more 
valence sites on the solid are available for nucleating reactions.17 Because of this, porous/textured 
surfaces such as zeolites are effective in catalyzing reactions and in promoting crystal growth.22 In 
general, we can distinguish between two structural effects of importance in promoting 
crystallization. First is the general availability of surface area, and the second is confinement. The 
first set of interactions are often confused for the second type, as was demonstrated in an 
investigation studying surfaces with porosity between 15 and 120 nm.20 Spherical nanopores of 
this size range hinder nucleation while angular pores of the same size promote it. Hexagonal pores 
in particular were able to sharply reduce nucleation timescales. These results suggest that 
nucleation enhancement at this length scale is due to the presence of angular ridges rather than due 
to confinement. True confinement effects will only occur on length scales similar to the size of the 
critical radius, about 10 nm.16,20  
 
Confinement effects on the order of magnitude of the critical radius can nucleate crystals even in 
under-saturated conditions. In addition to this effect, nanoscale confinement can also control for 
polymorphism by selection of a pore size at which a desired crystal has a nucleation barrier lower 
than the other form (see figure 2.3).34,35  One investigation showed that crystals grown in 
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nanometer scale cylindrical pores adopt preferred orientations relative to the pore direction, and 
that the size of the pore controlled the form of the polymorph.36 Another study found that pore 
morphology, in addition to size, can influence the orientation domain structures and 
polymorphism.37   
 
 

FIGURE 2.3. From Hamilton et. al34, showing the 
Gibb’s free energy of crystal formation for two 
hypothetical crystal polymorphs (A and B). 
Nanoscale confinement at different radii can control 
for the form by selecting a pore radius where the 
desired form has a lower energy barrier.  
 
 
 
 
 

 
Nanoscale confinement can also dictate crystal growth directions. For a pore with a very small 
radius but longer vertical direction, a nucleating crystal growing in a radial direction may fail to 
reach the critical size required for stable nucleation, while a nucleus growing vertically with the 
alignment of the pore has far more space to grow into a stable seed. The maximum diameter of a 
confined pore that will result in nuclei formation is:1 
 
 

ïù/õ = l(ñstÅñs¨)
∆5st

			                 2.31 
 

This maximum diameter must be greater than 2x the critical radius (equation 2.12) for stable 
nucleation to occur.  
 
 
Conclusions 
 
Of the many factors (temperature, pressure, solute concentration, presence of co-solutes, etc) that 
influence crystal morphology and kinetics, the presence and properties of interfaces may be the 
most important. This is because solid surface and gaseous interfaces are near-impossible to avoid 
and because interfaces vastly alter crystallization during both nucleation and growth.1,24 Surface 
morphology,35,5 energy, chemistry,16 and other properties can all influence crystal kinetics and 
structure.  
 
Surface energy and texture are arguably the most important interactions for controlling 
crystallization at surfaces. However, there are other effects worth mentioning. One of these is 
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electrostatics. Ionic species are obviously charged in solution, and even macromolecules such as 
proteins typically carry some charge. Therefore, electrostatic interactions can be fundamental in 
attracting crystallizing units to one another.24 Simulations of a moderately ionic protease indicate 
that long-range electrostatics interactions are essential for representation of crystal formation and 
structure, suggesting that electrostatics (both short and long range) are key in even for protein 
precipitation/crystallization.38 Surfaces with an applied charged have been previously used to 
induce crystallization.21,24,39 For example, one investigation used functionalized (silanized) mica 
and polystyrene with exposed ionizable groups as a nucleating surface for proteins, finding that 
these surfaces reduce the concentration necessary to form crystals.21 
 
Combinations of morphological and chemical effects can be even more effective at controlling 
crystallization than either factor alone. Molecular dynamics simulations of crystallization under 
confinement and with varying surface-liquid interaction strengths found that crystallization under 
severe confinement has different mechanisms of formation than in the bulk.40 In structureless 
surfaces, crystallization initiates at the surface. However, for amorphous surfaces, crystallization 
occurs in the bulk. Increasing liquid-surface interaction strength favors crystallization for 
structureless surfaces, but can suppress crystallization for amorphous surfaces.40 Electrochemical 
conditions are also important for crystallization induced by nanoporous confinement.37  
 
The number of ways in which a surface can control the growth kinetics and morphology of a crystal 
structure is enormous. Surfaces influence nucleation by serving either as sites for nucleation, or by 
providing a force to encourage alignment. Surfaces can also alter growth by introducing 
anisotropic forces that can result in different morphologies than those that are observed without 
surface effects. While certain surface properties, such as presence/size of pores or other 
nano/microstructures, lattice matching, and surface energy, and provide clues as to which crystal 
morphology may be preferred, it is near impossible to develop many solid conclusions to this 
problem.  
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2.3 Drop Evaporation and Deposition 
 
The method used to crystallize a given compound will depend strongly on which chemistry is 
being crystallized and on the environmental conditions. For example, protein crystals are often 
grown via “salting out,” in which the concentration of a precipitant salt is added to solution. This 
change in the solution composition alters the solubility of the protein and induces crystallization. 
Another common choice is temperature manipulation, where the temperature of the solution is 
lowered (or increased, for the rare cases in which solubility decreases with increased temperature) 
to decrease solubility and induce crystallization. While salt crystals can be crystallized via changes 
to temperature or solution composition, their generally high solubility makes some of these 
methods challenging. Salt crystallization by altered solubility is often kinetically-limited, meaning 
that even a supersaturated solution may fail to crystallize over timescales of days. In order for salt 
crystallization to occur quickly, solubilities often must be pushed far beyond supersaturation.  

Evaporation-induced crystallization is a method that works particularly well for salts dissolved in 
an aqueous media. Loss of water due to evaporation concentrates the salt and pushes it past the 
solubility limit. The rate of evaporation can be very fast to induce very high supersaturation levels, 
or it can be slow enough that the crystal and dissolved ions remain in quasi-equilibrium.  
Evaporation can be controlled by changing either the temperature of the water or the vapor pressure 
of the surrounding gas. The evaporative flux is given by:  

y' = ≠(§tÆÅ§Ø)
∞t

                  2.32 

Where y' is the evaporative flux in units of m2/s, D is the diffusion of solvent vapor in air, ±j† is 
the saturation concentration of solvent vapor at the solution interface, and ±≤ is the equilibrium 
concentration of solvent vapor in the environment, and ≥j is the density of the liquid solvent. In 
this equation, both the diffusion coefficient and concentrations of vapor are functions of 
temperature (and pressure). Thus, the diffusive flux tends to increase exponentially with increased 
temperature. The rate of volume loss is proportional to the evaporative flux, and the concentration 
of a solute in solution decreases proportionally: 

±(ô) = §M†M
†(+)               2.33 

Where ±' is the initial concentration in solution prior to evaporation, and h' is the initial volume. 
If we begin from a saturated solution (±' = ±,/+), then ±(ô)/±' = ú (where S is the superstation 
ratio), then ú = h'/h(ô). Thus, supersaturation and crystallization tendency increase linearly with 
volume reductions.  
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Drop Evaporation 
 
While evaporative crystallization is often performed in a bulk container (a beaker, for example), 
evaporative crystallization within a drop is a particularly interesting system for exploring crystal-
substrate interactions. A drop left to evaporate on a substrate can evaporate in one of two modes: 
constant contact radius (sometimes called CCR), or constant contact angle (CCA). For the first 
mode, the contact line of the drop (i.e., the circumference of the drop, which is the line where the 
drop contacts both the surface and the air-water interface) remains pinned and does not move. 
Thus, the volumetric loss manifests as a decrease in the drop contact angle. In constant contact 
angle evaporation, the contact angle remains the same, and the drop “glides” over the substrate 
with a decreasing contact radius. The second type of evaporative mode is typically associated with 
hydrophobic surfaces, while the first commonly occurs for more hydrophilic surfaces.  
 
When the system of interest is an evaporating drop, the volumetric rate of evaporation can be 
solved for by applying a spherical or semi-spherical geometry. This problem is non-trivial, and 
only approximate solutions can be found. However, it is still useful to derive drop geometry as a 
function of the evaporative flux.  A mass balance for an evaporating drop can be formulated as: 
 

ïB
ïô + ∇ ∗ (B∂) = −2n=≥y(o, =, ô) 

B = ≥h(&'%               2.34 
ïh
ïô + ∇ ∗ (h∂) = −2n=y(o, =, ô) 

 
Where m is the mass of the drop, U is internal hydrodynamic flow velocity, R is the radius of the 
drop, and r is the radius as a coordinate. Assuming an approximately cylindrical shape, h = n=Zℎ, 
and assuming that dh/dt > dR/dt (which is valid in the case of a pinned contact line, rapid 
evaporation, and/or slow contact line motion), this equation becomes:  
 

n=Z (é(+ + n=Z∇ ∗ (h∂) = −2n=y(o, =, ô)                      2.35 
 

So, the height averaged mass balance equation with a small slope is: 
 

(é
(+ + ∇ ∗ (ℎ∂) = − ∑

^ (o, =(ô), ô)      2.36 
 

For a very thin drop, we can ignore hydrodynamic flow41 to find: 
 

(é
(+ =

∑
^ (o, =(ô), ô)       2.37 

 

Where evaporative flux is now given as a function of time, radial position, and contact line 
location:  

y(o, =, ô) 	= yò ∗ ∏	(o, =, ô)             2.38 
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An approximate form of y(o, =, ô) was derived by Deegan by analogy of an electrostatic potential, 
where the drop is a conductor of fixed potential with a wedge shape.42  By this analogy: 
 

y(o) ∝ (= − o)Å∫                  2.39 
ª = (n − 2£)/(2n − 2£) 

 

For very low contact angles, ª = 0.5, and ª = 2 as the contact angle becomes very large. Finally, 
we can deduce a form of the evaporation rate evaporation from this electrostatic analogy as: 
 

y(o, =, ô) = Å∑M
æYÅL`]`

          2.40 

 

The form of evaporative flux given by equation 2.40 can be substituted into equation 2.35 to create 
a differential equation describing rate of change for a drop that can be approximated as cylindrical. 
When a drop is also very thin or flat (due to either a hydrophilic substrate or to pinning of the 
contact line during evaporation, 2.40 can be substituted into equation 2.37 to describe the rate of 
change of the drop height with time. Different boundary conditions should be applied for each of 
these equations depending on whether drop evaporation proceeds in constant contact angle or 
constant contact radius evaporation.  
 
 
Evaporative Deposition from Drops 
 
In this thesis I extensively use evaporation of saline drops towards understanding crystal-substrate-
solvent interactions. Evaporation causes concentration and precipitation of dissolved salts, forcing 
crystallization to occur at the solid interface on which a drop is deposited. Clearly, observing the 
process of crystallization at the substrate is useful for study of heterogeneous nucleation. However, 
the wetting and contact line behavior of a drop during evaporation is equally (or more) revealing, 
and evaporative deposition from drops is accordingly a well-studied phenomena.43 This effect has 
traditionally been studied for applications in ink-jet printing, where condensed, uniform deposits 
of ink particles create a better resolution than dispersed deposits.  

In evaporative deposition (also called evaporative self-assembly, or the “coffee-ring” effect), a 
drop of a colloidal suspension is placed on a substrate. As evaporation proceeds, radial flow 
delivers colloidal particles to the contact line. Particles become trapped here, and the resulting 
deposit is a ring marking the boundary of the original droplet. Since 1990 (when the first 
investigation of the effect was published), hundreds of authors have reported methods of disrupting 
the “coffee-ring” effect in order to encourage particle deposition at the center instead. One notable 
example demonstrated that altered particle shape can disrupt ring formation in favor of a condensed 
deposit (where particles assemble into a cluster with a radius smaller than the boundary of the 
initial drop).44 Ellipsoidal particles are prone to uniform deposition, while spherical ones move to 
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the contact line. Interparticle capillary attraction between ellipsoidal particles is induced by 
interfacial deformation, and thus packed structures of particles can resist being deposited at the 
contact line. Other effects caused by particles include size,45 density,46,47 presence of surfactants,48 
and interactions with the substrate and/or other particles.49   

Environmental parameters, such as substrate temperature, also play a large role in controlling 
deposit morphology. Increasing temperature increases the likelihood of a ring emerging, while 
lower temperatures increase the preference for uniform or bump-like deposits.50 Effects of relative 
humidity,51 substrate wettability,52 heat capacities of the solute and substrate, etc., have also been 
explored.  

The preference for an evaporating colloidal system to form a rings, uniform deposits, or bumps 
can be reduced to the three competing interactions of evaporative flow, attractive forces between 
the particles and substrate, and Marangoni recirculation.47 Evaporative flow transports particles to 
the contact line, favoring ring-deposits, while Marangoni re-circulation has a tendency to deliver 
particles towards the center of an evaporating drop. DLVO forces between particles and substrate 
influence whether a particle delivered to the substrate will remain where it is, or will be swept 
away by flow. Thus, the influence of all previously mentioned parameters (particle size, shape, 
chemistry, temperature, etc.) can be reduced to their effects on these three interactions, so that a 
phase diagram for colloidal evaporative deposits can be formed. For aqueous solutions, the 
Marangoni flow tends to be weak.  

Particles deposited at the contact line for ring-style deposits are often remarkably ordered due to 
the presence of capillary interactions. Particles deposited towards the droplet edge tend to exhibit 
long range order; while particles deposited closer to the center exhibit less order.53 This is likely 
because disorder to order transitions are kinetically limited, and particles on the exterior of the ring 
have sufficient time for assembly, especially true when the hydrodynamic velocity is slow. A 
height averaged radial velocity for evaporative flow is:54  

ø(o, ô) = Z√Z∑M
w

Y
¿(+)^¡YÅ&/^             2.41 

Where  £(ô) is the change in contact angle with time, and constant contact radius evaporation has 
been assumed. While evaporation in either CCA or CCR modes are most common for pure solvent, 
the presence of particles complicates contact line motion. The accumulation of particles at the 
contact line has a tendency to pin the drop, thus increasing the chances that evaporation will 
proceed in constant contact radius mode. In some cases, pinning is countered by surface tension 
forces of the substrate and drop, and a stick-slip regime emerges. In a stick-slip drop evaporation, 
the drop moves between the two modes so that the contact line periodically “sticks” at a new 
radius, evaporates until a critical low contact angle has been reached, and then slips to a new radial 
position and a higher contact angle. When particles are deposited during a stick-slip motion, 
concentric rings of particles emerge.   
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The evaporation behavior of a drop is strongly correlated to energy barriers at the drop contact 
line. The energies between the liquid and solvent, liquid and substrate, and liquid and air all 
contribute to an equilibrium contact angle (£¬)	 known as young’s angle, previously shown in 
equation 2.27. However, the equilibrium contact angle is not sufficient to predict how evaporative 
deposits will form. To describe whether a drop will pin, recede, or move in stick-slip motion, it is 
also important to understand the dynamic contact angles. The advancing angle (£í)	 of a substrate 
is the equilibrium angle a drop will take when it “advances.” Advancement can occur via sliding 
down a slope or due to an increasing volume. Likewise, the receding angle (£^) is the angle a drop 
forms while it recedes. The pinning force of a drop to a substrate is a function of both of these 
dynamic contact angles: 
 

√: = E(cos £^ − cos £í)        2.42 

Where E	is the surface tension (For water, E=73 mN/m at 25°C). The energy barrier resisting 
contact line motion is:55  

∆" = En=Z 	3 Z
Yƒ≈∆«¿ − cos £.	7                         2.43 

Where R is the radius of the drop, £. is the equilibrium (Young) contact angle, and £ is the 
instantaneous contact angle (which varies between £. and £^ for a pinned contact line).  The excess 
free energy increases when the triple line is pinned as the deviation of the contact angle from the 
equilibrium angle increases. When the excess energy exceeds the potential energy barrier for 
depinning, the drop will recede.  

 

Evaporative Crystallization from Drops 
 
While there are many parallels between evaporation of saline drops and particle-laden drops, saline 
drops are somewhat more complicated. For example, concentration gradients are formed at the 
air/water interface as the volatile phase evaporates.56 This heightened concentration combined with 
the predilection of crystals to form at interfaces results in crystal formation at the drop contact 
line.57 Crystallization at the contact line will pin the drop and force a ring morphology even on 
surfaces that would normally form a clumped deposit for particle-laden systems.16,58 The evolution 
of the crystals will alter drop pinning evaporation dynamics,59 surface adhesion,60 and the final 
form/size of the deposit. Therefore, eliminating coffee-rings for crystal deposits remains a 
challenge despite the many approaches for eliminating coffee-rings of colloidal deposits. 
 
Previous investigations have demonstrated that the forces controlling deposit morphology for 
crystals are not the same forces which control colloidal deposits from evaporating drops.18,61,62 
Crystalline deposits will form rings even on superhydrophobic surfaces,62 are independent of the 
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substrate thermal conductivity,61 and demonstrate a large dependence on the properties of the 
emerging crystals.18 These results indicate that Marangoni recirculation does not contribute to 
crystalline patterns, and that the pathway of crystallization is important for the morphology of the 
final deposit. Additional evidence suggests that the internal convection of evaporating drops of 
saline solutions containing a high concentration of very soluble salts (NaCl, CaCl2, etc.) is 
fundamentally altered by the presence of these salts.63,64 
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Chapter 3. 
 

Surface Engineering for Scale Reduction in 
Desalination 
 
 
 
 
 
 
Combating deterioration of pipes, reactors, and other equipment in desalination processes can 
significantly reduce associated costs for maintenance and replacement. Modification of water 
chemistry and/or addition of anti-foulants can be expensive and introduce new problems to the 
systems. Passive control via engineered surfaces is one way to avoid fouling without introducing 
additional chemistry to a water source. It is desirable to engineer scale-resistant surfaces that are 
are able to prevent the formation of crystalline buildup and mitigate its impact on the surface and 
the equipment. Such scale-resistant surfaces have a wide range of industry applications, from 
desalination to heat transfer and energy generation.1,2  

In this chapter, crystallization of single salts, binary salts, and complex salt mixtures is explored 
on a catalogue of engineered surfaces to determine how interfacial engineering can best be applied 
for reducing salt-fouling (also called scale formation or mineral-fouling). While most 
investigations exploring scale formation look at a single, representative salt at time, multiple salts 
will be present in any real environmental water sample. The primary component of ocean water is 
sodium chloride, which is present at 32 g/L (around 10% of its saturation level). However, the 
ocean also contains large quantities of potassium, calcium, magnesium, sulfate, and carbonate. 
These ions combine to form different minerals, which will precipitate in order of least to most 
soluble.3 In this chapter, I use a salt mixture of these salts to model ocean water.  
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Scale formation for binary salt mixtures is altered by the common-ion effect, in which salts that 
share an ion (for example, calcium sulfate and calcium carbonate) reduce the solubility level of 
the other. There is also a discrete ion effect (also termed the uncommon ion effect), in which salts 
without shared ions can enhance the solubility of the other (calcium sulfate and sodium chloride).  
A final confounding factor in multiple-salt precipitation is the chemical divide, which describes 
the difference in cation/anion ratios between the dissolved species and the solid form of a given 
salt.4 In the experiments described here, I explore both single-salt and multiple-salt solutions to 
determine the effects that this confounding variables have on scale formation. 
  
 

3.1 Experimental Approach  

While there are multiple methods to induce crystallization in an experimental set-up, evaporation 
is a particularly well-suited technique for crystallization of salt minerals. Evaporation is an 
important process in the environmental hydrological cycle,4 and it is straightforward to determine 
increases in salt concentration within a solution based on the volumetric reduction of the liquid 
due to evaporation. Minerals which form via evaporation of environmental waters are also called 
evaporites.  

It is possible to calculate the progression of mineral precipitation from a water starting with the 
initial composition via solubility rules.4 Calcite (calcium carbonate) will be the first to precipitate 
for nearly all water samples, followed closely by magnesium carbonate. This is because both 
calcium and carbonate ions are common in the environment, and the two ions are present in many 
samples at or near the calcite’s saturation concentration. Magnesium is commonly found in 
environmental waters; though it is less common than calcium. Thus, calcite scaling is of significant 
concern for water treatment and transportation.5,6   

Silicates are also a common component of mineral scale, but the relatively low saturation 
concentration of silicate under ambient conditions (atmospheric pressure, room temperature) mean 
that silicates do not tend to form significant amounts of scale in the built environment. Gypsum, 
the dihydrate of calcium sulfate, is typically next in the precipitation sequence, and is particularly 
problematic across water treatment industries (see Table 3.1).5,7,8 This is because gypsum is 
common in environmental waters, soluble enough that a large amount of scale can form from a 
given volume of water, but insoluble enough that it precipitates readily in response to evaporation.  

Other salts of interest for desalination include magnesium hydroxide (but only under high 
temperature and/or high pH conditions),9 and sodium/potash salts. The last two will only form 
under extremely concentrated conditions. One such condition is in Zero-Liquid-Discharge (ZLD) 
desalination systems, in which a desalination plant seeks to extract 100% of the water contained 
within a sample of ocean water in order to avoid the difficulties associated with brine 
storage/disposal. 



 
65 

 

TABLE 3.1. Salts of interest for scaling in desalination. 

Salt Rationale Problematic in 

CaSO4 Strong contributor to scaling, usual model salt for 
fouling 

RO, distillation, membrane 
distillation 

CaCO3 Near saturation limit in ocean, usually the first 
precipitant to form 

Water transport, desalination  

MgCO3 Less likely to form since CaCO3 is less soluble, but can 
form if CO3

2- > Ca2+ 
Water transport, desalination   

Mg(OH)2 Scales in high temperature or high pH applications Distillation  

NaCl & 
KCl 

Unlikely to form scale except in extremely 
concentrated brines 

Zero-Liquid Discharge 
systems 

 
 
Table 3.1 gives an overview of the primary salts of interest for desalination. These same salts are 
used throughout the present experiments. I begin by exploring crystallization of single salts before 
looking at binary mixtures. Substrate-crystal interactions were explored using evaporation induced 
crystallization within a bulk system, as shown in Figure 3.1. Solutions of saline water were 
prepared starting with deionized water and mixing the desired concentration of salts. For saturated 
solutions, salts were added to the DI water in a concentration that is higher than the saturation 
concentration. The solutions were mixed for a period of least 24 hours to ensure that solid salts 
had sufficient time to reach equilibrium with dissolved ions. Following equilibration, excess solid 
was filtered from the solution to leave a sample saturated with respect to a given ion. 
 
 
 

 
FIGURE 3.1. Bulk crystallization experiments using evaporation. 
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The experimental set-up shown in Figure 3.1 has been previously described in prior works.10 First, 
beakers were prepared in which different surface samples were adhered to the beaker side wall. 
The weight and the dimensions of these samples were measured prior to adding them to the 
beakers. By attaching samples to the side wall of the beaker, it is possible to eliminate effects due 
to settling of salt crystals formed in the bulk; and instead control for salt crystals formed on the 
sample. After this, the solution of salt water was added to the beaker and placed on a hot plate set 
to 40°C. This relatively low temperature allowed for a slow evaporation of the water (~3-4 days 
for a 500 mL sample). As the water evaporates, salt becomes concentrated and crystallizes on the 
substrates.  
 
Once crystallization was complete, samples were collected from the beaker and weighed. The 
original mass of the substrate was subtracted to obtain the mass of crystals formed on the sample. 
Optical microscope and scanning electron microscope images of the crystals formed were also 
collected to further characterize results. Experimental results were compared across the catalogue 
of salts (shown in Table 3.1) and salt mixtures for a variety of different substrates.  
 
 
3.2 Influence of Surface Energy 

It is well-known that surface energy of a given interface can have a large effect on the 
crystallization at that interface.11–13 Thus, experiments were performed to identify the influence of 
changing surface energy; i.e. surface wettability, on smooth untextured substrates. This systematic 
investigation includes a focus on the influence of various components of surface energy, including 
the long-range Lifshitz-van der Waals component (gLW) and the short-range acid (g+)—base (g-) 
electron-exchange components, on crystallization. The interfacial energy gsc between the surface 
and crystalline phase can be derived in terms of these components by equation 3.1.  
 

.              3.1 
 

These components can be used to characterize surface interactions that lead to scaling. Following 
Good’s approach, the work of adhesion between two phases A and B can be written in terms of 
their respective Lifshitz-van der Waals and acid-base components (equation 3.2): 
 

                                       3.2 

 
Thus, surface chemistry has a profound influence on surface energy, and therefore scaling. 
Altering these parameters allows us to develop a catalogue of different surfaces. The test substrates 
given in Table 3.2 give a wide range of surface chemistries and energies. Table 3.2 shows the 
different chemical functionalization’s applied to smooth silica substrates used in these 
experiments, along with the different component of surface energy.  
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TABLE 3.2. Surface energetic components for different chemical functionalization's of silica 

 
 

The preparation and characterization of these functionalization’s has been described previously.11 
In brief, the oxysilanes (triethoxyphenylsilane; TOPS, and (3-aminopropyl) trimethyoxysilane; 
AOPS) were prepared via a liquid-phase deposition. Silica samples were plasma-cleaned and then 
added to a mixture of 0.075% hydrochloric acid in ethanol. Silane was added and left to react for 
24 hours.  

Two of the other substrates (1,2-Dichlorotetramethylsilane; DTS, Octyltrichlorosilane; OTS) were 
prepared using a different liquid deposition method, in which plasma-cleaned substrates were 
added to a reaction beaker with 30 mL of toluene and 75 µL of silane. In a separate beaker, an 
emulsion of 20 mL toluene and 100 µL of DI water was prepared. This emulsion was poured into 
the reaction beaker, and substrates were sonicated for 4 minutes to facilitate the reaction. Substrates 
were then rinsed with acetone and isopropyl alcohol to remove excess silane. Flourosilane 
substrates (Trichloro (1H,1H,2H,2H-perfluorooctyl) silane; FS) were prepared via vapor 
deposition. Plasma-cleaned substrates were placed in a desiccator alongside a small drop of silane 
solution. The chamber was vacuumed, and left for a period of at least 8 hours for complete reaction.  

Functionalized substrates were added to the reaction vessels shown in Figure 3.1, which were then 
filled with water solutions containing a single salt. The salts tested in these investigations include 
NaCl, KCl, and CaSO4. Substrates with crystallized mass were dried with a gentle stream of air in 
order to remove water and any crystals that were not strongly adhered prior to measurements.  

Results 

The first notable result from these tests was the discovery that altered surface energies has an 
influence on the morphology of gypsum crystals, as shown in Figure 3.2. Samples in this figure 
are organized from the most hydrophilic (highest total surface energy) on the left (Si) to the most 
hydrophobic on the right (FS).  The top panel shows a view of the entire 10 x 10 cm substrate, 
while the bottom shows a magnified view of the crystal morphologies.  

Substrate Abbreviation γLW (mJ/m2) γAB (mJ/m2) γtotal (mJ/m2) 
Uncoated silicon wafer Si 37.02 9.63 46.65 
triethoxyphenylsilane Si + TOPS 35.67 8.99 44.66 
(3-aminopropyl) 
trimethyoxysilane Si+ AOPS 34.29 2.82 37.11 

1,2-
Dichlorotetramethylsilane Si+DTS 26.01 4.69 30.70 

Octyltrichlorosilane Si+OTS 22.89 0.04 22.93 
Trichloro (1H,1H,2H,2H-
perfluorooctyl) silane Si+FS 8.69 0.03 8.72 
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FIGURE 3.2. Different morphologies of gypsum crystals formed across substrates functionalized with 
polymers of differing surface energy.   
 
 
Visual inspection of Figure 3.2 reveals two effects on gypsum crystal morphology induced by 
altered surface energies. First, the crystalline needles generally decrease in size as the substrate 
becomes more hydrophobic, with the smallest needles forming on the lowest surface energy 
substrate (FS). In contrast, the largest needles are observed on the highest surface energy substrate, 
unaltered silica. In general, the size of a crystal is highly dependent on the relative rates of 
nucleation and growth. Smaller crystals form under conditions that promote nucleation, while 
larger ones form when less nucleation occurs and more time is allowed for crystal growth.14  
 
The second observation is the prevalence of crystal clusters across the different surfaces. These 
clusters appear as black circular regions in the first panel of Figure 3.2. Clusters do not appear on 
the silica surface. On the TOPS, AOPS, and DTS surfaces, there are a good number of larger 
clusters. Finally, on the hydrophobic FS surface, smaller clusters appear. The observation of crystal 
clusters further supports the theory that nucleation was enhanced on more hydrophobic surfaces.  
 
Sodium chloride and potassium chloride crystals did not exhibit significant changes in morphology 
across different surface energies. This may be due to the different wetting properties of these 
species, which are significantly different from the interfacial energy of calcium sulfate.15  
 
The average mass of scale formed on each substrate was normalized to the surface area of those 
substrates and plotted against the total surface energy, as shown in Figure 3.3. Calcium sulfate 
seems to have a non-linear relationship between scale formation and surface energy, which sodium 
chloride and potassium chloride seem to exhibit less of a relationship between fouling propensity 
and substrate surface energy.  
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FIGURE 3.3 Mass of scale formation normalized to substrate surface area as a function of total substrate 

surface energy for the three salts tested.  
 
The observations of Figure 3.3 are in line with previous results suggesting that sodium chloride 
has less of a propensity to form on interfaces compared to calcium sulfate.15 Counter-intuitively, 
the two surfaces with the highest surface energy (i.e., the most hydrophilic ones) have the lowest 
mass of scale formation. This runs contrary to conventional wisdom in the field suggesting that 
hydrophobic surfaces are best for resisting scale formation. However, it is also observed that the 
most hydrophobic surface (FS) had a similarly low levels of scale accumulation. 

By comparing the results of Figure 3.3 to those in Figure 3.2, it is possible to hypothesize that the 
mass of the scale is a function of the crystal morphology. The substrates of intermediate surface 
energies had the greatest amount of crystal mass formed on them, and also were most likely to 
form crystal clusters. Their greater crystal mass may be due, in part, to a greater density of such 
crystal clusters when compared to individual gypsum needles. Likewise, the crystals on the FS 
substrate are significantly smaller than those formed on other substrates, which likely explains the 
lower mass measured on the FS substrates reported in figure 3.3.  

The results of Figure 3.3, while interesting, should be taken with a grain of salt. The experiments 
presented here were repeated in triplicate, while experimentation involving crystallizing solutions 
should be repeated a minimum of six times due to the inherent stochasticity involved with 
crystallization. In addition, the non-monotonic relationship between calcium sulfate and substrate 
surface energy reported by measurements of the sample weight are not visually consistent with 
Figure 3.2, which shows that all surfaces are fouled with gypsum scale. Thus, none of the surfaces 
were truly “anti-fouling” under these experimental conditions, and the results of Figure 3.3 likely 
have little bearing on anti-fouling performance under actual conditions.  



 
70 

 

3.3 Combined Effects of Texture and Wettability 
 
In the previous section, substrates of different surface energies were tested to determine 
relationships between scale formation and substrate wettability. Now, I apply interfacial 
engineering to create surfaces which have both texture and wettability. The surfaces tested are (1) 
regular, non-functionalized silica, (2) silica functionalized with a hydrophobic polymer (OTS), (3) 
Nanograss, which is a nanotextured silica, (4) nanograss functionalized with OTS, and (5) Liquid 
impregnated surfaces.   

Liguid impregnated surfaces are hard/soft composite materials in which an oil layer is impregnated 
within a hard texture.16 The oil layer is held stable through capillary interactions, which are 
controlled by the physical size of the features of the solid material and by the surface energy. Small 
features (<0.1 mm) are required, and the oil layer becomes more stable with smaller length scales. 
Likewise, the oil layer will be more stable when oil-surface interactions are stronger. Liquid 
Impregnated Surfaces (LIS) have been previously shown to be effective for anti-scaling for the 
case of gypsum.10   

Scale formation  

Figure 3.4 shows scale formation across the different substrates. Rather than reporting total mass 
normalized per surface area, this figure reports the mass accumulated as a percentage of the total 
mass within the solution (i.e., normalized to the solubility concentration). This normalization 
allows for a better comparison of the anti-fouling performance across salts of vastly different 
solubilities.  

 
FIGURE 3.4. Scale as a percent of the total mass of salt across silica, hydrophobic silica, nanotextured 

silica, superhydrophobic nanotextured silica, and liquid impregnated surfaces for different salts.  



 
71 

 

Overall, the nanotextured substrate (Ng) performed worst across different salt compositions. This 
is in line with the known propensity for minerals to form on surfaces with defects and pores.17 The 
liquid impregnated surfaces performed the best, exhibiting very little mass accumulation. Adding 
the hydrophobic polymer generally resulted in a decreased amount of scale formation.  
 
The results were replotted as the scale mass normalized against scale formed on the silica substrate 
and separated into different categories for clarity of comparison in Figure 3.5. In the first plot, a 
salt composition reflecting ocean water is compared against the NaCl/KCl and NaCl/CaSO4 
mixtures. The relative amounts of scale found in the ocean water is similar to that of the 
NaCl/CaSO4 scaling.  
 
In the second plot, the mass of scale for NaCl, CaSO4, and the NaCl/CaSO4 are plotted. The 
combination of sodium chloride and calcium sulfate exhibit less scale formation across surfaces. 
The two salts have an uncommon ion effect, in which the presence of one decreases the solubility 
of the other. The solubility of calcium sulfate can be increased up to five times by the addition of 
sodium chloride.18  

 

 
FIGURE 3.5. Scale as a percent of the total mass of salt across silica, hydrophobic silica, nanotextured 
silica, superhydrophobic nanotextured silica, and liquid impregnated surfaces for different salts and salt 

combinations.  
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Predictably, sodium chloride and potassium chloride exhibit similar scale formation across 
different substrates, as shown in the third plot of Figure 3.5. Likewise, the mixture of the two 
exhibits the same trend. For both of these salts, nanotexture significantly increases the scale 
formation, with the hydrophobic Nanograss exhibiting the greatest amount of scale formation 
(~1.5x the smooth control). In contrast, both hydrophobic surfaces have relatively small amounts 
of scale formation for all of the chloride salts and mixtures. The superhydrophobic nanograss+OTS 
surface still performs better than smooth, hydrophilic silica; but somewhat worse than the smooth 
hydrophobic silica. This is likely due to the effect of nanotexture, which promotes crystallization. 
Thus, even though the contact angle of this superhydrophobic substrate is far greater than that of 
the hydrophobic silica, the hydrophobic surface is better able to resist scale.  
 
In the final plot of Figure 3.5, calcium sulfate, calcium carbonate, and the mixture of the two are 
compared. Here we see the influence of the common ion effect, in which the combined salt actually 
forms more scale across most of the surfaces. Error bars for both calcium carbonate and the mixture 
of calcium sulfate and calcium carbonate are very large due to the small solubility concentration 
of calcium carbonate. Because of this, it is difficult to draw conclusions from this plot.  
 
Crystal Morphologies 
 
Figure 3.6 shows optical images of crystallization on the different substrates for pure salts. This 
reveals the differences between morphology of crystals formed across the different substrates. 
Sodium chloride crystal morphology does not change, but we see the significant amount of mass 
adhered to the Nanograss surface.   

 

 
FIGURE 3.6. Scale formed for each salt across the different substrates  
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FIGURE 3.7. Scale formed for each combination of salts across the different substrates  

 

The patterns of scale accumulation change across each surface for KCl, CaSO4, and CaCO3. For 
example, calcium sulfate crystals form a thin, even layer on the silica surfaceand thicker, non-
uniform layers on the hydrophobic silica and hydrophilic nanograss. The superhydrophobic 
Nanograss surface exhibits a thick deposit but only on one half of the substrate. Crystal patterns 
also vary widely for the calcite fouling, exhibiting dot-like features on both hydrophilic surfaces 
and line-like features on the three hydrophobic surfaces. Figure 3.7 shows fouling across the 
substrates for the four salt mixtures investigated.  

In addition to altering overall scale morphology, there are also differences to the microscale 
crystalline morphologies induced by the presence of the surfaces. Figure 3.8 shows SEM images 
of different potassium chloride crystals are compared across the different surfaces, showing that 
the morphology of the deposited crystals deviates strongly across surfaces. In the first panel, a 
large, three-dimensional cubic crystal has formed on hydrophilic nanograss. The ceria surface 
shown in the second panel is an intrinsically hydrophobic rare earth oxide ceramic material. The 
potassium chloride ion formed here is flat and rectangular. Close analysis of this image shows a 
possible dislocation site at the bottom right of the rectangular crystal. The liquid impregnated 
surface, which has been previously shown to reduce the number of nucleation sites available for 
crystallization,10 and which also has a low surface energy, has “stop-sign” shaped crystals. These 
crystals may have formed in the bulk, and not at the surface.  
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FIGURE 3.8. SEM images of potassium chloride crystals all formed in the same solution at the same 

concentration, but on substrates with different surface energies, textures, and chemistries. 
 
 

It is tempting to say that the influence of different surfaces on crystallization is due purely to 
differences in substrate texture and surfaces. However, Figure 3.9 shows two morphologies of 
potassium chloride crystals formed on the same surface. The crystal morphology looks similar 
within the immediate regions of these two images; but very different across the two regions. Unless 
we say that these crystals are somehow inducing crystals of the same shape, we must conclude that 
there is some reason related to thermodynamic stability that influences why the crystals take the 
shape that they do. Theoretically, the salt concentration should have been constant at saturation 
throughout the experiment, as salt precipitates continuously while evaporation removes water, but 
it’s possible that this system was not in equilibrium for the entire time. Understanding why certain 
morphologies dominate over others is important for ant-fouling applications, as the crystals in the 
first panel will be clearly more difficult to remove from a surface than the spherical crystals formed 
in the second panel.  

 
 

  
FIGURE 3.9. KCl crystals formed on the hydrophilic nanograss but on different areas.  
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Conclusions 

The observation that calcium sulfate morphology is altered across substrates of various surface 
energies is in line with previous investigations, as is the observation that sodium chloride and 
potassium chloride did not exhibit energy-dependent morphologies. The non-monotonic 
relationship of calcium sulfate mass accumulation with surface energy can be explained by the 
differing morphologies of crystals across these surfaces.  

Liquid impregnated surfaces were effective at preventing scale formation across a variety of salts 
and salt combinations. This result is expected, as the lubricant layer effectively prevents contact 
between the crystals and the underlying substrate, thereby preventing crystal adhesion and growth. 
Likewise, addition of the hydrophobic chemistry (OTS) generally decreases scaling across all 
solutions, and nanotexture increases scaling. These results are known and expected. What is more 
interesting is the behavior of salts in response to the superhydrophobic surface which combines 
nanotexture with the hydrophobic chemistry. While such surfaces are generally reported to be anti-
fouling, the superhydrophobic surface actually performs worse than the smooth, hydrophobic 
surface for most salt solutions.  

Comparing scale formation across sodium chloride, calcium sulfate, and the mixture of the two 
has revealed that the uncommon ion effect plays a role in fouling across all substrates. I also find 
that the mixture of the two is the best analogue for actual ocean water compositions. This is likely 
because calcium sulfate is the most problematic scale component in ocean water (where calcite 
will precipitate first, but in small amounts), and sodium chloride is the primary contributor to the 
overall salt composition.  

If I were to repeat these experiments, I would begin with controls testing both the kinetics of 
crystallization and the mass accumulated for each salt without the presence of an engineered 
surface. Salt combinations (particularly NaCl and CaSO4, which is an important model for 
simulating fouling from ocean water) would also be controlled for to determine how the mixture 
of the two impedes crystallization. All experiments would be replicated ten times, and the 
experimental system would be adjusted to prevent the air/water interface from moving past the 
samples during evaporation. Experimental timescales would also be extended from 3-5 days to 3 
weeks to provide time for scaling to proceed in a manner that better reflects real conditions.  

 
 

 

 

 



 
76 

 

 
References 
 

 
1. Awad, M. M. Fouling of heat transfer surfaces. in Heat transfer-theoretical analysis, 

experimental investigations and industrial systems (IntechOpen, 2011). 
2. Pan, S.-Y., Snyder, S. W., Packman, A. I., Lin, Y. J. & Chiang, P.-C. Cooling water use in 

thermoelectric power generation and its associated challenges for addressing water-energy 
nexus. Water-Energy Nexus 1, 26–41 (2018). 

3. Drever, J. I. The Geochemistry of Natural Waters. Chapter 2: Chemical Background. 
(Prentice Hall, 1988). 

4. Drever, J. I. Chapter 11: Evaporation and Saline Waters. in The Geochemistry of Natural 
Waters 233–260 (1988). 

5. Macadam, J. & Jarvis, P. Chapter 1 - Water-Formed Scales and Deposits: Types, 
Characteristics, and Relevant Industries. Miner. Scales Depos. 3–23 (2015).  

6. Wang, H., Alfredsson, V., Tropsch, J., Ettl, R. & Nylander, T. Formation of CaCO3 Deposits 
on Hard Surfaces. Effect of Bulk Solution Conditions and Surface Properties. ACS Appl. 
Mater. Interfaces 5, 4035–4045 (2013). 

7. Ahmi, F. & Gadri, A. Kinetics and morphology of formed gypsum. Desalination 166, 427–
434 (2004). 

8. McCool, B. C., Rahardianto, A., Faria, J. I. & Cohen, Y. Evaluation of chemically-enhanced 
seeded precipitation of RO concentrate for high recovery desalting of high salinity brackish 
water. Desalination 317, 116-126 (2013).  

9. Khayet, M. & Matsuura, T. Application of surface modifying macromolecules for the 
preparation of membranes for membrane distillation. Desalination 158, 51–56 (2003). 

10. Subramanyam, S. B., Azimi, G. & Varanasi, K. K. Designing Lubricant-Impregnated 
Textured Surfaces to Resist Scale Formation. Adv. Mater. Interfaces 1, 1300068 (2014). 

11. Azimi, G., Cui, Y., Sabanska, A. & Varanasi, K. K. Scale-resistant surfaces: Fundamental 
studies of the effect of surface energy on reducing scale formation. Appl. Surf. Sci. 313, 
591–599 (2014). 

12. Sengupta Ghatak, A. & Ghatak, A. Precipitantless Crystallization of Protein Molecules 
Induced by High Surface Potential. Cryst. Growth Des. 16, 5323–5329 (2016). 

13. Diao, Y., Myerson, A. S., Hatton, T. A. & Trout, B. L. Surface Design for Controlled 
Crystallization: The Role of Surface Chemistry and Nanoscale Pores in Heterogeneous 
Nucleation. Langmuir 27, 5324–5334 (2011). 

14. De Yoreo, J. J. & Vekilov, P. G. Principles of Crystal Nucleation and Growth. Rev. Mineral. 
Geochemistry 54, 57–93 (2003). 

15. Shahidzadeh, N., Schut, M. F. L., Desarnaud, J., Prat, M. & Bonn, D. Salt stains from 
evaporating droplets. Sci. Rep. 5, 10335 (2015). 

16. Smith, J. D. et al. Droplet mobility on lubricant-impregnated surfaces. Soft Matter 9, 1772–
1780 (2013). 

17. Jiang, Q. & Ward, M. D. Crystallization under nanoscale confinement. Chem. Soc. Rev. 43, 
2066–79 (2014). 

18. Cameron, F. K. Solubility of Gypsum in Aqueous Solutions by Sodium Chloride. J. Phys. 
Chem. 5, 556–576 (1901). 

 



 
77 

 

 
 
 
 
 
Chapter 4.  
 
Surface Engineering for Nutrient Recovery 
 
 
 
 
 
 
In the previous chapter I explore how surface engineering including substrate texture, wettability, 
and soft/hard composite surfaces can be applied towards preventing crystallization and fouling in 
water treatment and desalination. Now I seek to apply these lessons towards promoting 
crystallization for waste water treatment. Specifically, the goal is to enable crystallization of a 
nutrient crystal called struvite using interfacial engineering. Struvite naturally grows in wastewater 
treatment plants and is often considered a foulant. However, the mineral contains both nitrogen 
and phosphorous and can therefore be used as an effective fertilizer, providing economic 
advantage in its recovery.  
 
Struvite precipitation from wastewater can simultaneously reduce phosphate pollution of receiving 
waters, create a sustainable fertilizer, and reduce corrosion of wastewater facilities. Current 
struvite recovery technologies have demonstrated success in achieving these goals; however, the 
process is energy intensive due to the air stripping required for chemical conditioning to maximize 
crystallization kinetics. This project seeks to develop technology that can reduce energy 
consumption in these reactors by nucleating struvite at sub-optimal chemical conditions on 
engineered seed particles. Based on the demonstrated importance of surfaces in crystallization, I 
explore how different surface properties including porosity influence struvite nucleation, and 
introduce one possible particle design that can help increase struvite recovery under non-ideal 
conditions.  
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4.1  Experiments & Controls 
 
 
Objectives 
 
The overarching goal of this work is the enhanced recovery of struvite crystals from wastewater. 
Struvite is an orthorhombic mineral composed of magnesium, ammonium, and phosphate 
(MgNH4PO4�6H2O) which forms according to:  
 

Mg2+ + NH4+ + HnPO43-n + 6 H2O → MgNH4PO4·6H2O + nH+                 4.1 
 
Existing struvite recovery technologies have successfully demonstrated the ability to (1) eliminate 
chemical costs of anti-foulants, (2) reduce phosphate concentrations in plant effluents, (3) produce 
struvite crystals of sufficient quality for use as fertilizer, and (4) recover between 75-92% of the 
remaining phosphorous following aeration. However, these technologies are still limited by the 
power consumption required for air stripping to modulate crystallizer pH levels. One life-cycle 
analysis concluded that the environmental benefits to be achieved by struvite recovery were largely 
offset by the additional power consumption required.1 Sub-optimal pH, chemistry, and/or other 
environmental factors can all be limiting factors in struvite crystallization kinetics, necessitating 
the strict modulation of these parameters in struvite reactors.  
 
Here, I use interfacial engineering techniques to vastly improve upon struvite precipitation 
kinetics, recovery ratios, and system resilience to chemical/environmental factors by incorporating 
seed particles designed with surface engineering and nanotechnology. The objective of this project 
was to design and test the functionality of struvite-nucleating particles that could be used to 
enhance the resilience of current struvite-precipitation technologies to sub-optimal chemical 
conditions. By doing so, struvite reactors could realize large energy and cost savings by reducing 
the need for chemical conditioning. These particles could be easily incorporated into existing 
struvite recovery reactors, as a majority of these technologies separate the ripened struvite crystals 
from immature ones via gravitational settling. The seed particles could then be recycled to enable 
sustainable recovery of struvite.  
 

Crystallizing minerals will preferentially nucleate heterogeneously at solid interfaces, as opposed 
to homogeneously in bulk solution. This contributes to the troublesome tendency of scale to form 
on pipe and reactor interiors; however, it also presents a potential strategy for controlling 
crystallization and increasing resilience to chemical conditions. Surfaces and their properties 
(energy, morphology, chemistry, etc.) have been well-established to exert considerable influence 
on both precipitation kinetics and on the morphology of crystals,2–4 allowing for the possibility of 
designing substrates that control precipitation and vastly outperform kinetics of homogeneous 
nucleation.  
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Controls 
 
Prior to experimentation with engineered surfaces, it was important to determine the expected 
nucleation induction time for a given set of properties. The desired timescale for these experiments 
was short enough (less than a few hours) to enable multiple experiments; but long enough that 
alterations to kinetics could be measured when comparing control experiments against those 
containing engineered interfaces. The time required for crystallization can be modulated by 
changing (1) the concentration of solution by pre-concentrating, (2) temperature, (3) pH, (4) 
mixing rate. The kinetics of struvite formation and growth were measured using the solution pH, 
and the nucleation induction time was measured as the time at which pH begins to drop (see 
equation 4.1). Following complete precipitation, the morphology of the resulting crystals are 
recorded using microscopy.  
 
Kinetics were extracted from time series data using the two-parameter Finke-Watzky 
crystallization model that was originally derived to describe transition-metal nanocluster 
formation.5 Since then, the model has proved valuable for accurately describing other forms of 
kinetic data.6 The model describes sigmoidal kinetics for the case in which nucleation and growth 
occur simultaneously from a supersaturated solution and where surface growth is not diffusion 
limited. The model is: 
 

!(#)%!&
!'%!&
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),-&+)*.(/*0/,1&)2

	               4.2 

 
Where F is the signal (here, the signal is the pH level), FF is the final strength of the signal and Fo 

is the initial signal. Co is the initial concentration of soluble struvite and t is the time. In this model 
k1 is the rate constant for nucleation (which is related to the nucleation induction time) and k2 is 
the rate constant for growth (related to the slope of the kinetic plot). The separation of nucleation 
and growth into two separate parameters make this model a useful tool for determining which 
process is most altered by a given variable (the presence of the engineered surface/particle).   
 
Control experiments were conducted at room temperature with a solution that is optimized for 
struvite precipitation. Ideal conditions for struvite precipitation are a 1:1:1 molar ratio of 
magnesium, ammonia, and phosphate; with a basic pH near 8.5.7 The solubility concentration of 
struvite at room temperature is about 0.25 g/L (1mM). Stock solutions of 100 mM NH4Cl, MgCL2, 
KHPO4 were prepared at a pH of 8.5.  
 
Different molarities of struvite were prepared by first adding water (pH 8.5) to a small vial, then 
adding the appropriate amount of stock salt solutions. The different molarities tested are shown in 
Table 4.1. Table 4.1 includes data on the nucleation induction time (tn), the total time required for 
growth (tg), and the two kinetic rates (k1 and k2) from equation 4.2. Experiments began with 10 
mM, which had an induction time of ~2 minutes. We then used 5 mM, which had an induction 
time ~6 minutes with a slower growth rate as compared to the 10 mM case. The solution with a 
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concentration of 1 mM (i.e., where the supersaturation of struvite ~1) took several hours to nucleate 
and had an exceptionally slow growth rate. Based on these experiments, we decided to use a 
concentration of 3.5 mM, which has an induction time of ~10 minutes and takes no more than an 
hour to reach full growth.  
 
 

TABLE 4.1. Influence of concentration and supersaturation on nucleation and growth kinetics for 
struvite mixed at 600 RPM at room temperature. 

Concentration Supersaturation tn (min) tg (min) k1 (mM/ min) k2 (1/min) 
10 mM 10 2 7.5 0.68 0.048 
5 mM 5 5  20 0.16 0.045 
3.5 mM 3.5 9.5 40 0.028 0.042 
3.0 mM 3 18 60  0.013 0.029 
1 mM 1 350 1160 0.00088 0.0036 

 
 
Next, I tested the sensitivity of struvite nucleation to changes in the initial pH of the solution. 
Struvite nucleation increases with increased pH, which is one of the reasons why it will nucleate 
within aeration basins in wastewater treatment facilities. The results from this test are shown in 
Figure 4.1 for struvite at an initial concentration of 3.5 mM. At an initial pH of 8, the nucleation 
induction time is about 20 minutes, which is approximately 2x the induction time for pH 8.5 (tn ~8 
to 10 min).  
 
 

 
FIGURE 4.1. Influence of initial pH on kinetics.  
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Struvite growth is a diffusion limited process,8 and therefore mixing has a significant influence on 
growth kinetics.7 Thus, experiments were conducted under both quiescent and flowing conditions 
to gauge how important mixing is on the kinetics; as shown in Figure 4.2. Because the model 
presented in equation 4.2 requires non-diffusion limited growth, it will only be valid for mixed 
conditions.  
 
 

 
FIGURE 4.2. Mixed vs. unmixed struvite crystallization kinetics at 5 mM.  

 
 
The kinetics of struvite growth with and without mixing are shown in Figure 4.2 for a 5 mM 
solution. Under mixed conditions, crystals nucleate after about 4 minutes, and growth levels off 
after 20 minutes. In contrast, the quiescent 5 mM system took 165 minutes (~3 hours) for 
nucleation and around 1000 minutes for the growth curve to begin leveling off.  
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4.2  Confinement 
 
Porosity and confinement both contribute to enhanced nucleation kinetics because pores are able 
to stabilize a crystal phase and prevent dissolution in moderately saturated conditions. True 
confinement effects occur on the length scale of the critical radius of nucleation, while pores of 
larger sizes enhance crystallization by providing surface area and edges for nucleation.9   In the 
first set of experiments, shown in Figure 4.3, struvite was crystallized in the presence of 
nanoporous zeolite particles. The nucleation induction time for the control solution was ~15-18 
minutes and decreased to ~10-12 minutes in the presence of particles as shown in Figure 4.3a.  
 
Quiescent experiments were also conducted in the absence and presence of nanoporous zeolite, 
shown in Figure 4.3 b and c respectively. With particles, the nucleation induction time was about 
16 hours, and the solution had completely crystallized after 48. For the control case with no 
particles present, no crystals were observed after 4 days, and small nucleates were only observed 
on 5th day. This suggests that particles are more effective at enhancing nucleation rates under 
quiescent conditions (~5x increase in nucleation induction time, as compared to ~1.5x increase 
under 600 RPM mixed conditions).  
 

 

 
FIGURE 4.3. (a) Kinetics of crystallization for a 3.5 mM solution mixed at 600 RPM with and without 
particles. (b) quiescent 3.5 mM solution without particles after 48 hours, (c) quiescent 3.5 mM solution 

with particles.  
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To further explore the effect of pore size on struvite crystallization, crystals were grown in the 
presence of Anodisc isopore membranes of pore sizes 0.02 and 0.1 µm at a concentration of 3.0 
mM, 600 RPM, and an initial pH of 8.0. The results from this experiment are shown in Figure 4.4, 
which confirms that the smallest pore size (0.02 µm) achieved the fastest kinetics with a nucleation 
induction time of 18 minutes, compared to 28 minutes for the 0.1 µm membrane and 34 minutes 
for the control solution containing no membrane. This change in kinetics is reflected by an increase 
in the nucleation constant k1 from equation 4.2 as the pore size is decreased (see Table 4.2). The 
presence of the porous membrane materials also has affected the rate of crystal growth (k2), though 
there is little observed effect between the two different pore sizes. 
 

 
FIGURE 4.4. Struvite kinetics for different pore sizes. 

 
TABLE 4.2. Influence of pore size on nucleation and growth kinetics for struvite mixed at 600 RPM at 

room temperature. 
Pore size tn (min) k1 (mM/ min) k2 (1/min) 
Control 34 0.015 0.065 
0.1 µm 28 0.0165 0.08 
0.02 µm 18 0.018 0.07 

 
Although Figure 4.4 and Table 4.2 demonstrate that there is some effect of the nano/micro-scale 
porosity on the crystal growth process, these results are not as dramatic as the changes in kinetics 
induced by the zeolite particles. The zeolite particles’ porosity is on the length scale of 1 nm or 
less and have a greater influence on nucleation kinetics than the membrane materials.  
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4.3  Engineered Particles 
 
Next, I explore the possibility of translating the results found in the first set of experiments to 
create multiscale particles with ideal properties for precipitating struvite. The previous set of 
experiments found that nanoscale porosity of zeolite particles can greatly enhance the precipitation 
rate for struvite. The goal of this work is to enable collection of struvite from wastewater treatment 
facilities using nano-engineered particles.  For collection and removal of particles, the ideal length 
scale ranges from microns to millimeters to prevent entrainment of particles by the fluid flow. The 
zeolite particles used in the previous section have this required multi-scale structure.  
 

In addition to simply increasing the kinetics of struvite formation, this project also seeks to improve 
nucleation and growth under un-favorable conditions. While crystallization will not occur under 
under-saturated conditions, it may be possible to decrease the solubility of struvite in the local area 
surround the particles by the slow release of sodium hydroxide to increase the pH of the vicinity 
near the particle. These particles can be designed by employing strategies used in drug delivery 
for targeted, slow dissolution.  Here I use alginate hydrogels as a model system for slow diffusion.  
 
Porous zeolite microparticles can be “impregnated” in one half with a hydrogel, as shown in Figure 
4.5. This hydrogel does not encompass the entire particle, as some solid/porous parts should remain 
in contact with the liquid in order to provide a surface for crystals to nucleate on. The hydrogel is 
swollen with a strongly basic solution so that sodium hydroxide will begin diffusing out of the 
hydrogel into solution and increase the pH when moved into a water source. Struvite crystals 
should then nucleate on the porous side of the particle due to the local increase in pH, as shown in 
Figure 4.5. The fabrication strategy for creating these particles is shown in Figure 4.6.  
 
 

 
FIGURE 4.5. Mechanism of action for local solubility altering particles.  
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FIGURE 4.6.(a) Fabrication of solubility-altering Janus particles. (b) Microscope image of resulting 

particles 
 
 
 
A proof-of-concept experiment tested whether the Janus particles described in Figures 4.5 and 4.6 
could further improve the performance of the zeolite particles for nucleation and growth of struvite 
from solution. The results of this experiment are shown in Figure 4.7. As shown previously in 
Figure 4.3, the zeolite particles decrease the nucleation induction time and increase the growth rate 
as compared to a control solution with no additional particles added. Next, zeolite particles were 
imbued with a hydrogel on one part of the face and left to soak in sodium hydroxide to form the 
Janus particles. Interestingly, the sodium hydroxide imbued particle exhibited the same nucleation 
induction time (approximately 10 minutes) as the native zeolite particles but enabled a faster 
growth rate of the struvite. This faster rate of growth is reflected by the steeper drop in pH levels 
shown in Figure 4.7.  
 
Altering the local pH surrounding the Janus particles should influence both the rate of growth and 
the nucleation rate; however, the preliminary results of Figure 4.7 only show a change to the 
growth rate. This is in contrast with the results presented in Figure 4.1, where slight increases to 
the solution pH drastically change both the nucleation induction time and the rate of growth. The 
counter-intuitive results of Figure 4.7 might be explained by a slow rate of diffusion of the sodium 
hydroxide solution out of the hydrogel and into the bulk solution. In the case of a slow diffusion 
rate, the pH of the local area surrounding the particle would change slowly enough that there is 
little effect on nucleation. However, there is a clear effect on the growth rate, suggesting that the 
change in pH has been significant enough following nucleation to alter growth.  It is likely that the 
diffusion rate of the material can be tuned to optimize the kinetics. 
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FIGURE 4.7. Kinetics of growth for control without particles, zeolite particles, and Janus hydrogel 

particles swollen with sodium hydroxide.  
 
 
 
Conclusions 
 
The results presented in this chapter demonstrate that interfacial engineering can be a powerful 
tool for enhanced recovery of struvite from waste water. This result is not surprising, as interfacial 
engineering has been previously applied towards enhancing crystallization of proteins,10 
controlling the polymorph of inorganic crystals,2 and generally controlling crystal nucleation.11 
Despite the importance of interfacial processes in crystallization, this work has been the first to 
explore struvite crystallization on engineered materials. As expected, exposure of a struvite 
solution to porous materials increased both the nucleation and growth rates of struvite 
crystallization. This effect was most significant for the material with the smallest pore size, which 
was the zeolite particles. In addition, a proof-of-concept experiment demonstrated that Janus 
particles composed of a zeolite texture imbued with a hydrogel for slow-release of sodium 
hydroxide can enhance struvite growth kinetics.  
 
A quite a bit of work remains to be done in this area. First, there are a huge number of parameters 
contributing to the nucleation and growth of struvite crystals. Some of these properties pertain to 
the solution (pH, chemical composition, concentration, mixing rate, temperature, etc.), and some 
pertain to the engineered material (length scale of micro/nano features, shape of features, length 
scale of overall particle, surface energy, surface chemistry, etc.). A more systematic investigation 
of how the different combinations of all of these properties would be highly informative for design 
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of materials that could function across real-world conditions encountered in wastewater treatment 
facilities. Computational studies could supplement experiments in order to reduce the parameter 
space and down-select which properties of engineered seeds would enable the best performance 
under the largest range of conditions. 
 
One parameter of particular importance is the combined effects of engineered particles and of 
mixing. The preliminary results described in Figure 4.3b and in the accompanying text suggest 
that the presence of zeolite particles had an even more dramatic effect on struvite crystallization 
kinetics in the absence of flow than they did under mixed conditions. This introduces the possibility 
of using surface engineering for mineral recovery outside of a traditional well-mixed 
crystallization reactor. For example, particles could be directly added to existing operations in 
wastewater treatment facilities (the aeration basin, in particular) and recovered during a subsequent 
filtration step. Such an operation could eliminate the requirement for retrofitting from existing 
wastewater treatment facilities. Other possibilities include adding engineered baffle surfaces in 
agricultural run-off channels to promote nucleation and growth of struvite on the materials.  
 
Further work could also be done in the area of designing Janus particles with slow-release 
chemistries for alteration of local solubility for enhanced precipitation. The key to the success of 
such a technology is a balance between the diffusion rate of the active chemistry and the reaction 
rate of precipitation. If the active solubility-altering chemistry diffuses too quickly, the chemistry 
will become diluted by the bulk phase and no changes in solubility will occur. The diffusion rate 
can be tuned by adapting strategies developed for the field of drug-delivery,12,13 where diffusion 
rates must be precisely controlled for therapeutic effects. One such strategy is the use of gels with 
precise electrostatic, chemical, and physical properties to control the rate of release of the active 
chemistry. The length scale of the pores can also be tuned for ideal diffusion rates of the active 
chemistry while also maximizing the nucleation rate of the porous face.  
 
Additional work in the area of applying interfacial engineering towards mineral recovery from 
waste should also explore the potential cost and energy savings to be gained from the 
implementation of such a technology. Part of this practical analysis would include comparing the 
performance of engineered seed particles to homogeneous struvite seeds; which are currently the 
industry standard for seeding struvite crystallizers. It is therefore important to determine whether 
nano-engineered materials can actually out-perform seed crystals, and whether or not the benefits 
gained would outweigh the costs of manufacturing.  
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Chapter 5.  
 
Substrate Wettability and Crystal 
Chemistry for Evaporative Crystallization 
from Drops 
 
 
 
 
The coffee-ring effect refers to the phenomena in which a drop of a colloidal suspension evaporates 
on a substrate and deposits an ordered ring-structure due to the radially outward evaporative flow. 
Evaporative deposits are widely studied due to their numerous applications in low effort self-
assembly, such as ink-jet printing, microscale separations, and sensing/diagnostics. However, this 
phenomenon has been less quantified for a crystallizing solution. When a drop of salt solution is 
evaporated, the salt becomes supersaturated and crystals begin to emerge at the substrate-drop 
contact line. The emerging crystals alter the local wettability of the substrate and fundamentally 
alter the dynamics of evaporation, which in turn alters the resultant deposit. Therefore, exploring 
deposition of crystals from evaporating drops is a useful tool for studying interactions between a 
substrate and a crystallizing solute. In addition, these experiments yield information on crystal 
adhesion, which can directly inform design of substrates for anti-fouling.  
 
Chapter 3 explored how substrate wettability and crystal chemistry influences crystal growth and 
adhesion to surfaces. Here, the same parameters are explored in the context of a system of 
crystallization from an evaporating drop. I test the hypothesis that competition between contact 
line mobility and crystallization nucleation barriers ultimately control deposit morphology using 
an experimental matrix of various substrate chemistries, evaporation rates, and saline solutions. 
Because study regarding the evaporative crystallization from drops has thus far been limited, the 
results from the present chapter will be essential for subsequent chapters exploring crystalline 
coffee-rings on unique substrates.  
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5.1 Hypothesis & Experiments 
 

Motivation 

Scientific and technological interest in evaporative self-assembly and pattern formation has 
proliferated rapidly since the seminal analysis of ring-stains performed by Deegan et al. in 1997.1 
Since then, evaporation of volatile solvent drops containing nonvolatile solutes has been used to 
engineer complex patterns ranging from rings, concentric rings,2,3 spirals,4 colloidal crystals,5,6 
hexagonal networks,7 three-dimensional shapes,8,9 and more.10 This facile method of producing 
ordered structures is attractive as an alternative to traditional fabrication of electronics11 and  
sensors,12 and can be applied for micro-scale separations13 and ink-jet printing.14  

Of the 4,300+ investigations citing Deegan’s original “coffee-ring” paper, approximately 3,400 
cover deposition patterns formed by colloidal particles. These investigations have explored the 
influence of particle shape,15 size,13 density,10,16 presence of surfactants,17 and interactions with 
the substrate and/or other particles.18  External parameters including temperature,19 relative 
humidity,20 substrate wettability,21 heat capacities of the solute and substrate, etc., have also been 
explored. The depositions are typically categorized as rings, uniform deposits, or bumps. The 
emergence of one deposit morphology over another is due to the competing interactions of 
evaporative flow, attractive forces between the particles and substrate, and Marangoni 
recirculation.16  

Despite the abundance of work exploring evaporative self-assembly of colloids from drops, less is 
known regarding crystallizing solutes. Study of crystalline evaporative deposits is motivated by 
the same self-assembly applications as is the study of colloidal deposits; and warrants additional 
motivation in the form of understanding and controlling device disfunction related to crystal 
fouling.22–25 Crystal fouling (also called scaling) becomes even more problematic in micro-
devices, where miniscule amounts of precipitate can dramatically reduce device functionality.26,27 
Thus, understanding and controlling crystallization at interfaces is critical towards continued 
development and implementation of microfluidic systems.  

Previous investigations have demonstrated that the forces controlling deposit morphology for 
crystals are distinct from those that control colloidal deposits from evaporating drops.9,24,28 
Crystalline deposits will form rings even on superhydrophobic surfaces,9 are independent of the 
substrate thermal conductivity,28 and demonstrate a large dependence on the properties of the 
emerging crystals.24 Additional evidence suggests that the internal convection of evaporating drops 
of saline solutions containing a high concentration of very soluble salts (NaCl, CaCl2, etc.) is 
fundamentally altered by the presence of these salts.22,29 High salt concentrations can also 
influence the drop contact angle and evaporation rate, which in turn will influence the deposit 
pattern.30,31 
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Hypothesis 

Here, I explore the interplay between crystallization and surface interactions in the “coffee-ring” 
deposition of a crystallizing solution and seek to understand the physics controlling formation of 
crystalline deposits. Specifically, I test the hypothesis that competition between contact line 
mobility and crystallization nucleation barriers control deposit morphologies (Figure 5.1). Salts 
which crystallize readily on a given substrate are predicted to form ring-deposits (Figure 5.1a,b), 
while salts with a higher heterogeneous nucleation barrier on a given substrate will form bump-
like deposits (Figure 5.1c,d),  This effect can be quantified via the area localization (Aloc, the ratio 
between the substrate area in contact with the initial drop (AO) and the area of the final deposit 
(AE)), and by the supersaturation at the moment of crystallization, which is directly related to the 
nucleation barrier.  

To test this hypothesis and explore how crystalline coffee-rings are different from colloidal ones, 
three sparingly soluble salts were compared to a typical colloidal solution containing latex particles 
to investigate differences across salts as well as the differences between saline and colloidal drops. 
These solutions were evaporated on five different substrates at three different temperatures to form 
a complete picture of how crystalline and colloidal coffee-rings differ.  

 

 
FIGURE 5.1. (a,b) Crystals with lower nucleation barriers will pin a contact line to form rings, (c,d) 
crystals with high nucleation barriers will form lumped deposits. Experiment shown in (b) is evaporation 
of a 5 µL drop of saturated calcium sulfate solution at 40°C on OTS, and (d) shows evaporation of a 5 µL 
drop of saturated silver sulfate solution at 40°C on OTS. Scale is the same for all images shown in (b,d), 
and is 2.8 mm across.  
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Substrates 

 
Silicon wafers (or glass slides) were functionalized with the silane groups listed in Table 5.1 to 
create a range of wetting properties, and their preparation has been described previously.32 For the 
oxysilanes (triethoxyphenylsilane; TOPS, and (3-aminopropyl) trimethyoxysilane; AMS), plasma-
cleaned silicon substrates were added to a mixture of 0.075% hydrochloric acid in ethanol. Silane 
was added to 0.2% (volume) concentration, and beakers were capped and left to react for at least 
24 hours. Two other silanized substrates (1,2-Dichlorotetramethylsilane; DTS, 
Octyltrichlorosilane; OTS) were prepared using a different liquid deposition method, in which 
plasma-cleaned substrates are added to a reaction beaker with 30 mL of toluene and 75 µL of 
silane. In a separate beaker, an emulsion of 20 mL toluene and 100 µL of DI water was prepared. 
This emulsion was poured into the reaction beaker, and substrates were sonicated for 4 minutes to 
facilitate the reaction. Substrates were then rinsed with acetone and isopropyl alcohol to remove 
excess silane. Flourosilane substrates (Trichloro (1H,1H,2H,2H-perfluorooctyl) silane; FS) were 
prepared via vapor deposition. Plasma-cleaned substrates were placed in a desiccator alongside a 
small drop of silane solution. The chamber was vacuumed, and left for a period of at least 8 hours 
for complete reaction. Samples were stored in air-tight containers and used within one month of 
preparation.  
 
 
TABLE 5.1. Properties of different substrates used in this study, including the non-polar (γLW), and polar 
(γAB) components of surface energy.  Advancing (!A), receding (!R), and equilibrium (!E) contact angles 
listed here are for DI water, along with the contact angle hysteresis between the advancing and receding 
angle (D!AR), and the hysteresis between the equilibrium and receding angle (D!ER) 

Full name Abbr. γLW 
(mJ/m2) 

γAB 
(mJ/m2) 

γtotal 
(mJ/m2) !A !E !R D!AR D!ER 

triethoxyphenylsilane TOPS 35.7 9.0 44.7 40º 34º 12º 28º 22º 

(3-aminopropyl) 
trimethyoxysilane 

AMS 34.3 2.8 37.1 57º 54º 31º 26º 23º 

1,2-
Dichlorotetramethylsilan
e 

DTS 26.0 4.7 30.7 82º 68º 62º 20º 6º 

Octyltrichlorosilane OTS 22.9 0.04 22.9 112º 106º 98º 14º 8º 
Trichloro 
(1H,1H,2H,2H-
perfluorooctyl) silane 

FS 8.7 0.03 8.7 124º 110º 100º 24º 10º 

 
 
A goniometer was used to characterize substrate contact angles. Three different probe liquids 
(Water, ethylene glycol, and diiodomethane) were used to extract the different components of 
surface energy listed in Table 5.1. For XPS spectra of substrates prepared, see Azimi et. al 2014.32 
Dynamic (!A, !R) and equilibrium (!E) contact angles were measured for each surface using DI 
water. As previously noted, the low saturation concentration of the salts used here are not predicted 



 
93 

 

to have a significant influence on wetting properties measured for DI water, and experimental 
results confirm that no significant deviations are observed. The contact angle hysteresis is typically 
defined as the difference between the advancing and receding angles. However, the hysteresis 
between the equilibrium (also referred to as the Young angle) and receding angles is also included 
in table 5.1, and will be more relevant for characterizing the present experiments where the initial 
state of the drop is the equilibrium angle.  
 
 
Salts 
 
Evaporative deposits for three different saline solutions were compared to deposits from a typical 
colloidal solution in these experiments. Calcium sulfate, silver sulfate, and calcium iodate were 
purchased as solids from Sigma-Aldrich. Some of the properties of these salts are shown in Table 
5.2. Salts were added to DI water at a concentration in excess of their solubility limits, allowed to 
mix and dissolve for a period of at least 18 hours at ambient temperature before excess solid was 
filtered out to leave a particle-free, saturated salt solution. The relatively low saturation 
concentration of these sparingly soluble salts did not cause significant changes to the evaporation 
rate or the drop contact angle. These particular salt solutions were chosen specifically for their 
solubility properties (Table 5.2) which are on the same order of magnitude across the three 
solutions and fall into the upper range of the sparingly soluble category. By comparing three salts 
with similar saturation concentrations, concentration effects are reduced as much as feasible.   
 
 

TABLE 5.2. Crystal solubilities in water, and surface energy (when available) 
Crystal Csat at 

20°C 
Csat at 
40°C 

Csat at 
60°C 

Csat at 
80°C 

gcrystal rcrystal Crystal 
Structure 

DHf
o 

Calcium 
Sulfate  

2.4 g/L 2.6 g/L 2.5 g/L 2.3 g/L 0.35 to 
0.4 J/m2  

2.96 
g/cm3 

Dihydrate: 
orthorhombic 

-1433 
kJ/mol 

Calcium 
Iodate 

2.4 g/L 4.8 g/L 6.1 gL 6.7 g/L  4.52 
g/cm3 

Anhydrous: 
monoclinic 

monohydrate: 
monoclinic 

 

Silver 
Sulfate 

7.8 g/L 9.6 g/L 11 g/L 13.3 
g/L 

 5.45 
g/cm3 

Dihydrate: 
Orthorhombic 

-716 
kJ/mol 

 
 
Salt solutions were compared to a typical colloidal solution. Latex particles of 1 µm diameter were 
added to DI water at a concentration of 0.1% V/V to create the colloidal solution. The coffee-ring 
behavior of colloidal solutions is highly dependent on particle size, shape, chemistry (in particular, 
how that chemistry affects particle-particle and/or substrate/particle attraction), and concentration.  
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5.2 Evaporative Deposits  
 
 
Experiments were conducted by heating functionalized substrates to a controlled temperature (20, 
40, 60, or 80°C) and depositing 5 µL drops of the saline or particle-laden solution. Evaporation 
was recorded using a Zeiss microscope equipped with a Nikon D300 camera from the top, and 
side-views to capture contact angle dynamics were recorded using a Nikon D800 equipped with a 
Navitar lens. Resultant videos were processed to extract the following parameters: Time until 
crystallization (tc), total evaporation time (tE), contact area between the drop and substrate at first 
deposition (Ao), the initial contact angle (qo), the contact angle and contact area at the first 
appearance of crystals (qc, Ac), the contact angle as a function of time, and the final area covered 
by the resultant deposit after complete evaporation (AE). For non-circular final deposits, the 
“diameter” of the resultant deposit was taken as the average between the longest dimension and 
the shortest.  
 
In the classic case of an evaporating colloidal drop, evaporation proceeds in one of two modes: 
constant contact angle (cca) or constant contact radius (ccr).33 Constant contact angle means that 
the drop contact area decreases with time as the contact line slides over the substrate, leaving a 
condensed deposit. In constant contact radius evaporation, the drop contact line remains pinned to 
the substrate, and the contact angle decreases with time. This picture is somewhat complicated 
when the colloidal drop is replaced by a saline drop, as both the wetting properties and 
supersaturation change with time. Rather than accumulating particles at the triple contact line due 
to outward radial flow, the supersaturation of salt increases at the contact line where ions are unable 
to follow water into the vapor phase. This leads to crystallization in the vicinity of the contact line, 
which may then influence pinning. Pinning of the contact line will be enhanced when crystals 
adhere to the substrate, and will fundamentally alter the receding contact angle due to the altered 
wettability caused by crystal formation.   
 
Figure 5.2 shows the change in contact angle with time during evaporation of drops at 60ºC on the 
different substrates. The top left panel shows the control case using a particle-laden colloidal drop. 
For the two most hydrophobic surfaces (OTS and FS), the drop evaporates with a relatively 
constant contact angle, suggesting a highly condensed deposit will form (see Figure 5.3c, last two 
columns). This trend also follows for two of the salt solutions, calcium iodate and silver sulfate. 
However, for calcium sulfate, we see that the contact angle of the drop on the OTS surface begins 
dropping about halfway through the experiment; suggesting that the drop has become pinned and 
is now evaporating in constant contact radius mode. The two most hydrophilic substrates (TOPS 
and AMS) show relatively little difference across the different solutions, in that they all occur in 
constant contact radius and thus leave ring-deposits (Figure 5.3c, first two columns).  
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FIGURE 5.2. Drop evaporation with time for the different solutions at 60°C. Contact angle 
measurements were terminated at the point at which the contact line became too distorted by 
particle/crystal accumulation to extract an angle.  
 
 
The results of figure 5.2 hint at some differences between the evaporative modes for saline and 
colloidal drops. The outcomes of these differences are shown in figure 5.3, which show 
representative patterns from experiments at 20°C (figure 5.3a), 40°C (figure 5.3b), 60°C (figure 
5.3c), and 80°C (figure 5.3d). As expected, the hydrophilic substrates (TOPS and AMS, qE = 34° 
and 54°, respectively) form ring patterns across temperatures and solutions. At very high 
evaporation rates (80°C), particles leave behind ring-shaped deposits even on the most 
hydrophobic surfaces. This is an expected and previously observed result, and can be attributed to 
internal evaporative flow exceeding Marangoni recirculation which acts to move particles towards 
the drop center.16,21,34 In contrast, the deposits left by calcium iodate on the hydrophobic surfaces 
are ring-like at 20°C, and become more condensed with increasing temperature.  
 
Another notable result of figure 5.3 is the lack of influence of temperature on calcium sulfate and 
silver sulfate. Changing temperatures does not seem to significantly alter deposits formed for either 
solution. However, the two do not exhibit the same behavior. We see that drops tend to pin at the 
onset of crystallization for calcium sulfate; while for silver sulfate, the contact line continues to 
move even once crystals have begun to form. The result is that calcium sulfate deposits tend to be 
ring-shaped across temperatures and substrates; while silver sulfate deposits tend to be clumped 
gathering of individual crystals.  
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FIGURE 5.3. Representative patterns from experiments for (top) particles, (second row) silver sulfate, 
(third row) calcium iodate, (fourth row) calcium sulfate. (a) 20°C, (b) 40°C, (c) 60°C, (d) 80°C. Length 
scale is the same for all images, and the diameter of the TOPS deposits is ~4mm.  
 
 
An expected result shown in figure 5.3 is the relationship between evaporation rate and crystal 
growth. At low temperatures, fewer crystals nucleate, and those crystals grow larger. At higher 
temperatures, more crystals nucleate and these crystals do not grow to large sizes. This trend is 
particularly apparent amongst silver sulfate deposits (the selected image shown for silver sulfate 
on OTS at 20°C is a single crystal). The size of individual silver sulfate crystals increases with 
increasing contact angle, as shown in Figure 5.4. This observation can be rationalized by lowered 
evaporation times with increasing contact angles, as crystals grown at slower rates tend towards 
larger grain size.  
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FIGURE 5.4. Influence of surface energy on deposit morphology formed at 60°C for (top) calcium 
sulfate, (middle) silver sulfate, and (bottom) calcium iodate.  
 
 
In addition to the effect of temperature, there also appears to be some effect of substrate chemistry 
on the crystal morphologies shown in Figure 5.4. This effect is particularly potent for the calcium 
iodate crystals, in which structures formed at lower wettability’s do not grow distinct facets. The 
kinetics of crystallization for calcium iodate are significantly slower than for the other two crystals; 
meaning that without sufficient time for crystal formation the calcium iodate instead precipitates 
in a random and condensed fashion. 
 
A quantitative method of describing the deposit morphology is the area localization; which is the 
ratio of the initial contact area between the drop and the substrate to the final area of the resultant 
deposit. This dimensionless ratio is a more useful metric than the area because it gives an indication 
of contact line motion during evaporation. For a drop that remains pinned and evaporates in a 
constant contact radius mode, this ratio will be 1, as the initial area of the drop and final area of 
the deposit will be the same. The resulting deposit for such a drop will be a ring. For a drop 
evaporating in constant contact angle mode with constant recession of the contact line, the resultant 
deposit will be highly condensed compared to the initial area, and we might expect this ratio to be 
closer to 0.2-0.4. The area localization will be somewhere in between for a drop that falls into 
neither of the two categories. This ratio has been plotted as a function of the substrate surface 
energy (see Table 5.1, higher surface energy = more hydrophilic) in Figure 5.5a across 
temperatures for each of the four solutions.   
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FIGURE 5.5. (a) Area localization (ratio of final contact area of deposit to contact area of initial drop) as 
a function of substrate surface area (where the more wettable substrates have a higher energy) across 
temperatures. (b) bar graph for OTS data outlined in blue in part “a,” comparing temperature dependence 
of the particles and calcium iodate deposits. (c) Area localization as a function of the contact angle 
hysteresis (between the equilibrium angle and receding angle) at 60°C.  
 
 
Comparing the area localization data of Figure 5.5a across calcium iodate and particles confirms 
the observation from Figure 5.3 that the two solutions reverse trends with temperature. This trend 
reversal is highlighted in Figure 5.5b, which displays data for the OTS surface (i.e., the points 
highlighted in blue on Figure 5.5a). The calcium iodate deposits are largest at the lowest 
temperature, and form a ring-shape. At the highest temperature of 80°C, the calcium iodate deposit 
is clumped. This result is in line with predictions from a previous molecular dynamics 
investigation, which found that sodium chloride is more likely to form rings under slow 
evaporation conditions.31 In contrast, the particle deposit is largest (and ring-shaped) at 80°C, and 
clumped at 20°C.  
 
In general, deposits on lower surface energy (more hydrophobic) substrates have a lower area 
localization. However, the area localization on the most hydrophobic surfaces (FS, gtotal = 8.7 
mJ/m2) is often higher than it is for the OTS or DTS surfaces (gtotal = 22.9 and 30.7 mJ/m2, 
respectively). This effect is particularly pronounced for the calcium sulfate deposits (bottom right 
of Figure 5.5a). Unlike the absolute deposit area that can be observed in Figure 5.3, the area 
localization is a function of the contact line dynamics. This means, for example, that a hydrophilic 
substrate with low contact angle hysteresis can form a deposit with a relatively large physical size 
but small area localization; and that a deposit on a hydrophobic substrate with high contact angle 
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hysteresis can have a small size but large area localization. Thus, area localization has a strong 
dependence on the contact angle hysteresis between the equilibrium angle and receding angle 
(Table 5.1, last column), as shown in Figure 5.5c.  
 
For calcium sulfate deposits, the minimum area localization occurs on the DTS surface (gtotal = 
30.7mJ/m2), which also has the lowest contact angle hysteresis (D!ER		= 6°). Similarly, while FS 
exhibits the largest overall contact angle, the calcium sulfate deposits on the FS surface have the 
largest area localization of the three hydrophobic surfaces. This is likely due to the slightly higher 
contact angle hysteresis (D!ER		= 10°). While this trend is most apparent in Figure 5.5a for the 
calcium sulfate deposits, it also holds well across solutions, as shown in Figure 5.5c for the deposits 
formed at 60°C.  The observation that the area localization of the calcium sulfate deposits is more 
sensitive to contact angle hysteresis than other solutions (particularly silver sulfate), suggests that 
burgeoning calcium sulfate crystals pin the receding interface more readily than silver sulfate 
crystals; which is indeed observed (see Figure 5.2, where calcium sulfate deposits are more likely 
to form rings than silver sulfate). 
 
 
5.3 Crystallization vs. Contact Line Motion  
 
 
The previous section demonstrated that crystallizing solutes do not behave the same as a colloidal 
solution (silver sulfate and calcium sulfate do not demonstrate a significant temperature 
dependence), and that calcium iodate in particular demonstrates the reverse trend of the colloidal 
solution (where the colloidal solution is more likely to form rings at high evaporation rates, and 
calcium iodate forms condensed deposits at high evaporation rates). Now the relationship between 
crystal nucleation and substrate contact line dynamics is explored in order to explain this 
relationship. 
 
Figure 5.5c showed that the area localization could be correlated to the substrate contact angle 
hysteresis, which hints at the importance of contact line pinning. However, crystallization also 
plays a role, as the area localization differs across salt solutions. Calcium sulfate, the salt most 
likely to form ring deposits, exhibits the largest area localization for a given contact angle 
hysteresis; while silver sulfate and calcium iodate exhibit lower area localization and are more 
likely to form condensed deposits. To explore the role of crystallization in contact line pinning and 
therefore area localization, the ratio between the crystallization time (tc) and the total evaporation 
time (tE) is plotted against the area localization (Figure 5.6a). This timescale ratio gives an 
indication of how readily the crystals form, where a lower ratio indicates that crystals emerge 
relatively early in the process, and a higher ratio indicates that crystals begin to emerge later.  
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FIGURE 5.6. Data across five substrates and three temperatures (40°C, 60°C, 80°C) collapse onto a 
single trend based on the supersaturation at crystal nucleation. (a) squares = calcium sulfate, diamonds = 
silver sulfate, triangles = calcium iodate. (b) phase diagram of the pinning force against the 
supersaturation, where &'() = 2,-	.(0)(cos !5 − cos !7), 89 is from experimental data, estimated as 
89 = :;/:9, and data was classified according to the area localization. Data comes from experiments 
conducted at 40°C, 60°C, and 80°C.  
 
 
 
Comparing the results of Figure 5.6a across the three solutions shows that, for a given area 
localization, the calcium sulfate and silver sulfate crystals generally emerge earlier in the 
evaporation process than calcium iodate crystals. This trend might be explained by the changing 
solubilities with temperature. The three salts used in this study were chosen for having solubilities 
within the same order of magnitude to reduce concentration-induced variations. However, they do 
not all exhibit the same change in solubility with temperature (see Table 5.2). Calcium sulfate 
exhibits very little change in solubility with temperature, while the solubility of silver sulfate 
increases by 1.7x between 20° and 80°C. Calcium iodate has a 3x increase in solubility between 
the same temperatures. This difference in solubility with temperature allows us to understand the 
trend observed in Figure 5.5b; where calcium iodate formed the most localized deposits at the 
highest temperature. Although increased temperature increases the evaporation rate and therefore 
increases the rate at which ions accumulate at the contact line; the relative supersaturation for 
calcium iodate also decreases. In contrast, calcium sulfate does not become more soluble with 
temperature, and therefore the supersaturation is only a function of the evaporated volume of the 
drop. This result confirms that supersaturation is an essential variable in crystalline coffee-ring 
formation.  
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To explain the importance of supersaturation and its relationship to crystal nucleation induction, 
we consider the thermodynamics of the process. The Gibb’s free energy of formation for a crystal 
on a substrate is:35  
 

∆>) =
?@AB

C

D(EFG)CHC
(2.HI − .JI − .HJ)D                     5.1 

 
Where VM is the molecular volume, KL is the Boltzmann constant, 0 is temperature, S is 
supersaturation, .HI  is the surface energy between the substrate and crystal, .JI  is the energy 
between the liquid and crystal, and .HJ is the energy between the substrate and liquid. Thus, the 
energetics between the three phases (substrate, crystal, and liquid) all contribute to the nucleation 
barrier. Isolating values for these parameters is challenging, and thus it is difficult to say whether 
or not interactions between the substrate and crystal (captured by .HI) significantly influence the 
results. However, it is straightforward to obtain values for the supersaturation at the onset of 
crystallization. The average supersaturation, S, inside a drop can be related to the volume of the 
drop with time: 
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         5.2 

 
Where, as previously noted, the value of Csat is a function of temperature. We are particularly 
interested in the drop supersaturation at the moment at which crystals first begin to form (and 
become visible under the microscope), tc. Under conditions where the nucleation barrier is 
exceedingly small, crystals may begin to nucleate soon after the solution becomes supersaturated. 
In contrast, when the nucleation barrier is high, the solution can become highly supersaturated 
before crystals begin to emerge. The supersaturation of calcium sulfate can reach values of 6 or 
higher on surfaces with no heterogeneous nucleation sites before crystals start to form.9  
 
With supersaturation as a metric to quantify crystallization propensity (where a low value of Sc 

indicates a high propensity of crystallization, and a high value indicates a high nucleation barrier 
and low propensity), we now define a metric to quantify contact line dynamics. An appropriate 
choice is the pinning force, which is a function of both the equilibrium (!R)	and receding (!5) 
angles of the surface:36 
 

&S = 2,T;.(cos !5 − cos !R)                   5.3 
 

Where .	is the surface tension of water, 72 mJ/m2 at 20°C (66 mJ/m2 at 60°C), and ro is the radius 
of the initial contact line. This equation gives the force required for depinning of the contact line, 
so that when the contact angle hysteresis is zero, there is no resistance to contact line motion. 
Plotting the pinning force of equation 5.3 (where contact angles are taken as values shown in Table 
5.1, and surface tension is taken as a function of temperature) against the supersaturation at 
crystallization (Sc) yields the diagram shown in Figure 5.6b. In this diagram, the area localization 
of the deposits has been separated into four categories: highly condensed (AE/AC = 0 to 0.3) 
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condensed (AE/AC = 0.3 to 0.5), some reduction (AE/AC = 0.5 to 0.9), and non-reduced (AE/AC > 
0.9). Higher pinning forces and high crystallization propensity result in non-reduced (and ring-
shaped) deposits, while the highly reduced deposits occur at the lowest pinning forces and the 
lowest propensities for crystallization.  
 
The results of Figure 5.6b show that, in general, a crystal deposit will be ring-shaped and non-
localized when crystallization occurs before the volume reduces enough to overcome the substrate 
pinning force. However, it is not always true that crystallization pins the interface and stops 
mobility. In some cases, crystallization occurs at the contact line, and yet, the line continues to 
recede (this is particularly true for the silver sulfate experiments, in which crystals form but do not 
always pin the contact line). Instead, these silver sulfate crystals move with the contact line to form 
condensed deposits. It is here where I believe (but will not quantify here), that the substrate-crystal 
energy, .HI , from Equation 5.1 contributes to the deposit morphology. Crystals that preferentially 
interact with the substrate will grow on that substrate, and therefore pin the contact line. Crystals 
without strong interactions with the substrate will still form at the contact line due to concentration 
polarization, but will not be adhered to the substrate (i.e., they will exist in the bulk). Such crystals 
may move with the contact line as it recedes. 
 
Crystalline patterns differ from colloidal patterns deposited from an evaporating drop under the 
same conditions, and have demonstrated that the area localization is correlated with the 
supersaturation (and therefore nucleation barrier) at which crystals begin to form. I now briefly 
consider the hypothesis that saline-induced convection, which has been previously shown to 
strongly alter the interior flow of the drop,22,37,38 influences these results. Recent work has 
demonstrated that salt-induced Marangoni flow can significantly increase (double or more) the 
rate of deposition of colloidal particles at the contact line during coffee-ring evaporation.38 The 
effect of solutal convection is more difficult to quantify here, as the effect of saline flow cannot be 
decoupled from deposition of crystals at the contact line. However, it can be inferred from this 
result that Marangoni flow likely elevates supersaturation at the contact line beyond the 
concentration that would exist from evaporative flow alone. A higher supersaturation leads to 
faster nucleation, a higher likelihood of contact line pinning due to crystallization, and more mass 
accumulated at the contact line. Thus, the influence of Marangoni convection in crystalline coffee 
ring formation is likely the opposite of the influence of Marangoni convection in colloidal deposits. 
For colloidal solutions, re-circulation leads to more deposition of particles at the interior of the 
drop, and increases the likelihood of a lumped deposit; while Marangoni flow in saline solutions 
transports more salt to the contact line, and thus increases the likelihood of a ring-deposit.  
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Conclusions 
 
The contact line dynamics and evaporative crystallization from a drop both depend on the same 
parameters; namely the evaporation rate and surface energy of the substrate. We have explored the 
relationship between the two and demonstrated that the supersaturation at the onset of 
crystallization (which is directly related to the crystallization nucleation barrier) can explain the 
different deposit morphologies across the various solutions/substrates. Previous work exploring 
this relationship has suggested that crystalline deposits are independent of evaporation rate and 
depend only on wettability properties of the crystals and substrates.28 I revise this conclusion to 
state that crystalline deposits are dependent on the nucleation barrier, which is largely dependent 
on the wettability properties but is also dependent on the evaporation rate due to the supersaturation 
term. This conclusion can be applied towards developing design rules for controlling the 
morphology of crystalline evaporative deposits, or towards understanding/controlling mechanisms 
of crystal fouling associated with wetting/evaporation cycles.  
 
In addition to exploring the fundamental relationship between wetting, evaporation, and 
crystallization, these experiments have also elucidated important differences between colloidal and 
crystalline evaporative deposition. Supersaturation is an essential parameter for prediction of 
crystalline deposit morphology, and altered solubility with temperature can cause crystalline 
deposits to have a temperature relationship inverse to the one for colloidal deposits. Another 
difference is the role of Marangoni circulation, which promotes localized deposits in colloidal 
deposition patterns. In contrast, no evidence was observed to suggest that convective flows 
redistribute crystals towards the drop interior; and, based on previous results,28 if Marangoni flow 
plays any role in crystalline evaporative deposits, it instead may act to promote ring formation. 
These differences between solutal and colloidal evaporative deposition demonstrate that the two 
related processes are nevertheless controlled by different physics, and highlight the need for further 
study of the many complex factors that contribute to crystalline evaporative assembly.  
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Chapter 6. 
 

Drop Crystallization on Superhydrophobic 
& Liquid Impregnated Surfaces 
 
 
 
 
 
 
Evaporative deposition of crystals from drops is pervasive and, in some cases, contributes to 
material degradation. Rain drops, spray from fast vehicles on wet roads, and ocean-generated 
aerosols are all examples in which particles/solutes may be deposited on surfaces. Costs associated 
with seaspray deposition run in the billions of dollars,1,2 and primarily result from gypsum (CaSO4-
2H2O) formation on concrete and metallic structures.3,4 Corrosion of structures occurs via surface 
mineral-fouling, cracking (in which crystals engrained in a crevice grow and apply pressure), and 
delamination.3,5,6 This damage can be inhibited using hydrophobic coatings,3,4 though coatings 
face challenges regarding their temporal stability, environmental impacts,7 and performance.7,8 
 
In the previous chapter, I demonstrated that crystallization from saline drops is somewhat more 
complicated than deposition from evaporating colloidal solutions. This is due to variable solubility, 
concentration gradients at the air/water interface,9 and the predilection of crystals to form at 
interfaces.10 We have seen that crystallization at the contact line can pin a drop and force a ring 
morphology even on surfaces that would normally form a clumped deposit for a particle-laden 
system.11,12 The evolution of the crystals alters drop pinning evaporation dynamics,13 surface 
adhesion,14 and the final form/size of the deposit. Therefore, eliminating coffee-rings (and 
therefore reducing fouling potential) for crystal deposits remains a challenge despite the many 
approaches for eliminating coffee-rings of colloidal deposits. 



 
108 

 

In this chapter, I explore crystallization from saline drops for two classes of anti-fouling substrate: 
superhydrophobic and liquid impregnated. Ring patterns persist for gypsum deposits even on 
hydrophobic surfaces,15 which then modify contact angle hysteresis and the final form of 
evaporative deposits.16 Superhydrophobic surfaces reduce contact-line pinning and should force 
formation of condensed deposits, as has been observed for colloids.17 However, crystal formation 
will likely alter this behavior. Liquid impregnated surfaces (LIS), in which a thin layer of oil or 
other lubricant fills a micro- or nano-texture of a superhydrophobic surface, can create a protective 
barrier between a solid substrate and mineral foulants, and should therefore also inhibit ring 
formation.18 I test this theory by comparing superhydrophobic and liquid impregnated surfaces 
with systematically varied micro-textures.  
 
 

6.1 Experiments & Controls 

Drop Evaporation 

Experiments were conducted by placing the test substrate on top of a plate heater maintained at 
60°C with a thin layer of thermal paste. Droplets of 5 µL saturated calcium sulfate solution were 
deposited on the substrate, and evaporation was recorded from both the top and side of the drops. 
Saturated calcium sulfate solution was prepared by adding calcium sulfate dihydrate in excess to 
DI water, mixing over a period of several days, and filtering out undissolved solid.   

Evaporation occurs at the liquid/vapor interface when the vapor phase is undersaturated with 
respect to the evaporating species. The process of evaporation also changes the vapor 
concentration of the surrounding air. In the present experiments, evaporation of a 5 µL drop will 
not strongly influence the vapor concentration (humidity) of the ambient environment. At the 
immediate surface of the drop, the vapor concentration is therefore approximately equal to the 
saturated concentration (cs), while far from the drop the vapor concentration returns to that of the 
ambient air (ca = RH*cs where RH is the relative humidity). Evaporation is driven by diffusion of 
vapor from the drop interface to the surrounding environment due to this concentration gradient:19 

!"
!#
= %('( − '*)                                                         6.1 

Where D is diffusion (~2.8 x 10-5 m2/s for water in air at 25°C). Assuming evaporation is limited 
by diffusion from the air/water interface to the ambient environment, the evaporation time for a 
drop will be: 
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Where J is mass flux, 89 is liquid density, and R is the radius of the drop. For the experiments 
presented here, the evaporation time at 60°C on the superhydrophobic surfaces ranges from 2.5 to 
4 minutes for the calcium sulfate solution and between 4.5 to 6 minutes for DI water. The relative 
humidity within our lab was tracked, and had a range between 22% to 45% while experiments 
were being conducted.  

Using '( = 0.13	kg/mC (for water in air at 60°C) at the drop surface, and an ambient concentration 
of '* = DE	('(),	 with cS  for water in air at 20°C being 0.00171	kg/mC, the estimate for the 
evaporation time ranges from 270.76 seconds at 20% humidity to 271.66 seconds at 45% humidity 
(4.51 to 4.53 minutes). Therefore, the evaporation timescale was significantly influenced by both 
the substrate and by the presence/absence of calcium sulfate in the water, but was not significantly 
influenced by variable humidity levels within the lab. This is because the elevated temperature at 
the substrate was the primary driver for evaporation, so that the influence of environmental 
variation was tempered. 

 

Heat Transfer & Convection 

Because of the imposed temperature gradient across the drop, convection will occur. However, 
this convection is primarily driven by thermo-capillary flows rather than thermo-gravitational 
flows because the drops are below the capillary length.20 The dynamic Bond number (Bd) 
compares the capillarity (given by the Bond number) to natural convection (given by the Rayleigh 
number):  
 

HI = .*
J*

= KL0./

6MNMO
                                                          6.3 

 

Where P is thermal expansivity, g is gravity, 8 is density, R is the radius of the drop, and 
QR
QS

 is the 

gradient of surface tension with temperature. For water, P is 2.07 x 10-4 1/°C at 20°C and 5.22 x 

10-4 1/°C at 60°C, and 
QR
QS

 is -1.65 x 10-4 N/m°C for water between these two temperatures. Taking 

P at it’s 60°C value, the dynamic Bond number is 0.0307; which confirms that capillary convection 
will be greater than convection due to gravity. The convection in these experiments occured on a 
timescale much smaller (~0.1s) than that of evaporation.  
 
To model the evaporative flux and role of relative humidity, it is estimated that the water drop is 
heated to the temperature of the substrate, 60°C. For this to hold true, the timescale of the drop 
heating must be an order of magnitude or more smaller than the timescale of evaporation. 
Neglecting convection, the timescale of conduction is: 
 

," =
./

T
                                                                   6.4 
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Where U is the thermal diffusivity of water and has a value of 1.44 x 10-7 m2/s at 20°C. For the 1 
mm radius drops, this timescale is ~7 seconds, which is suitably smaller than the evaporation 
timescale of 150+ seconds experimentally observed. Because superhydrophobic surfaces have 
lower solid fractions than non-textured surfaces, it may be expected that this timescale will change 
for superhydrophobic materials. However, transient drop temperatures on heated 
superhydrophobic surfaces have previously been measured, and are ~5-10 seconds regardless of 
surface solid fraction.21 This same study showed that equilibrium temperature of the drop on a 
superhydrophobic surface heated to 80°C is a function of the solid fraction, with the drop 
temperature reaching 95% of the absolute temperature of the substrate for a surface with solid 
fraction of 0.05, while a drop on a smooth surface reached 97% of the absolute temperature of the 
substrate after the initial transient period. Therefore, the drops in the present experiments should 
reach their equilibrium temperatures of  ~60°C after a transient period of less than 10 seconds.   
 
 

Data Collection 

Each experiment was repeated 3-6 times per substrate. High resolution images of deposits were 
collected via SEM (scanning electron microscope, Zeiss Supra5). Experimental movies were 
analyzed to find: (1) the contact angle (q) as a function of time, (2) the initial contact area of the 
drop (Ao), (3) the evaporation time (tE), and (4) the final two-dimensional area of the crystal deposit 
(Ac).  

Because pinning is essential for formation of ring-shaped deposits,22 the area localization of 
deposits is a good predictor for deposit morphology. The area localization is defined as the ratio 
between the area covered by the final crystal deposit and the initial contact area of the drop (Ac/Ao). 
An area localization of ~1 suggests pinning of the contact line and therefore ring or uniform 
deposits, while smaller values suggest condensed deposits. Because formation of rings suggests 
pinning, rings deposits may be more strongly adhered to the surface; while clumped deposits form 
from a lack of pinning and therefore should be easier to remove.   

 

Hydrophilic Control 

Evaporation of sessile drops can proceed in either constant contact radius mode or in constant 
contact angle mode; with the former occurring for drops that have pinned to the surface. As we 
have seen in the previous chapter, evaporation on hydrophilic (q = 24°) silicon occurs in constant 
contact radius mode and results in the formation of ring-shaped deposits (Figure 6.1A). 
Crystallization initiates near the three-phase contact line approximately 10 seconds after drop 
deposition on the heated surface. The solution is then observed to wick into the precipitating 
crystals, further increasing the total footprint (Ac/Ao =1.09±0.30) of the crystalline deposit. SEM 
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images (Figure 6.1B) reveal needle-shaped crystals (a common structure for gypsum) oriented in 
the direction of the radial evaporative flow. These needles become thicker at the outer rim, likely 
due to the dramatic increase in flow velocity towards the end of evaporation.23 These two-
dimensional needles provide a counter example for comparing the performance of the 
superhydrophobic and liquid impregnated surfaces.   

 

FIGURE 6.1. Evaporative 
crystallization on a 
hydrophilic silicon surface. 
(A) Progression of drop 
evaporation and crystal 
deposition. (B) SEM images 
from one deposit, showing 
dendritic needle-shaped 
gypsum crystals in-plane with 
the substrate.  

 

 
Substrate Preparation 
 
Photolithography using chrome masks (Advance Reproductions Corporations) was used to create 
arrays of square (10 µm wide) microposts with seven edge-to-edge post spacings: 5, 10, 25, 30, 
40, 50, and 75 µm. The posts were etched to a height of 10 µm by reactive ion etch (Surface 
Technology Systems Inductively Coupled Reactive Ion Etch) at a pressure of 20 mTorr, rate of 
500 nm/min, temperature of 40°C, and coil power of 1200 W.24,25 Photoresist was removed using 
Piranha solution, and the samples were further cleaned with acetone, IPA, and DI water.  
 
Substrates were rendered hydrophobic by coating them with OTS (octadecyltrichlorosilane, from 
Sigma-Alrich) using liquid deposition by placing surfaces in 50 mL of toluene, and adding 70 µL 
of OTS and 100 µL of DI water under sonication for 3 minutes. Any excess silane was removed 
through two minutes of sonication in an acetone bath, followed by additional rinses with acetone, 
IPA, and DI water. Silicone oil with a viscosity of 100 cSt was added to the surfaces using a 
dipcoater (KSV Nima) to create the lubricant impregnated surfaces (LIS) without an excess film.26  
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6.2  Superhydrophobic Surfaces 
 

Superhydrophobic surfaces combine micro-texture with a hydrophobic chemistry to create contact 
angles greater than ~140°. Seven different superhydrophobic microposts surfaces were prepared 
for these experiments. Each substrate had square micro-posts with a base of area 10x10 µm. The 
only difference was the edge-to-edge distances between the microposts, which effectively varied 
the substrate solid fraction, contact angles, and wetting behaviors. The seven tested substrates had 
post spacings of 5, 10, 25, 30, 40, 50, and 75 µm. When air is trapped in this microtexture beneath 
a drop, the superhydrophobic contact angle is described by the Cassie model:27,28 
 

cos YZ = [\(1 + cos Y) − 1                                               6.5 
 

Where YZ  is the superhydrophobic Cassie angle, [\ is the fraction of solid contacting the drop, 
and Y is the Young’s contact angle for a flat (untextured) surface of the same chemistry. The 
Wenzel model describes the contact angle of a textured superhydrophobic surface for the case 
where the drop fully contacts the surface (i.e., there is no trapped air):28,29  
 

cos Y^ = _ cos Y		                                                         6.6 
 

Where r is the roughness, defined as the ratio of the actual to the apparent surface area and Y^ is 
the Wenzel angle. For very large values of r, this formula predicts complete drop ejection 
(Y^=180°).  The theoretical Cassie and Wenzel angles for the substrates used here are given in 
Table 6.1, along with the actual measured advancing, receding, and equilibrium, contact angles.  
 
 
TABLE 6.1. Theoretical contact angles from the cassie (qC) and wenzel (qW) equations plus experimental 
data for initial static contact angle (q0), the advancing angle (qA), the receding angle (qR), and the contact 
angle hysteresis (∆q). Data for initial static angle were obtained from experiments using calcium sulfate 
solution, while contact angle hysteresis measurements were performed using DI water. The saturation 
concentration of gypsum is not large enough to modify the contact angle of water. 

Surface qC qW q0 qA qR ∆q 
b5 139.5° 180° 142.6°± 1.2° 145° 115° 30° 
b10 149.9° 157.2° 147.2°± 0.8° 158° 143° 18° 
b25 162.9° 132.0° 155.3°± 3.7° 159° 142° 17° 
b30 165.1° 129.1° 156.4°± 3.1° 162° 146° 16° 
b40 168.1° 125.9° 157.4°± 0.8° 165° 152° 13° 
b50 170.1° 124.1° 161.7°± 1.7° 167° 157° 10° 
b75 173° 122.2° 122.8°± 0.6° 119° 91° 28° 
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On a superhydrophobic surface with minimal contact angle hysteresis, evaporation of a suspended  
drop in the Cassie state will generally occur in constant contact angle mode where the contact line 
continuously recedes.30 Here, it is observed that evaporation of calcium sulfate solution results in 
crystallization at the triple-phase contact line, which pins the contact line and changes the 
evaporative mode to constant contact radius mode. This is shown in Figure 6.2A(i), which shows 
the progression of an evaporating drop of calcium sulfate solution on a superhydrophobic surface 
of 5 µm edge-to-edge spacing between posts (b5). The drop pins due to formation of crystals, so 
that the final size of the deposit is similar to the contact area of the droplet (Ac/Ao=0.93), and a 
ring-deposit forms. However, this pinning is not observed for all the micropost surfaces. Figure 
6.2A(ii) shows evaporation on the b25 surface, in which the contact line recedes before pinning 
occurs and more condensed deposits (Ac/Ao=0.68) result.  
 
In total, four regimes are observed for evaporative crystallization on superhydrophobic micro-post 
surfaces. First, there is the Cassie pinning regime where ring deposits form, as seen in the case of 
the b5 surface (Figure 6.2A). As post spacing increases (b10, b25 and b30), evaporation begins in 
a constant contact angle mode with the drop sliding over the posts to form condensed deposits 
(Ac/Ao=0.69 for b10, 0.68 for b25, and 0.74 for b30). In the third regime, drops are initially 
suspended in the Cassie state but transition to the Wenzel state (Figure 6.2A(iii)). This transition 
causes a double ring deposit (seen most clearly on the b50 SEM image of Figure 6.2A) and a large 
area localization (Ac/Ao =1.5 for b40, 2.72 for b50). The fourth and final regime is observed in the 
case of the b75 surface, in which drops evaporate in constant contact radius mode in the Wenzel 
state to form a simple ring deposit.   
 
The disparate deposit regimes across the different post surfaces can be rationalized by differences 
in contact angle and contact angle hysteresis. A surface with a large contact angle hysteresis will 
evaporate in constant contact radius mode until the contact angle reduces to the receding angle. A 
drop on a low hysteresis surface (with a receding angle similar to the advancing angle) will begin 
receding shortly after onset of evaporation. Hence, we predict that saline droplets evaporating on 
a surface with a higher hysteresis will become pinned by emerging crystals before receding begins. 
In contrast, drops on low hysteresis surfaces will recede before crystals can form and pin the 
contact line. Here, the b5 surface has the largest solid fraction and highest contact angle hysteresis 
of the Cassie surfaces (see Table 6.1), resulting in crystals pinning the contact line into the ring 
shape before the drop begins to recede from evaporation. The b10, b25, and b30 surfaces have 
lower hysteresis and recede significantly prior to crystallization, resulting in the clumped deposits 
observed in the constant contact angle regime.   
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FIGURE 6.2. A) Representative 
examples of evaporative crystallization 
on superhydrophobic micropost 
surfaces with edge-to-edge post 
spacing of (i) 5, (ii) 25, and (iii) 50 
µm. The images show the top and side 
views of drops at three different times 
instants: (left) experiment initiation, 
(middle) shortly after crystals at triple 
phase contact line have pinned the 
drop, and (right) end of evaporation. 
B) Contact angle as a function of time 
throughout evaporation (until crystal 
deposits obscure measurements) C) 
SEM images of crystalline deposits. 
Scale bars represent 100 µm.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
As crystallization impacts the contact angle hysteresis, it also changes the evaporation dynamics 
and total evaporation time as a result. Figure 6.2B shows contact angle as a function of time, with 
measurements terminated at the point at which the crystal deposit became prominent enough that 
no contact angle could be accurately determined. Moving from b5 (yellow line) to b40 (pink line), 
we see an increase in initial contact angle with a corresponding increase in the evaporation time.  
This trend is due to high contact angle surfaces having a lowered rate of heat transfer from the 
heated surface to the drops.31,32 However, the trend is disrupted by the Cassie to Wenzel transition. 
The transition on the b50 surface occurs much earlier than it does on the b40 surface because of 
reduced stability of the Cassie state on the b50 surface. The drop on the b50 surface evaporates 
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faster than the one on the b40 surface because it spends more time in the Wenzel state, which has 
a higher rate of heat transfer than the Cassie state.32  
 
The dynamics of drop evaporation and formation of salt crystals are interdependent. For example, 
we see that evaporation time decreases due to the presence of the calcium sulfate in water. This 
result may seem at odds with the known decrease in saturation vapor pressure of evaporating saline 
water; but the saturation concentration of calcium sulfate in water is low enough such that neither 
the saturation vapor pressure nor the colligative properties of water are strongly altered by it’s 
presence. The change in evaporation time here is instead caused by contact line pinning due to 
crystallization, forcing the drop into constant radius mode and thereby increasing surface area and 
evaporation rate.  
 
The overall deposit shape is readily explainable by the contact angle, hysteresis, and 
presence/absence of the transition. However, the morphologies of crystals are also varied between 
the deposits, as seen in the SEM images of Figure 6.2C. Faster evaporation concentrates salt 
rapidly and increases supersaturation, which causes faster nucleation and smaller crystals. In 
contrast, crystals grown from slower processes at lower supersaturation levels will be larger and 
exhibit fewer defects.33 This is qualitatively observed in Figure 6.2C, where deposits with slower 
evaporation times tend to have large, leaf-like crystals and fewer overall crystals; while deposits 
formed by faster evaporation tend to have a larger number of overall crystals, many of which are 
thin needles.  
 
Cassie-Wenzel Transition 
 
The transition from the Cassie to Wenzel state observed for drops on the b40 and b50 surfaces is 
expected, as the Cassie state is meta-stable for these surfaces.34 To further probe the dynamics of 
this transition and the influence of crystallization, control experiments using DI water were 
conducted (Figure 6.3). For the DI water drops, evaporation of the 5 µL volume drops proceeds 
for 5.6 minutes on the b40 surface and for 6 minutes on the b50 surface prior to transition. This is 
contrasted by the evaporation of the 5 µL drops of saturated calcium sulfate solution, which 
transition to the Wenzel state after 2.7 minutes on the b40 and 1.6 minutes on the b50 surface. 
While one may expect this is due to a difference in surface tension caused by the presence of 
solute, the low solubility concentration of calcium sulfate does not result in significant deviations 
from the surface tension of DI water.15,35 Instead, the enhancement in transition time is due to 
formation of crystals (which are hydrophilic) within the texture leading to drop impalement, as 
opposed to the typical Laplace pressure-driven transitions for DI water. This phenomenon is 
confirmed by the existence of the interior ring of the “double ring” structure of the b50 surface 
(see Figure 6.3), which provide clear evidence that crystals form on the texture at the Cassie contact 
line prior to impalement. The water will preferentially wet the hydrophilic crystals at the air/water 
interface, causing a decrease in Cassie angle and a consequent transition to the Wenzel state.  
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FIGURE 6.3. Comparing the b40 and b50 Cassie to Wenzel transitions for water to those for calcium sulfate 
solution. SEM images show crystal growth on posts. 

To further confirm that the Cassie-Wenzel transition is driven by precipitation rather than by 
evaporation, additional experiments on the b50 surface were performed across a temperature range 
from 20 to 80°C. The ratio of the transition time (i.e., time at which the drop transitions from the 
Cassie to Wenzel state) to the total evaporation time remains relatively constant at all temperatures. 
This is true for both the water control, which had a ratio near 0.95 for all temperatures, and for the 
drops of calcium sulfate solution, which had a ratio between 0.66 and 0.77. However, the area 
localization of the resulting deposits from the calcium sulfate solution showed a temperature 
dependence despite observing transition at all temperatures. At room temperature, the deposit 
exhibits a ring-like morphology. Increasing the temperature increases the area localization, and the 
deposit formed at 50°C shows the double-ring structure observed at 60°C. Further increasing the 
temperature results in a condensed deposit, with needle-like crystals obscuring the interior of the 
deposit. For drops evaporating on heated hydrophobic substrates, contact angles increase by about 
10% between ambient temperature and 75°C,20 explaining the reduction of physical size and 
increase of area localization with increasing temperature.  

 

TABLE 6.2. Ratio of the drop transition times to the total evaporation time, and the area localization for 
five microliter drops evaporating on the superhydrophobic b50 surface at different temperatures. 

Temperature  
ttransition/tevaporation Area 

Localization Water CaSO4 
20°C   1.53 
40°C 0.96 0.77 1.26 
50°C 0.97 0.72 2.28 
60°C 0.93 0.66 2.15 
70°C 0.95 0.72 2.14 
80°C 0.97 0.66 2.84 
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FIGURE 6.4. Room temperature vs. 60°C C for superhydrophobic surfaces (a) area of crystal deposit as a 
function of edge to edge post spacing, where filled triangles were conducted at ambient temperature, and 
empty circles are results from 60°C (b) SEM images of deposits formed at room temperature for b5, b10, 
b25, b40, and b75 surfaces. Scale is the same for all 5 images. 

As a further test, room temperature experiments were conducted to confirm that the rapid 
evaporation and associated heat transfers played little role in the final deposit morphology. The 
results of these experiments are shown in Figure 6.4, which confirms that the four regimes reported 
in Figure 6.2 remain relevant across temperatures. The morphological differences between the 
deposits formed at room temperature and elevated temperature are predictable when comparing 
the SEM images formed at 60°C (Figure 6.2c) and those formed at 20°C (Figure 6.4b). Individual 
crystal sizes are generally larger at lower temperatures, as crystals that take longer to form tend to 
be better developed. The wetting regimes are not significantly changed between room temperature 
and elevated temperature. The drop on the b5 surface still evaporates in a pinned Cassie state and 
forms a ring-like deposits, the drops on the b10 and b25 surfaces evaporate in a gliding Cassie 
state and form more localized deposits, and the b75 drop begins and ends in a pinned Wenzel state. 
The primary difference is for the “transition regime” of b50 drops, in which room temperature 
drops do not demonstrate the double-ring morphology observed for the deposits formed at elevated 
temperatures, as shown in Figure 6.5.  

 
FIGURE 6.5. Deposits left on the b50 surface with different temperatures.  Scale bars indicate 100 µm on 
all surfaces.  
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6.3  Lubricant Impregnated Surfaces 

 
Despite the promise of superhydrophobic post surfaces in preventing formation of ring deposits, 
crystallization at the surface still causes contact line pinning. Therefore, additional experiments 
tested the performance of Liquid Impregnated Surfaces (LIS) with the same micropost morphology 
as the superhydrophobic surfaces to reduce contact line pinning (Figure 6.6). LIS are textured 
substrates impregnated with a liquid.36–39 These surfaces can eliminate crystallization on the 
textures by reducing pinning of the drop to the surface. A system composed of a drop on top of a 
LIS can exist in 12 possible thermodynamic states dictated by the droplet, impregnating lubricant, 
and texture.36 For stability, the lubricant-substrate contact angle must be less than the critical angle: 
 

 YZ = cos6`( 1 − a)/(_ − a)      6.7 
 
where a is the solid fraction and r is the substrate roughness.26 The state of the lubricant 
impregnated within the textures is dictated by the spreading coefficient:  
 

b9\(^) = c\^ − c9\ − c9^               6.8 
 
where c is interfacial energy between the phases of the lubricant (L) on the substrate (S) in the 
presence of the droplet (W). When b9\(^) > 0, the lubricant completely spreads on the texture and 

creates a barrier between the drop and the surface. When b9\(^) < 0, the tops of the texture remain 

emerged and dictate the pinning of the droplet.36  Based on previous results that have shown crystal 
formation atop the textures on a non-spreading LIS (b9\(^) < 0), here we focus on spreading LIS 

(b9\(^) > 0).18 In addition, a thin layer of the oil cloaks the droplet as the spreading coefficient of 

oil on the water droplet in the presence of air is positive (	b9^(f) > 0).  
 

Figure 6.6A shows the progression of drop evaporation on liquid impregnated b5, b25, and b50 
surfaces, respectively. Unlike the superhydrophobic surfaces, disparate regimes are not observed. 
Instead, drop evaporation occurs in near-constant contact angle mode throughout the entire period 
of evaporation on all surfaces with varying textures (Figure 6.6B). The drops on LIS continue to 
shrink in size even after the first signs of crystallization are observed, in contrast to the drops on 
superhydrophobic substrates that were pinned by emerging crystals. Evidence of this lack of 
pinning is clear from the b25 LIS progression (Figure 6.6A(ii)), where the drop has migrated 
towards the top of the field of view even while crystals begin to form. Lack of contact line pinning 
results in a complete absence of the ring-shaped structures observed on the hydrophilic and 
superhydrophobic surfaces.  
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FIGURE 6.6. A) Progression of 
evaporative crystallization on liquid 
impregnated surfaces of (i) b5, (ii) b25, 
and (iii) b50. Top and side view images 
are shown for three time instants: (left) 
experiment onset (middle) shortly after 
crystals become apparent (right) end of 
evaporation. (B) Contact angle as a 
function of time for LIS surfaces, with 
measurements terminated after crystal 
deposits become too prominent for 
accurate measurement. (C) SEM images 
showing crystal deposits on the different 
LIS surfaces. Scale bar represents 100 
µm and is the same for all images.  

 
 

 

 

 

 

 

 

 

 

The lack of contact line pinning on LIS result in highly condensed deposits, which are composed 
of relatively large crystals (Figure 6.6C). It is observed that oil can wick into the crystal deposit; 
consistent with a previous investigation where oil from LIS wicked into frost deposits.40 In the 
SEM images of Figure 6.6C, this creates an appearance of “smoothness”, as the sharp crystal 
formations are covered by oil wicked into the scale deposit.  The degree of oil migration into the 
crystals is dictated by the relative balance between capillary wicking of the crystal deposit and the 
underlying texture. Denser textures (b5, b10) retain oil more readily when compared to sparser 
textures. In addition to the lack of dependence of deposit morphology across textures, LIS also 
reduces variations in evaporation progression (Figure 6.6B). 
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6.4  Comparing Anti-fouling Strategies 

The differences between evaporative deposition of crystals on the superhydrophobic surfaces and 
LIS are reflected in the overall deposit size (Figure 6.7A) and the area localization (Figure 6.7B) 
as a function of the substrate solid fraction. For the superhydrophobic surfaces, the deposit area 
has a clear trend with the texture dependent on the wetting state, while the deposit area is 
independent of texture on LIS. The deposits on the superhydrophobic surfaces in the “Cassie-
gliding” regime have similar contact area to the deposits on LIS; however, the area localization is 
significantly lower on the liquid impregnated surfaces due to constant contact angle evaporation 
(Ac/Ao = 0.68 for superhydrophobic, 0.2 for LIS, Figure 6B).   

 

FIGURE 6.7. Comparison of evaporation behavior on the (�) superhydrophobic and (�) liquid 
impregnated surfaces as functions of substrate pitch. (A) The total area of deposits. (B) Area Localization, 
the ratio of the area of the final crystal deposit to the initial footprint of the drop. (C) Points of pinning on 
Cassie superhydrophobic post surfaces with many small crystals. (i) crystals formed on b10 posts (ii) 
crystals covering b5 posts (iii) crystals have engulfed a b50 post (iv) pinning crystals that have engulfed 
the top of a b10 post (v) close up of crystals on b5 posts. Scale bars represent 10 µm. (D) Crystals left 
over after removing deposits from LIS surfaces. (i) needle-like crystal that has fallen into the oil between 
posts on a b25 surface. (ii) chunk of crystal stuck between posts on b25. (iii) needle crystal deposited on 
top of b5 LIS posts (iii) large leaf-like crystal deposited on top of b25 posts. Scale bars represent 10 µm. 
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Figure 6.7C shows a variety of examples of pinning points across different superhydrophobic post 
surfaces. These pinning points comprise of many small crystals, suggesting a large amount of 
crystal nucleation in these areas. Crystal nucleation occurs readily in the presence of surfaces 
containing imperfections that can serve as nucleation sites or that can lower the energy barrier for 
nucleation.41 Hydrophobic coatings increase the energy barrier for nucleation at the surface, yet it 
is clear that crystals are still able to find nucleation sites on the posts. This is contrasted by the 
deposits left behind on the LIS surfaces (Figure 6.7D), where only large crystals that are not pinned 
to the posts are observed. Because of the lubricating layer, these large crystals were highly mobile 
and easily removed by rinsing with saturated calcium sulfate solution.   
 

Conclusions 

I investigated the role of contact line pinning on deposit morphology from evaporating saline drops 
using superhydrophobic and liquid impregnated micropost surfaces with varying solid fraction, 
and show that the formation of ring-shaped crystalline deposits on superhydrophobic surfaces can 
be disrupted by tuning the solid fraction to ensure evaporation occurs in the “cassie-gliding” 
regime. This ideal regime contains surfaces with solid fractions that minimize contact angle 
hysteresis while also remaining stable to Cassie-Wenzel transitions. Unlike superhydrophobic 
surfaces, experiments on spreading liquid impregnated surfaces were invariable to the solid 
fraction due to the presence of an oil layer preventing both nucleation and pinning of crystals at 
the surface. Hence, LIS can serve as an efficient anti-fouling surface to prevent seaspray deposition 
and resulting corrosion. These results also introduce new strategies for controlling crystalline 
deposits and for disrupting the coffee-ring effect, which has proven to be more difficult for crystals 
than for colloids.  The delayed onset of crystallization on LIS may also allow for new approaches 
of growing large, well-defined crystals as well as for concentrating dilute solutions of valuable 
materials such as difficult-to-synthesize pharmaceuticals.   
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Chapter 7.   
 

Spirals from Evaporating Drops 

 

 
 

 
The previous two chapters demonstrated that evaporative crystallization of calcium sulfate will 
form three-dimensional structures on hydrophobic surfaces, and flat, two-dimensional patterns on 
hydrophilic substrates.1 Here, I explore what happens when a drop of calcium sulfate is evaporated 
on a substrate that exhibits both hydrophobic and hydrophilic nature. Such substrates have an 
extreme contact angle hysteresis (!A ~80-110°,	!R ~5-40°, Dq >45° ; where !A is the substrate 
advancing angle, !R is the substrate receding angle, and Dq is the contact angle hysteresis: Dq 
=!# − !% ).  
 
The large contact angle hysteresis of these substrates enables a dual behavior with both two-
dimensional and three-dimensional crystalline structures arising. First, a three-dimensional 
crystalline ring at the drop contact line emerges due to the initially hydrophobic contact angle. 
This outer ring is similar to those observed in the Cassie-pinning regime of the superhydrophobic 
experiments from chapter 6. However, this outer ring encourages pinning, so that evaporation 
proceeds in constant contact radius mode. At the final stages of evaporation, a thin film pinned by 
the large outer ring ruptures from the center of the drop. Crystallization from this thin film follows 
contact line motion, leaving a two-dimensional pattern at the deposit center. Further investigation 
into the remarkable ability of thin, crystallizing films to generate patterns which record contact 
line motion is the subject of the following chapter, chapter 8.  
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7.1 Evaporative Deposition on Extreme Hysteresis  
 
 
Contact angle hysteresis is the difference between a substrate’s advancing and receding angles; 
also called the dynamic contact angles. The behavior of an evaporating drop is characterized by 
the dynamic contact angles; and particularly by the receding contact angle (i.e., the angle at which 
drop contact line begins to move inward).2,3  
 
As in previous chapters, these experiments were performed by evaporating 5 µL water drops 
containing calcium sulfate salt dissolved to its solubility concentration on heated (Between 45°C 
and 95°C) rare earth oxide substrates with high contact angle hysteresis (Dq > 45°). Preparation 
and characterization methods for extreme hysteresis surfaces have been reported in previous 
investigations.4 In short, surfaces were prepared by sputtering ceria or erbia rare earth oxide 
chemistries onto silicon wafers to depths ranging between 300-400 nm. Because sputtered coatings 
often result in non-equilibrium films and are heavily dependent on the process parameters, these 
surfaces were relaxed under vacuum for periods of months to years to reach optimal surface 
stiochiometry.5 The sputter depth gives rise to the different substrate colors observed throughout 
the figures, and contributes to altered contact angles.  
 
The origin of the large contact angle hysteresis of these rare earth oxide surfaces is not fully 
understood, but likely originates from a combination of chemical inhomogeneity and nanoscale 
roughness which contributes to both large advancing angles and to low receding contact angles. 
Surface advancing, equilibrium, and receding contact angles were recorded prior to experiments 
using a goniometer and 5 µl drops of DI water. 
 
Because of the low receding contact angle, drops remain pinned to the substrate throughout 
evaporation and maintain a constant contact radius. As evaporation proceeds, gypsum crystals 
form in a three-dimensional ring at the contact line; an expected and previously observed result 
(Figure 7.1).1,6 However, as the drop gets close to complete evaporation the geometry deviates 
strongly from a spherical cap,7 and a thin film pinned by the exterior crystal ring develops. This 
film ruptures at the center of the drop and propagates radially outward towards the ring of crystals 
in a mode that falls into neither of the classic modes of drop evaporation (constant contact angle, 
and constant contact radius).8 The ruptured film is pinned by salt crystals that form at the newly 
formed contact line near the drop center, leaving behind a record of the contact line movement. 
This results in individual gypsum needles that align into a spiral, as shown in Figure 7.1.  
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FIGURE 7.1. Evaporation 
of a drop on a high 
advancing, low receding 
contact angle substrate (!# = 
98°, !% = 18°, ' = 70°C). 
First row shows a side view, 
second shows a top-down 
view of drop evaporation. 
Final row shows top-down 
view of the thin film rupture 
and contact line motion that 
leads to pattern formation on 
the drop interior. Scale bar is 
0.5 mm.  
 
 
 
 

 

 

Nanoparticles 

In contrast to the crystalline case, spiral patterning does not occur for a drop containing latex 
nanoparticles under the same experimental conditions, suggesting that this patterning is unique to 
crystallizing solutes.9–11 Experiments using a 0.1% latex nanosphere suspension in water were 
conducted on a substrate with !# =	98º, !% =	18º at 70ºC (Figure 7.2). The evaporation proceeds 
similarly to the experiments using dissolved calcium sulfate solution. A thin ring of particles 
deposit at the outer contact ring, which then pins the contact line. The drop evaporates into a thin 
film which eventually ruptures. The rupturing film entrains the particles, dragging them with the 
fluid instead of depositing on the substrate. Unlike the crystallizing solution, this film ruptures 
somewhat randomly and does not retract towards the outer ring. This is because the particles do 
not form the three-dimensional outer ring. Thus, the spiral and concentric ring patterns are unique 
to the crystallizing solution in this system.  
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FIGURE 7.2. Time series showing evaporation of a drop containing 0.1% latex nanospheres.  Width of 
each image is 3mm. 
 

Modeling 

There are a number of time scales occurring throughout the patterning process shown in Figure 
7.1 The first is the overall time between deposition of the 5 µL drop and complete evaporation (t1). 
The second is the “rupture” time, t2, defined here as the time between the rupture of the interface 
and complete desiccation. A third timescale, t3, is the time between drop rupture and the first 
instance of contact line pinning. This timescale shows a strong dependence on the surface and less 
dependence on the substrate temperature due to its inertial origins. The fourth experimental 
timescale shown here is the pinning timescale, t4 defined as the time starting at the point a given 
section of the contact line pins and ending when that same segment of the contact line depins from 
the formed crystalline needles. A depiction of these timescales are shown in Figure 7.3.  

 

 
FIGURE 7.3.  Defining experimental timescales, where t1 is the global evaporation time from start to 
finish, t2 is the time between rupture and complete evaporation, t3 is the time between rupture and pinning 
of the newly formed contact line, and t4 is the timescale at which a given segment of a pattern remains 
pinned.  
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The observation of spirals from drops is unusual. However, this phenomenon is not entirely unique 
to the high hysteresis surfaces used in the present study. Previous investigations have observed 
equi-distant spiral deposition of fullerene crystals on hydrophilic substrates when used in 
conjunction with a glass bead placed at the center of the drop.12–14 In these studies, the moving 
interface retracted from the outside of the drop inwards towards the glass bead, leaving behind 
Archimedean spirals (in which the spirals become more tightly wound as the interface approaches 
the glass bead. Different spiral windings are found as a function of concentration12,14 and 
temperature.13 Comparing details of that investigation to the present reveals that both involve 
crystallization at a contact line moving towards a three-dimensional structure; suggesting that the 
unusual geometry of our system with the three-dimensional outer crystalline ring allows for 
formation of the two-dimensional crystalline patterns on the interior.  
 
The unusual geometry of the system during the final stages of evaporations leads to contact line 
motion that leaves a record in the form of crystals, as shown in the bottom row of Figure 7.1. To 
quantify this effect, a model of the system geometry during the final phases of evaporation (i.e., 
during timescale t2) is developed. This model is shown in Figure 7.4a (side-view) and Figure 7.4b 
(top-down). Figure 7.4c shows SEM images of crystalline needles from the interior of the drop, 
providing a relevant length scale for patterning.  
 

 

 
FIGURE 7.4. (a) Schematic of the geometry of the drop during the thin-film evaporation phase, where 
R(t) is the position of the moving contact line, Ro is the radius between the center of the drop and the outer 
crystal ring, h(r,t) is the height profile of the liquid, and Jo is the evaporative flux. At the moving contact 
line ((*), the evaporative flux is at a maximum and the height profile can be approximated as a triangular 
wedge. (b) Schematic showing drop geometry from a top view. (c) SEM showing size of the crystalline 
needles, where the width of the needles serves as an estimate for the film thickness in the region of the 
moving contact line.  
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The time required for complete evaporation after initial rupture is different from the timescales 
usually associated with drop evaporation. It also deviates from timescales associated with 
inertially-driven rupture (t3).15 The evaporation timescale between rupture and complete 
dessication (t2 in Figure 7.3) for the present experiments can be modelled starting with a mass 
balance across the liquid vapor interface: 
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= ∫
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Where :8 is the evaporative flux, D is the diffusion of water vapor in air, <=- is the saturation 
concentration of water vapor at the heated air/water interface, and <> is the equilibrium 
concentration of water vapor in the bulk. 

The height profile of the drop (shown in the top panel of Figure 7.4a) during rupture is subject to 
three boundary conditions: (1) The height is equal to the height of the crystal ring at the outer 
radius (ℎ(4 = (8) = ℎA), (2) the height is zero at the receding contact line (ℎ(4 = ((*)) = 0), and 
(3) the curvature of the profile at the contact line is given by 5ℎ/54(4 = ((*)) = tan !%. A 
quadratic self-similar profile is assumed for the depth based on previous experimental8 and 
theoretical15 investigations as well as observations of the present system. Solving a quadratic 
equation for the given boundary conditions, an estimate for the depth profile is:  

ℎ(4) = G
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Neglecting all terms containing the factor tan !% due to the very low receding angle then allows 
for simplification of the height profile as: 
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Plugging equation 7.3 into the mass balance of equation 7.1 and solving gives a differential 
equation of the form: 

W
X

XQ
(−(8

Y + ((*)Y) +
X

Z
(−(8((*)

[ + (8
[((*))\

,%

,.
= 7(8 − ((*)9

Y ]6
Q1H

         7.4 

Which can be simplified and rearranged as: 
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This differential equation is then solved to find an expression for the retracting inner radius as a 
function of time: 

       ((*) = (8 `1 + 2b c
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Q%6
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g	gh                          7.6 

Where W is the product log function, sometimes called the Lambert W-function. This somewhat 
complicated expression for the retracting front with time allows for the extraction of a simple 
timescale describing thin-film rupture and evaporation (i.e., timescale t2)  
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X
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]6
	                            7.7 

Plotting this evaporation timescale against experimental data yields Figure 7.5. The model of 
equation 7.7 successfully predicts the timescale for most of the data, but breaks down at the lowest 
temperature of 45 ºC; likely due to a decreased dependence of the phenomena on heat transfer.  

 

 
FIGURE 7.5 Experimental timescale of drop rupture plotted against predicted values from equation 7.7. 
Colored circles correspond to different temperatures (red = 85 ºC, orange = 75 ºC, yellow = 70 ºC, green 
= 65 ºC, light blue = 60 ºC, dark blue = 55 ºC, purple = 45 ºC). Line indicates a 1:1 ratio of experimental 
data to predicted values.  
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Spirals vs. Concentric Rings 
 
An experimental matrix containing six substrates and eight substrate temperatures was used to 
study the patterning phenomenon in further detail (Figure 7.6). The substrates used were all 
sputter-coated with rare earth oxide chemistries and exhibit a high contact angle hysteresis. 
However, the exact values of the dynamic contact angles and hysteresis are varied, as indicated on 
the leftmost side of Figure 7.6. From these experiments, it is possible to make a few observations 
on the role of evaporation and of contact angle hysteresis. At low temperatures (below ~60ºC), 
evaporation is slow, and salt crystallizes at the contact line, forming a ring shape with a radius 
identical to that of the initially deposited drop. Increasing substrate temperature past 85ºC causes 
evaporation to occur rapidly, resulting in disordered, amorphous crystalline deposits that fill the 
center of the ring. Patterning of spirals or concentric rings only occurs at intermediate temperatures 
when some amount of the salt precipitates in the center to form regular patterns that mirror the 
movement of the contact line. In general, the substrates with lower receding contact angles (!%) 
tend to result in tighter winding of the spirals or rings. Spirals also seem to be more likely to form 
on these substrates.  
 

 
FIGURE 7.6. A selection of patterns formed on different substrates and temperatures. Different substrate 
colors are due to thickness and chemistry of the sputtered surface coating. Length scale is the same for all 
images, and is 2.8mm wide. 
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Both spiral and concentric ring patterns emerge from these experiments depending on the 
uniformity of the pinning of the contact line. Concentric rings form when the contact line pins and 
depins uniformly, and spirals emerge when the contact line pins non-uniformly in the azimuthal 
direction (i.e., when one side pins faster than the others), as shown in Figure 7.7. The formation of 
concentric rings has been well-quantified for colloidal deposits, and is due to “stick-slip” 
phenomena where an energy barrier periodically prevents contact line movement.16–18 The volume 
loss for an evaporating drop with a pinned contact line manifests as a steady decrease in contact 
angle. When this contact angle reaches the receding angle for the substrate (this angle will be 
significantly lowered from that of pure water due to crystallization at the contact line), the drop 
will “slip” in a sudden decrease in contact radius, and then continue to evaporate in constant 
contact radius mode at the new radius. Spiral patterns form from a similar behavior, except that 
the pinning/depinning is not global across the contact line. Instead, one portion of the contact line 
is constantly depinning while another portion pins at a different location so that the radius increases 
smoothly with time.  
 

 
FIGURE 7.7. The position of the moving contact line with time after rupture (where R(t) = 0 indicates the 
drop center) for a concentric ring (green dashed line) and for a spiral (purple continuous line). The 
concentric ring demonstrates a terraced dependence where the contact line sticks at the position of the ring 
over a period of time, while the spiral contact line demonstrates a smoother dependence. 
 
 

To quantify the observation that spirals are more likely to emerge at lower contact angles, the 
number of pattern-forming samples resulting in spirals was tabulated. Table 7.1 gives the percent 
of pattern-forming (i.e., forming either concentric rings or spirals) samples that resulted in spiral 
patterns, confirming that spirals are more likely to form on substrates with lower receding contact 
angles. Lowered substrate receding angles may be more likely to give rise to spiral shapes due to 
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faster pinning and an associated increased likelihood of the contact line pinning in a non-uniform 
manner. Data for Table 7.1 comes from experiments shown in Figure 7.6 and from additional 
experiments not presented.  

 

TABLE 7.1. Percent of pattern-forming samples that form spirals 
Surface Color mn #Samples %pqrstu 
Ceria12 Purple  12° 9 77% 
Ceria18 light purple 18° 20 55% 
Ceria22 Green 22° 11 64% 
Erbia27 Green 27° 13 38% 
Ceria35 Purple/Pink 35° 14 43% 
Ceria42 Blue 42° 15 23% 

 

7.2  Fermat’s Spiral  
 

When spirals do emerge in these experiments, the emergent patterns are well-described by 
Fermat’s spiral equation. Fermat’s spiral is a subclass of Archimedean spirals with a dependence 
of radius r on the square root of the polar angle ∅:  

4 = w√∅           7.8 

where w is a proportionality constant).19 Fermat’s spiral has the special property of having zero 
curvature at the origin and a decreasing distance between subsequent arcs. 

Spirals have long captivated the human imagination and are a recurrent theme in art ranging from 
prehistoric to modern. Indeed, spirals are one of the most common geometric motifs of the ancient 
world and appear as art and petroglyphs in Neolithic Great Britain,20 America,21 and east Asia.22  
Nature too, is apparently obsessed with spirals as they appear in hundreds of naturally occurring 
phenomena:23 the arrangement of flower seeds and petals, galaxies, seashells, pinecones, the alpha-
helix of DNA, hurricanes, the cochlea of the inner ear, and more.23 Determining an exact reason, 
or a unifying underlying mechanism, for why spirals appear so often throughout nature has eluded 
scientists for decades.23,24  

We do know, however, that the prevalence of spirals in biology is almost certainly due to the 
principle of parsimony – which states that nature develops in the simplest and most efficient path. 
Sunflower seeds arrange in a spiral for close and efficient packing, and seashells twist into 
logarithmic spirals because they allow for a constant shape with a constant areal increase to make 
room for the growing mollusk.24 This principle can (and should) also be applied to engineering. 



 
135 

 

For example, a recent investigation found that arrangement of solar energy heliostats into Fermat’s 
spiral drastically outperformed traditional staggered arrangements.25 Another found that winding 
of mesh into dual Fermat’s spirals creates a hydraulic fluid filter with improved filter 
performance.26 Other uses of spirals in engineering include heat exchangers, gauges, spiral mold 
coolers, spiral cutterheads, actuators,27 intrauterine devices, and many more examples in which 
“compact length” is desired.19 Thus, the spiral patterns created here via drop evaporation may serve 
as useful templates for future micro-devices.  

The spiral patterns created by drop evaporation are incomplete, in the sense that they do not begin 
at the origin (i.e., the center of the drop). Instead, the drop ruptures, and the contact line rapidly 
recedes towards the exterior crystal ring for a period of time before crystallization is able to pin 
the contact line and commence formation of the spiral shape. For this reason, Fermat’s equation 
must be adjusted so that the spiral begins at some interior radius by designating a radial dimension 
where the spiral begins, ∅iyz: 

4(∅) = w{∅ + ∅iyz                     7.9 

The radial dimension ∅ can be converted from radians into the number of spiral arcs, n: 

∅ = 23|                    7.10 

And Fermat’s equation can be rewritten as: 

4(|) = w{23(|iyz + |)                    7.11 

Where |iyz is the number of “invisible” spiral arcs, i.e, the portion of the shape that would have 
formed on the interior of the drop if the spiral started at the origin. The maximum radius of the 
spiral shapes is constrained by the inner radius of the crystalline coffee-ring, so that 4i}~ is a 
constant (which, for a constant volume, is dictated by the initial contact angle):  

4i}~ = w{23(|iyz+|8�Ä) 	= w{23|.8.            7.12 

Where |8�Ä is the number of spirals observed, and |.8. is the total number of spirals for a 
complete shape. Figure 7.8 shows a selection of other spiral patterns and the fit of Fermat’s 
equation.  
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FIGURE 7.8. Optical 
microscope images 
with overlaid Fermat’s 
spiral to measure 
parameter “a”. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finally, to understand why Fermat’s spiral in particular emerges from the contact line motion in 
these experiments, the time-dependence of the radial position of the contact line must be 
incorporated. Equation 7.12 can be altered to include this time dependence:  

((*) = w{23|(*)       7.13 

This time dependence of the radial position is tracked and plotted in Figure 7.9a, where n(t) is 
approximately equivalent to the radial position of the “pinning” locations.  
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FIGURE 7.9. (a) The radial position, n, as a function of normalized time (t*=t/t2 , where t2 is the burst 
time defined in Figure S1) (b) Fermat’s equation overlaid on SEM image for the example tracked in part 
a. (c) Time series demonstrating the movement of the pinning and depinning points for the given sample.  
 
 
From Figure 7.9a, we see that n(t) is approximately linear with time (|(*)~< ∗ */*Q, where C is 
a constant describing the slope) and the time dependence can be written as:  
  

((*) = wÉ
QlÑ.

.O
       7.14 

A normalized version of this equation is plotted in Figure 7.10, along with a normalized version 
of the time-dependent radial position predicted from equation 7.6 for the purposes of comparing 
the shapes of the two curves. The square-root dependence predicted by Fermat’s equation 
(equation 7,14) and the shape of the Lambert W-function predicted from a mass balance have 
good agreement. While not a perfect match, it is possible to understand how the physical model 
of Equation 7.6 can give rise to a shape that is relatively well-matched with the Fermat spiral 
equation.  
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FIGURE 7.10. Plot of normalized equations 7.6 
and 7.14, showing the general shape of the radial 
position of the contact line with time predicted by 
the physical model (equation 7.6) and from the 
Fermat spiral equation (equation 7.14).  
 
 
 
 
 
 
 
 

 
The previous analysis explains how Fermat’s spiral arises from contact line dynamics, but fails to 
provide a prediction for the proportionality constant “a” as a function of experimental parameters.  
The proportionality parameter describes the relative distance between concentric arcs of the spiral. 
Inspection of Figure 7.6 demonstrates that lowered substrate receding angles decrease the distance 
between subsequent arcs, which corresponds to a lowered value of a. It is therefore expected that 
this parameter will be heavily dependent on the relative rates of pinning and depinning of the 
moving contact line. When the pinning rate is slow, the interface can significantly recede before 
re-pinning, and the value of a will be high. If the pinning rate is fast compared to the depinning 
rate, the contact line will not recede significantly before another row of crystals begins to form, 
and a will be low.  
 
The dependence of the spiral shape on the stick-slip motion of the contact line can be quantified 
following a mass-balance argument,18 where the distance between concentric rings is estimated in 
the limit where the volume lost to evaporation is negligible during the short timescale of a stick-
slip event. We consider a triangle-shaped wedge of fluid (see inset of Figure 7.4a) with a pre-slip 
contact angle of !,jÖyz and base dimension equal to ((8 − ((*)). After slip, the base dimension 
of the wedge will have changed by a small amount which will be approximately equal to a; but 
with a new contact angle equal to !Öyz. If mass loss during this motion is assumed to be negligible, 
then: 
 

X

Q
((8 − ((*))

Q tan !,jÖyz 	~	
X

Q
((8 − ((*) − w)

Q tan !Öyz           7.15 
 

Applying the low angle approximation and substituting ((8 − ((*))	~	(8/2): 
 

w ≈
%6
Q
á1 − à

Mâäãåç

Mãåç
é
X/Q

è                7.16 
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Where Ro is the radius of the deposit, !,jÖyz is the contact angle immediately prior to depinning 
from the array of crystalline needles, and !Öyz is the contact angle just after re-pinning. For a drop 
evaporating in a standard mode (where the contact line motion moves inwards), !,jÖyz would be 
equivalent to the receding contact angle !%, and !Öyz could be estimated as the equilibrium contact 
angle. Here, the contact line motion of the evaporating thin film deviates strongly from this case. 
Crystals formed at the pinned contact line are highly wetting, meaning that the depinning contact 
angle becomes a function of the crystal morphology rather than of the surface itself. Thus, !,jÖyz 
will be constant across substrates, and have a value smaller than that of the actual receding contact 
angles. Likewise, !Öyz is not equal to the equilibrium contact angle, but is rather much smaller; 
and is likely even smaller than the substrate’s contact angle. However, unlike !,jÖyz, there is a 
clear dependence of !Öyz on the substrate wetting properties. Thus, we approximate !Öyz as the 
receding contact angle for the purposes of plotting equation 7.16 against experimental data (Figure 
7.11, with !,jÖyz = 10°, Ro =1.2 mm).  

 
 

 
FIGURE 7.11. Proportionality constant a as a 
function of receding contact angle, where circle 
markers indicate experimental values (red = 
75ºC, orange = 70ºC, green = 65ºC, blue =60ºC), 
and the grey line is the model presented in 
equation 2, with !,jÖyz = 10°, Ro =1.2 mm, and 
!Öyz = !%.  Scale bar indicates 0.5 mm.  

 
 
 

 
 
The experimental data presented in Figure 7.11 include spirals formed at 60ºC (blue), 65ºC (green), 
70ºC (orange), and 75ºC (red). The geometric parameter a generally increases with increasing 
temperature. A temperature correction could easily be incorporated into this model by altering the 
assumption that mass lost during a stick-slip event is negligible, and adding a loss term on the 
right-hand side of equation 7.15. This term would increase the value of a, consistent with the result 
that a increases with increasing temperatures/evaporation rates. Previous work showing formation 
of fullerene spirals in conjunction with a glass bead on a hydrophilic surface demonstrated a strong 
temperature dependence of the winding, in which the distance between pattern arcs increased with 
temperature.13 In the present work, the temperature dependence is much less dramatic; which 
might be attributed to the negligible change of calcium sulfate’s solubility with temperature.  
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7.3  Patterning Mechanisms 
 

 
So far, it has been demonstrated that contact line dynamics control both the pattern type (spiral or 
concentric ring) and the pattern geometry (the distance between subsequent spiral arcs or 
concentric rings). However, additional dynamics are required to understand the regimes in which 
patterns form. Regular patterns which mirror the contact line motion on the drop interior only form 
on substrates heated to temperatures between ~60-75ºC. Slower evaporation on cooler substrates 
form few, or no, crystals on the drop interior, while faster evaporation on hotter substrates forms 
a more chaotic distribution of crystals. Thus, evaporative dynamics are considered to understand 
this behavior, starting with the rate of change for the local height of a thin film for a completely 
wetting, evaporating drop:28 
 

,1(S,.)

,.
= −

_6

%(.)É
ëO

N(í)O
IX

         7.17 

 
where :8 is the diffusion driven evaporative flux in m2/s (:8 = ;ì}Ö(<î − <88)/?, where ;ì}Ö is 
the diffusion coefficient of water vapor in air, <î is the concentration of water vapor at the interface 
at the substrate temperature T, <88 is the concentration of water vapor in the ambient environment, 
and ? is the density of water). In this equation, r is the radial position starting from the drop interior 
and moving towards the outer crystal ring so that evaporation flux has a minimum at r = Ro and a 
singularity at the moving contact line where evaporative flux is largest (see Figure 7.4 for 
geometry).29  
 
To estimate the timescale of evaporation in the region of the mobile contact line and avoid the 
singularity at 4 = ((*) , I use 4 = ((*) + ∆4, where ∆4 is some small length scale (see Figure 
7.4c). Substituting this relation into equation 7.17, dropping the term ∆4Q/((*)Q due to its 
insignificant size, and rearranging as a scaling argument where ((*) = (Öyz (where (Öyzis the 
radius at which patterning begins), we find: 
 

 ∆1
.ñ
~

]6

{óS%ãåç
                                     7.18 

 

Where *ò is the timescale of evaporation at the moving contact line:  
 

*ò =
∆1{óS%ãåç

]6
                          7.19 

 
To understand the physics of pattern formation, the evaporative timescale must be compared to a 
timescale describing the process of crystallization at the mobile contact line. Previously, it was 
observed that rings form at low evaporation rates (Figure 7.6), while spiral or concentric ring 
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patterns form at higher rates, and amorphous crystals form at the highest evaporation rates. If salt 
ions are able to move away from the contact line faster than the mobile contact line can “catch” 
them, crystallization will occur at the already existing outer crystalline ring, resulting in a single 
ring. If the movement of the salt ions is slow, they will be forced to precipitate as crystals as the 
contact line moves past them. When the motion of the contact line is too fast, the precipitation 
occurs randomly, giving rise to the amorphous deposits observed at the very highest temperatures. 
Calcium ions are smaller and more mobile than sulfate ions, and therefore, we use the diffusivity 
of calcium ions to capture the timescale of ion motion:  
 

*ô =
∆SO

ôöUOõ
                          7.20  

 

Where ;Ñ}Oõ is the diffusion coefficient of calcium ions in water. Finally, the ratio between the 
evaporative timescale of equation 7.19 and the diffusive scale of equation 7.20 should allow for 
dimensionless prediction of pattern formation. This ratio is: 
 

.ú

.ñ
=

_6
ôöUOõ

∆S

∆1 É
∆S

%ãåç
	         7.21 

 

This ratio can be solved for by assuming that Δ4 is approximately equal to the width of the 
crystalline rings as shown in Figure 7.4c (30 ûm), and estimating that ∆ℎ = Δ4 tan !,jÖyz ≈ 5	ûm, 
for !,jÖyz = 10°. The evaporative flux :8 and diffusion ;Ñ}Oõ are both functions of temperature 
and (Öyz is taken from experimental data. The hypothesis that this ratio can be used to classify the 
emergence of patterns is tested by solving equation 7.21 for each of the examples shown in Figure 
7.6. The results of this analysis are shown in Figure 7.12, where blue circles indicate a single, 
empty ring; purple triangles indicate interior patterning (either concentric ring or spiral); and 
yellow squares indicate random crystalline deposits at the drop interior. Although both the 
diffusion rate and evaporation rate increase with temperature; the evaporative flux increases faster, 
leading to good separation between the different categories.  

 

FIGURE 7.12. Line plot of equation 7, where rings (blue circles) form at low values, patterns (purple 
triangles) form in the intermediate region, and random deposition (yellow squares) occurs at higher values. 
Selected images show examples of the patterns represented.   



 
142 

 

Other Salts 

Based on the results of Figure 7.12 and Equation 7.21, the two parameters important for patterning 
are (1) the system geometry, and (2) the ratio of evaporation to diffusion. In particular, the ratio 
between the relative height and radial dimension of the evaporating drop profile will affect whether 
or not this contact line patterning phenomena will occur. These dimensions are partially controlled 
by the height of the outer crystalline ring which grows during the first stages of evaporation. 
Without this three-dimensional feature, the interior patterns would fail to form. However, 
patterning via this process is not unique to calcium sulfate. Any solutal solution that forms a three-
dimensional exterior ring during the early stages of evaporation when evaporated on high 
hysteresis surfaces has the potential to form patterns, so long as both the drop geometry and 
evaporation to diffusion ratios are within the correct regime as predicted by equation 7.21. This 
result also provides an explanation for why the latex beads do not exhibit the same contact line 
behavior, as the beads also do not form a three-dimensional outer ring. 
 
To further probe the hypothesis developed previously (i.e., that the ratio of equation 7.21 controls 
pattern formation), experiments were conducted with different salts, as shown in Figure 7.13. All 
of these 5 µL samples were deposited on the same substrate (qA=98°, qR=30°) heated to 70°C, and 
calcium sulfate was included as a control for direct comparison (7.13c).  

 

FIGURE 7.13. Deposits left 
on the substrates by different 
salt solutions on a substrate 
(qA=98°, qR=30°) heated to 
70°C. (a) calcium carbonate, 
(b) sodium carbonate, (c) 
calcium sulfate, (d) calcium 
iodate, (e) sodium chloride (at 
10% of saturation 
concentration), and (f) silver 
sulfate.  
 
 

 
 
The ratio between the relative height and radial dimension of the evaporating drop profile strongly 
controls the ratio between the evaporative and crystallization timescales. The other salts shown in 
Figure 7.13 fail to form patterns primarily due to geometrical reasons. Calcium carbonate (7.13a) 
has a solubility ~100x smaller than that of calcium sulfate (0.015 vs. 2.1 g/L), and there is 
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insufficient mass to allow for formation of an outer ring. Thus, the geometry of the evaporating 
wedge is altered. Sodium carbonate (7.13b) and calcium iodate (7.13d) have sufficient solubilities 
(2.4 g/L and 200 g/L at 20°C, respectively); however, the kinetics of crystal growth are slower; 
meaning that the resulting precipitate at the outer edge does not form the well-shaped crystalline 
“bowl” modeling the shape of the drop that calcium sulfate does. Thus, the width to height ratio is 
large in the evaporating wedge, and the resulting interior deposit is most similar to the random 
regime that occurs at large values of equation 7.21. In contrast, the sodium chloride solution (at a 
concentration of 36 g/L, ~10% saturation concentration and fast crystallization kinetics) creates an 
outer ring that is too large, skewing the width to height ratio in the other direction and placing the 
final deposit in the “ring” regime of equation 7.21.  Of the salts tested, silver sulfate (7.13f) is the 
closest to creating a geometry similar to that of the calcium sulfate and forms a three-dimensional 
ring of well-formed crystals. Thus, the drop ruptures at the interior and forms an interior ring 
composed of aligned crystalline needles when the contact line re-pins. However, the morphology 
of these crystals are different from the calcium sulfate, and the ring structures are less defined. 

To confirm the prediction of equation 7.21 and demonstrate that the correct geometrical ratios will 
give rise to patterning for salts other than calcium sulfate, experiments with sodium chloride were 
repeated at other concentrations. By altering the concentration, the height of outer crystal ring is 
altered while maintaining a constant radius (which is set by the contact angle of the substrate).  
Therefore, a concentration which creates a three-dimensional outer crystalline ring at the correct 
width to height ratio is sought. The results of these experiments are shown in Figure 7.14, where 
concentric ring patterns successfully emerge around 5% of the saturation concentration. At lower 
concentrations, the deposits fall into random regime due to insufficient outer height; while higher 
concentrations fall into the “ring” regime.  

 

 
FIGURE 7.14. Deposits from different concentrations of sodium chloride on a substrate (qA=98°, qR=30°) 
heated to 70°C. (a) 1% of saturation (3.6 g/L), (b) 2% of saturation concentration, (c) 5% of saturation 
concentration, (d) 10% of saturation concentration.  
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While calcium sulfate is not unique in the ability to form patterns on these surfaces, it is unique in 
that both its solubility concentration and its crystallization kinetics are ideally suited for creating 
the three-dimensional geometry that gives rise to this patterning phenomena. It also has the added 
benefit of maintaining a relatively constant solubility concentration across temperatures. This 
property is rare, as most salts have a large increase in solubility with temperature.  

If it is desirable to create patterns of a chemistry that does not have the unique properties of calcium 
sulfate, one strategy could be to use an O-ring placed on a hydrophilic substrate. A drop containing 
the desired solute would be placed in middle of the O-ring and allowed to evaporate. The forced 
geometry created by the O-ring would allow for the rupture of the drop at the interior that then 
allows for contact line motion patterning. Experimentalists would need to tune the height and 
radius of the O-ring, the evaporation rate, the solute concentration (which influences crystallization 
rate, crystal morphology, and -to some extent- diffusion), and the substrate wettability to fabricate 
the desired pattern.  

 

Conclusions 
 
Evaporating drops of calcium sulfate on substrates with extreme contact angle hysteresis always 
leads to the formation of a three-dimensional outer crystalline ring at the drop contact radius. 
However, relatively flat crystalline patterns may also arise on the interior of this ring depending 
on ratio between the evaporation rate and the diffusion rate. Fast evaporation leads to formation of 
amorphous, chaotic crystal deposits on the interior, while slower evaporation leads to no 
crystallization at the interior contact line. At intermediate rates, crystalline patterns in the form of 
concentric rings or spirals emerge. A simple mass balance argument can be used to calculate the 
geometry of spiral patterns, where lower substrate receding contact angles result in tighter winding 
of the patterns.  

 
Spiral shapes are pervasive throughout nature and biology, and are also desirable in any application 
in which “compact length” is desired.19 Two-dimensional Fermat spirals such as those formed here 
have a range of applications including: creation of substrates with alternating 
hydrophobic/hydrophilic regions, templates for spiral microfluidic channels,30,31 ring resonators 
for optics (where the low curvature of the Fermat spiral at the center allows for minimal losses),32 
spiral cantilevers for micro-scale sensors27 and cochlear implants,33 spiral antennas,34,35 and spiral 
electrodes for harvesting mechanical energy.36 Aside from being fast and low cost, this method for 
designing spiral templates from evaporating drops is scalable and easy to implement; and therefore 
has potential to alter how micro- and milli-metric scale spiral devices are produced.  
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Chapter 8.  
 
Crystal Patterning from Dewetting From 
Instabilities  
 
 
 
 
 
So far, I have shown how evaporative self-assembly can be used to pattern spirals in Chapter 7, 
three-dimensional bowls and clusters in Chapter 6, and rings or clusters in Chapter 5. Evaporative 
assembly is a useful patterning technique due to its simplicity and extreme low-cost;1 however, 
the method suffers from limited controllability and from the restricted number of patterns that can 
arise. In this chapter, I expand on the patterning work from previous chapters and show how thin-
film instabilities can be used to generate a number of extraordinarily ordered crystalline nano- and 
micro-structures. These patterns form by evaporating drops of calcium sulfate solution on 
extremely hydrophilic surfaces heated to temperatures ranging from ambient to boiling. 
 
The patterns that arise from crystalline patterning on hydrophilic substrates are reminiscent of 
those formed via reaction-diffusion mechanisms and include hexagonal arrays, lines, branches, 
and sawtooth structures.2  Despite this similarity, the patterning mechanisms seem to be driven by 
two distinct fluid instabilities combined with crystallization at the dewetting front. The triangular 
structures are of particular interest, as they routinely form on wetting substrates, but their presence 
has not been satisfactorily explained. I propose that patterning is a combination of Maraongoni 
and thin-film spinodal-like instabilities.  
 
The extremely simple technique presented here can be applied to create water-soluble masks for a 
variety of applications requiring patterned textures or patterned chemistries.  I demonstrate two 
such applications, including how the crystal patterns can be used as a mask for creating three-
dimensional silica textures using reactive ion etch. 
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8.1 Observations 
 
Gypsum Patterns 
 
The crystalline patterning observed in these experiments is accomplished from a single drop 
without the use of specific geometries, masks, or special substrates (Figure 8.1). To form these 
patterns, a single 5 µL drop of saturated calcium sulfate dissolved in water is deposited on heated, 
oxidized silica substrates. The drop spreads into an equilibrium shape (side view shown in the first 
panel of Figure 8.1a, top view in Figure 8.1b) with a pinned contact line, so that the contact area 
between drop and surface remains constant and both the height and contact angle of the drop 
decrease temporally. During this pinned (constant contact area) evaporation, crystals emerge at the 
contact line due to concentration polarization caused by the evaporative flow.3  
 
As the drop evaporates, the volume reduces until the remaining fluid becomes a thin film pinned 
by an outer ring of crystals. Continued evaporation eventually results in the liquid depinning from 
the outer ring, and the contact line retracts towards the drop center (second panel of Figure 8.1b). 
As the contact line recedes, crystals are deposited at the moving dewetting front until complete 
evaporation (third panel of Figure 8.1b). These micro-scale crystals left form a number of 
organized patterns including sawtooth patterns, branches, and hexagonal arrays, as shown in 
Figure 8.1c.  
 
Just two experimental parameters, the substrate temperature and substrate contact angle, allow for 
general classification of patterns, as shown in Figure 8.1d. This phase diagram shows that five 
distinct regimes emerge. Higher contact angles (!> 20°) and lower temperatures (<60°C) result in 
the formation of a single crystalline coffee ring with no interior patterning (open circles of Figure 
8.1d), while low contact angles (!< 5°) at high temperatures (> 60°C) lead to the formation of 
concentric crystalline rings with no microscale patterning of interest.  
 
At intermediate regimes, three general classes of patterns emerge: sawtooth structures composed 
of dendritic crystals (Figure 8.1c(i), yellow triangles of Figure 8.1d), line/branched structures 
composed of aligned clusters of crystals (Figure 8.1c(ii), green squares of Figure 8.1d), and 
periodic arrays composed of larger crystal clusters ((Figure 8.1c(iii), blue dots of Figure 8.1d). 
This trend of patterning is highly consistent so long as temperatures and contact angles are in range 
shown in phase diagram. The phenomena is particularly robust for saturated calcium sulfate, whose 
solubulity exhibits only a small temperature variations. Patterns for phase diagram were selected 
halfway between the outer crystal ring and the drop center, as indicated in Figure 8.1b (see SI for 
pattern images used to generate the phase diagram).  
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FIGURE 8.1. Experiments and observations. 
(a) Schematic showing drop geometry from the 
side and defining the contact angle. (b) 
Schematic of temporal evolution of 
evaporation: A ring of crystals develops at the 
initial drop contact line, evaporation causes the 
contact line to retract with velocity VCL(r), and 
an interior crystalline pattern is left behind 
following complete evaporation.  (c) SEM 
images of patterns left on the interior following 
evaporation: (i) dendrites with sawtooth pattern, 
(ii) aligned branches, (iii) hexagonal lattice of 
spherical calcium sulfate clusters. Scale bars 
are 20 µm. (d) Classification of patterns 
according to substrate temperature and 
substrate contact angle, where open circles 
(bottom right) indicate formation of an empty 
ring with no patterns, blue circles indicate a 
lattice pattern (c,iii), green squares indicate 
aligned dotted lines (c, ii), yellow triangles 
indicate the dendritic branches that form 
sawtooth patterns (c, i), and targets indicate 
formation of multiple concentric rings with no 
pattern (top left).  
 
 
 
 
 
 
 
 

 
The mechanisms resulting in the non-patterning limits of the phase diagram (concentric rings at 
high temperatures and low contact angles; and single rings with no interior patterns at lower 
temperatures and higher contact angles) have been previously established. Single rings with no 
interior deposits are commonly found in evaporative deposition experiments and are colloquially 
referred to as coffee-ring patterns.3 These emerge as radial flow during evaporation transports 
solutes or particles outward towards the contact line where they accumulate into a ring. Pinning of 
the contact line is self-propagating due to a feedback loop in which the ring grows thicker while it 
remains pinned, and thicker rings are more likely to remain pinned.  
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For the single-ring deposits here, evaporation is slow so that this outer ring is able to develop. 
When the pinned drop eventually depins from the outer ring, there is very little solute left to 
crystallize at the drop center.  In contrast, on the samples of lower contact angles and higher 
temperatures, the drop depins relatively earlier in the evaporation process while much solute 
remains. It periodically re-pins and re-wets as a consequence of the higher temperatures and 
hydrophilicity (which both act to promote re-wetting),4 leaving behind concentric rings.     
 
The patterning regimes within the phase diagram of Figure 8.1d are caused by the combination of 
crystallization and fluid instabilities which propagate during contact line dewetting. The resulting 
crystalline patterns form a record of contact line motion caused by these instabilities at nano- and 
micro- metric scales (similarly to the crystalline spirals of Chapter 7). Within the patterning 
regime, evaporation occurs slow enough that an outer ring forms, pinning the drop and enabling 
thinning of the pinned film; but fast enough that sufficient solute remains to precipitate during 
dewetting.  
 
Dendritic sawtooth structures aligned within concentric rings of the drop repeatedly emerge on the 
most heavily oxidized (aka, hydrophilic) substrates (Figure 8.1c(i)). Dendritic patterns are 
common in desiccation of complex fluids,5–8 and can be attributed to a diffusion-limited growth 
mechanism.9,10 Less obvious is the reason for the periodic sawtooth structures imposed on the 
dendrites, which SEM and AFM analysis reveal to be layers of different heights, as show in in 
Figure 8.2.  
 
 

 
FIGURE 8.2. (a-d) shows AFM images, where the top row gives topographic image, and the second row 
shows amplitude image. (a) and (b) show different regions of dendrite triangles, where the thicker phase 
corresponds to the darker phases observed from SEM images. The thin, light regions are ~40nm thick, 
while the thicker regions are ~80 nm thick. (c) shows a magnified image of a single crystal cluster left 
from an array, and (d) shows a group of 5 clusters. Clusters are approximately 200 nm tall, 3 µm in 
diameter, and (for the array in (d)) are about 10 µm between cluster centers. (e) Tilted SEM image shows 
that the “darker” triangular phase is thicker than the “lighter” one. 
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FIGURE 8.3. Close up of triangle pinning points. (a) – (c) show nucleation of second phase triangle, 
where (a) and (b) were imaged using the SE2 detector, and (c) was imaged with the InLens. (d) shows a 
region where the lighter, thinner phase has nucleated from a bulk crystal that settled on the surface 
(InLens detector). Parts (e) and (f) show close up images of the same sample, with (e) showing the tip of 
the lighter, thinner phase, and (f) showing the tip of the darker, thicker phase. The thick phase nucleates 
from the thinner phase, grows in the vertical dimension until it meets another “thick” phase branch.  
 
 
The thicker triangle phase (which appears darker in the SEM image of Figure 8.1ci) always points 
towards the outer ring, and thus grows in the same radial direction as the moving contact line. This 
is shown by a collage of pinning points in Figure 8.3, where the thicker (darker) triangles point 
outwards towards the outer ring, and then thinner (lighter) triangles point towards the drop interior. 
A similar effect has been previously observed in 1990 by Deegan, who observed sawtooth patterns 
forming from mono- and bi-layers of 0.1 µm nanoparticles deposited at room temperature on 
hydrophilic mica.11 Thus, although this patterning phenomena is particularly robust in the present 
system of dissolved calcium sulfate in water, -assuming that the mechanisms across the two 
systems are identical- the phenomena must be driven by interfacial physics rather than by some 
particular effect of the gypsum crystallization.   
 
The most hydrophobic samples within the patterning regimes give rise to a periodic array structure 
composed of clusters of crystals (Figure 8.1c(iii)). Similar patterns have been observed previously 
in dewetting phenemona, and are the result of a fingering instability.12–14 Such a fingering 
instability can have a number of origins including Marangoni flows,12,14,15 Rayleigh-Plateau break-
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up of a fluid ridge or thread,16 or forced wetting/dewetting of a visco-elastic fluid.17,18 To my 
knowledge, the present experiments are the first observation of such a fingering phenomenon in a 
purely aqueous (i.e., no surfactant or other solvent) solution at elevated temperatures. High speed 
videos of pure water controls do not exhibit fingering at the contact line, suggesting that this 
instability is related to crystallization.  
 
Between the triangular and array regimes lies an intermediate regime, in which individual crystal 
clusters still appear, but align into branched structures rather than into arrays (Figure 8.1c(ii)). 
Clusters formed within this regime tend to be smaller than those formed in the array regime, with 
an associated decrease in spacing between “lines” of crystals. These branched patterns exhibit 
features of both the triangular and the array regimes.  
 
Other Chemistries 
 
Patterning experiments were repeated on substrates with different base chemistry (Figure 8.4) and 
using salts other than calcium sulfate (Figure 8.5) to show that chemistry does not control 
patterning.  Silica substrates were sputter coated with different chemistries (erbia, titania, and 
silica. The sputter-coated silica film will have different equilibrium structural and chemical 
properties from the plain silica substrate) and then plasma-cleaned. The plasma cleaning resulted 
in a highly wetting contact angle across all substrates and triangular patterns are observed across 
the substrates regardless of the chemistry.  

 
FIGURE 8.4. Triangles on 
other substrates. (a) plain silica 
wafer, (b), sputter-coated erbia 
(c) Sputter-coated titanium 
dioxide, (d) sputter- coated 
silicate. The universality of the 
patterning suggests that patterns 
can be formed on any substrate 
so long as the contact angle and 
temperature are within the 
regimes shown in Figure 8.1d.  
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While chemistry is not responsible for formation of the triangular structures, it appears that the 
pre-disposition of different salts to form different structures does influence the appearance of the 
triangular patterns. Figure 8.5 shows triangular-like structures formed from other salt chemistries 
under typical experimental conditions (q =5°, T= 60°C). While other salts form triangular 
structures, the ability of calcium sulfate to precipitate quickly into dendrites contributes to the 
consistency and repeatability of sawtooth patterning. Unlike colloidal particles, crystals are 
constrained by their desired crystalline morphology, which often reflects the internal lattice 
structure of the crystals.  
 

FIGURE 8.5. Triangle patterns formed from other salt chemistries. (a) silver sulfate, and (b) calcium 
iodate.  
 
 
Next, the inorganic surfactant Sodium Dodecyl Sulfate (SDS) was added to a solution of calcium 
sulfate. Addition of the surfactant changed the crystal structure and created an unusual branching 
of triangular structures, as shown in Figure 8.6. Rather than nucleating periodically in rows (as 
shown in Figures 8.4 and observed throughout all prior sawtooth patterns), there is a continuous 
nucleation cascade in which a new triangle nucleates off the tip of another to create Sierpinksi-like 
triangle structure. As expected, samples containing surfactant did not form the periodic arrays 
associated with the Marangoni instability, as the surfactant counter-acts the effect of the salts 
(sometimes called “anti-surfactant” effects). A decreased surface tension seems to promote 
nucleation of thick regions from the tips of other thick regions to create the Sierpinksi-like 
structure.  
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FIGURE 8.6. Influence of surfactant. (a-c) show a branched network of triangles reminiscent of 
Sierpinski triangles. (d) close up of region of triangles, (e) altered morphology of calcium sulfate 
dendrites due to surfactant, (f) close up of boundary between two phases of crystal, where the left is a 
lighter sawtooth phase, and the right is a darker sawtooth phase. 
 
 
Triangles from Other Studies  

While this is the first (to my knowledge) study to systematically explore the emergence of 
triangular patterns, a thorough literature search reveals that sawtooth patterns have emerged during 
other studies. The first comes from a seminal work by Deegan,11 in which pattern formation from 
colloidal particles was systematically explored as a function of the particle size and volume 
concentration. He found that a sawtooth structure emerges from a solution of 0.1%V/V of 0.1 um 
nanoparticles evaporated on a freshly cleaved mica substrate (as shown in Figure 8.7a) in which 
the “darker” phase is a monolayer of particles, and the “lighter” phase is a double layer of particles. 
As explained in the main text, we believe that this patterning emerges via the same mechanism of 
a spinodal-like rupture.  

Figure 8.7b comes from the previous work reported in Chapter 7 on the formation of spiral patterns 
on substrates of extreme contact angle hysteresis.19 There, the drop ruptured at the center, and fluid 
propagated towards the outer crystalline ring. In some cases, dendritic sawtooth structures were 
observed at the center of this pattern, where the fluid height was exceptionally thin, and the contact 
line motion was fast. Like other patterns, a “thin” region of dendritic structure emerged first, with 
a “thicker” region emerging in a sawtooth structure. Because the fluid motion moved outwards 
rather than inwards, the thicker phase points inward for these examples.  
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FIGURE 8.7. Sawtooth patterns from other studies. (a) Sawtooth structures composed of mono- and 
double-layers of 0.1 µm particles from Deegan.11 Scale bar is 250 µm. (b) Calcium sulfate sawtooth 
structures formed on a drop in which the interface ruptured at the center, and propagated outward.19 Scale 
bar is 100 µm. (c) DPPC Langmuir-Blodgett film deposited onto curved mica.20 Scale bar is 5 µm.  (d) 
Water drops deposited during rupture of a thin film at room temperature, which have features similar to 
the branching regime in the present work.21,22   
 

The third example (Figure 8.7c) comes from Yuan & Fisher (2007).20 who observed the emergence 
of sawtooth structures during Langmuir-Blodgett transfer of a polymer 
(dipalmitoylphosphatidylcholine, DPPC) from water onto curved mica surfaces. Here, the “darker 
phase” is a monolayer of the polymer, and the lighter phase is the liquid condensed phase of the 
polymer. The authors attribute the emergence of this pattern to a Marangoni instability, in which 
advection dominates in the sub-phase near the boundary layer. Because the radius of curvature in 
their work was larger than both diffusive and capillary length scales, they argue that the flow of 
the layer is therefore a long range, hydrodynamic effect.  

The final example shown in Figure 8.7d comes from Samid-Merzel et al. and Elbaum & Lipson, 
who show that a rupturing thin film of water creates a pattern of drops aligned into angular shapes 
from a dewetting point.21,22   The initial water film was deposited onto a freshly cleaved mica 
substrate and allowed to evaporate. In their work, evaporation occurs uniformly until the film was 
a few tens of nanometers thick, at which point the dewetting instability occurs. Wherever the 
dewetting points nucleate, the water accumulates in a rim and leaves behind the pattern of broken 
water droplets. In their work, the substrate was completely wetting, and evaporation occurred 
gradually. This is in contrast to the present work, where the thinness of the film is induced by 
contact-line pinning caused by the coffee ring effect, and where evaporation is rapid. The 
combination of these two differences enables the contact line patterning observed here. 
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Global Drop Behavior 
 
Characterization of the global contact line motion is of interesting for understanding pattern 
classification and behavior. For a drop evaporating on a completely wetting surface, mass 
conservation is: 
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Where h is the height profile of the drop, R is the outer radius of the drop, 9 is surface tension, : 
is viscosity, C is curvature of the interface, ;< is the evaporative flux [m2/s], and r is the radial 
coordinate. From the analysis of Cachile et al.,by neglecting curvature and assuming a constant 
contact angle (!),23 the receding radius due to evaporation of a completely wetting fluid is: 
 

=(?) = 34A01
'B

(?CDEF − ?)             8.2 

 
The square root dependence of the position of the contact line with time is well-matched to 
experimental data as shown in Figure 8.8, which tracks contact line motion with time for an 
extremely wetting substrate  (q=3°) and a moderately hydrophilic substrate (q=12°).  
 

 
FIGURE 8.8. Radius with time for calcium sulfate solution. (a) for contact angle of 3°, (b) for contact 
angle 12°. Blue line indicates 40°C, green is 60°C, orange is 8°0C, red is 100°C.  
 
 
The velocity of the receding interface can be found by taking the time derivative of equation 8.2: 
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Where ;< = N∆,/P has been substituted in equation 8.3 (D being diffusivity of water vapor in air, 
∆, being the difference in water vapor concentration at the drop interface and in the surrounding 
air, and	P being the density of liquid water). From Figure 8.7, we see that the drops on the more 
hydrophobic samples (contact angle 12°) remain pinned for a longer duration. This highlights the 
role that the crystalline coffee-ring plays in keeping the drop pinned.  
 
It is also of interest to explore how the spreading of the drop initially placed on the substrate is 
influenced by the presence of salt. Spreading does not proceed according to Tanner’s law 
(R(?)~?4/4T), as shown in Figure 8.9. It occurs much faster due thermocapillary motion on the hot 
substrate. Formation of crystals at the contact line decreases the rate of spreading observed for 
pure water.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 8.9. Snapshot of increase in radius directly after drop deposition with time, on the substrate 
with contact angle 3° and temperature 60°C. The grey diamonds show the spreading of a drop of pure 
water, and white circles indicate experimental data for a crystallizing drop. The black line is a model for 
Tanner’s law.  
 
 
A fingering instability during drop spreading leads to formation of triangles at the initial “coffee-
ring” outer diameter, as shown in Figure 8.10. This creates a slower and larger analogy to the 
mechanism of triangle formation during drop retraction. Small “fingers” form, creating areas of 
local curvature. As the drop spreads radially, these fingers grow in both azimuthal directions ahead 
of the main front, leading to formation of triangle shapes.  
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FIGURE 8.10. Fingering 
instability during drop 
spreading can lead to 
triangular formations at the 
crystalline coffee-ring. 
 
 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

High Speed Analysis 

 

To help extricate the patterning mechanism (or mechanisms), high speed videos were taken to 
observe the dynamics of pattern formation at the retracting fluid front (Figure 8.11). Careful 
observation reveals that the thicker, darker phase of the sawtooth patterns retracts faster and has 
an associated increase in fluid height (Figure 8.11a). This observation indicates that sawtooth 
patterns are not formed due to air entrainment, such as occurs for sawtooth dewetting fronts that 
arise during forced dewetting above a critical speed.18 Instead, regions where the thicker dendrites 
form have a corresponding thicker fluid film which dewets faster than the thinner region. 
Eventually, the faster-growing thicker crystalline phases meet, and the thinner phase triangles are 
terminated.  
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Branched patterns form from miniscule (<1µm in diameter) drops deposited from the moving 
contact line, and high-speed videos (Figure 8.11b) suggest that they are not the result of a Rayleigh-
like break-up of a fluid filament left on the surface (the mechanism observed in patterning from 
visco-elastic dewetting fronts). Instead, individual drops are deposited in a row, with the previous 
drop having dried into a crystal before the next has been deposited from the contact line. Likewise, 
the periodic arrays (Figure 8.11c) form via deposition of larger (though still small, ~1-5 µm) drops 
regularly spaced across the moving contact line. Like the branched case, these smaller drops 
evaporate quickly, so that a crystalline deposit is left in the place of the deposited droplet before 
the next droplet has disconnected from the contact line.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 8.11. High speed video frames showing patterning (a) growth of a thicker triangle phase from 
the mobile contact line. (b) deposition of aligned branches composed of small crystal clusters. (c) 
deposition of periodic arrays of crystal clusters. 
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8.2 Mechanisms & Modelling 
 
Marangoni & Spinodal Instabilities 
 
Evidence from high-speed videos and previous experiments allows us to begin to isolate the 
patterning mechanisms. The array and branched patterns formed here are highly reminiscent of 
those formed via a previously reported Marangoni instability.12 In that work, a Marangoni 
instability formed from differential evaporation rates of water and ethanol resulted in deposition 
of droplets containing nanoparticles into periodic hexagonal arrays. Here, there are two 
contributions to a possible Marangoni instability. The first is evaporative cooling. Previous works 
have seen festoon-like instabilities indicating surface tension gradients in the vicinity of the contact 
line, suggesting that evaporation could maintain this instability due to heat transfer.24 The majority 
of evaporation occurs at the contact line, and thus, a temperature gradient between the mobile 
contact line and bulk film can form.25 Second is the influence of the calcium sulfate salt. In thin 
film Marangoni instabilities, protruding segments of the contact line have a reduced pressure 
which leads to flow from the thin regions to thicker ones. Salt ions accumulate at the contact line 
and increase the surface tension. The wavelength of a Marangoni instability is: 
 

UV = 2Xℎ/Y             8.4 
 
Where h is the height of the thin film and Y is a dimensionless parameter describing the magnitude 
of the Marangoni flow. 
 
A schematic showing the patterning mechanism for a Marangoni instability is shown in Figure 
8.12a. The experimental data does exhibit a linear trend with the height of the fluid film, as shown 
in Figure 8.12b; lending credence to the hypothesis that Marangoni instabilities of the type 
described by Equation 8.4 dictate the azimuthal wavelength between droplets.  Extracting the 
height of the fluid film at the contact line in the instantaneous moment of patterning is complicated, 
and this height was approximated as the height of the resultant crystalline features.   
 
Experimental data for radial distance between droplets is also a function of height, as shown in 
Figure 8.12c. Although both the radial and azimuthal distances increase linearly with height, the 
slopes of the two differ and there is no clear relationship between these two distances for a given 
data point. By inspecting the mechanism described in Figure 8.12a, it is possible to write the form 
of a generic model for the radial dimension Z by multiplying a Marangoni timescale by the contact 
line velocity. Because the Marangoni timescale will be U/GVE where GVE is the characteristic 
velocity of azimuthal patterning, this model takes the form of:  
 

Z = UGK[/GVE       8.5 
 
The Marangoni velocity, GVE, will be a function of both temperature and contact angle.  
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FIGURE 8.12. Patterning Mechanisms. (a) Cartoon showing formation of arrays due to a Marangoni 
instability. (b) Array wavelength as a function of thin film height (c) distance between consecutive drops 
as a function of contact line velocity, (d) cartoon showing growth of sawtooth structures, where the 
curvature of the contact line is exaggerated. (4) wavelength between sawtooth peaks as a function of thin 
film height, (f) peak angle of sawtooth structures as a function of the height and contact line velocity. 
 

 
While Marangoni flows seem to control the formation of micro-scale arrays, they do not dictate 
the formation of the multi-layer sawtooth structures. The formation of these patterns can be 
understood in the context of a hole opening up in the thin film in a manner than is analogous to 
spinodal decomposition. Spinodal decomposition is a process in which a thin film (usually of a 
polymer on a substrate) becomes unstable due to destabilizing effects of polar interactions due to 
the disjoining pressure, and fluid begins to flow from thinner regions to thicker.26–28 After a 
ripening period, the thin regions of the film begin to rupture, and the holes created meet each other 
to leave behind rings or connected hexagonal branches.  
 

Here, rather than rupturing uniformly across the substrate, “holes” rupture periodically only in the 
vicinity of the moving contact line; as this is the only region in which the film is thin enough to 
become subject to such instabilities. The fluid at the contact line increases in depth in the area 
where these holes nucleate due to the faster retraction. This rupture then becomes the nucleation 
tip for the thicker triangular structure (first panel of Figure 8.12d). For an immobile contact line, 
spinodal rupturing creates a circular pattern of dendrites.29 For a moving contact line, the rupturing 
“hole” moves slightly faster than the mobile contact line, causing the region of thicker fluid to 
move both radially and azimuthally (second panel of figure 8.12d). Thus, the thicker crystalline 
phase grows faster than the thinner phase allowing for creation of the sawtooth structures of 
periodic thickness. This effect is hydrodynamically driven rather than a consequence of any 
specific properties of calcium sulfate; and can therefore occur for films of nanoparticles11 or other 
solutes as shown in Figure 8.5.20  
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The wavelength of instability for the purely viscous regime of spinodal dewetting has a quadratic 
dependence with thin film height when Van der Waals forces dominate:30   
 

U\ = 3]&^
_
ℎ] = #7

E
           8.6 

 
Where a is a molecular dimension found from surface tension (9) and Van der Waals forces (`). 
The use of this equation describing a purely viscous regime is validated by an estimate of the 
Reynolds number (=a = ℎG/b) as 2*10-4, where the height of the thin film h is the characteristic 
dimension, GK[ is the relevant velocity, and the kinematic viscosity of water was taken at 60°C 
(5*105e m2/s). The molecular dimension a is calculated as 0.2 nm using using A=1.6 *10-20 J for 
a water/silica system, allowing us to plot equation 8.6 (solid yellow line) against experimental data 
(grey triangles) as shown in Figure 8.12e. The single red triangle in Figure 8.12e at h=150 nm 
represents the triangular structures reported by Deegan11; where the thin film height was estimated 
at 150 nm because his triangular pattern was a phase boundary between a monolayer of 100 nm 
particles and a double layer of particles at a height of 200 nm.11  
 
The base angle of the triangular features decreases with increasing speed of the receding contact 
line. This is in line with the observations from sawtooth pattern formation in adverse reaction 
fronts, in which increased flow speed increased the sharpness of sawtooth angles.31 Thus, the 
triangle angle f (see bottom panel of figure 8.12d) here should be a function of the velocity of the 
contact line and the velocity of the azimuthal instability velocity, G_:  

f = 2 tan54 G_/2GK[      8.7 

 The timescale for spinodal rupture in a purely viscous regime is:30  

j\ =
(klm

&#7
                      8.8 

Where Un is given by equation 8.6, h is the height of the thin film, 9 is the surface tension of water, 
and : is the viscosity of water. Assuming that the azimuthal velocity of the instability is equal to 
the wavelength given in equation 8.6 divided by the timescale of equation 8.8, the velocity 
becomes: 
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Substituting this relation into equation 8.7, the angle of the triangular features becomes: 
 

f = 2 tan54 G_/2GK[ = 2 tan54 &E7

](qrs#7
= 2 tan54 _(t)

qrs#7
	    8.10 
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Where A(T) is a function combining all of the temperature dependent terms (`(u) = 9R]/2:). 
Equation 8.10 is plotted in figure 8.12f using values for A(T) at 60°C as the grey line. Experimental 
data (yellow triangles) exhibits some deviation from the model; but are within the same order of 
magnitude.  

The final category of patterning, branching, lies in a regime between the array and triangular 
regimes. These patterns seem to have features of both the arrays (individual dots with characteristic 
spacings) and of the triangles (branches align into specific angles, and occasionally have phase 
transitions where the phase boundary is semi-triangular, see Figure 8.1c(ii)). It is therefore 
reasonable to assume that both the mechanism responsible for arrays (hypothesized to be 
Marangoni), and that for the triangles (hypothesized to be a spinodal-like instability) contribute to 
the branching regime.   

Figure 8.13 shows a transition from a chaotic patterning into the branched region. The phase 
boundary between the two is triangular. The larger height of the moving contact line exaggerates 
the difference in the contact line motion between the two regions as compared to the triangular 
regime, where differences are difficult to see. We are able to better see how a nucleating “dry 
region” in the thin films expands into a triangular phase boundary as the contact line retracts; and 
shows how the branching regime is able to have characteristics from both the triangular regime 
caused by a spinodal-like instability and the Marangoni regime in which drops are deposited from 
the film.   
 

 
FIGURE 8.13. Triangular phase boundary formation in the branching regime.  
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Alternative Mechanisms 

 
I have argued that a Marangoni instability is responsible for patterning of arrays, while a 
hydrodynamic spinodal-like effect leads to triangular patterns. Experimental data is well-matched 
to the predictions based on these mechanisms. However, as with many patterning phenomena, 
there are multiple mechanisms that could lead to similar patterns. I therefore briefly discuss some 
of those mechanisms and the reasons for which they were rejected.  
 
Reaction-Diffusion Patterning. Periodic precipitation (aka, Liesegang) patterns formed via 
reaction-diffusion can be strikingly similar to the patterns observed here (see reference).2 
Liesegang precipitation occurs when one reactive ion is embedded within a tightly packed matrix 
such as a gel or sedimentary rock, and a reactive counter ion slowly permeates into this matrix 
with no advective mixing.32 As the two species of reactive ions come into contact, they precipitate 
as periodic patterns rather than uniformly throughout the matrix.33 The mechanism behind this 
phenomenon is debated, but is typically attributed to some variation of a supersaturation-
nucleation-depletion cycle, first proposed by Ostwald.34 In a cylindrical geometry, these reaction-
diffusion precipitation patterns typically leave concentric rings; but one investigation in which 
sulfide (S2-) ions were introduced at the center of a gel imbedded with cadmium ions (Cd+2) and 
allowed to diffuse for 48 hours observed formation of sawtooth patterns and hexagonal lattices of 
the resulting cadmium sulfide crystals.2 
 
Because of the similarities between reaction-diffusion patterns and those formed here, I considered 
the hypothesis that crystal patterns form at the substrate via some form of a reaction-diffusion 
mechanism prior to dewetting. In this case, the dewetting interfaces would retract around existing 
crystals and the interface movement/deformations would be attributed to these existing obstacles. 
However, I reject this hypothesis in favor of the hypothesis that crystal patterning occurs only in 
the immediate vicinity of the retracting interface due to the following observations: (1) high speed 
videos reveal that the droplets are sometimes dragged with the moving interface and can be 
displaced up to 30 nm from their original position, (2) videos taken from below on a glass substrate 
show crystal formation at the interface while little is observed in the bulk, and (3) previous studies 
which have concluded that crystallization leaves a record of hydrodynamic behavior.6 
 
Rayleigh – Plateau Instability. The Rayleigh-Plateau (RP) instability describes the growth of 
perturbations on a column of fluid until the column eventually breaks into discrete drops, and is 
controlled by surface tension, density, and viscosity of the fluid. While typically used to describe 
break-up of a fluid jet, the same mechanics can describe a fluid rim created during 
dewetting/retraction of a thin film.35 The dewetting rim grows as the film ruptures, and can become 
unstable, leading to pinch off of discrete droplets. Typically, such an instability leads to a 
polygonal network of drops.36 However, in our case, evaporation is also occurring. The timescale 
of the RP type instability observed for viscous films is much larger (~2 minutes to form 1 row of 
drops) than the timescale we see here (~0.1 s to form 1 row of drops). For the Rayleigh-Plateau 
breakup of a liquid film, the wavelength of instability is: 
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And the timescale of the same instability is: 
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Given that the height-dependence of this instability is similar to that of the Marangoni one 
discussed previously, it is reasonable to wonder whether these drops are due to the Rayleigh-
Plateau instability of a liquid rim rather than due to Marangoni flows. For a typical experiment on 
a substrate of contact angle 10, height of 100 nm, and 60°C, I estimate a wavelength of 7.2  µm 
and timescale of 50 micro-seconds; which is indeed on the correct order of magnitudes for these 
patterns. However, based on careful observation of the highspeed videos, the drops do not appear 
to be formed from break-up of an unstable rim of fluid. It is likely that there is some cross-over 
between the Marangoni and RP instabilities in these studies, and that the RP dominates when the 
thin-film break up is fast compared to evaporation. However, when evaporation is the dominant 
process in driving contact line motion, Marangoni effects should dominate. 
 
Other Thin Film Effects. For nanometric-thin films such as those in the present investigations, a 
disjoining pressure comprised of Van der Waals forces, electrostatic interactions, and other surface 
forces dictates drop spreading and film dynamics.37,38  . When films are thinned to about 100 nm, 
intermolecular forces have a huge influence on the dynamics.21 For an ultra-low energy solid 
substrate such as our oxidized silica, these forces become destabilizing and amplify perturbations. 
When films thin even more to ~10nm, short-range electrostatic repulsive forces form from the 
overlapping double layers at the substrate surface and the air-water interface; creating a stabilizing 
force countering rupture.37 Thicker portions recede more slowly, and thus the instability grows.24 
Previous investigations have observed hexagonal arrangements of nanoparticles deposited from 
dewetting of thin films.27,39 
 
In the previous explanation shown in Figure 8.12, I only consider the influence of the Van der 
Waals forces on thin film instabilities. However, it is worth briefly considering other contributors 
to the short range interfacial forces. The four forces to consider: hydration, electrostatic, van der 
Waals, and elasticity. The first, hydration forces, refers to the network of hydrogen bonds between 
the surface and the water which alters the structure of water molecules in the vicinity of the 
substrate. This structural force decays exponentially with the length scale of the water molecule, 
and disappears within 1-2 nm. Elastic forces arise from structural interactions as well. Water near 
a hydrophilic substrate will attempt to organize itself into a lattice that matches its crystallization 
structure (i.e., the lattice of ice). However, it is rare that the underlying substrate and distribution 
of hydroxyl radicals will match this lattice. Thus, there is an epitaxial mismatch between the water 
and substrate causing the water lattice to deform, and generating an elastic strain. Like hydration 
force, this is a structural force and decays within a few length scales of the water molecules. 
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Electrostatic forces are more long-range for dilute ionic solutions and are important for a water 
solution containing ions. The length scale of this force is typically given as the Debye double layer 
length: 

UI = 3wxyt
C7z

                                                              8.13 

 
For 2:2 electrolytes such as calcium sulfate, this becomes: 
 

UI =
T.4|]

}Kr~p�v
                                                             8.14 

 
Where ,KE\ÄH is the molar concentration of calcium sulfate, which is the saturation concentration 
of 0.015 M (2.1 g/L, MW 136.14 g/mol), giving the Debye double layer length as 1.24 nm. The 
potential energy density for a water film of thickness h is: 
 

ÅCÇ(ℎ) = 64ÖÜuP9]UI exp−ℎ/UI                   8.15 
 
Where ÖÜ is the Boltzmann constant, T is the temperature in Kelvin, P is the bulk concentration of 
salt, 9] is a factor related to the surface potential (~0.5 for oxidized silica in the presence of water 
containing calcium sulfate). Van der Waals forces tend to be weaker than hydration or electrostatic 
forces, but become important on length scales between 10 and 50 nm.  The energy density is: 
 

ÅqIä(ℎ) = − _
4]^#7

                     8.16 
 
For water on silica in the presence of air, A ranges between -1 and -2 *10-20 J, where the negative 
value indicates an increase in energy for thinner films. The value used previously to match 
experimental data was -1.6*10-20 J.  
 
The total energy density of the system is the sum of the different components: 
 

Å = ÅCÇ + ÅqIä + Ån$ãåç$åãEÇ              8.17 
 
Typically, electrostatic and structural components are neglected in studies of thin film dynamics 
because of the small length scales on which they matter. When only electrostatic and VDW forces 
are considered, the DLVO theory arises. Whether or not structural and electrostatic forces matter 
for the present work could be debated, as the film thickness in the vicinity of the contact line is 
estimated to be ~30-100 nm for triangular patterns, and ~150-250 nm for the arrays. Neglecting 
structural forces, the disjoining pressure of the solution is: 
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Where the disjoining pressure gives the difference in pressure that accounts for thin-film 
interactions. For this formulation of disjoining pressure, stability analysis yields a critical 
wavelength of instability as: 
 

U = î
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ï
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             8.19 

 
Thus, Equation 8.6 could be altered to take both VDW and electrostatic forces into account.  
Application of this equation yields worse predictions for experimental data than does version 
shown in equation 8.6.  
 
Convection Cells. Internal convection is an important mechanism for many evaporation-induced 
patterning effects. Global recirculation in an evaporating drop of colloidal solution can lead to re-
distribution of nanoparticles from the drop contact line towards the drop interior (thus disrupting 
the coffee ring effect). A recent study has attributed the formation of dendritic patterns from a 
quickly evaporating drop containing reactive zinc oxide nanoparticles to Benard-Marangoni 
convection (caused by balance between surface tension gradients, and temperature-induced density 
differences causing gravitational convection). In Benard-Marangoni (BM) convection, hexagonal 
convective cells arise due to a temperature gradient between a heated substrate and cooler air-fluid 
interface. Unlike pure Benard convection, BM flows also have a contribution from the variability 
in surface tension due to temperature differences at the free surface. Another study has predicted 
that a Rayleigh-Taylor instability (for a thin film on the underside of a cooled substrate) can create 
branched and/or periodic hexagonal arrays from the rupture of a thin film stabilized by 
evaporation.40 
 
Ejection of Microdrops. A final alternative hypothesis of interest arises from the observation of 
self-organization of microdroplets into hexagonal arrays levitated over heated substrates or heated 
water films (where substrate temperature is varied between 80-90°C).41 In these levitation 
experiments, microdrops are ejected from a macroscopic drop contact line due to the large 
evaporative flux at contact lines, and settle into a levitated position above the dry region of the 
substrate until they evaporate. The mechanisms of both levitation and the patterning into hexagonal 
arrays are debated, but may be attributed to evaporative Stefan flows.41 Given the similarity in 
experimental conditions and patterns formed between the present study and those investigating 
patterned levitating drops, it is conceivable that similar mechanisms contribute to both; though our 
observation of hexagonal patterning at room temperature for contact angles between 2-4º suggests 
that the mechanism here is more reliant on the hydrodynamic instability than on powerful 
evaporative fluxes. Furthermore, high speed videos demonstrate that microdrops grow from a 
contact line instability, rather than being ejected; and that these drops pin to the substrate rather 
than levitating. 
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8.3 Masking Applications 

Patterns such as the ones described here have several applications in sensors, diagnostics, optics, 
and more. The patterning effect could therefore be used for a number of applications relying on 
physical or chemical masking to create micro- or nano-scale patterns.  
 
One application of relevance for fluid mechanics is creating substrates with controlled three-
dimensional micro-structures for creating superhydrophobic surfaces with calculable properties.42  
Micro-pillar textures are routinely etched into silicon wafers using a procedure following these 
generic steps: (1) coating and baking of a photoresist, (2) patterning the photoresist using a mask 
aligner, (3) developing the photoresist, (4) reactive ion etch (which etches silica in regions where 
photoresist was removed by the masking/development), and (5) removing the photoresist. Steps 
1,3 and 5 involve use of expensive and toxic chemicals.  
 
By using the technique for patterned deposition reported here, it is possible to skip steps 1-3 for 
developing micro-pillar textures completely. A patterned substrate was placed directly in a reactive 
ion etch and etched to a depth of ~10 µm, as shown in Figure 8.14a. The presence of the gypsum 
crystals effectively prevented etching of those regions to create a micro-pillar structure. The 
crystals were then removed by soaking in a bath of saline water for about 10 minutes followed by 
rinsing with DI water. Calcium sulfate and sodium chloride exhibit an effect called the uncommon 
ion effect, in which the presence of one salt increases the solubility of the other.43 Thus, I am able 
to fabricate a silica surface with microscale three-dimensional patterns without the use of any 
solvent chemicals. This procedure is also significantly faster than the normal procedure for etching 
silica patterns.  
 
Another potential application is the creation of patterned metallic surfaces; which are notoriously 
difficult to etch in controlled ways. A patterned substrate was sputter coated with a 20 nm layer of 
gold, as shown in Figure 8.14b. Defects in the sputter coating caused by the crystal mask allow for 
water intrusion and dissolution of the crystals after soaking in a saline bath for a period of 6 hours. 
The resulting sample is patterned gold/silica. Because this method is invariable to substrate 
chemistry (see Figure 8.4), it is possible to deposit crystalline patterns on a variety of substrates, 
including metallic ones. Thus, this masking/sputter coating procedure can be applied to generate 
any number of patterned chemical combinations.  
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FIGURE 8.14. Demonstration of masking applications. (a) Creation of three-dimensional 
microstructures by placing patterned substrates directly in reactive ion etch, followed by removal of 
gypsum crystals using saline water. Scale bar is 5 µm. (b) Patterned gold/silica regions. A patterned 
sample was sputter-coated with gold to a depth of 20 nm. Crystals were then removed using saline water 
to create a substrate of patterned gold/silica region.    
 
 
A final application of note for these instability-generated masks is creating a sample of patterned 
hydrophobicity, which have applications for anti-fouling, microfluidics control, and more. The 
silica substrate can be functionalized with a hydrophobic polymer by either a vapor phase or 
solvent-phase deposition. Once crystals are dissolved, the resulting substrate has patterned regions 
of hydrophilic and hydrophobic features. Triangular hydrophilic/hydrophobic patterns can be used 
for directional transport of drops and fog collection.44   
 
 
 
 



 
170 

 

Conclusions 
 
I have shown how a cooperative effect between crystallization and fluid instabilities can generate 
a number of patterns which reflect contact line motion during dewetting. These patterns include 
sawtooth structures, periodic arrays, and a third branching regime which exhibits characteristics 
of the two prior regimes. These regimes are controlled by the wettability of the substrate and 
evaporation rate of the water.  
 
Triangular patterns have been previously observed by other studies but never explored in depth. 
Such patterns are phase boundaries between a relatively thin and thick region, and form across a 
number of different substrates and from several different solutes including polymers and 
nanoparticles. The observation of triangular features from drying films across so many systems 
provides strong evidence that the formation is controlled by interfacial physics and instabilities 
rather than by some effect of the solute/crystals. However, I do find that patterning is particularly 
robust for calcium sulfate crystals. This is due to a combination of calcium sulfate’s solubility and 
crystallization properties.  
 
Evidence from experimental data and observations has allowed me to refine a hypothesis 
explaining pattern formation. There seem to be two thin-film instabilities contributing to the 
geometrical properties of resulting patterns: Marangoni and Spinodal. The Marangoni instability 
occurs in the regimes with higher thin film thicknesses (lower temperatures, higher contact angles). 
It arises from a combination of temperature and chemical induced changes to surface tension, and 
causes micro-droplets to pinch off from the unstable dewetting front.  
 
The second mechanism, spinodal dewetting, can explain the formation of triangular shapes on the 
most hydrophilic substrates. Spinodal dewetting usually occurs in thin polymeric films, and 
describes the nucleation of dry zones which occurs under a critical film thickness. Dry zones retract 
and accumulate liquid around a ridge. Here, dry zones are only able to nucleate in the immediate 
vicinity of the contact line, as this is the only area where liquid is thin enough to be subject to thin 
film instabilities. Because the contact line is moving, retraction of the rim moves in the same 
direction as the contact line, but at a slightly faster rate. This results in an expanding region of a 
relatively thicker fluid height which leaves behind a sawtooth pattern. Both the Marangoni and 
spinodal-like mechansisms are sufficient to explain formation of the two patterning regimes, and 
models from these instabilities are well-matched to experimental data.  
 
The crystalline patterns can be used as a mask for a huge variety of applications. The tested 
applications include (1) as a mask for reactive ion etch to create three-dimensional silica 
microposts, (2) as a mask for sputter coating areas of different chemistries, (3) as a mask for 
deposition of a hydrophobic polymer to create a substrate with patterned hydrophobicity. There 
are many more possible applications too numerous to explore here.   
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Chapter 9.  
 
Crystal Critters: Ejection of Salt from 
Nanostructure Surfaces 
 
 
 
 
 
The motivation stated at the beginning of this thesis was to use the drop evaporation as a tool to 
explore mineral-fouling. Mineral fouling occurs when crystal growth causes damage to a solid 
material, and is a pervasive problem in water treatment, desalination, thermoelectric power 
production, and other industrial processes. Thus far, I have explored problems related to bulk 
mineral fouling in Chapter 3 and have investigated crystal patterning as a function of wetting 
properties throughout Chapters 5,6,7 and 8. In the present chapter, these two concepts merge into 
a final study on drop evaporation with direct implications for mineral fouling prevention.  
 
In this chapter, I present a curious phenomenon in which crystal globes grown from an evaporating 
drop on a heated superhydrophobic surface proceed to self-eject from that surface via growth of 
crystalline legs. We call these structures “crystal critters” due to a resemblance to living creatures. 
Crystal critters have exceedingly minimal contact with the substrate and are easily removed. This 
unusual effect is robust to contamination of other salts and even to surfactants, and we demonstrate 
that it is caused by the specific texture of superhydrophobic surface which prevents salt intrusion 
and spreading. We also develop a simple model predicting the growth rate of critter legs as a 
function of the evaporation rate and confirm predictions against experimental data. This peculiar 
effect has potential application in cooling towers using water spray heat exchange, where pure 
water is typically required to impede mineral fouling. By implementing substrates that induce self-
ejection of crystals, it may be possible to use salt brines rather than ultra-pure water, and thus 
preserve fresh water resources while also reducing water treatment costs. 
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9.1 Crystal Critters 
 

Motivation 

Many of the uses for water are intimately familiar to us. Drinking water, wash water, water for 
agriculture, and even water used for recreation have an omnipresent and essential impact on our 
lives. However, water’s impact and importance extend far beyond these everyday uses. In many 
developed countries, thermoelectric power production is one of the largest sources of water 
consumption,1 where it is used to cool reactors and transport heat. In 2015, 41% of all surface 
water withdrawals in the U.S. went towards cooling in thermoelectric power plants.2 
Thermoelectric power accounts for 90% of all electricity generated within the US and encompasses 
many forms of power production, including nuclear, coal, natural gas, and oil.  
 
In its role as a coolant, water is either sprayed on, flown through, or otherwise placed in contact 
with hot equipment (pipes, tanks, reactors, etc.). Many cooling processes use evaporation as a vital 
part of heat exchange due to the large heat transfer associated with phase change. However, when 
water is evaporated, contaminants within the water (including minerals) will be deposited at the 
point of evaporation. Over time, accumulation of these impurities reduce heat transfer 
performance, block pipes, and generally cause material corrosion and deterioration.3 Mineral 
fouling, in particular, is a leading cause of equipment degradation and failure in heat exchange 
processes.4 To prevent mineral fouling, significant effort and monetary investment goes towards 
pre-treatment of coolant water using technologies such as ion exchange and reverse osmosis.2  
 
Due to the ever increasing importance of water-conservation,5 more and more water for 
thermoelectric cooling is being sourced from saline surface waters or from desalination waste 
brines rather than from freshwater sources;6 despite the associated increases in pre-treatment costs. 
Surface engineering for control of salt-substrate interactions is one alternative method to excessive 
water treatment that can effectively address mineral-fouling in heat exchange.  
 
One method of examining interactions between a liquid, surface, and crystallizing solute is via 
drop evaporation. Traditionally, drop evaporation experiments are motivated by applications in 
self-assembly and detection.7,8 Previous investigations have demonstrated that this technique can 
be used as a method of exploring crystal adhesion and interfacial properties,9 and can inform on 
how damage to surfaces caused by crystallization occurs.10 Interfacial properties11 and nucleation 
barriers associated with different crystal chemistries control deposit morphologies (see Chapter 5).  
 
Evaporating a drop of a volatile liquid containing a non-volatile solute will induce crystallization 
of said solute due to rising concentrations eventually exceeding the solubility limit. For solutes of 
low solubility, the patterns left by evaporative crystallization are similar to “coffee-ring” patterns 
formed by evaporation of a particle-laden drop.7,9 However, when the dissolved mass is excessive, 
three-dimensional crystal structures may arise. In particular, when a drop containing saturated 
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sodium chloride is evaporated on a hydrophobic surface, “salt globes” form due to the propensity 
of crystals to nucleate at the air/water interface.12 These globes leave a record of the shape of the 
evaporating drop at the point at which the solubility limit is exceeded.   
 

Observation 

In these experiments, a 5 µL drop of water containing sodium chloride dissolved to its solubility 
limit is placed on a superhydrophobic surface heated to a temperature T (Figure 9.1a). We use a  
specific superhydrophobic texture that we call “Nanograss” (also sometimes called black 
silicon).13 Nanograss is a low solid-fraction surface composed of a distribution of holes and pointed 
grass-like features, as shown in Figure 9.1b. Drops begin to evaporate shortly after placement on 
the hot surface and salt crystals begin to grow. Because the initial solution is concentrated with 
respect to salt, volumetric losses due to evaporation (!"#$%) have a corresponding increase in 
crystal mass: &'()*+$, = .*$+!"#$%. The immediate growth of crystals is shown in the first column 
of Figure 1c, where salt crystals have grown only a few seconds after drop deposition on a 
Nanograss substrate heated to 90°C. The first stage of evaporation proceeds as expected, with salt 
crystals accumulating at the air water interface to form “globes” as previously observed.12  
 
The unusual critter phenomenon occurs during the second stage of evaporation. Once the salt globe 
has formed, there comes a time when the remaining water de-wets from the substrate due to 
preferential wetting of the newly-formed mass of hydrophilic sodium chloride crystals. We dub 
this moment the lift-off time (tlift), which is shown in the second column of Figure 9.1c. In this 
instant, water is no longer in contact with the substrate. Instead, there are a handful (3 in this 
example) of contact points between the crystal globe and the substrate. Evaporation slows 
significantly following de-wetting due to reduced contact between the water and the hot substrate, 
and evaporative flow concentrated at these contact points induces a flow towards the substrate. As 
a result of this flow, crystalline “legs” develop from the contact points and continue to grow in 
length until the evaporation of water is complete. We call this second phase of evaporation the 
growth phase (tgrow, so that total evaporation time tevap = tlift + tgrow), which is shown in the last two 
columns of Figure 9.1c.  
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FIGURE 9.1. Growth of crystal critters. (a) Cartoon of experiment, where a drop of water containing 
dissolved salt is evaporated on a hot, superhydrophobic substrate. (b) SEM images showing nanotexture of 
superhydrophobic surface. Scale bar for both images is 3 µm. (c) growth of crystal critters with time, where 
substrate temperature is 90°C. Scale bar is 0.5 mm. (d) Time for evaporation as a function of temperature. 
Entire bar represents the total evaporation time, the blue segment is the first stage of evaporation prior to 
leg growth, and the orange segment is the second stage of evaporation during which legs grow. (e) Growth 
of legs with time as a function of temperature, where the lowest temperature (purple line) is 60°C and 
hottest (red line) is 110°C.  
 
The three contact points between the crystal globe and substrate in the example shown in Figure 
9.1c branch into multiple legs during the growth phase and taper off towards the end of 
evaporation. This tapering effect is due to there being less water (and therefore less dissolved salt) 
near the end of the process. The resulting structure is a crystal globe balanced on legs which are 
barely adhered to the substrate. The final structure shown in the last column of figure 1c shows a 
good deal of space between the substrate and crystal legs and has only two locations where tubes 
are still connected to the surface. Crystal critters are easily removed from the substrate and will 
occasionally roll away on their own volition during or after evaporation.   
 
The crystal critter effect is a strong function of temperature, as shown in Figures 9.1(d,e). Below 
substrate temperatures of ~50°C, legs fail to form and no lift off occurs. As temperatures are 
increased, the growth becomes more dramatic and evaporation times are reduced. The overall 
evaporation time is significantly longer than it would be for a drop evaporating on a heated, 
superhydrophobic surface without crystallization.14 The ratio between the time spent in the first 
stage of evaporation to the time spent in the growth stage decreases with increased temperature 
(Figure 9.1d). Thus, critters formed on hotter substrates tend to lift-off earlier in the evaporation 
phase, as shown in Figure 1e. The growth rate (the slope in Figure 9.1e) also significantly increases  
with substrate temperature, leading to larger final leg heights on the hotter substrates. 
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Critter Legs 

It is now desirable to understand the nature of the legs and why they form in certain locations on 
the substrate. A drop of water placed on superhydrophobic Nanograss is imaged from above using 
a microscope focused at the surface, as shown in Figure 9.2(a,b). The drop is mostly suspended on 
this low-solid fraction superhydrophobic surface. However, there are periodic dimples showing 
areas where fluid impinges into the texture. It is in these areas with maximum solid-liquid 
interaction that legs will grow. It is clear from videos of crystal critter growth that there is a flow 
towards the substrate through the legs, and visual evidence (Figure 9.2c,e) confirms that legs are 
hollow, crystalline tubes. Figure 9.2e, in particular, shows an SEM image of a rare example in 
which a portion of a critter leg has remained adhered to the substrate long enough for imaging. 
The close-up image shown in Figure 9.2d reveals that the tips of the legs are visually similar to 
miniature sodium chloride (halite) stalactites found in some parts of the world (such as in the 
Sodom salt cave in Israel).  
 
Figure 9.2f shows an SEM (Scanning Electron Microscope) image of an area where a critter had 
previously grown. This image was captured using an in-lens detector (which generates high 
contrast between disparate chemistries) and reveals a number of salt stains ranging in diameter 
from 20 to 200 µm (median size ~30 to 50 µm). A closer inspection of two of these stains are 
shown in Figures 2g and 2h, and we see from the inset of Figure 9.2h that the stains are composed 
of small amounts of residue within the nano-pores of the nanograss texture. In Figure 9.2h, a small 
amount of macroscopic crystals from the original tube have been left in addition to the impinged 
salt stain. In most cases only the salt stain remains, and any macroscopic crystals are removed with 
the critter.  
 
The leg growth observed here mirrors the coffee-ring effect observed for evaporating drops; but 
on a much smaller scale. In the coffee-ring effect, a drop of water evaporating on a substrate leaves 
behind a ring stain due to radial evaporative flow transporting solutes/particles towards a pinned 
contact line.7 Here, fluid/solid contact is confined to specific points. Evaporation occurs at these 
points due to substrate heating, and evaporating vapor flows radially outward. This flow transports 
salt to the contact line where it is forced to precipitate, creating a circular deposit (such as the one 
left behind in Figure 9.2h). The crystalline deposit grows outward; however, it also is 
simultaneously pushed upwards as new crystals form in the space below between the substrate and 
surface. Thus, as a given crystalline ring grows horizontally, it also moves upward, and the 
resulting leg structure is that of a cone. The continuation of this effect results in growth of a 
crystalline tube with a tapered conical tip. Water moves down this tube towards substrate due to 
the temperature gradient until growth terminates due to complete vaporization of the water.   
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FIGURE 9.2. Crystalline legs are tubes grown from regions where fluid impinges in nanotexture. (a,b) 
Top view of a drop immediately after placement on a surface revealing areas where liquid has impinged 
within the texture. (c) Optical image of crystalline tubes where liquid is observed to be flowing through. 
(d) Optical image of tubes near surface, where a very thin tube still connected to the surface is outlined in 
green. (e) SEM image of the bottom of a tube. Scale bar is 20 µm. (f) SEM image of a region where salt 
stains reveal where critter legs previously grew. Scale bar is 100 µm. (g) SEM image showing details of a 
large salt stain. Diameter of this stain is about 70 µm, scale bar is 5 µm. (h) SEM image showing detail of 
a salt stain where the outer perimeter has also been left behind. Outer diameter is 30 µm, inner diameter is 
about 25 µm, and scale bar is 5 µm.  
 
 
 
Statistics on the occurrence of different numbers of legs (Figure 9.2i) and of the size of the legs 
(Figure 9.2j) were compiled. The number of legs is seemingly random, which is in line with the 
hypothesis that legs form at the positions where a given drop impinges into the nanotexture of the 
substrate. A given crystal critter will form several legs if it forms at a location where there are 
several points of impingement, and fewer legs will form if there are fewer impinging points. The 
statistics the leg diameter (i.e., the diameter of the microscale impinging points) are less random, 
with a majority of legs being between 10 and 40 µm in diameter; and a median diameter of 30 µm. 
Neither of these two metrics display a temperature dependence.  
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9.2 Other Substrates  
 
The salt stains left within the nanoscale texture of the Nanograss hint at the importance of the 
texture in the critter phenomenon. Indeed, a previous investigation exploring evaporation of 
sodium chloride on heated, superhydrophobic surfaces reported formation of salt globes alone with 
no lift-off associated with critter growth.12 So then, why do crystal critters form specifically on 
this surface texture? To probe this question, experiments were repeated on other common 
superhydrophobic textures heated to a temperature of 70°C, as shown in Figure 9.3.  
 
Untextured hydrophobic silicon (Figure 9.3a) served as a control, with the expected result of no 
leg growth. On this untextured surface, salt crystals grow and pin the contact line between the 
drop, the air, and the substrate. The presence of these crystals changes the wettability of the drop; 
and we see the contact angle dramatically decrease with further evaporation. As the drop moves 
to wet the newly formed crystals at the contact line, it spreads over the surface, creating new 
crystals along the way. After complete evaporation, we are left with a thick, flat crystalline ring 
on the hydrophobic surface. 
 
As previously established, the superhydrophobic Nanograss substrate (Figure 9.3b) successfully 
forms critters. Next, a superhydrophobic micropost surface was tested (Figure 9.3c). Periodically 
spaced micro-posts are a commonly used superhydrophobic texture, and  10 µm square microposts 
with 5 µm inter-post spacings were used here. While this surface had a contact angle similar to 
that of the Nanograss, the resulting crystal structure grew horizontally into a ring rather than into 
a globe and exhibited no vertical growth. The initially deposited drop starts in the Cassie state (i.e., 
suspended on top of the pillars). However, as evaporation proceeds, the drop slides into the Wenzel 
state (impinged between the pillars), as shown in the intermediate timestep in Figure 9.3c. Previous 
work (see Chapter 7) has shown that crystallization on top of superhydrophobic pillars during 
evaporation can drastically alter the transition between the Cassie and Wenzel states.15 As salt 
crystals form, they enter the channels between the pillars and induce the transition to the Wenzel 
state, and the resulting crystalline deposit grows horizontally rather than vertically. Horizontal 
spreading and a transition to the impinged Wenzel state is also observed on a superhydrophobic 
micro-hole substrate (Figure 9.3d) and on a micropost surface with a second, hierarchal Nanograss 
texture (Figure 9.3e).  
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FIGURE 9.3. Critters only grow on Nanograss texture. From left to right, images show SEM of substrate 
texture, initial drop contact angle, intermediate step where crystals have begun to form, and final crystalline 
deposit formed during evaporation on substrates heated to 70°C for (a) hydrophobic flat silicon, (b) 
superhydrophobic Nanograss (i.e., the same texture used in Figures 1 and 2), (c) superhydrophobic micro-
posts, (d) superhydrophobic micro-holes, and (e) superhydrophobic micro-posts further textured with 
Nanograss. SEM images for (1-e) are 50 µm wide. (f) Cartoon examining how crystal intrusion into micro-
textures leads to a Cassie-Wenzel Transition (e) SEM image of salt deposit inside the micro-texture of the 
superhydrophobic micro-posts +Nanograss substrate.  
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For all the micro-textured superhydrophobic surfaces tested in Figure 9.3, the drop begins in the 
Cassie state and slowly transitions to the Wenzel state due to crystallization within the texture (see 
cartoon of Figure 9.3f). In contrast, on the Nanograss surface, there is no Wenzel state for the drop 
to fall into. In a sense, the initially deposited drop is simultaneously in the Cassie and Wenzel state: 
parts of the drop are suspended, and parts are impinged into the texture as shown in Figure 2a,b. 
While a small amount of precipitated salt fills the valleys to create the stains shown in Figure 2f-
g, it does not spread in the vertical direction. I confirm that macroscopic crystals form within the 
micro-scale texture of a hierarchal micro-post and Nanograss surface but not within the nanoscale 
texture, as shown in the SEM image of Figure 9.3g. A similar effect was observed for ice 
nucleation on nanoscale surfaces, in which ice crystals formed in the confined nano-scale texture 
are unable to grow.16 Thus, the role of the Nanograss texture is to prevent crystal intrusion, which 
then prevents pinning and spreading of the contact line.  
 
 

9.3 Other Chemistries  
 
Contamination 

The key to the critter phenomena lies within the first stage of evaporation prior to dewettting and 
leg growth. If the contact line becomes pinned by crystallization during this stage, no critter growth 
will occur. In contrast, if the contact line remains mobile so that remaining water is able to de-wet 
from the surface, leg growth will occur.  
 
To test this theory, “contaminant” chemistries were added to the saturated sodium chloride solution 
to explore their effects on pinning. An inorganic surfactant, sodium dodecyl sulfate (SDS) was 
added to a solution of saturated sodium chloride to test whether changes to surface tension would 
alter the effect. Interestingly, critter growth still occurs, though the anatomy of the resulting 
structure is altered by presence of surfactant as shown in Figure 9.4a. Rather than having several 
small contact points, the crystal structure maintains an entire ring of contact with the substrate. 
Rather than forming discrete legs, this ring grows to form a mushroom-like crystalline structure. 
This result matches intuition, as reduced surface tension results in a less dramatic “dewetting” 
event so that there are more contact points between the substrate and crystal structure prior to leg 
growth. Because the surfactant does not influence pinning of the contact line, it therefore does not 
disrupt the critter effect.  
 
Calcium carbonate is a common component of ocean water that is particularly problematic for 
mineral fouling. In the ocean and many other environmental waters, calcium carbonate is dissolved 
at its solubility limit (Csat =0.013 g/L) so that it is quick to precipitate following evaporation. In 
ocean water, sodium chloride is present at 10% of its solubility limit (Csat = 360 g/L and Cocean = 
35 g/L) while calcium carbonate is fully saturated. This combination of sodium chloride and 
calcium carbonate was tested at their ocean water concentrations (Figure 9.4b) with the result that 
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calcium carbonate precipitates at the contact line prior to formation of the crystal globe. This 
causes contact line pinning which disrupts critter growth. In contrast, a solution of 10% sodium 
chloride without calcium carbonate successfully forms critters. Next, the concentration of sodium 
chloride is increased to 50% of its saturation concentration and again combined with saturated 
calcium carbonate (Figure 9.4c). It is observed that calcite precipitation pins the contact line once 
again. Critter growth is effectively disrupted by pinning, and a bowl-shaped deposit forms.  
 

 
FIGURE 9.4. Changes to critter effect induced by 
other chemistries. (a) Saturated sodium chloride 
with 0.01% SDS (sodium dodecyl sulfate) grows 
critters, but alters the morphology of growth. (b) 
Sodium chloride at 10% saturation concentration 
with saturated calcium carbonate forms a ring 
deposit. (c) Sodium chloride at 50% saturation 
concentration with saturated calcium carbonate 
forms a bowl-deposit. (d) Sodium chloride at 
saturation concentration with saturated calcium 
carbonate successfully forms a critter.  
 
 
 
 
 
 
 
 

 
The results of Figure 9.4(b,c) confirm that crystallization/pinning at the contact line during the 
initial phases of evaporation disrupt the critter effect. However, contamination by other 
salts/minerals will be pervasive for any salt water source used for spray-cooling heat exchange. 
Thus, it is important to overcome limitations associated with pinning of the contact line by other 
salts. The final solution tested (Figure 9.4d) is saturated sodium chloride with saturated calcium 
carbonate. Here, sodium chloride crystals begin forming before the calcium carbonate precipitates. 
Newly formed sodium chloride likely presents a more favorable site for heterogeneous nucleation 
of calcium carbonate than does the hydrophobic Nanograss, and we do not observe calcite 
formation at the contact line. Instead, the evaporation proceeds similarly to pure sodium chloride 
solutions, and a crystal critter develops. Thus, the disruption of the critter effect by other minerals 
can be circumvented by having a sufficiently high concentration of sodium chloride. One source 
water that fits this requirement is the rejected brine from reverse osmosis (or other forms of 
desalination) plants.   
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Other Salts 

A final question on the critter effect is whether it can work for other salts beyond sodium chloride. 
These salts need to fit within a somewhat narrow range of criteria. First, the salt must crystallize 
readily and begin to precipitate soon after the supersaturation concentration has been exceeded.  
Salts with kinetically limited crystallization may fail to form the initial salt globe during the first 
phase of evaporation. The salt must also be highly soluble so that there is enough mass for forming 
the three-dimensional crystal structures that make up the crystal critters. However, the salt cannot 
be too soluble, as the crystallizing mass cannot be so great that the legs cannot lift it. In addition, 
highly soluble salts have a tendency to effervesce, which creates a cycle of evaporation and 
condensation that prevents total evaporation (and therefore crystallization) under the experimental 
conditions used here. Sodium chloride has a unique advantage over other salts for forming crystal 
critters in this regard. The solubility concentration of sodium chloride exhibits only small increases 
with increasing temperature (360 g/L at 20°C, 380 at 90°C). Thus, salt crystals begin to precipitate 
shortly after drop deposition on the heated surface despite the increased temperature. For salts with 
a more dramatic solubility-temperature relationship, the increased temperature and associated 
change in supersaturation concentration delays crystallization and therefore delays the possibility 
of leg formation.  
 
I explore the relationship between temperature dependent solubility and critter formation by testing 
salts with temperature dependencies, as shown in Figure 9.5.  Of the salts tested, potassium 
chloride is the most similar to sodium chloride (Csat= 280 g/L at 20°C, 530 g/L at 90°C). Potassium 
chloride successfully forms critter structures, albeit with shorter legs than the sodium chloride 
structures. Ammonia chloride (Csat= 410 g/L at 20°C, 700 g/L at 90°C) also forms critter-like legs, 
which are significantly shorter than those formed for sodium or potassium chloride. Copper sulfate, 
known for its’ vibrant blue crystals, has the most dramatic change in solubility with temperature 
of the salts tested, with a saturation concentration of 200 g/L at 20°C and 670 g/L at 90°C. 
Formation of copper sulfate crystals is also more kinetically limited than the other salts. Thus, 
while the copper sulfate deposit did de-pin from the surface (as shown by the space between the 
crystal and the substrate in Figure 5), it did not form critter-like legs.  
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FIGURE 9.5. Other salts and the Critter effect. Leg growth is plotted against the difference in solubility 
concentrations for five different salts between room temperature and 90°C. Optical images show resultant 
critters formed for these salts at 90°C. 
 
 

9.4 Modelling  
 
Now that the occurrence of the critter effect and how it can be disrupted is understood, I consider 
how it might be applied and controlled. Before proceeding, I quickly summarize the evidence 
presented thus far regarding the critter effect. First, the legs begin to grow after an initial 
evaporation phase, are hollow, and always grow perpendicular to the substrate. The number of legs 
depends on the position of the drop on the surface and grow at locations where fluid has impinged 
within the Nanograss texture. If a second drop is placed at a location where a critter has previously 
grown, this second critter will grow legs at the same positions as the first because fluid impinges 
at these locations. The growth velocity of the legs is uniform across a given example regardless of 
leg thickness and/or number of legs. In other words, increasing the number of legs does not change 
the growth rate. Finally, higher temperatures results in higher growth rates and longer legs overall, 
as shown in Figure 9.1e.    
 
I seek to model how evaporative flow results in growth of the crystalline tubule legs that constitute 
the crystal critter effect. Volumetric losses due to evaporation are proportional to the evaporative 
flow multiplied by the line over which evaporation occurs. Assuming that all evaporation occurs 
at the contact line between the legs and the substrates, this mass balance takes the form:  
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Where Ro is outer radius of a leg, N is the number of legs, and 97 is the evaporative flux (see Figure 
5a for geometry). The evaporative flux is a function of the diffusion of water vapor in air (B#$%) 
and the concentration gradient of vapor in air between the vicinity of the air/water interface and 
the bulk air (Δ.#$%). Both of these components are strong functions of the vapor temperature; 
which can be approximated as the substrate temperature in the immediate vicinity of evaporation. 
For simplicity, we have assumed in equation 1 that all N legs have the same outer radius; though 
we know from experimental evidence (Figure 9.2f) that there is wide variability across leg 
diameters.  
 
Next, I consider a mass balance of the salt by assuming that the salt concentration within the drop 
remains approximately constant at the saturation concentration. This assumption should be valid 
for sodium chloride, as precipitation occurs very quickly following changes to volume. Thus, the 
rate of change of mass within the solution is equal to the saturation concentration multiplied by 
the volumetric evaporation rate. This is balanced by the rate of mass precipitation, which here will 
be the rate mass growing into the legs. I approximate the legs as cylindrical tubes with an inner 
diameter Ri to find:  
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Where dh/dt is the growth rate of the crystalline tubules (see Figure 9.5a). I set the volumetric 
evaporation rate in equation 9.2 equal to the expression in equation 9.1 and rearrange to find the 
growth rate of the legs:  
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The relationship of equation 9.3 has several features that are observed experimentally, including 
that dh/dt is independent from number of legs and increases with increasing temperature (Jo). 
Finally, I test this prediction against experimental data. Taking the geometry from the deposit 
shown in Figure 9.2h as an example of the typical deposit size so that Ro=15 µm, and Ri=12.5 µm. 
The density of the salt and saturation concentration are constant, leaving dh/dt as a function of 
temperature via the evaporative flux. This model is plotted against experimental data in Figure 
9.5b with very good agreement.  
 



 
186 

 

 
FIGURE 9.6. Growth mechanism and temperature dependence.  (a) Images defining model parameters 
including h (length of the legs), Jo (evaporation rate), Ro, and Ri (outer and inner diameter of a given leg). 
(b) Average leg growth rate (mm/min) as a function of temperature, where purple circles indicate 
experimental values averaged from 5-6 trials, error bars show standard deviation, and solid line is model 
from equation 3 (where Ro=15 µm and Ri=12.5 µm). (c) Experiment showing critter growth on a substrate 
with an imposed temperature gradient. Legs grow longer on the side with a higher temperature, causing the 
crystal critter to become more and more unstable until it eventually tips over and rolls in the direction of 
the lower temperature. New legs begin to grow at the new position until evaporation is complete.  
 
 
Because leg growth rate increases with temperature, it is possible to induce directional rolling by 
applying a temperature gradient across the substrate. This is shown in Figure 9.5c, where a drop is 
deposited on a superhydrophobic Nanograss substrate with an imposed temperature gradient. Legs 
grow shorter on the side of the drop with a lower temperature, and longer on the side with the 
higher temperature. Because of this, the resulting crystal structure eventually tips over and rolls 
towards the direction of lower temperature. At this point, the water hasn’t fully evaporated, and 
remaining water continues to evaporate via formation of new legs at the second location. Using 
this technique, it is possible to obtain structures that roll two or even three times before complete 
evaporation. Thus, temperature gradients can be used as a method for encouraging complete 
detachment of the critter and for controlling the direction of crystal expulsion.  
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Conclusions 
 
I have introduced and explained the unusual wetting behavior of evaporating drops of saturated 
sodium chloride on heated, superhydrophobic Nanograss surfaces, and name this behavior the 
crystal critter effect. Water preferentially wets sodium chloride crystals which form at the air/water 
interface during the first phase of evaporation and dewet from the superhydrophobic substrate. 
This then focuses evaporation at limited contact points where liquid has impinged within the nano 
texture, enabling growth of crystalline tubule legs that eject the entire structure from the surface 
following complete evaporation. This effect is not disrupted by presence of surfactants (which 
create mushroom-like structures rather than creature-like structures); but can be disrupted by 
chemistries which induce contact line pinning during the first phase of evaporation. This limitation 
can be reduced by increasing the sodium chloride concentration so that halite crystals are the first 
to precipitate. I also develop and test a simple mass balance model predicting the rate of leg growth 
as a function of temperature and show how temperature-dependent growth can be used to induce 
ejection and rolling of the crystal critters.   
 
In addition to being innately interesting, the crystal critter effect also has potential application for 
improving sustainability in spray cooling heat exchange due its dependence on very high salt 
concentrations. For example, if ocean water could be directly used as a working fluid without 
expensive pre-treatment, one could imagine a new type of co-generation plant in which desalinated 
seawater is produced as a by-product of energy production. This phenomenon also has potential 
for use in zero liquid discharge (ZLD) systems, where complete recovery of water from very salty 
reverse osmosis reject water is challenging due to the difficulties in working with high-salt 
concentration brines. Using waste brine rather than fresh water for thermoelectric cooling 
applications simultaneously reduces costs associated with water treatment while also preserving 
fresh water for use in other vital functions.  
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Chapter 10.  
 
Final Comments  
 
 
 
 
 
 
In this thesis, interfacial engineering has been extensively applied to control substrate texture, 
wettability properties (including the advancing and receding contact angles), and chemistry to 
explore the influence of interfacial properties on salt crystallization for applications in water 
treatment and sustainability.  
 
This final chapter discusses some of the common themes which arise throughout the experiments 
presented in Chapters 3-9. First, I develop a merged phase diagram predicting pattern formation 
from an evaporating drop of calcium sulfate as a function of the substrate dynamic contact angles 
using results from Chapters 5-9. Because the pattern morphology for an evaporating drop of 
calcium sulfate is a function of the salt solubility and the temperature of the substrate, this phase 
diagram only describes patterns for gypsum evaporated at 60°C. The next discussion topic is how 
the different crystal properties (including saturation concentration, solubility-temperature 
relationship, surface energy, and crystal lattice) of the different salts influence their crystallization 
behavior at interfaces.   
 
The second part of this chapter expands on possible future directions for the work presented here. 
This section is organized by the three central applications described by previous chapters: fouling 
inhibition, nutrient recovery, and patterning. I discuss issues of industrial scale up for anti-fouling 
technologies and for using crystalline patterns as masks for sustainable fabrication. This section 
concludes with additional ideas for potential applications in the area of crystallization and 
interfacial engineering beyond those presented in the current work. 
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10.1 Recurring Themes 
 
Patterning using CaSO4 
 

I have used calcium sulfate as a model salt throughout almost all of the investigations presented in 
this thesis. Calcium sulfate is an ideal model salt for crystallization induced by evaporation, as 
altered temperatures do not substantially alter its solubility or crystallization. Calcium sulfate also 
crystallizes readily and has an ideal solubility concentration in the upper end of the sparingly 
soluble category. In the experiments presented in Chapters 5-8, 5  µL drops of water with calcium 
sulfate dissolved to its saturated limit were evaporated. Because I used the same experimental 
conditions for each of the substrates across projects, it is possible to compile a phase diagram 
predicting patterning from evaporating drops calcium sulfate in water, as shown in Figure 10.1.  
 
In Figure 10.1, results from Chapters 5-8 are combined in a semi-quantitative (estimated) phase 
diagram predicting the different regimes of gypsum patterning on surfaces heated to 60°C. These 
predictions are made by a combination of the water-substrate advancing contact angle (x-axis), 
and the by the ratio between the receding and advancing angles (y-axis). The different patterns are 
represented by the different color shadings within this phase diagram, where purple represents 
spiral/concentric ring patterns presented in Chapter 7, grey represents “clumped” deposits from 
Chapter 6, blue is the periodic arrays formed from Marangoni instabilities in Chapter 8, and yellow 
represents triangular patterns also from Chapter 8.  
 

 
FIGURE 10.1. Merged phase diagram of calcium sulfate evaporative deposition patterns as a function of 
the substrate advancing and receding contact angles heated to 60°C.  
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For a vast majority of wetting properties shown in Figure 10.1, calcium sulfate forms the simple, 
single ring morphology first analyzed by Deegan for an evaporating drop of a colloidal solution.1 
The size of this ring will decrease with increased advancing contact angles and increase with lower 
advancing contact angles; but will always be ring-like for moderate contact angles with some 
amount of contact angle hysteresis. This is because gypsum will begin to precipitate at the contact 
line after some amount of evaporation, which will then pin the contact line. In contrast, if the drop 
recedes before precipitation occurs, it may form a clumped deposit instead. Clumped deposits 
(grey region of Figure 10.1) will form on superhydrophobic surfaces with minimal contact angle 
hysteresis as shown in Chapter 6. Clumped deposits are also able to form on hydrophobic surfaces 
so long as there is little contact angle hysteresis.  
 
The observation of pattern formation on the deposit interior on hydrophilic substrates presented in 
chapter 8 was surprising for a number of reasons. First, the experiments presented in Chapter 6 
included a hydrophilic control and were some of the earliest experiments performed. Thus, it was 
unusual that I did not observe the patterns previously. By re-examining some of those samples 
from that work, I discovered that patterns actually had formed on some of the samples. I did not 
observe them at the time of performing the study simply because I was not looking for them. 
Likewise, I have found a handful of examples of other investigations in which patterns form at the 
interior of evaporative deposits where the authors make no mention of the patterning in their 
studies. It is likely that these authors either did not notice the patterns or did not wish to detract 
from the primary message of their manuscripts by pointing out this mysterious result. Another 
reason why I did not observe patterns in early investigations is between the patterns (shown in the 
yellow and blue regions of Figure 10.1) won’t form on silica substrates that were not recently 
plasma cleaned, regardless of how clean the sample is. The generation of radicals during plasma 
cleaning is essential for reducing the contact angle to the required values for the onset of thin film 
instabilities. This is why no patterns are observed in the hydrophilic example shown in Figure 6.1, 
where the contact angle (24° at 60°C) was sufficiently high enough to be on the phase boundary 
between the array and single ring regimes for the phase map of Figure 8.1.  
 
The final regime shown in Figure 10.1 is the purple shaded spiral/concentric ring regime on 
hydrophobic surfaces with extremely high hysteresis. In Chapter 7, I show that the large initial 
contact angle of the drop allows for a three-dimensional outer crystalline ring, while the 
hydrophilic receding angle results in a thin film forming at the drop interior in the later stages of 
evaporation. When the thin film eventually ruptures, patterning occurs at the newly formed mobile 
contact line. The patterning behavior shown in Chapter 7 was highly temperature dependent, with 
uniform patterns only occurring at intermediate substrate temperatures (i.e., 60°C).  
 
Phase diagrams for other temperatures could also be developed. For 20°C, the yellow triangle 
patterning region would disappear into the corner of the phase diagram at the low end of contact 
angle, and the blue array regime would occupy the area covered by the yellow regime on the 60°C 
diagram. Likewise, the purple spiral regime would disappear entirely and be replaced by the single 
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ring regime (as discussed extensively in Chapter 7). In contrast, the grey clumping regime for a 
room temperature diagram would remain very similar to that of the 60°C phase map. This was 
shown in Figure 6.4 in Chapter 6, which found that temperature differences made little difference 
in deposit morphologies on superhydrophobic surfaces. This is because both the rate of gypsum 
crystallization and the rate of contact angle recession are directly dependent on the rate of change 
of drop volume. This would not be the case for other salts with altered solubilities across 
temperatures, as the rate of crystallization would then depend on both the temperature and the rate 
of volume change.  
 
A high temperature phase diagram (~90°C) would introduce two new “chaotic” patterning regimes 
to the catalogue of possible patterns. The first would replace the area currently occupied by the 
purple spiral regime on the 90°C phase diagram and would be characterized by an outer crystalline 
ring with randomly deposited crystal structures at the drop interior, as shown in the high 
temperature samples in Figure 7.6. The second new regime would replace the yellow triangular 
region and would have a concentric ring deposit morphology. This concentric ring morphology is 
briefly discussed in Chapter 8 and differs from the concentric rings/spirals found in Chapter 7. 
These concentric rings are formed from re-wetting of thin films during evaporation due to 
thermocapillarity. Similarly to the room temperature case, changes to the area occupied by the 
clumped regime between the 90°C and 60°C diagrams would be minor. 
 

 
Influence of Salt Chemistry 
 
Another recurrent theme throughout this thesis is how different salts are influenced by various 
interfacial engineering processes. In many cases, it was possible to attribute these differences to 
changes in solubility properties and the concentration of the salt. For example, in Chapter 5, I find 
that the resulting crystalline deposit can be correlated to the solubility-temperature relationship for 
a given salt and use this to explain why the physics controlling colloidal and crystalline deposits 
vary.  Another example is the crystal critter effect presented in Chapter 10, in which I show that 
salt solubility is critical in the effect. The critter phenomenon works for a number of salts so long 
as they fall into a rather narrow range of saturation concentrations. In addition, the temperature-
solubility relationship is an important factor in controlling the length of critter “legs,” with shorter 
legs forming for salts that increase solubility at higher temperatures. In Chapter 7, I show that other 
salts including sodium chloride can also exhibit the same patterning effect so long as the 
concentration is such that the height of the three-dimensional outer crystalline ring allows it to fall 
into the patterning regime predicted by equation 7.21. 
 
Differences in salt concentrations, solubility, and solubility-temperature relationships are 
sufficient to explain most of the differences observed across the salts used here.  However, the 
surface energy of the crystals and the crystal-substrate surface energy also play a role. This is 
discussed in Chapter 3, where different morphologies of calcium sulfate are observed across 
smooth substrates of different surface energies (Figure 3.2). The influence is also discussed in 
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Chapter 5, where individual crystals within evaporative deposits exhibit different morphologies 
across the surfaces (Figure 5.4). There, it was difficult to decouple the influence of evaporation 
rate and the influence of surface energy. The role of crystal surface energy is most important for 
the crystal critter effect presented in Chapter 9. Previous work comparing evaporative deposition 
of sodium chloride and calcium sulfate crystals found that sodium chloride crystals so not pin the 
contact line while calcium sulfate does.2 The authors attribute this difference to the different 
interfacial interactions of the two crystals, where sodium chloride crystals form at the air/water 
interface and calcium sulfate crystals form at the triple phase contact line. A similar effect is shown 
in Figure 9.4, where calcium carbonate pins the drop contact line and disrupts the crystal critter 
effect when it is able to crystallize before sodium chloride.  
 
The interior crystal lattice of a given salt and the associated salt morphologies are also important 
in patterning phenomena. The ways in which the crystal lattice of a given salt influences the 
morphology of ta macroscopic crystal was discussed in Chapter 2 but has not been given much 
attention in the individual chapters. This influence is seen in each of the experiments in which 
multiple salts are used (Chapter 3, 5-8). Chapter 3 has the obvious result that sodium chloride and 
potassium chloride crystals form cubic structures while calcium sulfate forms needle-like crystals.  
 
A more interesting result comes from the patterning work of Chapter 8 (Figure 8.5), where 
evaporation of silver sulfate and calcium iodate solutions on hydrophilic substrates both form 
triangular patterns but with morphologies that strongly differ from the dendritic structure of 
calcium sulfate. In general, dendritic structures form as a result of diffusion-limited growth,3 which 
is the result of the extremely fast rate of crystallization occurring at the thin, mobile contact line. 
In contrast, the silver sulfate crystals form lines rather than dendrites, and the calcium iodate 
pattern is composed of small circular clusters.  
 
 

Crystal-Texture Interactions 
 
Micro- and nano-scale substrate textures have a strong influence on crystallization.4,5 Some effects 
of this influence are explored in Chapters 3,4, 6, and 9. In Chapter 3, I show that salt scaling on 
superhydrophobic surfaces is actually greater than scaling on smooth hydrophobic surfaces. This 
highlights that superhydrophobic surfaces are not the gold-standard in anti-fouling interfaces, and 
that the texture may do more harm than good for resisting crystallization fouling.  
 
Chapter 4 makes extensive use of the influence of texture on crystallization and shows how 
crystallization kinetics of struvite are strongly enhanced by the presence of nanoscale pores. The 
first part of Chapter 4 explores this influence by comparing crystallization kinetics and final 
structure across three different pore sizes using anodisc membranes of controlled porosity. Next, 
nanoporous zeolite crystals were tested as a method of enhancing crystallization kinetics and were 
found to increase the nucleation induction time by a factor of 2-3. In Figure 4.7, needle-like struvite 
crystals are observed to be adhered to the outer texture of nanoporous zeolite crystals. 
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Chapters 6 and 9 dealt with crystallization from evaporating drops on superhydrophobic textures. 
In these studies, it was found that both sodium chloride and calcium sulfate crystals will intrude 
into a micro-scale texture and induce a Cassie-Wenzel transition. For the calcium sulfate system 
of Chapter 6, whether or not the crystals would intrude into the texture was a function of both the 
spacing of the micro-posts and a function of temperature. Increased distance between the micro-
posts was associated with an increased likelihood of the Cassie-Wenzel transition. This transition 
occurred much sooner in the evaporation process than it did for drops of DI water on the same 
surfaces (Figure 6.3). Crystal intrusion of calcium sulfate into the textures increased the overall 
surface energy of the solid/liquid interface, which enabled the transition. Likewise, in Chapter 9 
(Figure 9.3) it is observed that the critter effect does not occur on superhydrophobic surfaces with 
micro-scale features due to crystal intrusion of sodium chloride.   
  
 
10.2 Perspectives & Future Directions 
 
 

Fouling Inhibition 
 
Mineral fouling is a recalcitrant problem across industries with no simple solution. I have shown 
that liquid impregnated surfaces (LIS) are able to resist multiple salt foulants due to the physical 
barrier that the lubricating layer provides between the underlying surface and crystallizing 
materials. In addition, a collaborative project not described in this thesis has successfully used the 
same surfaces for eliminating bacterial biofilms.6 Thus, these surfaces present a promising solution 
for anti-fouling. However, the lubricating layer method cannot be universally applied.  For 
example, lubricant impregnated surfaces cannot be easily applied to membrane modification, as 
the oil layer would block pores. Membrane fouling is a critical problem in desalination and in other 
forms of water treatment, where fouling is often the limiting factor in membrane performance and 
operation.7 One investigation attempted an LIS approach for membrane modification, and showed 
that the material successfully resisted fouling, but also required additional pressure application in 
order to displace the oil from the pores during operation.8  The LIS approach is also limited in 
applications operating under high shear, as shearing flows can entrain the lubricating layer and 
deplete the oil.9 While LIS may not be an ideal anti-fouling strategy for pipe flow (where velocities 
are necessarily large in order to minimize frictional losses), it could be applied to scenarios that 
are quiescent or have low velocity flows. One such application for fouling prevention in fluid 
sumps of wastewater treatment plants, where untreated water is stored. These sumps require 
regular maintenance due to fouling build-up at the air water interface, and plant operators could 
therefore benefit greatly from fouling resistant coatings. Future work could investigate anti-fouling 
mechanisms which are applicable to high shear conditions, or methods of improving LIS stability 
in flows.  
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Additional work should also be done to explore simultaneous fouling by multiple fouling 
mechanisms including biofouling. This is particularly important for applications in desalination 
and waste water treatment, where multiple fouling mechanisms are likely to exist at once. 
Biological fouling is a mechanism in which organisms (usually bacteria or fungi in industrial 
systems; but also barnacles, mussels, and algae in aquatic environments) accumulate and form 
colonies. Biological fouling is problematic in membrane-based desalination where bacterial 
biofilms severely limits membrane lifetime and performance.7 Other categories of fouling include 
corrosion from chemical reactions in harsh environments, adsorption of organics, and particulate 
accumulation.  

 
In this work, I tested mineral fouling of multiple salts and salt combinations and found that fouling 
of one salt is altered by the presence of another. Likewise, the presence of multiple fouling 
mechanisms will have impacts on others.  For example, mineral scaling generates surface defects 
that facilitate corrosion, and soft bio-deposits can facilitate crystal nucleation. Designing surfaces 
that simultaneously reduce the risk of all contaminants is challenging due to the different 
mechanisms of adhesion. Hydrophobic surfaces reduce crystal-fouling,10 while hydrophilic 
surfaces reduce organic absorption;11 and biofilm growth has a complex relationship with surface 
properties.12 Thus, modification of substrate wettability is not sufficient to address fouling across 
multiple mechanisms since interfaces which successfully resist one form of fouling become 
vulnerable to another. This is a self-defeating cycle in which accumulation of a single foulant 
induces fouling of others.  

 
In chapter 10, I introduce the critter phenomena in which salt crystals are ejected from heated, 
superhydrophobic surfaces. Additional work in this area could be the scale-up of this process for 
the application in anti-fouling for spray cooling heat exchange. I have argued that this effect is 
perfect for this application, as heating of the solid is inherent and because it could enable the use 
of waste brine as an alternative water source. I have shown that the contamination from other salts 
and even surfactants of the brine does not prevent the effect so long as the sodium chloride 
concentration is high enough. However, before this can be implemented in heat exchange, work 
will need to be done to determine how one can create the specific nanotexture required for the 
critter effect on industrially relevant material (aka, metals). The scale up of nanoengineering 
approaches on metallic surfaces is a persistent problem across fields of interfacial engineering.13 
A related challenge is the temperature stability of many hydrophobic functional groups. In bench-
scale experiments, samples are typically rendered hydrophobic by the addition of an organic 
polymer. Such polymers typically do not hold up well to high temperatures. One possible solution 
to this challenge is the use of ceramic materials for hydrophobicity.14   
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Nutrient Recovery 
 
In the work presented in Chapter 4, I primarily focused on applying nanoengineering to creating 
surfaces and particles for application in recovering struvite from waste water. However, there are 
other nutrient crystals that could be explored. In addition, there are other waste streams containing 
large amounts of desirable chemistries. One such stream is agricultural run-off, which contains 
large amounts of phosphate and nitrogen. Struvite could be precipitated in these run-off streams 
by the addition of magnesium; or other nutrient crystal chemistries could be explored. Other waste 
streams of interest include industrial waste, waste water produced from fracking, and mining 
tailings.15 Mining tailings are a particularly interesting system for future work, as with struvite 
recovery from waste water, crystallization separations processes from these streams can recover 
useful products while simultaneously reducing environmental impact.  
 
Another interesting waste stream is run-off of snow melt caused by de-icing salts. Salts (usually 
sodium chloride) have been used across the US to de-ice our roads. Run-off from these roads have 
resulted in a continuous accumulation of salt in environmental waters, which has a profound 
impact on both aquatic life and on the quality of our drinking water sources.16 The application of 
interfacial engineering to solve this problem is not immediately obvious, as the high solubility of 
sodium chloride makes it inherently challenging to remove from water. However, it could be 
possible to engineer interfaces using electrostatic principles to remove at least some fraction of 
salt from the run-off before it reaches environmental waters.  
 
Additional work could also be done in the area of scaling the interfacial engineering principles 
developed in Chapter 4 for on testing the applicability of engineered surfaces to real conditions at 
a wastewater treatment plants (WWTP) including presence of co-contaminants and fluid flow. 
Struvite growth is a diffusion limited process,8 and therefore mixing has a significant influence on 
growth kinetics.9 A range of fluid flows within wastewater operating conditions will be explored. 
The flow geometry(s) for these tests could be (1) a scaled model of the serpentine channels used 
in aeration basins of WWTPs (2) simple stirring in a beaker to model a CSTR (also used in WWTP 
for flotation/sedimentation), or (3) a Couette cell for accurate determination of flow Reynold’s 
numbers and shear rates. The influence of co-contaminants could also be explored using other salts 
common in wastewater, and possibly even by using a solution of actual water taken from an 
aeration basin at a local WWTP. 
 

 
Crystal Patterning  
 
I have shown how substrate wettability and evaporation rate can be used to control patterning from 
an evaporating salt solution. These salt patterns are effective masks in a variety of applications and 
can be used to fabricate micro-textures. Such micro-textures have immediate application for 
fabricating superhydrophobic surfaces in a way that cuts the costs, reagents, and time required by 
an order of magnitude. However, for many microtechnological applications, a higher resolution 
control over the patterns is required. For some applications, resolution on the scale of 10 nm is 
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required. While the patterns formed here are highly regular, the resolution is sufficient for such 
applications. Further work could be done in fine-tuning the processes in order to achieve the exact 
pattern desired. This would involve fine-tuning of the surface energy of the substrate, which 
influences the magnitude of the energetics forces; and of the evaporation rate.  
 
A higher degree of control of patterning process could also be accomplished by implementing 
techniques beyond changing the evaporation rate and surface wettability for precisely defining the 
contact line velocities and thickness of the evaporating film. These two properties primarily are 
responsible for the specific pattern that emerges on each sample and are not particularly well-
controlled in the experiments presented in Chapters 7 and 8. This could also allow the patterning 
process to be scaled up into geometries larger than the size of the drops used here.   
 

The discovery of the various ways in which a single drop of evaporating calcium sulfate can form 
patterns was entirely unexpected. Thus, it is possible that there are more patterns to be discovered 
by altering additional experimental parameters. One such parameter is the geometry of the surface. 
While performing the experiments reported in Chapter 6 on evaporative deposits on 
superhydrophobic surfaces, I performed some controls using hydrophilic micro-post textures. The 
salt spread through these textures in a geometrical fashion, resulting in hexagonal or square coffee-
rings rather than a circular one.  
 
Another property that can be altered include the solute chemistry. A common theme in many 
chapters has been how calcium sulfate is a model salt for patterning due to its relatively constant 
solubility over a range of temperatures. However, other salts with different solubility properties 
may be able to repeat the patterning behavior of calcium sulfate by controlling the temperature at 
which solutions are prepared and the concentration. This is explored in the spiral patterning effect 
presented in Chapter 7, where I show that a sodium chloride solution prepared at a very specific 
concentration can almost replicate the patterning effect. The results presented in Figure 8.5 
showing triangular patterning across other salts suggest that there is more work to be done 
exploring the different ways that solutes with differing properties can contribute to patterning.  
 

 
Other Applications 
 
I have focused specifically on the above applications (anti-fouling materials, nutrient recovery, 
and water-soluble patterning/masking) with a focus on sustainability. The other applications in 
which similar interfacial engineering strategies for control of crystallization can be applied are 
nearly limitless. One application I find particularly interesting is the formation of mineral stones 
within the shoulder joint in a painful condition called calcific tendonitis.17 I find this phenomena 
interesting because the “cure” for this condition is simply waiting for the crystal to re-dissolve, 
which begs the question of how the minerals form in undersaturated conditions in the first place. 
It would be interesting to investigate the formation and re-dissolution of these crystals from an 
interfacial engineering perspective. For example, do the crystals form due to confinement within 
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the biological tissue? Or due to the presence of a foreign seeding material? The answers to these 
questions could inform treatment/prevention of the condition, or possibly inform new materials 
design for nucleating minerals in undersaturated conditions.  
 
Other projects continuing the exploration of the critter effect (but with less industrial relevance 
than those mentioned previously in anti-fouling) could be exploring the combined interactions 
between salt and nanoparticles in the effect. For example, it is possible that the particles would 
disrupt the effect by providing a surface for crystals to nucleate on, and thereby disrupting critter 
structures. It is also possible that the particles would be incorporated into the crystalline structure, 
or that the globes would form around them. Rather than having dissolved particles inside the drop, 
one could also consider creating a liquid marble (in which hydrophobic particles are coated on the 
exterior of the drop)18 using a salt solution, and then depositing the marble onto the heated 
Nanograss surfaces. While such exploratory studies may not have immediate applications, we can 
only determine whether or not interesting phenomena will emerge by trying. 
 
Some of the results of the current work may also have implications for preventing ice 
crystallization. This is particularly important in the airline industry, where de-icing chemicals 
currently used are not environmentally friendly. In addition, there is significant cost associated 
with the manual de-icing. For these reasons, interfacial engineering is an ideal strategy for reducing 
ice adhesion to aircraft.19 Previous work from the lab has shown that ice crystallization in inhibited 
within the same nano-scale texture used in the Critter phenomena that inhibits salt crystallization,20 
demonstrating a possible analogy between salt and ice crystallization at interfaces. It would be 
very interesting to find the limits of this analogy and to what extent lessons from one system can 
be applied to the other.   
 

 
Conclusions 
 

There are a large number of interesting research directions to be explored under the theme of 
interfacial engineering for controlled crystallization. These directions range from practical 
(exploring crystallization as separation process for pollution prevention, industrial scale-up of 
different applications, etc.) to fundamental experiments (fine-tuning the explanations for how 
crystal properties influence patterning from evaporating drops). The work presented in this thesis 
has found a number of unusual results, including the formation of patterns from evaporating drops 
and the ejection of salt structures during the crystal critter effect; and I am confident that there are 
many more interesting effects waiting to be discovered.  
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