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Abstract 
 
Natural disasters such as hurricanes, floods, and wildfires have been increasing both in 
frequency and in the cost of damages. Different communities experience disasters 
differently, from the immediate losses to the long-term recovery process. Age, disability, 
race, housing status, and socioeconomic status are factors that can contribute to disparities 
in a person or community’s vulnerability to disasters. Federal disaster aid policy has 
historically contributed to disaster vulnerability as well, at times enhancing disparities in 
survivors’ ability to respond or recover. The Federal Emergency Management Agency 
(FEMA) has recently significantly expanded its efforts to individualize the survivor 
experience, and especially consider the survivor’s social vulnerability. We received a large 
dataset with outcomes for Individual Assistance (IA) programs for registrants in eight 
different natural disasters from 2008-2017. My research has been to analyze these outcomes 
in order to explore potential disparities in the survivor experience based on demographic 
characteristics at the individual and community levels. This document covers my exploration 
of this data set in the context of social vulnerability. I employ high-level descriptive statistics 
as well as multi-level modeling techniques to depict the relationship between demographic 
variables associated with social vulnerability and outcomes in IA programs. Through these 
modeling techniques, I find that many individual and community-level demographic 
variables are strongly correlated with FEMA assistance outcomes including assistance 
amount and the number of contacts between the registrant and FEMA. Finally, I outline 
significant disparities in assistance levels for different demographic groups.  
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Chapter 1: Introduction 
 

On November 27th, 2019, the top article on the New York Times website was titled 

“FEMA’s Hurricane Aid to Puerto Rico and the Virgin Islands Has Stalled.” It detailed FEMA’s 

recovery efforts in the aftermath of 2017 Hurricanes Maria and Irma, and compared them to 

recovery efforts for other hurricanes that predominantly impacted mainland America. The New York 

Times found that in Puerto Rico, only 190 long-term recovery projects had been funded by FEMA, 

out of over 9,000 requests. After Hurricane Harvey in Texas, 3,700 projects had been funded two 

years later, similar to the result in Florida. The cause of such a disparity in aid has been the subject of 

significant disagreement. The government claimed the main issues were Puerto Rico’s devastated 

economy, mismanaged funds, and disputes about the costs of recovery projects. But Puerto Rico 

thought that the government had been underestimating the recovery costs, and had deliberately 

delayed recovery efforts. San Juan mayor Carmen Yulín Cruz attributed the disparity to racism 

(Walker and Kaann-Youngs, 2019).  

The unequal impact of natural disasters is a problem that is both current and historic, and 

has been well documented over the years. The poor recovery efforts in Puerto Rico and the Virgin 

Islands are not the first of their kind, and they will not be the last. In this section, I will first explain 

the increasing importance of studying the impacts of natural disasters. Then, I will put the study of 

natural disasters and their impacts in historical context. Next, I will discuss the various ways in which 

natural disasters impact people differently, from intersections with social vulnerability to government 

policy, including historical examples.  

 

Why Study Disasters?  

 
First I want to provide some contextual basis for the growing relevance of natural disasters 

in society. Disasters are increasing in frequency, cost, and scale. The advent of global warming means 

that extreme weather, including natural disasters, will only increase in coming years. Over 170 peer-
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reviewed studies have already linked climate change to weather anomalies, and the field of attribution 

science has improved to the point that weather agencies will soon be able to say, in real-time, how 

much climate change increased the likelihood of an individual occurrence (Schiermeier, 2018). 

Disasters are also becoming much costlier. 2017 became the costliest year on record for natural 

disasters, with just three hurricanes, Harvey, Irma, and Maria, causing around $265 billion in damages 

(NOAA 2018). A 2013 study found that even if the number of yearly disasters stays constant, by 

2025 damage costs will rise by a factor of 1.3-1.7, and by 2025 costs could quadruple (Preston, 719). 

Finally, disasters impact many more people than might be presumed. Data from the Spatial Hazard 

Events and Losses Database for the United States shows that 99.7 percent of US counties “have 

experienced notable property damage from natural hazards” (Howell and Elliott, 2018). Additionally, 

“over the past half-century, the average US county has experienced damages from five events per year 

totaling millions of dollars annually” (Howell and Elliott, 2018). In summary, disasters will impact 

more people, more often, and at greater cost.  

These widespread impacts provide a rich opportunity for researchers to seek to understand 

potential disparities in these impacts along lines of race, class, gender, or other demographic 

distinctions. Given the increasing ubiquity of disasters and their impacts, those interested in social 

inequality should be concerned with how disasters intersect with social vulnerability and create or 

perpetuate inequality.  

Definitions and Historical Background 

 

One of the most famous definitions of disasters comes from Charles Fritz, who said that a 

disaster is an “event, concentrated in time and space, in which a society… undergoes severe danger 

and incurs such losses to its members and physical appurtenances that the social structure is 

disrupted and the fulfillment of all or some of the essential functions of the society is disrupted.”  

The definition of social vulnerability more or less refers to the ability of people to respond to a shock 

to their society or their environment, from an unexpected job loss to a car breakdown. Different 
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people and communities can have a harder time dealing with these issues, depending on disability, or 

socioeconomic status, or education level. There a few subtle but important aspects of these 

definitions. A key component of the definition is that there must be a society that the disaster 

happens to. A fire that consumes an uninhabited island, wouldn’t really be considered a disaster 

because there is no human impact, or at least no immediate human impact. It is also easy to see how 

these definitions can be combined. Disasters can be thought of as societal disruption to the most 

extreme degree, and people that are more vulnerable to societal disruptions can be expected to be 

vulnerable to disasters (Tierney, 2019).  

Therefore, the study of disaster vulnerability seeks to determine how different people and 

communities experience disasters differently, both in the immediate losses and more long term 

recovery. The origin of this research dates back to the late 1940s, when the Army Chemical Center 

contracted the National Opinion Research Center to study the impact of “extreme threat situations” 

on behavior in the aftermath of a toxic smog event in Pennsylvania. This study was the first of its 

kind, and one of the researchers, Henry Quarentelli, went on to found the Disaster Research Center 

in 1963, the first research center focused on how disasters impact social behavior (Tierney, 2019). 

Though its research was often limited to determining how people respond to stressful situations, the 

research was important nonetheless. It debunked the popular notion that people panic or turn violent 

when their environment is drastically changed—instead they found that people exhibit much more 

pro-social, positive behavior, and the community largely comes together after a disaster (Tierney, 

2019).  

Scientists did not study how vulnerability differs from group to group until later. Two 

contributions, Interpretations of Calamity, published in 1983, and At Risk: Natural Hazards, People’s 

Vulnerability, and Disasters, published in 1994, were pivotal in moving disaster research toward 

vulnerability studies (Tierney, 2019). Though they focused on class rather than race or gender, they 

helped reconceptualize disasters as shocks to society that would impact people differently based on 

their societally determined ability to adapt (Tierney, 2019). In 1997, the volume Hurricane Andrew: 
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Ethnicity, Gender, and the Sociology of Disasters was published. It chronicled the response and recovery for 

Hurricane Andrew, which affected Miami and the surrounding area, and discussed differences in 

experience for people of various ethnic and racial groups. The authors found that African Americans 

had a much more difficult time recovering than Cuban Americans or white Americans, and this 

corresponded to the groups’ relative political and social power in that area. The volume also 

discussed how gender impacted recovery, which added intersectionality to the academic discussion 

(Tierney, 2019).   

Over time, researchers began to consider disasters as not just something that happen to 

society, but also a product of that society and of government policy. A disaster is not just an 

environmental hazard, but also the losses that come with it, and these losses are heavily determined 

by the social structure and economic and political factors. In this reading, an understanding of 

vulnerability is actually central to the understanding of disasters, because the losses and the unequal 

impact are not just components of the disaster, they constitute why we care about the disaster at all.  

This transformation primed the academic community for heavy analysis of a few focusing 

events, the most important being Hurricane Katrina. Katrina presented a case filled with disparities, 

from access to resources and the immediate impact of the hurricane, to the robustness of the 

response and recovery effort. These disparities were studied extensively by sociologists, and formed 

the foundation of where disaster sociology and vulnerability research stands today (Tierney, 2019). In 

the next section, I will describe in more detail the ways in which disaster sociologists have come to 

consider how social vulnerability relates to disasters.  

Hurricane Katrina: A Case Study in Disaster Vulnerability  

 

Hurricane Katrina is an excellent case to understand the variety of ways in which disparities 

in disaster vulnerability arise, especially due to the level of social vulnerability prior to the disaster and 

the scale of the disaster itself. The first set of disparities in Katrina is related to how communities 
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were immediately impacted, and how they were able to respond. In Katrina, the more socially 

vulnerable, especially poor Black people, often did not have the resources necessary to evacuate New 

Orleans before the hurricane hit. As much as 26 percent of New Orleans households did not own a 

car, while at the national level, this statistic is only nine percent. Others said they did not hear or 

understand the evacuation order (Fussell, 2015). When it came to returning home after the hurricane, 

the government first had to declare the neighborhood open. The first to be opened for return were 

the least damaged, where the most socioeconomically privileged lived, while the last were the poorest 

and least valuable, closer to the ocean and at lower ground. This most often disadvantaged Black 

survivors (Fussell, 2015). This ultimately meant that demographics shifted in the aftermath of Katrina 

as more socially vulnerable people returned to New Orleans at a much slower rate than more affluent 

people (Fussell, 2015).  

 The government response after Katrina was highly dependent on racial factors in other ways 

as well. One of the most egregious examples of this was the government’s decision, spurred on by 

the media, to prioritize “public safety” over recovery and aid efforts. As explained earlier, contrary to 

popular opinion the history of disasters shows that communities respond in a positive, pro-social 

way. This was not the media framing of the aftermath of Katrina. The prominent media coverage of 

New Orleans played on negative stereotypes of Black people as criminals, and chose to highlight 

“looting and lawlessness” (Tierney, Bevc, and Kuligowski, 2006). This coverage was highly 

exaggerated, to say the least. Articles from The New York Times and The Washington Post included 

language like “opportunistic thieves” and “armed thugs.” The New York Times reported later that by 

the Superdome, “rapes and assaults were occurring unimpeded in the neighborhood streets,” and 

“America is once more plunged into a snake pit of anarchy, death, looting, raping, marauding 

thugs…” (Tierney, Bevc, and Kuligowski, 2006). The reports of rapes and murders in the Superdome 

were revealed later to be false (Tierney, Bevc, and Kuligowski, 2006). But a highly racist scene had 

already been set. This scene soon worsened as National Guard and law enforcement were sent in 

droves, subsequently leading the media to frame New Orleans as a “war zone” (Tierney, Bevc, and 
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Kuligowski, 2006). Over 72,000 troops were sent in (Tierney, Bevc, and Kuligowski, 2006). The 

military’s presence in New Orleans was viewed by policymakers and the media as a positive step 

forward, one that was bringing “law and order” to the area (Tierney, Bevc, and Kuligowski, 2006). 

Instead, militarization hindered recovery efforts and diverted aid resources. At one point, on 

September 1st, 2005, Louisiana Governor Kathleen Blanco “called off emergency rescue operations” 

so that “public agencies could devote all their attentions to looting” (Tierney, 2006). This militaristic 

approach, based on a mythology of the criminality of Black survivors, can be seen as further disaster 

vulnerability for people of color (Tierney, Bevc, and Kuligowski, 2006). The higher the minority 

population, the higher the likelihood of a militarized response, and the worse the overall outcome for 

the population.  

Further Disaster Vulnerability Research 

 

 There are other examples of disparities in recovery following natural disasters. After 

Hurricane Harvey, some Texas towns received highly disproportionate levels of aid. The Southeast 

Texas Regional Planning Commission, tasked with distributing federal aid to townships, determined 

aid levels based on the proportion of the town that experienced damages, with no regard for the 

population size of that town. That meant that smaller, wealthier, whiter towns with a high rate of 

damages received much more aid per household than larger, higher percentage minority towns. One 

89 percent white town with 23 affected residents received $49,000 per resident. A town whose 

population is roughly 50 percent Black and had 92,000 affected residents received only $40 per 

resident (Capps, 2018).  

 This anecdotal evidence is born out more generally across time. A study from last year 

analyzed Panel Study of Income Dynamics data to determine longitudinal trends in recovery after 

natural disasters, and found significant racial disparities in wealth accumulation. White people living 

in areas with significant disaster costs gained on average $126,000 from 1999 to 2013, while Black 

people in these areas actually lost $27,000 over the same period of time. For Latinos and people of 
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other race, the losses are $21,000 and $10,000, respectively. The researchers found similar trends 

along education and homeownership lines (Howell and Elliott, 2018). They also found that 

independent from disaster costs, more aid from FEMA increased wealth inequality as well. White 

people increased their wealth the higher their community’s level of aid from FEMA, while for black 

people as FEMA aid to their community increased, their wealth decreased significantly (Howell and 

Elliott, 2018).  

 This paper built on other research covering examples of disaster vulnerability stemming both 

from damages due to the disaster itself and from aid and recovery policy. In “Places as Recovery 

Machines: Vulnerability and Neighborhood Change After Major Hurricanes,” Pais and Elliott 

showed that disasters furthered inequalities, and the vulnerability of certain communities could 

counteract gains in population and housing relative to nearby, less vulnerable communities. In “Loan 

Request Outcomes in the U.S. Small Business Administration Business Disaster Loan Program,” 

Dahlhamer found disparities among demographic groups in approval for Small Business 

Administration loans. In “Beyond Disasters: A Longitudinal Analysis of Natural Hazards’ Unequal 

Impacts on Residential Instability,” Junia and Howell found that in particular for Black and Latina 

women, natural disasters increase residential instability.  

Dimensions of Disaster Vulnerability  

 

Due to this research, those interested in disaster vulnerability have sought to develop metrics 

that can measure and compare vulnerability across different communities. There are many examples 

of disaster vulnerability metrics. In the following section, I will provide overviews of some of the 

most prominent. Each includes metrics of vulnerability that fall primarily into five categories: 

socioeconomic status, household composition and disability, minority status and language, housing 

and transportation, and social capital. There is a fair amount of overlap across different indexes, but 

the differences are important. For instance, while all four indexes seek to express the potential for 

losses for different areas in the aftermath of the disaster, not all focus solely on social vulnerability. 
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The FEMA Preparedness organization uses a set of metrics that focus on resilience. There are some 

subtle differences between vulnerability and resilience measurements. Resilience is sometimes 

thought of as the ability to overcome vulnerability, and for this reason social capital metrics are 

included in resilience measurements. Religious affiliation is included in the Preparedness indicator 

variables because of the belief that more well-connected communities will be better-equipped to 

handle adversity. However, researchers creating social vulnerability metrics would be unlikely to 

include religious affiliation, because less religious areas are not necessarily more vulnerable to 

disasters. Similar, but opposite reasoning explains the inclusion of race in vulnerability measurements 

but not in resilience measurements. Part of the difference between vulnerability and resilience is the 

application of each metric. Social vulnerability indexes help government agencies target certain 

communities that may need more assistance following a disaster. Resilience metrics are often used as 

tools for communities to identify their own shortcomings. In this way, the framing of each concept is 

slightly different (Tierney, 2019).  

 The following table provides color labels for variables in each list, based on the five broad 

categories discussed earlier 

 

Category Color 

Socioeconomic status    

Household composition/disability   

Minority status/language   

Housing/transportation   

Social capital   

 

               Table 1: Categories of Metrics for Disaster Vulnerability 
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Methodologies for Measuring Disaster Vulnerability  

 

POST Demographic Data 
 

 Prioritizing Operations Support Tool (POST) was developed by FEMA in an attempt to 

help prioritize response and recovery operations in the immediate aftermath of a disaster, in certain 

areas based on three main criteria. The first two criteria are based on the likelihood and severity of 

the environmental hazard hitting the area, while the third is a social vulnerability index that uses 

thirteen different community-level demographic statistics taken from the American Community 

Survey 5-year estimates. These variables are used to rank communities by overall vulnerability level, 

although it is not yet clear exactly what process will be used to create this rank (Goldblatt, 2019).  

POST Social Vulnerability Index 

Population age 16+ and unemployed 

Population age 16+ not in labor force 

Number of households in poverty  

Number of households on disability and food stamps 

Number of households on disability and no food stamps 

Number of households with food stamps/SNAP 

Number of households with public assistance 

Population age 65 and over 

Population American Indian or Alaska Native 

Number of housing units that are mobile homes 

Number of households 

Number of housing units 

Population 
 

   Table 2: POST Variable List 
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FEMA Preparedness Data 
 

 The FEMA Preparedness Indicator Variables were selected by a research group at Argonne 

National Laboratory. Their methodology for selection began with a review of six meta-analyses of 

community resilience assessment, which covered a total of 73 different methodologies. These were 

reduced to 8 methodologies that met these criteria: “they used a unit of analysis that corresponded to 

U.S. county-level data, applied to multiple hazards, had a pre-disaster focus, used quantitative 

measures, used a publicly available methodology, and used publicly available data sources.” The 8 

selected methodologies included a total of 100 variables. These were reduced to a list of 20 variables 

which were found in at least 3 separate methodologies. The variables selected cover both individual 

and community-level data points, and most are found in the American Community Survey.  

 The primary use of these variables is to “assist in prioritizing locations for Technical 

Assistance investment and in informing community resilience Technical Assistance content” 

(Edgemon et. al., 2019).   
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FEMA Preparedness Indicator Variables 

Percent of population without high school diploma 

Percent of labor force unemployed 

Median household income 

Gini Index 

Percent of population without health insurance 

Percent of population with disabilities 

Percent of population 65 years and older 

Percent of single-parent households 

Percent of with limited English-speaking households 

Percent of owner-occupied housing units 

Percent of occupied housing units with no vehicles available 

Number of hospitals per 10,000 people 

Number of health-diagnosing and treating practitioners per 1,000 
population 

Percent of housing units that are mobile homes 

Number of public schools per 5,000 population 

Net migration of individuals 

Number of hotels/motels/casinos per 5,000 population 

Percent of vacant rental housing units 

Percent of population that are religious adherents 

Number of civic and social organizations per 10,000 people 

 

                               Table 3: FEMA Preparedness Variable List 

 

 

CDC Social Vulnerability Index 
 

 The Centers for Disease Control and Prevention Social Vulnerability Index was first 

proposed by Flanagan, et. al., in “A Social Vulnerability Index for Disaster Management.” It was 

developed by ATSDDR’s Geospatial Research, Analysis & Services Program to “help public officials 

and emergency response planners identify and map the communities that will most likely need 

support before, during, and after a hazardous event.” The SVI data is used to rank Census tracts in 

order based on each variable. Census tracts on the more vulnerable end of the spectrum can be 

targeted by public health officials for more supplies, aid, or other resources before, during, or after a 
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hazardous event. I use the CDC SVI 2018 documentation for precise calculations for each variable 

from the American Community Survey data.   

 

 

CDC Social Vulnerability Index 

Percent individuals below poverty 

Percent civilian unemployed 

Per capita income 

Percent persons with no high school diploma 

Percent persons 65 years of age or older 

Percent persons 17 years of age or younger 

Percent persons with a disability 

Percent male or female householder, no spouse present, with children under 18 

Percent minority 

Percent persons 5 years of age or older who speak English less than "well" 

Percent multi-unit structure 

Percent mobile homes 

Crowding 

No vehicle available 

Percent of persons in group quarters 

 

         Table 4: CDC SVI Variable List 

 

HVRI Social Vulnerability Index 
 

 The social vulnerability index was first proposed by Cutter, Boruff, and Shirley in “Social 

Vulnerability to Environmental Hazards.” Initially, 42 variables were selected as having an impact on 

social vulnerability. Since then, the Hazards & Vulnerability Research Institute have modified the 

original list to include these 29 variables (SoVI Evolution). 
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HVRI SoVI 

Percent poverty 

Percent households receiving social security benefits 

Percent households earning over $200,000 annually 

Per capita income 

Percent with less than 12th grade education 

Percent civilian unemployment 

Median housing value 

Median gross rent 

Percent population under 5 years or 65 and over 

Percent children living in 2-parent families 

Median age 

Percent female 

Percent female headed households 

People per unit 

Percent Asian 

Percent Black 

Percent Hispanic 

Percent Native American 

Percent speaking English as a second language with limited English proficiency 

Nursing home residents per capita 

Hospitals per capita  

Percent of population without health insurance 

Percent renters 

Percent mobile homes 

Percent employment in extractive industries  

Percent employment in service industries 

Percent female participation in labor force 

Percent of housing units with no car 

Percent unoccupied housing units 

 

           Table 5: HVRI SoVI Variable List 
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Research Questions 

 

 In the present study, there are a few main research questions I will seek to answer. First, how 

do the experiences of survivors seeking aid in FEMA’s Individual Assistance (IA) programs vary? In 

which dimensions, among numbers of contacts, amount of assistance, application rate, and approval 

rate, does the experience vary most? Second, what individual or community-level demographic 

factors from IA, POST, FEMA Preparedness, the CDC SVI, or the HVRI SoVI impact the 

experience of survivors in IA programs? Finally, how should FEMA use demographic information at 

the individual and community levels to better manage IA programs in the future? Answering these 

questions require definition of the units of analysis. 

Units of Analysis 

 

There are two main levels of data used in this analysis—the individual level and the 

community level. The initial data set received from FEMA was comprised of data about every 

registrant for various IA programs from eight selected natural disasters. These disasters include 

Hurricanes Irma, Matthew, Maria, Harvey, and Ike, as well as the 2014 California earthquake, the 

2017 California wildfires, and the 2016 Louisiana floods. For each disaster, FEMA provided 

information about individual survivors of these disasters who applied to FEMA directly for aid. The 

IA data is reported at the individual household level. One unit will therefore be the individual—

comparing individual demographic characteristics that we know, such as age, gross income, and 

household composition, with outcomes in Individual Assistance programs. The other unit of analysis 

is the community. The highest geographic spatial resolution in the IA data is the reported ZIP code. 

Merging ZIP code-level data with the IA data allows us to compare outcomes to the community-

level demographic statistics. However, many of the ZIP codes are poorly represented by registrants.  
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          Figure 1: Histogram of Registrants Per ZIP Code 

 

Figure 1 shows that most ZIP codes have very few registrants applying. There are 4424 ZIP 

codes across all 8 disasters, covering over 5.6 million registrants. But 25% of the ZIP codes have only 

1 registrant. To avoid selection bias in the aggregated ZIP code data, I will select a cutoff for 

representation in ZIP codes.  
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                           Figure 2: Comparing Impact of Cutoff Selection on Proportion of ZIP Codes and Registrants Included 

 

Figure 2 shows how selecting different cutoffs vary proportion of ZIP codes and registrants 

included in the analysis. Increasing the cutoff drastically reduces the number of ZIP codes included, 

but does not drastically reduce the number of registrants included. Setting the cutoff at 30 registrants 

per ZIP codes includes 50% of the ZIP codes, but covers 99.8% of the registrants because of the 

high-population ZIP codes.  

 One methodology for evaluating cutoff selection is to compare the Census data at the ZIP 

code level the with the aggregated individual data self-reported in the IA data. This chart shows how 

the proportion of the population age 65 or older as determined by the Census relates to the 

proportion of IA registrants age 65 or older, for different cutoffs of ZIP code populations.  
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   Figure 3: Evaluating Accuracy of Cutoff Selections 

  

 Figure 3 shows that choosing a higher cutoff yields better results, with diminishing returns. 

The proportion of IA registrants age 65 or older in ZIP codes with 11 to 30 total registrants related 

to the Census estimate in those areas in a similar way when comparing the proportion of IA 

registrants age 65 or older in ZIP codes with 31 to 1000 total registrants. This reveals a few 

important insights. The aggregate demographics of well-represented ZIP codes resemble 

demographic estimates from the Census. Therefore, including more well-represented ZIP codes in 
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the analysis better justifies the comparison of community-level characteristics to individual-level 

outcomes. 

Research Design 

 

The two broad fields of analysis deployed in this research are descriptive statistics and 

regression analysis. Descriptive statistics provide an overview of the data, and clue us in to broad 

trends that may exist. It also helps to narrow down which specific distinctions, within demographics 

or the disasters themselves, may correlate with disparities in assistance outcomes. Regression analysis 

shows much more robustly the relationship between the independent and dependent variables.  

Chapter 2: Data 
 

There are two main levels of data used in this analysis—the household level and the 

community level. The initial data set received from FEMA was comprised of data about every 

registrant for various Individual Assistance programs from eight selected natural disasters. These 

disasters include Hurricanes Irma, Matthew, Maria, Harvey, and Ike, as well as the 2014 California 

earthquake, the 2017 California wildfires, and the 2016 Louisiana floods. For each disaster, FEMA 

provided information about individual survivors of these disasters who applied to FEMA directly for 

aid. One important note is that while these programs are under the umbrella of Individual Assistance, 

registrants apply for aid on behalf of their household, which may comprise other survivors. This 

incongruity is reflected in the data. For instance, self-reported demographic information includes age, 

gross income, number of people in the household, homeowner’s insurance status, and their city and 

ZIP Code. Age and income are expected to be individual-level data points, while clearly the number 

of people in the household depends on household-level information. The other data cover different 

aspects of the survivor journey, including every time there was a phone contact between the survivor 

and FEMA and the general subject of that call, how many hotels they stayed in and for how long, 
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and every form of assistance the survivor applied for. Some programs are simple loan programs and 

provided is an amount that was approved for provided in the data, and an approval date. Other 

programs like the Direct Housing program have much more information including dates for every 

point of the application and approval process, which can total up to 10 different dates. It is from the 

FEMA Individual Assistance data set that the dependent variables for the analysis, as well as some 

independent variables, are drawn. Figure 4 displays the disasters provided, along with their four-digit 

DR code, the number of registrants in the data set, and the year that the disaster occurred.  

Disaster 
DR Number of 

Registrants 
Year 

Hurricane Ike 1791 734,386 2008 

California Earthquake 4193 7,399 2014 

Louisiana Flooding 4277 153,408 2016 

Hurricane Matthew 4285 81,981 2016 

Hurricane Harvey 4332 895,617 2017 

Hurricane Irma 4337 2,644,443 2017 

Hurricane Maria 4339 1,122,545 2017 

California Wildfires 4344 25,425 2017 

 

Table 6: Disasters Provided 

Dependent Variables 

 

The dependent variables for this analysis are comprised of outcomes for registrants in 

FEMA’s IA programs. There are many data points in the IA dataset that fit this criterion. We 

attempted to address four outcome variables in this analysis, two that are binary, and two that are 

continuous. The two binary dependent variables include a measure of whether the registrant applied 

for general assistance, and of those who applied for general assistance, whether the applicant was 

approved. For the applicants who were approved for assistance, we included their assistance amount 

in dollars as a third dependent variable. Finally, we included the number of phone calls between the 

registrant and FEMA throughout the assistance process as a continuous dependent variable. Again, 

this is not an exhaustive list of all the potential outcome variables that can be used. However, these 
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four variables were the least complex to understand and predict at this stage of the study. These 

variables also allow the inclusion of the maximum number of registrants. Outcomes for specific 

programs would limit the number of data points significantly, but could be used in future studies.  

FEMA IA Outcomes 

Applied for assistance (binary) 

Received assistance (binary) 

Assistance amount ($) 

Number of phone calls to/from FEMA 

 

             Table 7: Dependent Variables List 

 

Independent Variables 

 

Household-Level Variables 

 

The FEMA IA data included self-reported demographic characteristics for each registrant 

and their household. This included information about whether the registrant was a renter or 

homeowner, whether or not the registrant had homeowner’s insurance, and where the registrant lived 

down to the city and ZIP code level. It also included the age, yearly gross income level, and the 

number of people living in the registrant’s household. Finally, it contained the registration method 

and the initial application date for individual assistance. Five of these individual-level demographic 

characteristics from the IA data will be used as independent variables in this analysis. This included 

all data points except for the registrant’s location. Again, while this data is described as being at the 

household level, some characteristics such as age are at the individual-level.  
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Demographic Data from FEMA IA 

Age 

Homeowner or renter 

Gross income 

Number of people in household 

Homeowner insurance status 
 

Table 8: Demographic Data from FEMA IA 

Community-Level Variables 

 

In this analysis we are also including independent variables at the community level. The 

highest geographic spatial resolution in the Individual Assistance data is the reported ZIP code. Data 

at the ZIP code level from the American Community Survey (2013-2017 5-Year estimate) was 

merged with the Individual Assistance data. Here, I selected variables by developing my own social 

vulnerability index based on the literature. 

 From the FEMA Preparedness Indicator Variables, the CDC SVI, and the HVRI SoVI, I 

selected several variables that may reflect community vulnerability, and will be used as independent 

variables in the modeling phase. The methodology for selecting these variables was to take the CDC 

SVI and the FEMA Preparedness Indicator Variables and combine them, while removing all 

variables where data was not available at the ZIP code level. This included data on migration, 

religious affiliation, public schools per capita, hospitals per capita, and civic organizations. From the 

HVRI SoVI I included four variables describing the racial demographics of the area in greater detail. 

The final list includes 23 variables covering socioeconomic status, household composition and 

disability, minority status and language proficiency, housing status, and transportation.  
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Proposed Community Variables  

Percent individuals below poverty 

Percent of labor force unemployed 

Per capita income 

Percent of population without high school diploma 

Percent of population without health insurance 

Gini Index 

Percent of population 65 years and older 

Percent of population 17 years of age or younger 

Percent of population with a disability 

Percent male or female householder, no spouse present, with children under 18 

Percent minority 

Percent Asian 

Percent Black 

Percent Hispanic 

Percent Native American 

Percent of limited English-speaking households 

Percent of owner-occupied housing units 

Percent mobile homes 

Percent of occupied housing units with no vehicles available 

Percent multi-unit structure 

 

Figure 4: Proposed Variable List 

The following table describes the relationship between the chosen community variables and the 

various existing variable lists.  
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Proposed Community 
Variables 

POST SVI 
Preparedness 

Indicators 
CDC SVI HVRI SoVI 

Poverty X   X X 

Unemployment  X X X X 

Income   X X X 

Education Level   X X X 

Health Insurance    X   X 

Gini Index   X     

Age 65 and Older X X X X 

Age 17 and Younger     X   

Disability X X X   

Single-Parent Household   X X X 

Minority Status     X   

Percent Asian       X 

Percent Black       X 

Percent Hispanic       X 

Percent Native American X     X 

English Language Proficiency   X X X 

Owner/Renter   X   X 

Mobile Homes X X X X 

Vehicle Access   X X X 

Multi-Unit Structure     X   

Group Quarters     X   

Crowding     X   

Housing Vacancy   X     

 

Figure 5: Comparing Social Vulnerability Variable Lists 

One note here is that not every variable is measured the exact same way across vulnerability 

indexes. For instance, the HVRI SoVI does not include single-parent households where the parent is 

male. This table does not take into account these subtle differences, but it shows the origin of each 

chosen variable and the major differences between vulnerability metrics.  
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Descriptive Statistics 

 

Variable Names for 
Modeling Precise Variable Description 

pov "Percentage of persons below poverty estimate" 

unemp "Estimate of unemployed population/civilian population age 16+ in labor force" 

income "Per capita income estimate" 

nohsdip "Percentage of persons with no high school diploma (25+) estimate" 

nohinsur "Percentage of the population without health insurance coverage" 

gini Commonly used measure of income inequality, ranging from 0 (low inequality) to 1 

age65 "Percentage of persons aged 65 and older estimate" 

age17 "Persons aged 17 and younger estimate/ total population estimate" 

disab "Percentage of civilian noninstitutionalized population with a disability estimate" 

sph "Single parent household with children under 18 estimate/households estimate" 

minority "Minority estimate/total population estimate" 

asian "Asian estimate/total population estimate" 

black "Black estimate/total population estimate" 

hispanic "Hispanic estimate/total population estimate" 

natam "Native American estimate/total population estimate" 

limeng "Percentage of limited English-speaking households" 

owner "Percentage of owner-occupied housing units" 

mobile "Percentage of mobile homes estimate" 

novehic "Percentage of households with no vehicle available estimate" 

mustruc "Housing in structures with 10 or more units estimate/housing units estimate" 

groupq "Persons in group quarters estimate/total population estimate" 

crowd 
"Occupied housing units with more people than rooms estimate/occupied housing 
units estimate" 

vacant "Percentage of vacant rental housing units" 

RentOwn Homeowner or renter (binary) 

Age Age of individual registrant (continuous) 

GrossIncome Gross income of individual registrant (continuous) 

HOI Registrant has homeowner's insurance or does not (binary) 

HHComp Household composition, or number of people in household (continuous) 

 

Figure 6: Variable Names and Precise Descriptions 
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Variable Class % Mean St. Dev. Count (N) 

Individual Variables           

RentOwn Owner 53.01     4913452 

HOI 
Has 
Insurance 27.97     4930546 

Age     46.02 16.08 4930546 

HHComp     2.22 1.45 4930546 

GrossIncome     48908.58 487405.81 4930546 

Community 
Variables           

pov     0.18 0.11 3511 

unemp     0.08 0.05 3511 

income     28568.88 15148.56 3511 

nohsdip     0.16 0.10 3511 

nohinsur     0.14 0.07 3511 

gini     0.44 0.07 3511 

age65     0.17 0.09 3511 

age17     0.22 0.07 3511 

disab     0.15 0.06 3511 

sph     0.09 0.06 3511 

minority     0.45 0.28 3511 

black     0.16 0.19 3511 

asian     0.03 0.06 3511 

hispanic     0.24 0.26 3511 

natam     0.01 0.04 3511 

limeng     0.07 0.14 3511 

owner     0.66 0.18 3511 

mobile     0.13 0.15 3511 

novehic     0.11 0.05 3511 

mustruc     0.10 0.15 3511 

groupq     0.03 0.07 3511 

crowd     0.04 0.04 3511 

vacant     0.02 0.03 3511 

 

Figure 7: Descriptive Statistics Table 

 This summary table covers the key descriptive statistics for each independent variable, both 

at the individual and at the community level. DR 1791, Hurricane Ike, was removed from the data set 

as the disaster occurred in 2008, out of the range of the timeframe for the community-level variables. 

For binary variables, the class and proportion are displayed. For non-binary variables, the mean and 

standard deviation are displayed. Each variable has a count as well. The complete data set for the 
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seven disasters has 4930546 registrants. Some registrants did not report whether they were a 

homeowner or renter, hence the disparity in count for that variable. Across disasters, 3511 ZIP codes 

are represented. One notable aspect of this summary table is the high standard deviation of the self-

reported gross income, indicating that there are many outliers for this data point. Additionally, 

individual and community-level data points for homeownership and income can be directly 

compared. At the community-level, there is a higher proportion of homeowners than those who 

applied for assistance. Conversely, the community-level per-capita income is much lower than the 

average income reported by registrants, although this number is highly skewed by outliers, based on 

the high standard deviation.  

Age 

 

 

 

 This histogram displays the distribution of ages across all registrants. Around 16% of the 

registrants reported an age below 18. These ages are uniformly distributed. The age data point will be 

removed from the dataset because of the high number of anomalies, and the difficulty in interpreting 

the model coefficient.  
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Gross Income 

 

 

 

 The self-reported gross income histogram shows that most of the registrants make less than 

$100,000 per year. There is a long tail on this histogram which extends much greater than $200,000. 

Again, the standard deviation for self-reported income is in the hundreds of thousands, much greater 

than the average income, meaning that there are many outliers which need to be dealt with. Moving 

forward, I chose $200,000 as the cutoff for individual income for registrants.  
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Household Composition 

 

 

 

 The histogram for household composition resembles that of self-reported gross income, in 

that the majority of households have a low number of residents, with a long tail at the far end of the 

spectrum for the number of people in the registrant’s household. In order to improve computation 

time and likelihood of model convergence, registrants with a household composition higher than 10 

were removed from the data set.  
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Chapter 3: Methodology 
 

Data Preparation  

 

The first step in model development is the preparation of the data. Because one of the eight 

disasters, Hurricane Ike, occurred in 2008, much earlier than the other disasters and out of the range 

of the 2013-2017 American Community Survey 5-Year Estimate data tables, data points from this 

disaster were removed. After this removal, several dummy variables were added to the models 

corresponding the specific disaster for which each registrant or community was applying for 

assistance. The main reason for this was that there were significant disparities in outcomes across 

disasters, and we want to account for those broad differences in the analysis. Only six dummy 

variables are added as the seventh is redundant. Roughly 0.3% of registrants had missing individual-

level ownership status data and 0.4% of registrants had missing ACS data, so these rows were 

removed.  

Model Development Process  

 

Multilevel Modeling 

 

 The modeling approach selected for this analysis is multilevel modeling. There are many 

advantages to taking a multilevel modeling approach over other methods such as ordinary least-

squares regression, but the simplest explanation for its use in this analysis is that the data we are 

studying has two levels—the individual (or household) level and the community level. In this study, 

we want to not only explore the relationship between individual-level characteristics and FEMA IA 

outcomes, but also the relationship between community-level characteristics and FEMA IA 

outcomes. Multilevel modeling provides us a framework to explore multilevel relationships. When 

the data being analyzed is in a multilevel structure, a key assumption of traditional regression 
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modeling approaches is violated. The observations can no longer be assumed to be independent of 

one another, because the data is now clustered within the higher level, in our case, the community 

level. Disregarding this clustering effect will result in the underestimation of standard errors. Another 

advantage is the ability to describe the distribution in variance between levels.  

 The main idea behind multilevel models is to add random effects to the intercept, slope, or 

both for the model, at the higher level. In multilevel modeling, fixed effects are the part of the model 

for which the relationship with the dependent variable is fixed for all clusters. The random effects are 

allowed to vary between clusters. In the simplest example for this analysis, a random effect in the 

form of a random intercept can be added at the community level, which keeps the model coefficients 

fixed but allows the intercept to vary from community to community. The added random effects are 

determined by the modeler based on the theory the model is based on (Finch, et. al., 2014; Hox and 

Maas, 2005).  

 In the next few subsections, I will describe the modeling process for multilevel modeling. 

Many of the assumptions are similar to those in traditional regression modeling approaches, 

including first checking the collinearity of the independent variables. 

Checking Collinearity 
 

 Collinearity occurs when two or more independent variables correlate with each other, 

which makes it difficult to determine which has an effect on the dependent variable. When variables 

are collinear, variables should be removed from the model until the collinearity reaches an acceptable 

threshold. Collinearity should be checked before any modeling takes place.  

 Collinearity may not be critical for a good model in cases where the main goal is prediction. 

In these cases, statistically significant but collinear variables may be included. However, in this case a 

major goal is testing the specific variables chosen by FEMA against the dependent variable. We want 

to be able to interpret the relative predictive power of each variable through its coefficient in the 
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model, and collinearity would inhibit our ability to draw specific conclusions. Therefore, we will test 

for collinearity in our variables before proceeding.  

 

Figure 8: Collinearity Matrix 

 

 Here, the only variables with moderately high cross-correlation are the proportion Hispanic 

population, proportion minority population, and proportion of the population that speaks English 

less than “well.” I removed the proportion Hispanic population variable in order to avoid these 

cross-correlation issues.  
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Null Model 
 

 In multilevel modeling, often the next step after checking multicollinearity is to create a null 

model. In this model, the dependent variable is only predicted by a random intercept at the higher 

level. This random effect allows the intercept of the model to vary by the specific cluster. The output 

of this model that important to note is the variance components at each level, both within clusters 

and between clusters. This allows us to calculate the proportion of the variance at each level. If there 

is a substantial portion of the variance at the between-cluster level, the use of multilevel modeling is 

warranted (Guo and Zhao, 2000).  

Intermediate Variable Selection 
 

 The methodology we used for the intermediate variable selection phase is the stepwise 

regression technique. In this technique, first each independent variable is included in a single linear 

regression model with the response variable. The variable with the lowest p-value below 0.05 is 

selected. Then new models with the chosen variable and every other independent variable are run, 

and the new variable with the lowest p-value is chosen. This process continues, selecting variables 

and then running with every other variable, until no added variable has a p-value of below 0.05. The 

variables already chosen in previous steps are selected for the model.  

Testing Residuals 
 

 In traditional regression modeling, the residuals are assumed to be normally distributed, 

centered at 0, and with constant variance. With linear modeling, the residuals are by default centered 

at 0, so this assumption does not need to be checked. What we want is homoscedasticity, where the 

variance is constant. This can be checked by plotting the residuals with the explanatory variables and 

with the fitted values. We are looking for an oval shape in the plots, where the scatter points are 
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evenly distributed, with no obvious clusters. The last assumption to check with residuals is that they 

are normally distributed. This can be checked with a histogram of the residuals or a normal 

probability plot. 

 In multilevel modeling, there are some modifications to this list of assumptions. First is that 

the homoscedasticity is no longer expected due to the random effects. However, the variance should 

be constant at the between-cluster level. Furthermore, some added assumptions are that the residuals 

of the random effects in the model are also assumed to have a normal distribution and constant 

variance (Guo and Zhao, 2000). 

Model Validation 
 

 Once completing the final model and all assumptions have been met, we should validate the 

model. One technique is cross-validation. Cross-validation involves randomly splitting the data into 

75% and 25% sections, developing a model using the 75% section, and then testing its predictive 

power on the 25% section.  
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Chapter 4: Analysis and Results 
 

Amount of Assistance Received 

  

 When modeling the amount of assistance received, I reduced the data set to just those 

registrants who were approved for general assistance. This reduced the number of registrants to 

1,435,476. Whether an applicant was approved for assistance is modeled separately. Additionally, 

self-reported income and number of people in the household were scaled to be between 0 and 1. We 

can check collinearity for the individual-level demographic variables with a correlation matrix.  

 

Figure 9:Individual-Level Variable Correlation Matrix 

 

None of the variables are highly correlated with each other, so all individual demographic 

variables will remain in the model. The next check is the null model. Setting the random effect as an 

intercept that varies with the ZIP code, the proportion of variance at the community level is 31%. 

This is substantial and shows a high clustering effect in the amount of assistance received at the ZIP 

code level, necessitating the use of multilevel modeling.  
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To start, I run a multilevel model with all independent variables included as fixed effects 

along with the disaster designation, meaning that I expect these variables to have a fixed relationship 

with amount of assistance received at the individual level regardless of ZIP code. I add a random 

effect in which I allow the intercept of the model to vary based on ZIP code. Below is the model 

output. The models in this section were created using the lmer package in R.  
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Figure 10: Initial Model for Assistance Amount 

 There are several notable aspects of this initial model. One finding is that each individual-

level variable—homeownership, homeowner’s insurance status, income, and household composition, 

all have a significant relationship with total assistance. Just being a homeowner versus being a renter 
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meant registrants were receiving on average close to $1988 more than their counterparts. However, 

insurance status had a strong, negative correlation with assistance level. Household income level had 

a negative, but lesser relationship with assistance level. The number of people in the household had a 

positive relationship with assistance level. Holding all else equal each extra person in the household, 

registrants could expect to receive an extra $259.  

 Of the community-level variables, several were non-significant. This included the proportion 

of households below poverty, the unemployment rate, proportion of the population at least 65, 

proportion of the population below 18, proportion of population with a disability, proportion of 

households that are single-parent, Native American population, percentage of households without 

access to vehicle, proportion of housing in multi-unit structures, percentage of population in group 

quarters, crowding rate, and vacancy rate. Other variables, including average income, education level, 

health insurance status, income inequality, minority status, proportion of population Asian and Black, 

English-language proficiency, and proportion of housing that are mobile homes, were significant in 

this model. Of the significant variables, many of the highest-magnitude coefficients are in the 

category of minority status and language proficiency. Registrants living in areas with higher 

proportion Black and low English-proficiency were likely to receive more assistance, while high 

proportion Asian communities and Native American communities received less. This could be 

mainly due to which areas were affected by natural disasters in this dataset. Interestingly, community 

minority status taken as an aggregate had a negative relationship with assistance level. Except for 

poverty level, each socioeconomic status variable was significant in this model. Registrants living in 

areas with lower education level were likely to receive less assistance than their counterparts. 

Furthermore, registrants living in areas with higher income inequality were likely to receive less 

assistance than their counterparts. Conversely, registrants living in areas where a higher proportion of 

the population had no health insurance coverage received more assistance.  

 Two interesting comparison points are the individual and community-level income and 

homeownership variables. Individual-level self-reported income had a significant but miniscule 
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relationship with assistance level. However, the community-level per capita income had a much 

stronger relationship with assistance level. Due to the scaling of this independent variable, registrants 

living in areas with a per capita income of $10,000 more than other areas could expect to receive an 

extra $200 in assistance. Here, the community-level variable had a much stronger effect than the 

individual-level variable, indicating that the wealth of the area a registrant lives is more important in 

the assistance amount than the wealth reported by the individual registrant.  

 Conversely, homeownership status at the community level seems to have a diminished 

relationship with assistance level in comparison to individual homeownership status. The coefficient 

for the proportion of homes owned by their resident in an area was less than half of the coefficient 

for individual homeownership status, and the variable was less significant in the model.  

 Finally, the random effect in this model is only the intercept, which varies at the community 

level. The relatively high standard deviation indicates that there is high variance in assistance level 

from community to community.  
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Figure 11: Stepwise Model for Assistance Amount 

 The next step was to remove variables which were insignificant, using a stepwise approach. 

Excluding the random effect and the dummy variables for each disaster, the independent variable 

with the highest p-value was removed. Then for each iteration, the independent variable with the 

next highest p-value was removed until no variable had a p-value above 0.05. The resulting model 

included each individual variable, and 11 of the 22 community-level variables, in addition to the 

dummy variables and the random effect. Using an ANOVA test, I found that there was no 

significant difference in the fit of the intermediate model from the initial model, meaning that 

removing these variables did not significantly reduce the explanatory power of the model. The new 



49 
 

model helps with reducing the computation intensity of running further models with more random 

effects.  

 

Figure 12: Modelling Assistance Amount with Random Effects 
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 In this model, random coefficients for each individual variable were added at the community 

level in addition to the random intercept. The main goal of adding random coefficients is to examine 

how the relationship between the independent variable and the dependent variable vary based on the 

community the registrant is located. All of the standard deviations of the random coefficients are 

higher than the fixed coefficients, indicating that there is high variability in the relationship between 

homeownership, insurance status, and assistance level at the between-community level.  

In the final model, the pseudo-R2 is 0.20, meaning that 20% of the variance in assistance 

level is explained by the fixed and random effects included in this model. This is acceptable for a data 

set like this, where there is a high amount of variability in assistance levels. Furthermore, the main 

source of variation in assistance level would be expected to come from individual circumstances, 

such as the level of damages to a disaster survivor’s residence. 20% of the variance coming from 

demographic factors is in fact quite significant.  
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Number of Contacts 

 

 The number of contacts corresponds to the number of times there was some phone 

interaction between FEMA and the registrant. When modeling this dependent variable, I removed all 

registrants that had no contacts with FEMA, as this constituted the vast majority of registrants. This 

reduced the data set to 1,141,388 rows.  

 Again I ran a null model with just the random intercept added to allow intercepts to vary by 

ZIP code, and found that around 16% of the variance is found at the community level, warranting a 

multilevel approach again. I started with a model including all independent variables as fixed effects, 

and adding a random intercept at the community level.  
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Figure 13: Initial Model for Contact Count 
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 This model is questionable due to the poor pseudo-R2 value of 0.036. It is likely that when it 

comes to the number of contacts between the registrant and FEMA, this has much more to do with 

variables not included in this model, such as the number of programs applied to. Of the individual 

variables, all are significant but only homeowner’s insurance status has a high magnitude coefficient 

of   -0.776, indicating that those with insurance do not make or receive as many calls with FEMA.  

 

Figure 14: Stepwise Model for Contact Count 
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 Running the original model through the same stepwise variable removal as in the assistance 

level modeling, results in the above model. Several of the same variables met the significance criteria 

as before, including poverty level, education level, unemployment rate, and minority status. Once 

again, all individual level variables were included in the final model. The pseudo-R2 is low, but again 

we would expect the variance in the number of contacts to depend on more specific aspects of the 

survivor journey, such as which programs were applied for. Nevertheless, we can still note that in 

areas with a high proportion of the population age 17 and below, areas with lower education 

attainment, and higher Asian population, registrants are likely to have fewer contacts with FEMA. 

Areas with more mobile homes, a higher Black population, and higher proportion of the population 

speaking English less than “well,” are likely to have more contacts with FEMA.  

 

Applied for and Approved for General Assistance 

 

 For the final two models, I tried employing multilevel logistic regression modeling 

approaches, as the response variable is binary in both cases. The first variable included all registrants, 

and tests whether or not they applied for general assistance. The final model predicted the likelihood 

of being approved for general assistance, given that the registrant applied for general assistance. 

Unfortunately, neither model was able to converge using the GLMER package in R.  

 In this logistic regression model, almost all variables are highly significant except for the 

proportion of the population younger than 17. For the individual variables, homeownership, age, 

income, and household composition all have a positive correlation with the likelihood of approval 

for individual assistance. The only negative relationship is with homeowner’s insurance status.  
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Chapter 5: Discussion and Future Work 
 

 The widespread impacts of natural disasters provide a rich opportunity for sociologists and 

other researchers to seek to understand potential disparities along lines of race, class, gender, or other 

demographic distinctions. Disasters are, in essence, social and societal disruption to the extreme 

degree. Given the increasing ubiquity of disasters and their impacts, those interested in social 

inequality should be concerned with how disasters intersect with social vulnerability and create or 

perpetuate inequality. In this work, I have attempted to explore this relationship further in the 

context of federal aid, specifically FEMA’s Individual Assistance programs. Part of the insight of this 

work is methodological. Multilevel modeling can provide researchers with the ability to examine the 

relationship between disaster vulnerability factors and assistance outcomes at both the individual and 

community levels. One indication of my research is that at times, community-level factors have a 

greater impact on assistance level than individual-level demographics, as is the case in the relative 

impacts of per-capita income at the community level and individual-level gross income on assistance 

level. Another insight of this research is in the variable selection stage for the community-level 

disaster vulnerability indicators. There is much overlap between the social vulnerability indexes I 

chose to incorporate in this analysis, mainly that they include some measures of socioeconomic 

status, age and disability, minority and language status, and housing status. Those wishing to develop 

new measurements of disaster vulnerability, or those hoping to take it into account in policy 

recommendations, should follow what has been done in the past. My modeling shows that there are 

strong relationships between several of these variables and outcomes in FEMA Individual Assistance 

programs. However, significance testing should not be used to remove variables from social 

vulnerability indexes—there are many contexts, noted in the literature, in which inclusion of more 

variables is warranted despite their seeming statistical insignificance.  

 Future work should focus on expansion of these models in broader contexts. With this data, 

further exploration can include other metrics of disaster vulnerability, and interaction terms to test 
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more complex relationships between variables. However, much of this research was limited by the 

amount of data available. The data set received from FEMA was large and diverse in many ways, in 

the number of disasters, types of disasters, locations, and in the number of registrants. However, 

there was little individual demographic data available to fully explore the relationship between 

demographic variables associated with disaster vulnerability and assistance outcomes. Also, the 

community-level variables are limited by the measurement techniques and broad timeframes 

supported by the US Census. It is important to test the relationship between characteristics of where 

a registrant lives with the outcomes of their assistance, but this analysis provides a more limited 

picture overall into the vulnerability of an individual disaster survivor than could be achieved with 

more individual-level demographic data.  
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