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Abstract 

Purpose: Current stereotactic surgical robots system relies on cumbersome operations 

such as calibration, tracking and registration to establish the accurate intraoperative 

coordinate transformation chain, which makes the system not easy to use. To 

overcome this problem, a novel stereotactic surgical robot system has been proposed 

and validated. 

Methods: First, a hand-eye integrated scheme is proposed to avoid the intraoperative 

calibration between robot arm and motion tracking system. Second, a special 

reference-tool-based patient registration and tracking method is developed to avoid 

intraoperative registration. Third, a model-free visual servo method is used to reduce 

the accuracy requirement of hand-eye relationship and robot kinematic model. Finally, 

a prototype of the system is constructed and performance tests and a pedicle screw 
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drilling experiment are performed. 

Results: The results show that the proposed system has acceptable accuracy. The 

target positioning error in the plane is -0.68 ± 0.52 mm and 0.06 ± 0.41 mm. The 

orientation error was 0.43 ± 0.25°. The pedicle screw drilling experiment shows that 

the system can complete accurate stereotactic surgery. 

Conclusions: The stereotactic surgical robot system described in this paper can 

perform stereotactic surgery without the intraoperative hand-eye calibration and nor 

manual registration and can achieve an acceptable position and orientation accuracy 

while tolerating the errors in the hand-eye coordinate transformation error and the 

robot kinematics model error. 

Keywords Stereotactic surgery; Surgical robotics; Model-free control; Patient 

tracking; Patient registration; Image guided intervention; 

1. Introduction 

Robot-assisted stereotactic surgery is increasingly being valued clinically for its 

accuracy and stability [1,2]. In stereotactic surgery, the patient's anatomy and surgical 

plan can vary, the patient may shift and move, and the robotic arm may also be shifted. 

Therefore, an external motion tracking system is usually used to establish the 

intraoperative coordinate transformation chain between a plurality of objects such as 

the image, surgical path, robot arm, and surgical tool. To guarantee the accuracy of 

coordinate transformation chain, cumbersome intraoperative operations such as 
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calibration, tracking and registration are required, which makes the system not easy to 

use and may introduce unnecessary sources of error. Therefore, the motivation of this 

work is to reduce the amount and accuracy requirement of above operations during 

the robot-assisted stereotactic surgery. There are three main areas where the above 

ideas can be implemented: the motion tracking system and robot arm calibration 

(hand-eye calibration), patient tracking, and robotic control. 

Hand-eye calibration is essential for stereotactic surgical robots. In current 

existing research[3,4], the motion tracking system is usually separated from the robot 

and tracks while remaining fixed relative to the robot base coordinate system 

(eye-to-hand). This requires accurate transformation of the robot arm base coordinate 

system to the motion tracking coordinate system. However, because the motion 

tracking system can only track its markers and not the robotic arm base coordinate 

system itself, the transformation cannot be directly acquired. Thus, the surgeon needs 

to calibrate the positional relationship between the tracking marker fixed on the robot 

arm and the robot arm base coordinate system before the operation. This lengthens the 

operation time and introduces human calibration errors. There are also some studies 

which integrate the tracking system with the robotic arm base (eye-in-body) [5,6]. 

However, these systems still require markers to find the relationship between their 

tracking system and their robot arm. Thus, such systems still need the above hand-eye 

calibration step.  

Patient tracking is required to compensate for the movement of the patient during 

the operation. Establishing the coordinate transformation relationship between the 
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tracking marks and the surgical path is essential for ensuring effective motion 

compensation. Some methods require the pre-calibration of the robotic arm and the 

patient, resulting in a longer coordinate transfer chain. They must first register the 

coordinate relationship between the surgical path and the robot arm by using the CT 

image, and then use the motion tracking system to find the transformation between the 

robot arm and the patient tracking mark [4,7]. The coordinate transformation chain 

can be shortened by using the CT image to directly establish the coordinate 

relationship between the patient tracking marker and the surgical path. Because the 

position of the tracking mark is difficult to obtain directly using the CT image, 

additional image fiducials such as screws or beads are usually used as a bridge to 

connect the tracking system space and the CT image space. In some studies, the 

position relationship between the image fiducial and the tracking mark needs to be 

registered manually in every surgery [8,9]. Although these manual operations can 

ensure tracking accuracy, they can be time consuming [10]. A more convenient 

method is still needed to establish the coordinate relationship between the patient 

tracking marker and the surgical path.  

There are currently two main methods for the control of stereotactic robots. The 

control system calculates the surgical path in the base coordinate system of the robot 

arm based on all coordinate transfer chains, and reaches the target pose using the 

kinematics of the robot arm [4,5]. The other is visual servo control [11,12]. This 

requires accurate mathematical models, which in turn requires strict calibration of the 

hand-eye relationship and robot kinematics model. Model-free visual servo methods 
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do not rely on a precise hand-eye calibration nor an accurate arm kinematics model 

[13,14]. However, the convergence of this method is highly sensitive to the initial 

values of the control algorithm[15]. Whether this method is suitable for stereotactic 

robots still needs further exploration. 

The goal of this paper is trying to reduce the amount and accuracy requirement 

of some operations when establishing the intraoperative coordinate transformation 

chain, thereby achieving an easy-to-use stereotactic surgical robot system. In this 

paper, we design a hand-eye integrated scheme for stereotactic surgical robot system, 

present an automatic method to find the patient-tracker registration chain, study the 

model-free visual servo control method, verify the system accuracy that can be 

achieved, and confirm the feasibility of the scheme. 

2. Method 

2.1 System overview 

An “eye-in-body” hand-eye integrated robotic system (Fig. 1a) is designed. The 

motion tracking system is fixed to the waist (first joint link) of the robot arm and can 

be pitched by a stepper motor, as shown in Fig. 1b and Fig. 1c. A patient reference 

tool (Fig. 1d) consisting of four steel registration beads and a tracking marker is 

designed such that the tracking marker and image fiducial have a determinable spatial 

positional relationship. In addition, a guiding tool (Fig. 1e) with four tracking markers 

and four guiding holes is also designed. 
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Fig. 1 Overview of the proposed system. a System component, taking spinal surgery 

as an example. b The motion tracking system can rotate horizontally and pitch 

vertically. c Motion tracking system components. d Patient reference tool. e Guiding 

tool components  

The coordinate transfer chain of the system is shown in Fig. 2. In the trackable 

surgical path definition stage, the reference tool was first fixed to the patient's 

anatomy and the patient was scanned using CT. The relationship (1) between the 

surgical path and image fiducials in image space is calculated from the CT image. The 

relationship (2) between image fiducials and tracking marker in patient space is fixed 

and can be obtained ahead of time. In the stereotactic operation stage, the pose (3) of 

tracking marker on the reference tool is obtained by intraoperative tracking. Thus, the 

surgical path in patient space can be registered to the motion tracking system 
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automatically. The pose (4) of guiding tool can also be tracked at the same time. The 

deviation of orientation and position between the surgical path and guiding tool in 

motion tracking system space is the input to the system controller. Using this 

deviation, a model-free control method controls the robotic arm to move the guiding 

tool along the surgical path. The hand-eye relationship (5) and the robot arm 

kinematic model (6) are used to provide initial parameters to model-free control 

method. The hand-eye relationship can be calculated based on our hand-eye integrated 

scheme. The robot arm kinematic model can be established from factory parameters. 

Thus, during the surgery, the interoperative coordinate transfer chain can be automatic 

established only need tracking step (3) and (4), which significantly reduced the 

amount of intraoperative operations. Furthermore, benefit to the model-free control 

method, the accuracy requirement of hand-eye relationship and robot arm kinematic 

model can also be reduced. 

The following sections will describe the above issues in hand-eye integration, 

patient path registration and tracking and robot system control. 
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Fig. 2 The coordinate transfer chain of the proposed system. (1) the 

transformation from the planned surgical path to image fiducials, (2) the 

transformation from image fiducials to tracking marker, (3) the transformation from 

tracking marker to motion tracking system, (4) the transformation from the guiding 

tool to the motion tracking system, (5) the transformation from robot arm base to 

motion tracking system, (6) the transformation from the robot arm base to the guiding 

tool. 

2.2 Hand-eye integration 

2.2.1 Motion Tracking System 

The motion tracking system is used to monitor the motion of both the robot and 

the patient. Two monocular cameras are used to construct a stereo vision motion 

tracking system. A chessboard planar fiducial pattern (ChArUco) is used as the 

tracking marker [16]. Reconstruction of the three-dimensional coordinates of the 

marked corner points by a stereo vision algorithm can achieve accurate tracking of 

spatial position and pose. The stereo vision tracking method used follows reference 

[17]. The process of stereo vision calibration used follows reference [18]. 

To mount and setup, the two cameras are first fixed on the shaft of a stepper motor. 

The stepper motor and position sensors are used to pitch the camera’s angle of view, 

as shown in Fig. 1c. Then the camera-motor system is mounted on the first joint link 

of the robot arm to rotate horizontally together with the first joint of the robot arm, as 

shown in Fig. 3a. This mounting setup ensures that the guiding tool is always within 
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the tracking system’s field of view. The view angle of tracking system can be actively 

controlled, which gives the tracking system more flexibility. 

2.2.2 Hand-eye relationship calculation 

Because the motion tracking system is connected to the robot arm base by two 

rigid links and two rotating joints and there are two rotational degrees of freedom (as 

seen in Fig. 3a.), the hand-eye relationship transformation matrix can be automatically 

calculated based on forward kinematics, as shown in (1). 

 1 2

1 2

base base link link

cam link link camT T T T  (1) 

Where, base

camT  is the coordinate transformation matrix between the tracking 

system and the robot arm base coordinate system. 1

base

linkT  is the coordinate 

transformation matrix between link 1 and the robot arm base coordinate system, 

represented by formula (2). 1

2

link

linkT  is the coordinate transformation matrix between 

link 2 and link 1, represented by formula (3). 2link

camT  is a coordinate transformation 

matrix between the tracking system and link 2. 

 
11 1= ( )

link

base

link zT R   (2) 

 
1 1 2 2

1

2= ( ) ( ) ( ) ( )
link link link link

link

link z cam z x xT R T d T a R    (3) 

Formula (2) and (3) are established based on the Devanit-Hartenberg (DH) 

method [19]. In formula (2), 1

base

linkT contains only one rotation transformation of the 

robot’s first joint angle 1 . In formula (3), 1

2

link

linkT  is a function of camera pitch 

angle cam  and contains three DH parameters including two translation parameters 

d , a  and a rotation parameter  . The 1  and cam can be read directly from the 

system controller. The parameters d , a ,  and 2link

camT  can be found using standard DH 
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parameters calibration methods[19]. This calibration only needs to be done once when 

the system is manufactured. Because hand-eye relationship only used to provide 

initial parameters to model-free control method, high calibration accuracy is not 

required. 

2.3 Patient registration and tracking 

The transformation matrix between the surgical path and tracking system cameras 

cam

pathT  is necessary for patient tracking. As shown in Fig. 3b, the matrix can be 

calculated using formula (4). 

 cam cam marker bead

path marker bead pathT T T T   (4) 

Where cam

markerT  is the transformation from the tracking markers to the motion 

tracking system, marker

beadT  is the transformation from the registration beads to the 

tracking marke, bead

pathT  is the transformation from the surgical path to the registration 

beads  

The conversion matrix bead

pathT  is established from CT images, where the 

reference tool and patient were simultaneously scanned by the intraoperative CT 

imaging system. During the patient tracking phase, the robot uses the motion tracking 

system to measure the coordinate transformation matrix cam

markerT . 

To obtain the transformation matrix marker

beadT , four steel registration beads are 

fixed at the tip of the reference tool (Fig. 1e). Due to this structure, the position of 

each registration beads under the tracking marker coordinate system can be obtained 

by the pivot method[20], thereby the transformation matrix for all registration beads 



Author a
cc

ep
ted

 m
an

usc
rip

t

AUTHOR ACCEPTED MANUSCRIPT

© 2019 CARS.

 

 

can be obtained. Because marker

beadT  is a fixed matrix, this step only needs to be done 

once when the tool is made. Thus, the transformation matrix between the surgical path 

and tracking system cameras can be established without interoperative manual 

measuring. 

 

Fig. 3 Hand-eye integration and patient registration and tracking. a Coordinate 

relationship in hand-eye relationship calculation. b Coordinate relationship from 

patient to tracking system in patient registration and tracking. 

2.4 Robot system control 

2.4.1 Control strategy 

In this paper, we use a model-free control method to execute the planned surgical 

path during surgery, which reduce the accuracy requirement of robot kinematics 

model and a hand-eye relationship. The control process is shown in Fig. 4a. It consists 

of three stages. In the first stage, the coordinate transfer chain (Fig. 4b) is used to 

coarse control the robot arm to reach a pose near the target orientation and position. 

This stage provides the initial orientation and position for the next two stages. In the 

second stage, the model-free control method is used to fine-tune the orientation. In the 
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final stage, model-free control is used again to control the robot arm to reach the 

target position tracking a linear path. 

2.4.2 model-free control 

The basic idea of the model-free control method used is to observe the deviation 

between the current position and orientation and the target position and orientation 

directly in the tracking system space. Then this deviation is used to estimate the 

control Jacobian matrix online. The deviation matrix of position and orientation can 

be calculated according to Fig. 4b. In order to further enhance the convergence and 

stability of the control algorithm, the control of position and orientation are 

implemented separately using the model-free method in robot task space. The 

framework of model-free control is shown in Fig. 5. 

During the orientation control stage, the orientation deviation is expressed in the 

form of a rotation vector (from the rotation part of matrix tool

patientT ), and the actuation 

change is the orientation of the robot flange. The orientation deviation is minimized 

iteratively using the static Quasi-Newton method. The Jacobian matrix used in the 

static Quasi-Newton method is estimated using static Broyden's method [15]. This 

method can estimate the Jacobian matrix according to the response of the deviation to 

the control variable instead of using a precis model base analytical Jacobian matrix.  

During the position control stage, the robot arm is controlled to follow a linear 

trajectory to the target position. As shown in Fig. 4a, the points between the initial 

position and the target position are linearly interpolated, and each interpolation point 

is set as a dynamic target. The robot tracks each dynamic target, gradually reaching 
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the final target position in a linear trajectory. The dynamic Quasi-Newton method is 

used for dynamic tracking. The Jacobian matrix in the dynamic Quasi-Newton 

method is estimated by dynamic Broyden's method [15]. 

 

Fig. 4 Control strategy and coordinate transfer relationship of the system. a The 

control process, split into stages 1, 2 and 3. b System coordinate transfer diagram; In 

stage 1, the tracking system cameras to robot base transfer matrix base

camT is obtained as 

described in section 2.2, the surgical path to tracking system cameras transfer matrix 

cam

pathT  is obtained as described in the section 2.3, the guidance tool transformation 

matrix tool

flanT can be obtained through tool calibration; the transformation matrix of the 

robotic arm base

flanT  is the actuation variable. Note that due to the limited accuracy of 

each link, there is still a large control error by using this coordinate transfer chain; In 

stages 2 and 3, the orientation deviation and position deviation is derived from 

deviation matrix tool

pathT . The tool

pathT  is calculated using the difference between the 

pose matrix of the guiding tool cam

toolT  and the pose matrix of the target surgical 

path cam

pathT . =cam cam mt

tool mt toolT T T  is obtained through guiding tool tracking and calibration. 

cam

pathT is obtained in the coarse control stage. 
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Fig. 5 Framework of model-free control based on estimate Jacobian matrix. During 

model-free control, the actuation change p is calculated from deviation x  and 

pseudo-inverse of Jacobian †
J in robot task space, and scaled by damping ratio   to 

get real change p ( Quasi-Newton method). The initial Jacobian J  is derived from 

coarse coordinate transfer chain. For update of J , matrix 
J  is derived from real 

task space change x  (Broyden's method). In the orientation control stage, the 

actuation change p , target 
tx , tracking variable x , deviation x  are rotation 

vector, the target 
tx  is the target orientation[13]. In the position control stage, the 

actuation change p , target 
tx , tracking variable x , deviation x  are position in 

cartesian coordinates, the target 
tx  is a dynamic trajectory point[21]. 

2.5 Prototype system 

A prototype system (Fig. 6a) is built in this paper using a robot arm (VS060A3, 

Denso Co. Ltd., Japan), a motion tracking system with two cameras 

(BFLY-U3-28S4C, FLIR Integrated Imaging Solutions, Inc, Canada), a stepper motor 

(42BYGH47-1684B-ZK6, Liko Inc, China), and two position sensors (EE-SX672WR, 
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Omron Co. Ltd, Japan). Each camera has a resolution of 1928 × 1448 and lens focal 

length of 8mm. Connecting parts are manufactured by 3D printing. The robot 

controller software is built using Qt, OpenCV, Eigen and other software packages. 

The relationship of the tracking system field of view and robot working range is 

shown in Fig. 6b. 

 

Fig. 6 Prototype system overview. a Prototype robot system. b Tracking system field 

of view and robot working range 

3. Experiments and results 

First, the performance of the system prototype was tested (sections 3.1, 3.2, 3.3). 

Second, the drilling step of pedicle screw placement surgery was used as an example 

to verify system functionality (section 3.4). 

3.1 Hand-eye integration experiments and results 

To test the performance of the hand-eye integration method, we first verified the 
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tracking accuracy of motion tracking system, then verified the accuracy of hand-eye 

relationship calculation. 

3.1.1 Motion tracking system accuracy verification 

We tested the accuracy of the stereo vision motion tracking system at different 

distances from the marker. The spatial position of the square corner of the ChArUco 

marker center was reconstructed at 6 different distances, and the marker’s edge length 

and angle were calculated as shown in Fig. 7. The distances were chosen within the 

range of 350mm-600mm. Each position was measured 10 times. The result is shown 

in Table 1, the gold standard of length was 22 mm, and the angle is 90°. The distance 

accuracy is better than 0.16 mm. The angle accuracy is better than 0.23°. 

 

Fig. 7 Reconstruction of ChArUco marker by the motion tracking system 

Table 1 Reconstruction accuracy of the motion tracking system 

Distance 

(mm) 

350 400 450 500 550 600 

Length (mm) 21.90 21.94 21.97 22.00 22.01 22.01 

SD (mm) 0.06 0.03 0.01 0.01 0.01 0.02 

Angle (°) 90.00 90.00 90.02 90.03 89.99 89.98 

SD (°) 0.23 0.17 0.15 0.10 0.06 0.04 
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3.1.2 Hand-eye relationship calculation accuracy verification 

To test the accuracy of our hand-eye relationship calculation method, the robot 

arm was controlled to carry the tracking marker around the workspace following a set 

trajectory. The position of the marker is measured by both the motion tracking system 

and the robot controller. The difference in measurements in the XYZ direction and L2 

distance (Euclidean distance) was found. These differences theoretically should all be 

zero because the hand-eye relationship calculation makes the tracking system and 

robot arm share the same coordinate system. The selected measurement area was a 

square array in the robot arm workspace. 48 positions were measured, as shown in 

Fig.8. The coordinate transformation matrix from the markers to the robot arm flange 

was previously calibrated using the method by Tsai 
[20]

.  

Table 2 shows the test results. The conversion error between the tracking system 

and the mechanical base arm coordinate system is within ± 1.47 mm in the selected 

measurement area. This result shows our hand-eye relationship calculation method 

can provide a rough hand-eye relationship for model-free robot arm control. 
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Fig. 8 Hand-eye calculation accuracy verification experiments, comparison of 

position difference between the spatial trajectories of the two measurement modes.  

Table 2 Error of the hand-eye relationship calculation 

Direction X Y Z L2 

Mean error 

(mm) 

0.53 -0.03 -0.51 1.00 

SD (mm) 0.33 0.40 0.64 0.47 

3.2 Patient registration and tracking experiment and result 

To test the performance of the patient registration and tracking method, we first 

verified the pivoting accuracy of the patient reference tool, then verified the 

registration process and accuracy on a spine phantom. 

3.2.1 Pivoting accuracy of the patient reference tool 

First, the position of the four registration beads in the marking coordinate system 

was determined by the pivot method[20]. Then, the optical tracking system (Optotrak 

Certus, 3D Accuracy 0.1 mm, Northern Digital Inc, Canada) was used to measure the 
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spatial position of the registration beads in the optical tracking system coordinate 

frame (optical system probe calibration error 0.14 mm), as a gold standard (Fig. 9). 

After registering the spatial locations measured by the two methods, the registered 

fiducial registration error (FRE) was used to evaluate the pivoting accuracy of patient 

reference tool. Each registration bead was repeatedly measured 10 times in the marker 

coordinate system and the average repeatability was 0.16 mm. Each registration bead 

was repeatedly measured 5 times by the optical tracking system, and the average 

repeatability was 0.11 mm. The final registration FRE was 0.68 ± 0.21 mm. 

 

Fig. 9 Reference tool calibration accuracy evaluation. a Getting the position of the 

registration beads using the pivot method. b Getting the position of the registration 

beads using optical tracking system 

 

3.2.2 Phantom registration and accuracy verification 

A spine phantom was prepared. The phantom was composed of a reference tool, a 

sawbone lumbar spine phantom, and target steel beads (Fig. 10a). The reference tool 

was fixed to the first lumbar vertebra by a spinal clip. The lumbar spine was 

composed of L1~L5 vertebrae and a sacrum(S). There are 20 total target steel beads 
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with a diameter of 2.5 mm fixed on the L1~L5 vertebral and sacrum; three steel beads 

were fixed per vertebrae and five were fixed on the sacrum. 

To perform registration, the phantom was first scanned by CT. The 3-dimensional 

CT image of the phantom is shown in Fig. 10(b), 10(d). The imaging resolution is 

0.442 mm × 0.442 mm × 1 mm. The volume data of each registration beads in the 

image was automatically segmented by the threshold method. The position of this 

beads was set as the centroid of the segmented volume. The position of the surgical 

path relative to the registration beads was calculated in the image space. Since the 

position of the registration beads in the tracking marker coordinate system is already 

known, the surgical path can be automatically registered to the tracking marker. 

The registration accuracy was evaluated using the target steel bead mounted on 

the vertebrae and sacrum. The true spatial position of the registration beads and target 

steel bead was measured by the Certus optical tracking system. The position of beads 

in the CT image was also extracted by the centroid method mentioned above. The 

position of registration beads in the CT coordinate system was registered to the 

position in the optical tracking system. The FRE and target registration error (TRE) of 

the registration beads and the target steel bead was calculated in the same coordinate 

system. Each steel bead was measured 5 times by the optical tracking system as 

shown in Fig. 10c. The resulting FRE was 0.30 ± 0.10 mm, the TRE was 0.59 ± 0.20 

mm. The TRE distribution of each vertebra was shown in Table 3. The overall 

registration error was under 1 mm. 
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Fig. 10 Registration accuracy verification experiment. a Lumbar spine phantom. b 

The CT image. c Measuring the true spatial position of the steel beads using the 

optical tracking system. d 3D model of the phantom 

Table 3 TRE in different vertebra 

Vertebrae  

Mean TRE 

(mm) 

Max TRE 

(mm) 

L1 0.86±0.06 0.92 

L2 0.73±0.12 0.84 

L3 0.44±0.19 0.64 

L4 0.39±0.13 0.46 

L5 0.47±0.09 0.58 

S 0.64±0.15 0.86 

3.3 Robot system control experiments and results 

The position and orientation accuracy of the entire system as a whole was tested. 
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Convergence experiments were also implemented to study the robustness of our 

system to different initial conditions.  

3.3.1 Position and orientation accuracy evaluation 

First, a linear probe tool was used to set the target position and direction for robot 

system. At the same time, the pose of the linear probe tool was measured by Certus 

optical tracking system, as shown in Fig. 11a. Then the robot system was controlled to 

the target pose. After the robot reaches the target pose, the probe tool was inserted into 

the guide hole and the pose of the probe tool was measured again by Certus optical 

tracking system, as shown in Fig. 11b. The target error and orientation error were 

calculated by comparing these two measurements. 20 different targets in a 

measurement grid were tested. The target position was set in the center of the grid and 

the target orientation was set randomly for each trial. The termination threshold of 

orientation and position was 0.6°and 0.5 mm.  

The position error in the X direction of optical tracking system was -0.68 ± 0.52 

mm. The position error in the Y direction was 0.06 ± 0.41 mm. The orientation error 

was 0.43 ± 0.25°. Fig. 11c shows the target error distribution. The total time 

consumption in each test was 89±11s. 
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Fig. 11 Position and orientation accuracy verification experiment. a The probe 

tool was used to set the target position and direction, the optical marker of Certus 

optical tracking system was used as a gold stand to record the target value. b Arrival 

position and direction accuracy measurement. c Position error distribution in X 

direction and Y direction. 

 

3.1.2 Convergence of robot control system 

Different levels robot kinematic model error was artificially added by applying 

different amplitudes of rotation and translation noise to the transformation matrix 

between the guide hole and the robot flange. The resulting noisy kinematic model was 

used to control the robot arm to an initial orientation and position, then model-free 

control of orientation and position were implemented separately. The number of 

iterations and convergence time was recorded to analyze the convergence. In the 

orientation control experiments, the rotation angle noise was set at a total of ten 

different levels ranging from 0° to 18°. At each noise level, 10 random orientation 

targets were selected. The iteration termination threshold was set to 0.6°. In the 

position control test, the translation noise also had ten levels ranging from 0 mm to 45 

mm. At each noise level, 10 random position targets were selected. The robot first 

used the kinematic model reach to an initial position 100mm away from the target, 

and then moved to the final target position by tracking the linear interpolation points. 

The number of interpolation points was 10, and the stopping threshold was set to 

0.5mm. 
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Both the orientation control and the position control converge despite various 

different noise levels as shown in Fig. 12a and Fig. 12b. The final orientation 

deviation is 0.46 ± 0.11 °, and the final position deviation is 0.38 ± 0.10 mm. The 

iteration steps and the convergence time under different noise amplitudes is shown in 

Fig. 12c and Fig. 12d. It can be seen that, in orientation control, the number of 

iteration steps and the convergence time increase with the model rotation noise. 

However, in position control, due to the existence of the linear interpolation, there is 

no significant difference between the iteration step and the convergence time, but the 

standard deviation becomes significantly larger, which indicates that as the translation 

noise increases the stability of the convergence speed deteriorates. The above results 

show that the model-free control method used in our system has a certain tolerance to 

initial condition error, and that the more accurate the model used with coarse 

positioning control, the better the convergence of the model-free control.  

 

Fig. 12 Convergence of system control. a Orientation deviation between the robot arm 

and the target orientation across iterations under different rotational noise, green lines 
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mean the deviation is under the stopping threshold. b Position deviation between the 

robot arm and the target position across iterations under different translational noise. c 

Steps and time to convergence under different rotation noise in model-free orientation 

control. d Steps and time to convergence under different translation noise in 

model-free position control 

3.4 Drilling experiments and result 

To verify the proposed system’s functionality, we used the system to perform 

pedicle screw drilling on the above spine phantom. The surgical path was planned in 

the CT image in using 3D Slicer software. The registration between the surgical path 

and the patient reference tool was done in the above section. The phantom was first 

placed in the robotic arm workspace visible to the motion tracking system. Then, the 

robot moved to the pose corresponding to the desired surgical path. Finally, the 

operator completes the pedicle drilling operation using the guide hole, as shown in Fig. 

13a. After the operation, the phantom was scanned by CT again at the same resolution. 

The centroid of the target steel bead was used to fusion this image to the preoperative 

CT image containing the planned path. The fusion images were then used to evaluate 

the drilling accuracy. The actual drilling entry point and axis were manually 

determined in 3D Slicer, and the lateral error, axial error, and deviation of angle were 

calculated as shown in Fig. 13b. 

10 planned surgical paths were implemented, 5 each on the left and right sides of 

the L1-L5 vertebrae. The iteration stop threshold was 0.5 mm, and the registration 
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FRE was 1.08±0.61 mm. The results are shown in Table 4 (The image fusion FRE 

was 0.34±0.19 mm). 

 

Fig. 13 Drilling experiment. a Pedicle screw drilling. b The CT image of vertebral 

image after drilling and the definition of the lateral error 
lateralE , axial error 

axialE , and 

deviation of angle angleE  

 

 

Table 4 Accuracy of drilling experiment 

Experiment 

number 

Vertebra 

and side 

lateralE (mm) axialE (mm) angleE (°) 

1 L1-L 0.89 -0.63 0.37 

2 L1-R 0.73 -1.34 0.38 

3 L2-L 1.26 0.46 0.72 

4 L2-R 2.80 -2.84 1.30 

5 L3-L 2.20 1.40 1.39 

6 L3-R 2.05 0.40 0.11 
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7 L4-L 2.24 2.66 0.74 

8 L4-R 1.75 0.41 1.80 

9 L5-L 1.20 0.29 1.75 

10 L5-R 1.44 -0.10 1.95 

Mean error - 1.66 0.07 1.05 

SD - 0.67 1.48 0.67 

4. Discussion 

In this paper, we proposed a stereotactic surgery robotic system and verify its 

performance and feasibility. The system allows for hand-eye integration, reference 

tool based patient registration, and model-free control. The hand-eye integrated 

scheme can calculate the hand-eye relationship directly, avoiding interoperative 

hand-eye calibration. The reference tool based patient registration method can register 

the surgical path to reference tool automatically, avoiding intraoperative manual 

registration. The mode-free control method can achieve an acceptable accuracy while 

tolerating errors in the hand-eye coordinate transformation and errors in the robot 

kinematics model. 

Automatically finding the transformation matrix between the image fiducial and 

the tracking marker is key to direct patient tracking. Some studies use manufacturer 

specifications to calculate this matrix, but this relies on the quality of manufacturing 

[22,23]. In this paper, the custom reference tool structure allows for the coordinate 

relationship between the registration beads and the tracking marker to be determined 
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using only the pivot method[20]. Because, the pivot operation is simple, easy to use 

and have a promising accuracy, our method is effective to find the transformation 

matrix between the image fiducial and the tracking marker at the early stages of 

concept validation. 

Finding good initialization parameters, which is important for stability and 

convergence, is usually a challenge for model-free control [21,13]. In our system, all 

coordinate transfer parameters can be coarsely calibrated at the manufacturing stage. 

These parameters provide a good initial position for model-free control, and also 

provides a good initial value for the Jacobian matrix in the Broyden's algorithm. The 

experiments in Fig. 12 demonstrate that this control scheme can achieve stable and 

accurate control using these coarse parameters, which shows the suitability of 

model-free control for stereotactic robots.  

Experiments in convergence of robot control show Broyden's algorithm has 

increased sensitivity to large kinematic model error. Although coarse control using a 

rough coordinate transfer chain can provide acceptable initial conditions and ensure 

control robustness experimentally, more theoretical methods, such as the Lyapunov 

method [14,24], are still needed to further analyze the stability boundary of this 

method. 

The results of Sections 3.3 show our system can provide a position and 

orientation accuracy under 1mm and 1°, but the error in the drilling experiment has 

large deviations. This is because of the “uneven terrain” of vertebral bone. Even with 

the help of the guiding hole, the drill bit will still slip on the vertebrae when manually 



Author a
cc

ep
ted

 m
an

usc
rip

t

AUTHOR ACCEPTED MANUSCRIPT

© 2019 CARS.

 

 

drilling. This implies that in addition to positioning and orientation guidance, 

stereotactic robots should have better autonomous operation capabilities, avoiding 

additional errors caused by manual operations. The automatic drilling operation in 

cochlear implantation robot [11] is a successful example. For our system, similar 

functions can be further explored in the future. 

5. Conclusion 

In this paper we proposed a stereotactic surgery surgical robot system using a 

hand-eye integrated scheme, a specially designed patient reference tool and a 

model-free robot control method. Using our proposed system and method, the amount 

of intraoperative hand-eye calibration and manual registration steps can be 

significantly reduced, while not drastically decreasing accuracy compared to both 

conventional hand-eye and robot kinematics coordinate transfer chains. 
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