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Abstract

This thesis includes two related but independent subjects. In Part I we consider the problem of finding an optimal dynamic priority sequencing policy to maximize the mean throughput rate in a multistation, multiclass closed queueing network with general service time distributions and a general routing structure. Under balanced heavy loading conditions, this scheduling problem can be approximated by a control problem involving Brownian motion. Although a unique, closed form solution to the Brownian control problem is not derived, an analysis of the problem leads to an effective static sequencing policy, and to an approximate means of comparing the relative performance of arbitrary static policies. Several examples are provided that illustrate the effectiveness of our procedure.

In part II we consider two interrelated decisions concerning inspection in a circuit board assembly plant. The inspection allocation policy determines at which stage(s) to inspect a board. At stages where inspection is performed, the testing policy decides how to accept or reject a board based on the test measurements that are subject to some noise. The objective is to minimize the total expected cost of quality, which includes the inspection cost and the cost of defectives shipped to the customer. A case study is presented that reveals various implementation and data gathering issues. This study shows that our proposed policies offer significant cost savings over current industrial practice.
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1. Introduction

Multiclass closed queueing networks are important models for computer, communication, and manufacturing systems, and the descriptive theory of these networks is well developed (see Baskett et al. 1975 and Kelly 1979). However, no exact results exist for optimal priority sequencing in such systems, and the only approximate analysis is Harrison and Wein (1990), who obtain an effective priority sequencing policy for maximizing the throughput of a two-station, well balanced, heavily loaded network. This policy, called a *workload balancing* sequencing policy, is a static (that is, not state-dependent) policy that outperformed conventional sequencing policies in a simulation study in Harrison and Wein (1990). This result was obtained by analyzing a Brownian system model (developed by Harrison 1988) that approximates a multiclass queueing network with dynamic scheduling capability. Under balanced heavy loading conditions, this model allows a queueing network scheduling problem to be approximated by a control problem involving Brownian motion. The workload balancing sequencing policy was derived by reformulating the Brownian control problem in terms of workload imbalances, solving the workload imbalance formulation, and interpreting the solution in terms of the original queueing system.

In this paper, we attempt to generalize the results of Harrison and Wein (1990) from the setting of a two-station network to a network with any finite number of stations. In order to describe our results, it is easiest to first review the results of
Harrison and Wein (1990). They define a one-dimensional workload imbalance process, which measures how imbalanced the total network workload is between the two stations at each point in time, and discover an intricate relationship between workload imbalance, server idleness, and the lowest priority customer classes. In particular, in the idealized Brownian limit, server idleness is only incurred at times when the workload imbalance process is on the boundary of a workload imbalance polytope, which is a closed interval on the real line, and the two extreme points of the polytope correspond to the two customer classes, one from each station, that are awarded lowest priority at their respective stations. These two bottom priority classes, which are referred to as extremal classes, lead directly to the workload balancing sequencing policy. Furthermore, this relationship allows for an analytic comparison between the workload balancing policy and any other static policy, such as the shortest expected processing time rule (SEPT), where priority is given to the class with the shortest expected processing time for its upcoming operation, and the shortest expected remaining processing time rule (SERPT), where priority is given to the class with the least expected amount of work remaining before exiting the network.

For the general multistation problem considered here, the Brownian control problem can again be reformulated in terms of workload imbalances, but a unique, closed form solution to the workload imbalance formulation is not obtained. However, the corresponding relationship between workload imbalance, server idleness, and the lowest priority classes is retained in the multistation setting. In particular, when there are $I$ stations in the network, an $(I - 1)$-dimensional workload imbalance process is defined that stays in a workload imbalance polytope in $R^{I-1}$. Also, server idleness is incurred only when the workload imbalance process is at the boundary of the workload imbalance polytope. Each extreme point of the polytope corresponds to a particular customer class, and these extremal classes are the only classes in the
network that are ever given bottom priority at their respective stations. Unlike the two-station case, there will in general be more extremal classes than stations.

The insight gained from the previous paragraph allows us to identify an effective static sequencing policy for maximizing the throughput of a multistation, multiclass closed queueing network under balanced heavy loading conditions, and to approximately compare the performance of this policy to conventional static policies, such as the SEPT and SERPT rules. A simulation study analyzing five examples (two three-station networks and three four-station networks) is carried out that demonstrates the power of the simple procedure of identifying the workload imbalance polytope and the corresponding extremal classes. In particular, for each example, the proposed policy outperforms (at times, dramatically) four conventional policies, and the analysis roughly predicts the relative performance of the proposed policy, the SEPT rule, and the SERPT rule. Also, system performance is greatly influenced by the particular static policy in use.

Perhaps the most interesting conclusion of our study is the effectiveness of static policies for maximizing the throughput in multistation closed queueing networks. In contrast, when analyzing perhaps the simplest interesting open queueing network scheduling problem, Harrison and Wein (1989) found that no static policy was effective, and a dynamic (that is, state-dependent) policy was required to offer significant improvement over the first-come first-served (FCFS) policy. We believe this is due to the fundamental tradeoff that exists in all open queueing networks. This tradeoff is between the short run aim of reducing the number of customers in the system, and the longer run aim of avoiding server idleness. On the other hand, in a single-station queue, no such tradeoff exists, and the only concern is with reducing the number of customers in the system. Therefore, it is not surprising that a simple static policy (the so-called $c\mu-$rule; see Klimov 1974, for example) is able to achieve this goal.
Part I: Scheduling Networks of Queues

Similarly, no tradeoff exists in a closed network setting, where server utilization is the sole concern, and so a static policy again appears to be effective, although obviously not optimal. In summary, it appears that the basic tradeoff that exists in sequencing open networks makes these systems more difficult to analyze and to sequence than closed networks or single-station systems.

The balanced heavy loading conditions imply that any stations in the original network that are not among the most heavily loaded will vanish in our idealized Brownian model. Thus, the proposed sequencing policy can be applied to any closed queueing network by restricting attention to the subnetwork of bottleneck stations. Although our procedure works very well on the bottleneck subnetwork and appears to be quite robust with respect to the magnitude and balance of the network load (see, in particular, example 5 of Section 7), further study is required to assess the effectiveness of this procedure for scheduling an entire network consisting of bottleneck and nonbottleneck stations. However, the bottleneck stations are precisely where most of the congestion occurs, and where scheduling will have its biggest impact. Thus, we believe these results have the potential to enhance system performance in actual closed network settings.

This paper is organized as follows. In Section 2, the queueing network scheduling problem is described, and the workload imbalance formulation of the approximating Brownian control problem is given in Section 3. The workload imbalance polytope is defined in Section 4, where the relationship between server idleness, workload imbalance, and extremal classes is described. A static sequencing policy is proposed in Section 5, which also contains an approximate analytic comparison between the proposed policy and any other static policy. An alternative workload imbalance formulation is described in Section 6, which can be omitted by readers interested primarily in the nonmathematical aspects of the paper. Five examples are contained in Section
7, along with simulation results.

2. The Queueing Network Scheduling Problem

Consider a queueing network consisting of $I$ single server stations, and populated by a variety of different customer types, where each type has its own arbitrary, deterministic route through the network. As in Kelly (1979) and Harrison (1988), we define a different customer class for each stage along each customer type's route. Each customer class $k = 1, \ldots, K$ requires service at a particular station, and has its own general service time distribution with finite mean and variance. Thus, individual customers change class deterministically as they proceed through the network.

Whenever a customer completes the last stage of its route, it exits the network, and a new customer immediately enters, so as to keep the population size fixed at $N$ customers. The entering customer will be of class $k$ with probability $q_k$, independent of all previous history. Of course, $q_k > 0$ only for classes that correspond to the first stage along some customer type's route.

Notice that this is a single chain network, where the entering mix of the various customer types is fixed, as opposed to a multichain network where the population level of the various customer types is fixed. The single chain network is appropriate for a manufacturing setting, which is our primary interest. In a job shop, the product mix is typically specified by customer demand, and the most direct way to satisfy this mix in a closed network setting is to release new customers according to the appropriate entering class mix $q = (q_k)$. Our analysis allows the class of entering customer to be chosen in a deterministic (rather than Markovian) fashion according to the vector $q$, in which case the proposed policy remains unchanged. Also, customer routes are assumed to be deterministic for ease of presentation; probabilistic events that occur
in a manufacturing setting, such as rework, scrapping, and server breakdown and repair, can be easily incorporated into the model (see Harrison 1988 for details).

The scheduling problem is to dynamically decide which class of customers to serve next at every station in the network. These decisions will be referred to as sequencing decisions. The objective of the scheduling problem is to maximize the long run expected average throughput rate of the network, which is the number of customer departures per unit of time. Since the customer population level is fixed, Little's formula (Little 1961) implies that this objective will also minimize the long run expected average sojourn time of customers, which is the amount of time a customer spends in the network. Since the entering class mix, customer routes, and mean service times are all fixed, maximizing the long run expected average throughput rate is equivalent to minimizing the long run expected average idleness rate for any arbitrary server, which is the fraction of time the server is idle.

3. The Workload Imbalance Formulation

Harrison (1988) has shown how to approximate the closed queueing network scheduling problem described in Section 2 by a Brownian control problem. In Section 2 of Harrison and Wein (1990), an equivalent formulation of this problem is derived for the two-station case. The new formulation is called a workload formulation because the state of the queueing system is described in terms of a two-dimensional workload process, rather than the $K$-dimensional queue length process. In Section 3 of Harrison and Wein (1990), the workload formulation is easily re-expressed in terms of a workload imbalance formulation (see equations (38)-(44) of that paper), where the state of the network is a one-dimensional workload imbalance process, which measures how imbalanced the workload of the first station is relative to the second station.
Readers are also referred to Wein (1991) for a similar multidimensional workload imbalance formulation. We will go directly to the workload imbalance formulation of the problem in order to avoid much unnecessary notation. As in Harrison and Wein (1990), the proposed sequencing policy depends only on the solution to the workload imbalance formulation.

Let $Q_k(t)$ be the number of class $k$ customers in the network at time $t$, and let $I_i(t)$ be the cumulative idleness incurred by server $i$ in the time interval $[0, t]$. The Brownian approximation is obtained by rescaling these two basic processes in terms of the total population size $N$. In particular, define the scaled *queue length process* $Z_k = \{Z_k(t), t \geq 0\}$ by

$$Z_k(t) = \frac{Q_k(N^2 t)}{N}, \quad t \geq 0 \quad \text{and} \quad k = 1, ..., K,$$

and the scaled *cumulative idleness process* $U_i = \{U_i(t), t \geq 0\}$ by

$$U_i(t) = \frac{I_i(N^2 t)}{N}, \quad t \geq 0 \quad \text{and} \quad i = 1, ..., I.$$

Notice that $Z_k(t)$ is interpreted as the fraction of customers in the network at time $t$ who are of class $k$. The vector processes $Z = (Z_k)$ and $U = (U_i)$ are the control processes in the workload imbalance formulation of the Brownian control problem, and these scaled processes will be referred to simply as the queue length and cumulative idleness processes, respectively. Since we will be dealing exclusively with the Brownian model in the next two sections, this should cause no confusion.

Let us define $M_{ik}$ to be the expected remaining processing time at station $i$ for a class $k$ customer until that customer exits the network. The $I \times K$ *workload profile matrix* $M = (M_{ik})$ depends on the mean processing time of each customer class and the detailed route of each customer type. Readers may refer to Table I and equation (24) in Section 7, where the entries of this matrix are displayed for a concrete example.
As mentioned in Section 2, newly injected customers are of class $k$ with probability $q_k$. For $i = 1, \ldots, I$, define $v_i = \sum_{k=1}^{K} M_{ik} q_k$, so that $v_i$ is the expected total time over the long run that server $i$ devotes to each newly arriving customer. Recall that in closed queueing networks, the vector of traffic intensities can only be determined up to a scale constant. As in Harrison and Wein (1990), the relative traffic intensities $\rho_i = (\rho_i)$ will be scaled so that $\max_{1 \leq i \leq I} \rho_i = 1$. By Proposition 2 of Harrison and Wein (1990), it follows that $\rho_i = v_i / \max_{1 \leq j \leq I} v_j$, for $i = 1, \ldots, I$. The balanced heavy loading conditions for the closed network assume the existence of a sufficiently large integer $N$ such that the total population size is $N$ and $N|1 - \rho_i|$ is of moderate size for all $i = 1, \ldots, I$.

Define the $(I - 1) \times K$ workload imbalance profile matrix $\hat{M} = (\hat{M}_{ik})$ by

$$\hat{M}_{ik} = \rho_i M_{ik} - \rho_i M_{Ik} \quad \text{for } i = 1, \ldots, I - 1 \text{ and } k = 1, \ldots, K. \quad (3)$$

As in Harrison and Wein (1990), and Wein (1990b,1991), this matrix contains all the necessary information about each customer class to schedule the network under balanced heavy loading conditions.

Let $X$ be a $K$-dimensional Brownian motion process with drift vector $\delta$ and covariance matrix $\Sigma$, which are defined in equations (13)-(14) of Harrison and Wein (1990) in terms of the first and second moments of the service time distributions of the different customer classes, the routes of the various customer types, and the entering class mix. Also, let $B = (B_i)$ be defined by $B = TMX$, where the $(I - 1) \times I$ matrix $T$ is given by

$$T = \begin{pmatrix}
\rho_1 & 0 & 0 & \ldots & 0 & -\rho_1 \\
0 & \rho_1 & 0 & \ldots & -\rho_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
0 & 0 & \ldots & \rho_{I-2} & 0 & -\rho_{I-1} \\
0 & 0 & \ldots & 0 & \rho_I & -\rho_I \\
\end{pmatrix}, \quad (4)$$
so that $B$ is an $(I - 1)$-dimensional Brownian motion process with drift $\mu = TM\delta$ and covariance $\Gamma = TM\Sigma M^T T$. Our proposed policy does not depend on the parameter values of the two Brownian motion processes (as mentioned earlier, the policy depends only on the matrix $\hat{M}$ in (3)), and hence applies equally well if the class of entering customer is chosen in a deterministic or Markovian manner, since the Brownian models arising from these two release mechanisms differ only in their covariance matrix. It is worth noting that the components of the drift vector $\mu$ are $\mu_i = N(\rho_i - \rho_I)$ for $i = 1, \ldots, I - 1$, by Proposition 3 of Harrison and Wein (1990), and thus the Brownian motion is driftless when the queueing network is perfectly balanced.

The approximating Brownian control problem is obtained by letting the customer population size $N \to \infty$. By Propositions 2 and 7 of Harrison and Wein (1990), the workload imbalance formulation of the Brownian control problem is to choose a $K$-dimensional process $Z$ and an $I$-dimensional process $U$, both of which are RCLL (right continuous with left limits), to

$$\text{minimize } \limsup_{t \to \infty} \frac{1}{t} E[U_1(t)] \tag{5}$$

subject to $Z$ and $U$ are nonanticipating with respect to $X$,

$$\sum_{k=1}^{K} \hat{M}_{ik} Z_k(t) = B_i(t) + \rho_I U_i(t) - \rho_i U_I(t) \quad \text{for } i = 1, \ldots, I - 1 \text{ and } t \geq (\mathbb{R}) \tag{6}$$

$U$ is nondecreasing with $U(0) = 0$,

$$\sum_{k=1}^{K} Z_k(t) = 1 \quad \text{for all } t \geq 0, \text{ and} \tag{7}$$

$$Z(t) \geq 0 \quad \text{for all } t \geq 0. \tag{8}$$

We conclude this section with several comments on the workload imbalance formulation, which gets its name because the basic system state equation (7) is in terms of the $(I - 1)$-dimensional workload imbalance process, which measures the total
amount of work anywhere in the network for stations \(1, \ldots, I - 1\) at time \(t\) relative to the amount of work in the network at station \(I\) at time \(t\). Notice that we have arbitrarily chosen to minimize the long run expected average idleness rate of server 1. Although \(Z\) and \(U\) are required to be nonanticipating with respect to the \(K\)-dimensional Brownian motion \(X\), it turns out that the optimal processes will only depend on the \((I - 1)\)-dimensional Brownian motion \(B\). Constraints (8)-(10) are straightforward, since the cumulative idleness process must be nondecreasing, the customer population size is fixed, and the queue length process must be nonnegative. Finally, there is not a unique way to transform the workload formulation into a workload imbalance formulation, and in Section 6 we discuss an alternative transformation.

4. The Workload Imbalance Polytope and Extremal Classes

For the two-station case, Harrison and Wein (1990) found an optimal solution \((Z^*, U^*)\) to the workload imbalance formulation (5)-(10), and interpreted this solution in terms of the original queueing system in order to find an effective sequencing policy. Unfortunately, we have been unable to find a closed form solution to (5)-(10) when \(I > 2\). Instead, we will be satisfied with gaining a deep enough understanding of the problem so that an effective sequencing policy can be found.

We begin this section by verbally describing problem (5)-(10). Define the \((I - 1)\)-dimensional workload imbalance process \(\hat{W} = (\hat{W}_i)\) by

\[
\hat{W}_i(t) = \sum_{k=1}^{K} \hat{M}_{ik} Z_k(t) \quad \text{for } i = 1, \ldots, I - 1, \text{ and } t \geq 0. \tag{11}
\]

It is clear from equations (9)-(11) that the workload imbalance process must reside within the workload imbalance polytope defined by

\[
\{(\hat{w}_1, \ldots, \hat{w}_{I-1}) : \hat{w}_i = \sum_{k=1}^{K} \hat{M}_{ik} z_k, i = 1, \ldots, I - 1; \sum_{k=1}^{K} z_k = 1; z_k \geq 0, k = 1, \ldots, K\}. \tag{12}
\]
This polytope is the convex hull of the $K$ columns of the workload imbalance profile matrix $\tilde{M}$, where the $k^{th}$ column of $\tilde{M}$ quantifies the workload imbalance of a class $k$ customer.

By equations (7) and (11), it follows that

$$\tilde{W}_i(t) = B_i(t) + \rho_i U_i(t) - \rho_i U_i(t) \quad \text{for } i = 1, \ldots, I - 1 \text{ and } t \geq 0.$$  \hspace{1cm} (13)

Thus, the workload imbalance formulation can be analyzed in a two-step procedure. The first problem is to find an optimal control $U^*$ (that is nonanticipating with respect to $B$) to minimize (5) subject to constraints (8) and (13), and subject to the workload imbalance process $\tilde{W}$ residing in the workload imbalance polytope defined in (12). The solution $U^*$ to the first problem will lead to an optimal workload imbalance process $\tilde{W}^*$ via equation (13) with $U^*$ replacing $U$. The second problem is to choose an optimal process $Z^*$ that is nonanticipating with respect to $B$ and satisfies equations (9)-(11), with $\tilde{W}^*$ replacing $\tilde{W}$ in (11). We will now discuss the two problems in turn.

The first problem is a multidimensional ergodic singular Brownian control problem. The controller observes the $(I - 1)$—dimensional Brownian motion $B$, exerts the nondecreasing controls $U_1, \ldots, U_I$, and the resulting process is the $(I - 1)$—dimensional workload imbalance process given in (13). The objective is to exert as little of the controls as possible (recall that we arbitrarily chose to minimize $U_1$) subject to keeping the controlled process inside the workload imbalance polytope (12). The control problem is described as singular because the state of the controlled process can be instantaneously changed by the controller and, as a result, the optimal control process $U$ is continuous but singular (that is, the set of time points at which $U$ increases has measure zero).

When $I = 2$ (see Harrison and Wein 1990), the workload imbalance polytope is a closed interval on the real line, which will be denoted by $[a, b]$, the optimal control
processes $U_1^*$ and $U_2^*$ are proportional to the local times at the respective boundaries, and thus the workload imbalance process is a one-dimensional regulated or reflected Brownian motion (abbreviated hereafter by RBM; see Harrison 1985 for a complete treatment) on the interval $[a, b]$. Since our objective function is to exert the control $U$ as little as possible subject to keeping $\tilde{W}$ in $[a, b]$, it is not surprising that the control $U$ is exerted only when the process $\tilde{W}$ reaches the two endpoints of the closed interval.

Unfortunately, closed form solutions to ergodic singular control problems have been restricted to one-dimensional problems (see, for example, Karatzas 1983, Tak-sar 1985, and Wein 1990a). When $I > 2$, the optimal control $U$ will again only be exerted when the $(I - 1)$-dimensional workload imbalance process $\tilde{W}$ reaches the boundary of the polytope defined in (12). However, the problem is greatly complicated by the fact that the optimal angle of reflection (exerting different combinations of the components of $U$ yields $2^I$ possible angles of reflection; see Wein 1991 for details) off the faces of the polytope must be found. Kushner (1977,1990) has developed a numerical procedure (called the finite difference approximation method in Kushner 1977, and called the Markov chain approximation method in Kushner and Martins 1990) for solving a wide variety of control problems, including multidimensional ergodic singular control problems. By discretizing the state space and time, this technique allows one to approximate our ergodic singular control problem by a finite state Markov chain control problem with a long run average cost criterion, which in turn can be solved numerically using standard techniques. Kushner and Martins (1990) (and references therein) have developed weak convergence methods to prove that, as the discretization of time and space gets finer, the optimally controlled Markov chain (suitably interpolated) converges to the optimally controlled diffusion, and the optimal cost of the controlled Markov chain converges to the optimal cost.
of the singular control problem. This procedure was used in Wein (1991) to numerically solve a more difficult constrained ergodic singular control problem arising from a queueing network scheduling problem with controllable inputs. Although we have successfully employed this technique to find numerical solutions to the three-station examples in Section 5, the optimal angles of reflection are not reported here for reasons that will become clear below. However, it is interesting to note that the solution does not appear to be of a simple form, in that the angles of reflection are not constant on each face of the polytope.

We now turn to the second problem in the two step procedure to solve (5)-(10). Given an optimal workload imbalance process $\hat{W}^*$ (via equation (13)) from step one, choose a queue length process $Z^*$ that satisfies constraints (9)-(11), with $\hat{W}^*$ replacing $\hat{W}$ on the left side of equation (11). Let us again begin with the two-station problem considered in Harrison and Wein (1990). In this case, the one-dimensional workload imbalance process $\hat{W}$ is a RBM on the interval $[a, b]$, and $\hat{M}$ is a $K$-dimensional vector, where $\hat{M}_k$ is the workload imbalance for class $k$. Furthermore, $\min_{1 \leq k \leq K} \hat{M}_k = a$ and $\max_{1 \leq k \leq K} \hat{M}_k = b$, and suppose without loss of generality that $\hat{M}_1 = b$ and $\hat{M}_2 = a$, where class 1 is served at station 1 and class 2 is served at station 2. In order to allow the workload imbalance process to evolve in the entire workload imbalance polytope, only the customer classes that correspond to the extreme points of the polytope must have a positive queue length (i.e., $Z^*_k(t) > 0$); the other classes may have a zero queue length for all times $t$. The customer classes that correspond to the extreme points of the polytope will be called extremal classes. In the two-station case, the extreme points of the polytope are $a$ and $b$, and $\hat{M}_2 = a$ and $\hat{M}_1 = b$, and thus there are exactly two extremal classes, class 1 and class 2. If we force the other $K - 2$ customer classes to have zero queue length (i.e., $Z^*_k(t) = 0$ for $t \geq 0$ and $k = 3, ..., K$), then $Z^*_1(t) = \gamma(t)$ and $Z^*_2(t) = 1 - \gamma(t)$, where
\( \gamma(t) = (\hat{W}^*(t) - a)/(b - a) \) is the unique solution to equations (9)-(11).

Before we turn to the case where \( I > 2 \), let us interpret the optimal solution \((Z^*, U^*)\) to the two-station case. The workload imbalance process is a RBM on \([a, b]\), and the server idleness is only incurred when the workload imbalance process equals \( a \) or \( b \). Furthermore, only two customer classes, denoted by classes 1 and 2, ever have a positive queue length. Under heavy traffic conditions, it is well-known (see Whitt 1971, Harrison 1973, Reiman 1983, Johnson 1983, Peterson 1991, and Chen and Mandelbaum 1989 for various queueing systems) that if a static priority discipline is used among the customer classes visiting a particular queue, only the lowest priority customer class will have a positive scaled queue length under heavy traffic conditions. The other customer classes will not see the system in heavy traffic, and thus their queue lengths will be negligible compared to the bottom priority class. Therefore, the solution is interpreted to mean that customers of class 1 (respectively, class 2) are served at station 1 (respectively, station 2) only when there are no other customers present there. Although some ambiguity remains in specifying the entire sequencing policy, the value of \( \hat{M}_k \) offers a natural index with which to prioritize the remaining classes. In particular, the proposed workload balancing policy is to award higher priority at station 1 (respectively, station 2) to the classes with the smaller (respectively, larger) values of the index \( \hat{M}_k \).

Returning to the case where \( I > 2 \), in general there may be more extremal classes than stations. Moreover, there will be at least one extremal class at each station. This second observation is most easily seen if we assume the network is perfectly balanced (that is, \( \rho_i = 1 \) for \( i = 1, ..., I \)). In this case, \( \hat{M}_{ik} = M_{ik} - \bar{M}_{ik} \) and any class that achieves either the minimum or maximum value over classes \( k = 1, ..., K \) of \( \hat{M}_{ik} \) for some \( i = 1, ..., I - 1 \) will be an extremal class. For \( i = 1, ..., I - 1 \), one of the classes that achieves \( \max_{1 \leq k \leq K} \hat{M}_{ik} \) must be served at station \( i \) because the value
of $\tilde{M}_{ik}$ is reduced when a customer leaves station $i$, is increased when a customer leaves station $I$, and remains unchanged when a customer leaves any other station. By similar reasoning, one of the classes that achieves $\min_{1 \leq k \leq K} \tilde{M}_{ik}$ must be served at station $I$, for $i = 1, \ldots, I - 1$.

Thus, unlike the two-station case, there is not a unique combination of the extremal queue lengths $Z^*_k(t)$ that is consistent (in the sense of equation (11)) with the workload imbalance process when it is in the interior of the workload imbalance polytope. Therefore, although the extremal classes can be readily identified, there appear to be many possible solutions $Z^*$ that will allow the workload imbalance process to evolve in the entire workload imbalance polytope. Moreover, since there are more extremal classes than stations and since a static priority ranking of the customer classes would lead to only one class per station with a positive queue length, it appears that a dynamic sequencing policy is required, rather than a static policy, as in the two-station case.

To summarize this section, problem (5)-(10) has been decomposed into two problems. The first problem is a multidimensional ergodic singular control problem that does not appear to have a closed form solution. However, it is clear that the controller exerts the cumulative idleness process $U^*$ only when the workload imbalance process $\hat{W}^*$ reaches the boundary of the workload imbalance polytope. Also, an approximate numerical solution that specifies the optimal angles of reflection off the polytope boundary can be obtained using the Markov chain approximation technique described in Kushner and Martins (1990). The second problem involves finding an optimal queue length process $Z^*$ that is consistent with the optimal workload imbalance process $\hat{W}^*$ derived from the first problem. Although there is not a unique solution to this problem, the extremal classes, which are the only classes that receive lowest priority at their respective stations, can be identified.
Because of the nonuniqueness of the solution to the second problem, much ambiguity remains in interpreting the solution to (5)-(10) in terms of the queueing system in order to obtain an effective dynamic sequencing policy. Moreover, it is not clear to us how to use the optimal angles of reflection to identify an effective sequencing policy. Thus, in the remainder of this paper, we will focus on static sequencing policies, and will only briefly discuss possible dynamic policies.

5. Static Sequencing Policies

A static sequencing policy uses a fixed priority ranking of the different customer classes at each server in the network. Perhaps the two most commonly studied static policies are the SEPT and SERPT rules. Under a static policy, only one class will have lowest priority at each server, and hence only $I$ customer classes will have a nonzero queue length in the approximating Brownian model. Thus, the workload imbalance process $\bar{W}$ will reside inside the $(I - 1)$-dimensional simplex defined by the $I$ columns of the workload imbalance profile matrix $\bar{M}$ corresponding to the lowest priority classes. This simplex will be contained within the workload imbalance polytope defined in (12).

For any arbitrary static policy, suppose class $i$ is awarded lowest priority at station $i$, for $i = 1, \ldots, I$, and thus classes $I + 1, \ldots, K$ are not bottom priority classes. Then for any value $\bar{W}(t)$ of the workload imbalance process in the $(I - 1)$-dimensional simplex, there exists a unique nonnegative solution $Z^*(t)$ to the system of equations

$$
\bar{W}(t) = \sum_{k=1}^{I} \bar{M}_{ik} Z_k(t), \quad (14)
$$

$$
\sum_{k=1}^{I} Z_k(t) = 1. \quad (15)
$$

Moreover, since idleness would only be incurred at each station when no customers are present there, the control $U_i^*(t)$ in the idealized Brownian model is only exerted
at times $t$ when $Z^*_t(t) = 0$. Thus, by equations (13)-(15), the workload imbalance process would behave as a RBM on the simplex generated by the $I$ lowest priority classes. Also, the angles of reflection off each face would be constant; see Chen (1987) for a definition of RBM on a simplex. Readers are referred to Figure 3 of Section 7, where two-dimensional simplices are shown for the SEPT and SERPT policies for a specific three-station example.

Recall that the primary performance measure for closed queueing networks is the mean throughput rate, which can be calculated from the mean idleness rates at the various stations. There are several numerical techniques (Harrison, Landau, and Shepp 1981 and Trefethen and Williams 1983 use conformal mapping for the two-dimensional case where the underlying Brownian motion process has zero drift, and the Markov chain approximation method of Kushner and Martins 1990 can be used for the general case) available for determining the steady state distribution of a RBM on a simplex and the mean rate of pushing off the boundaries, and the latter measure leads directly to an estimate of the mean idleness rate. Thus, we can approximately analyze the performance of any arbitrary static policy, such as SEPT and SERPT. However, these techniques require a substantial effort, perhaps more than many analysts would be willing to undertake in order to just compare different static policies.

As an alternative, we propose a very simple measure to crudely compare various static policies. To motivate our measure, consider the Brownian model of the perfectly balanced two-station closed network. In this case, the drift of the underlying one-dimensional Brownian motion $B$ is zero, and the steady state distribution of the RBM is uniformly distributed over the simplex, which in this case is the closed interval $[a, b]$. Moreover, the average idleness rate (or the average pushing off the two interval endpoints) is the same for each station, and is inversely proportional to $b - a$, the
length of the interval (see Harrison and Wein 1990 for a closed form expression).

Now consider the general multistation case. If the RBM is uniformly distributed over the simplex, then a relative measure of the average idleness rate (or pushing off the boundaries) is the surface of the simplex divided by its volume. For example, in a three-station network, this measure is the perimeter of a triangle divided by its area. This ratio is easy to compute in general, since the volume and the surface of each face can be computed from a determinant. Although our relative measure is correct for the perfectly balanced two-station network, it is a very crude estimate for a multidimensional RBM, since the steady state distribution is not uniform, and the drift, covariance, and angles of reflection of the RBM are being ignored. However, the goal is to develop a very simple measure that hopefully captures the first-order effect that one would observe from a visual inspection of the simplices. Moreover, this approach to performance analysis also extends to a possibly optimal policy, since the numerical solution (via the Markov chain approximation method) to the singular control problem yields the average idleness rate, and a crude estimate of the average idleness rate is just the surface of the workload imbalance polytope divided by its volume. Although we have been unable to identify an optimal policy, one could use this technique to approximately compare the performance of an optimal policy to an arbitrary static policy.

Now that the performance of arbitrary static policies has been discussed, we are now ready to propose an effective static policy. The first step is to find the class from each of the \( I \) stations so that the simplex generated by these classes (via the columns of the workload imbalance profile matrix \( \hat{M} \)) has the minimal ratio of surface-to-volume. For ease of presentation, let us denote these classes by \( 1, \ldots, I \), where class \( i \) is served at station \( i \). By the above discussion, it is clear that our crude measure of performance would predict that a sequencing policy awarding lowest priority to
class \( i \) at station \( i \), for \( i = 1, \ldots, I \), would achieve minimal mean idleness, and hence maximal mean throughput, among the class of static policies.

A simple extension to this idea will be used to prioritize classes \( I + 1, \ldots, K \) at their various stations, and hence to complete the specification of the sequencing policy. In order to prioritize the remaining customers at station \( i \), let us suppose for the moment that class \( i \), the lowest priority class at station \( i \), did not exist. Then for each of the remaining classes at station \( i \), which are indexed by \( n = 1, \ldots, I_i \), we would compute the surface-to-volume ratio \( R_n \) for the simplex generated by class \( n \) and the remaining \( I - 1 \) bottom priority classes. Since the class with the smallest value of \( R_n \) would receive lowest priority at station \( i \) if class \( i \) did not exist, our proposed sequencing policy awards higher priority at station \( i \) to the classes with the larger values of \( R_n \).

Although one could obtain a more reliable proposed policy by calculating the mean idleness rate using the sophisticated numerical techniques described earlier in place of our crude surface-to-volume measure, much more computation would be required. Furthermore, as will be seen in the next section, our crude relative idleness measure appears to be accurate enough to distinguish between the various static policies.

We have been unable to identify a simple static or dynamic policy that significantly outperforms the static policy described above. In the simulation experiment of Section 7, we also tested an alternative static policy that serves all extremal classes on a first-come first-served basis at their respective stations, and then prioritizes the non-extremal classes in the same order as they were served in the proposed static policy. The hope was that by allowing all extremal classes to have a positive queue length, the workload imbalance process would be allowed to move throughout the entire workload imbalance polytope, as opposed to only moving throughout the simplex of minimal surface-to-volume ratio. However, this policy did not perform significantly
better than the proposed static policy, and thus the simulation results for this policy are not reported here.

We have had several ideas for dynamic policies. One policy employs dynamic reduced costs (as in Wein 1991) derived from the mathematical program of maximizing the minimum amount of work queued at any given station, subject to constraints (14)-(15) and (10), for any given value of $\hat{W}(t)$. A second policy would, given the value of $\hat{W}(t)$ at time $t$, derive the simplex of minimal surface-to-volume ratio (with one extreme point per station) containing $\hat{W}(t)$, and would award the lowest priority at time $t$ to the classes corresponding to the extreme points of the simplex. The remaining classes would be prioritized at time $t$ as in the proposed static policy. However, these two policies were not pursued because they would be extremely tedious to implement in a real time setting. Our goal instead is to find a simple and effective sequencing policy.

6. An Alternative Workload Imbalance Formulation

By equation (23) and Propositions 2 and 7 of Harrison and Wein (1990), the key to transforming the workload formulation of an $I$—station closed network into a corresponding workload imbalance formulation is to identify a projection matrix $P$ that satisfies $P\rho = 0$, where $\rho$ is the traffic intensity vector. This projection matrix yields the workload imbalance profile matrix $\hat{M} = (\hat{M}_{ik})$, which is defined by $\hat{M} = PM$. That is, the matrix $P$ projects class $k$'s workload profile vector $M_{ik} = (M_{1k}, ..., M_{Ik})^T$ in the direction that is parallel to the vector of relative traffic intensities and onto an $(I - 1)$—dimensional hyperplane.

Notice that there is no restriction on the choice of hyperplane onto which the workload profile vector is projected. We chose to employ the particular projection
stated in (4) because of its relative simplicity and to maintain consistency with Harrison and Wein (1990) and Wein (1990a,b,1991). In these previous studies, a solution was found to the workload formulation and hence the particular transformation used in obtaining the workload imbalance formulation was irrelevant. However, in the present study, an explicit solution to the workload formulation is not obtained, and the proposed scheduling policy can depend on the particular transformation that is used. In particular, the transformation defined in (4) causes the workload imbalance process to measure the imbalance of the first $I - 1$ stations relative to station $I$. Station $I$ was arbitrarily chosen as the reference station, and if we had chosen a different reference station, the set of extremal classes would not change, but the proposed scheduling policy could be different. Also, the transformation in (4) leads to an asymmetry in (13), in that the control $U_i$ affects only $\dot{W}_i$, for $i = 1, \ldots, I - 1$, whereas $U_I$ affects the entire process $\dot{W}$.

A natural choice for the hyperplane onto which the workload profile is to be projected is the hyperplane perpendicular to the projection direction. This is also the only choice that will guarantee that the policy obtained is independent of the order of the stations. This choice has an intuitive interpretation. To find the workload imbalance vector of a customer class, we decompose its workload vector into two orthogonal components. One component is proportional to the vector of relative traffic intensites, and its orthogonal complement is defined as the workload imbalance vector of that customer class. The first component represents a redistribution of the total workload in the network proportional to the traffic intensity vector. The second component is the workload imbalance vector that is the difference between the actual workload and an equivalent balanced load. Figure 1 illustrates how the workload imbalance vector is determined for the 2-dimensional case ($I = 2$).
Figure 1: The workload imbalance vector for a two station network.

In matrix form, the workload imbalance profile matrix $\tilde{M}$ can then computed as

$$\tilde{M} = PM$$

Where $P$ is the orthogonal projection matrix given by

$$P = (1 - \frac{\rho \rho^T}{\rho^T \rho}),$$

where $I$ denotes the $I \times I$ identity matrix, and $\rho = (\rho_1, \rho_2, \ldots, \rho_I)^T$. Then the workload imbalance profile matrix $\tilde{M} = (\tilde{M}_{ik})$, which is of dimension $I \times K$ rather than $(I - 1) \times K$, is defined by $\tilde{M} = PM$, yielding

$$\tilde{M}_{ik} = M_{ik} - \left(\frac{\rho_i}{\sum_{j=1}^{I} \rho_j^2}\right) \left(\sum_{j=1}^{I} \rho_j M_{jk}\right) \text{ for } i = 1, \ldots, I \text{ and } k = 1, \ldots, K.$$ 

By (16), the matrix $P$ projects the workload profile vector $M_k = (M_{1k}, \ldots, M_{Ik})^T$ of each class onto the $(I - 1)$-dimensional plane that is orthogonal to the traffic intensity vector and passes through the origin. Thus, the $I$-dimensional workload imbalance
process $\hat{\mathcal{W}}$, which equals $\{\hat{M}Z(t), t \geq 0\}$, actually resides in a polytope of dimension $I - 1$. Therefore, by considering the workload imbalance polytope generated by the $K$ points $(\hat{M}_{1k}, ..., \hat{M}_{Ik})^T, k = 1, ..., K$, in the $(I - 1)$-dimensional plane orthogonal to the traffic intensity vector, we can use the surface-to-volume algorithm described in the last section to obtain a proposed scheduling policy that is independent of a fixed reference station.

We tested both projections (that is, the transformations based on the matrix $T$ in (4) and the matrix $P$ in (16)) on the five numerical examples considered in the next section. The proposed scheduling policies under the two transformations were identical for the two three-station examples, and were nearly identical for the three four-station examples (for example, classes C3 and B4 were interchanged in Table IX). Also, neither policy dominated in terms of predicting the relative performance of static policies via the surface-to-volume ratio.

7. Examples

In this section, simulation results are reported for three networks, including two three-station networks and a four-station network. Although we believe this procedure remains effective for any number of stations, few factories have more than three or four bottleneck stations, and hence we did not examine larger networks. Five examples are treated in all; the three networks are studied under conditions of perfect balance (that is, the traffic intensity is the same for each station in the network), and then the four-station network is studied under two imbalanced scenarios.

There are two objectives in this simulation study: to assess the effectiveness of the proposed static sequencing policy described in Section 5, and to assess the accuracy
of the surface-to-volume ratio in predicting the relative performance of various static policies. To achieve the first goal, five sequencing policies are tested for each example: the proposed static policy (denoted by BROWNIAN in the tables below), the first-come first-served (FCFS) policy, the SEPT rule, the SERPT rule, and the least work next queue (LWNQ) rule. This last rule, which gives dynamic priority at each station to the class whose next station has the least amount of work in it, appears to be a reasonable candidate for a closed network setting, where the sole issue is to avoid server idleness.

Recall that the objective of the scheduling problem is to maximize the mean throughput rate for a fixed population level $N$. In the simulation results below, the population size $N$ for each policy is set (via a one-dimensional search using simulation) so as to achieve a fixed mean throughput rate, and we will instead record the mean sojourn times. As mentioned earlier, minimization of mean sojourn time is equivalent to maximization of mean throughput rate in a closed network. We compare mean sojourn time at a specified throughput rate because this is how factories are generally run: they attempt to choose their customer population level to meet the specified exogenous demand rate, and smaller mean sojourn times imply better performance. For each policy, ten independent runs are made, each consisting of 10,000 customer completions and no initialization periods.

In order to assess the effectiveness of the surface-to-volume ratio in predicting the relative performance of static policies, the SEPT policy, the SERPT policy, and the proposed static policy are tested at constant population levels, and the mean idleness rate at each station is observed; notice that these measurements are more in line with the original problem statement of minimizing the idleness rate (or, equivalently, maximizing the throughput rate) for a fixed population level. For examples 1-3, the idleness rate for a particular scheduling policy is defined as the average of the mean
idleness rates at each station in the network. For examples 4 and 5, the idleness rate is defined as the mean idleness rate at station 1, which as the heaviest loaded station. The normalized idleness rate of each policy, which is the idleness rate of the policy divided by the idleness rate of the proposed static policy, is then compared to the corresponding normalized surface-to-volume ratio, which is the surface-to-volume ratio of the policy divided by the surface-to-volume ratio of the proposed policy.

Example 1. The first network is populated by three types of customers, denoted by A, B, and C, and the specified mix employs equal quantities of all three types; that is, whenever a customer exits the network, the newly injected customer is of type A, B, or C with probability one-third. Table I describes the deterministic route of each customer type, and gives the mean service time for each stage of service. All service time distributions in this section are assumed to be exponential, although our results hold for any general service time distributions. Since each customer class corresponds to a combination of customer type and stage of completion, the twelve customer classes are designated (and ordered from \( k = 1, \ldots, 12 \)) by \((A1,A2,A3,B1,\ldots,B5,C1,\ldots,C4)\).

From Table I, we find that the \(3 \times 12\) workload profile matrix \(M\) is given by

\[
M = \begin{pmatrix}
4 & 4 & 0 & 10 & 2 & 2 & 2 & 0 & 4 & 4 & 4 & 0 \\
1 & 1 & 1 & 13 & 13 & 7 & 7 & 7 & 4 & 0 & 0 & 0 \\
6 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 11 & 11 & 2 & 2
\end{pmatrix},
\]

where \(M_{ik}\) is the expected remaining processing time at station \(i\) for a class \(k\) customer until that customer exits the network. Since \(q = \begin{pmatrix} \frac{1}{3} & 0 & 0 & \frac{1}{3} & 0 & 0 & 0 & \frac{1}{3} & 0 & 0 & 0 \end{pmatrix}^T\), we have \(v_1 = v_2 = v_3 = 6\), implying \(\rho_1 = \rho_2 = \rho_3 = 1\).

Using the projection \(T\), the \(2 \times 12\) workload imbalance profile matrix \(\hat{M}\) is given by

\[
\hat{M} = \begin{pmatrix}
-2 & 4 & 0 & 9 & 1 & 1 & 2 & 0 & -7 & -7 & 2 & -2 \\
-5 & 1 & 1 & 12 & 12 & 6 & 7 & 7 & -7 & -11 & -2 & -2
\end{pmatrix}.
\]
<table>
<thead>
<tr>
<th>CUSTOMER TYPE</th>
<th>ROUTE</th>
<th>MEAN SERVICE TIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3 → 1 → 2</td>
<td>6.0 4.0 1.0</td>
</tr>
<tr>
<td>B</td>
<td>1 → 2 → 3 → 1 → 2</td>
<td>8.0 6.0 1.0 2.0 7.0</td>
</tr>
<tr>
<td>C</td>
<td>2 → 3 → 1 → 3</td>
<td>4.0 9.0 4.0 2.0</td>
</tr>
</tbody>
</table>

Table I. Description of example 1.

The projection matrix \( P \) is given by

\[
P = \begin{pmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{pmatrix},
\]

and workload imbalance profile matrix \( \hat{M}^P \) is given by

\[
\hat{M}^P = \begin{pmatrix}
\frac{1}{3} & \frac{7}{3} & -\frac{1}{3} & 2 & -\frac{10}{3} & \frac{4}{3} & -1 & -\frac{7}{3} & \frac{7}{3} & -1 & 2 & -\frac{2}{3} \\
-\frac{8}{3} & -\frac{2}{3} & \frac{2}{3} & 5 & \frac{20}{3} & \frac{11}{3} & 4 & \frac{14}{3} & \frac{7}{3} & -5 & -2 & -\frac{2}{3} \\
\frac{7}{3} & -\frac{8}{3} & \frac{1}{3} & -7 & -\frac{13}{3} & \frac{7}{3} & -3 & \frac{7}{3} & \frac{14}{3} & 6 & 0 & \frac{4}{3}
\end{pmatrix}
\]

(26)

The twelve points \( (\hat{M}_{1k}, \hat{M}_{2k}) \) are plotted in Figure 2, where the workload imbalance polytope, which is the convex hull of these points, is also displayed. Figure 3 displays the twelve points \( (\hat{M}^P_{1k}, \hat{M}^P_{2k}, \hat{M}^P_{3k}) \) in the plane orthogonal to the traffic intensity vector. In both cases six of the twelve classes are extremal classes, and the number beside each extremal point is the station that serves the corresponding extremal class. Recall that the static priority policy finds the simplex (generated by exactly one class from each station) of minimal surface-to-volume ratio, and awards lowest priority to these three classes at their respective station. Readers can easily see that in both Figures the two highest points and the lowest point, which correspond to class B1 at station 1, class B2 at station 2, and class C2 at station 3, generate the simplex of largest volume, and it turns out that this simplex also has minimal
surface-to-volume ratio. Thus, these three classes receive lowest priority at their respective stations under the BROWNIAN policy. A complete specification of the three static policies is exhibited in Table II, where the parenthesis denotes a tie between two classes; in this case, the customers of the two classes are grouped together and served on a FCFS basis. In this example the policy derived by our heuristic was identical for projection methods. Figures 4 and 5 show the simplices for the SEPT, SERPT, and BROWNIAN policies under the projection T and P respectively. A visual inspection reveals that we would expect the SEPT policy to outperform the SERPT policy, since its simplex has a significantly larger volume.

![Figure 2: The workload imbalance polytope under projection T for example 1.](image)

Simulation results for this example are reported in Tables III and IV. In Table III, the population size, mean sojourn time, and mean throughput rate, along with appropriate 95% confidence intervals, are reported for each of the five sequencing policies, where the throughput rate of 0.149 customers per unit time corresponds to a server utilization of 89.4%. It can be seen that the proposed static policy easily outperforms the other four policies, offering a 43.8% reduction in mean sojourn time versus
Figure 3: The workload imbalance polytope under projection $P$ for example 1.

Figure 4: The workload imbalance simplices under projection $T$

for the BROWNIAN, SEPT, and SERPT policies.

FCFS. Notice that the LWNQ policy does not offer much improvement over FCFS
and, as expected, SEPT outperforms SERPT. The results for FCFS and SERPT do
not match the corresponding simulation results in Section 10 of Wein (1991) because
Figure 5: The workload imbalance simplices under projection $P$

for the BROWNIAN, SEPT, and SERPT policies.

our study chooses the entering customer type in a Markovian manner, whereas the
other study chooses the entering type in a deterministic manner.

<table>
<thead>
<tr>
<th>POLICY</th>
<th>STATION 1</th>
<th>STATION 2</th>
<th>STATION 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>B4 C3 A2 B1</td>
<td>A3 C1 B5 B2</td>
<td>B3 C4 A1 C2</td>
</tr>
<tr>
<td>SEPT</td>
<td>B4 (A2,C3) B1</td>
<td>A3 C1 B2 B5</td>
<td>B3 C4 A1 C2</td>
</tr>
<tr>
<td>SERPT</td>
<td>A2 C3 B4 B1</td>
<td>A3 B5 B2 C1</td>
<td>C4 B3 A1 C2</td>
</tr>
</tbody>
</table>

Table II. Static sequencing policies for example 1.

In Table IV, the three static policies are compared at three different population
levels, and the observed idleness rates, normalized so that the idleness rate of the
<table>
<thead>
<tr>
<th>SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>MEAN SOJOURN TIME</th>
<th>MEAN THROUGHPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>14</td>
<td>93.8 (±0.57)</td>
<td>0.149 (±0.0008)</td>
</tr>
<tr>
<td>SEPT</td>
<td>20</td>
<td>134 (±0.66)</td>
<td>0.149 (±0.0007)</td>
</tr>
<tr>
<td>LWNQ</td>
<td>24</td>
<td>161 (±1.05)</td>
<td>0.149 (±0.0010)</td>
</tr>
<tr>
<td>FCFS</td>
<td>25</td>
<td>167 (±1.05)</td>
<td>0.149 (±0.0010)</td>
</tr>
<tr>
<td>SERPT</td>
<td>30</td>
<td>201 (±1.20)</td>
<td>0.149 (±0.0009)</td>
</tr>
</tbody>
</table>

**Table III.** Comparison of mean sojourn times for example 1.

The proposed policy is one, are compared to the normalized versions of the estimated idleness rates (via the surface-to-volume ratios). If the surface-to-volume ratio was accurate, we would expect to see the simulated normalized idleness rates approach the estimated idleness rates as the population size increases. For example, we predict that the SERPT rule will have 2.7 times as much idleness as the BROWNIAN policy when the population size is very large. When the population size is 45, the SERPT rule actually incurs 2.6 times as much idleness as the BROWNIAN policy, and thus the surface-to-volume ratio is quite accurate in this case. Although the ratio is not as accurate a predictor in the SEPT case, the measure correctly predicts the relative performance of the three policies. The surface to ratio figures in this and the following tables are those obtained using the $P$ projection, the figures obtained using the the $T$ projection are very close and are reported in Chevalier and Wein (1992).

Before turning to example 2, we want to mention that the workload imbalance polytope can be helpful in developing a fast heuristic solution to a related scheduling problem considered in Wein (1991). This study develops a customer release and priority sequencing policy to minimize mean sojourn time subject to a minimum mean
<table>
<thead>
<tr>
<th>STATIC SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>NORMALIZED IDLENESS RATE</th>
<th>NORMALIZED SURFACE-TO-VOLUME RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>15</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>15</td>
<td>1.39</td>
<td>1.32</td>
</tr>
<tr>
<td>SERPT</td>
<td>15</td>
<td>1.68</td>
<td>2.53</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>30</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>30</td>
<td>1.60</td>
<td>1.32</td>
</tr>
<tr>
<td>SERPT</td>
<td>30</td>
<td>2.30</td>
<td>2.53</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>45</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>45</td>
<td>1.77</td>
<td>1.32</td>
</tr>
<tr>
<td>SERPT</td>
<td>45</td>
<td>2.60</td>
<td>2.53</td>
</tr>
</tbody>
</table>

Table IV. Actual and predicted normalized idleness rates for example 1.

throughput rate constraint. The resulting constrained singular ergodic Brownian control problem is to find a region in \( R^{I-1} \) in which to reflect the workload imbalance process. When there is perfect balance between the stations in the two-station case, it turns out that the region derived in the controllable inputs problem is homothetic (that is, of similar shape) to the workload imbalance polytope of the corresponding closed network problem. Moreover, this relationship appears to roughly hold in the multistation case; readers may compare the similarity in shapes of the workload imbalance polytope in Figure 1 with the optimal reflecting boundary in Figure 5 of Wein (1991), which also considered the network described in Table I. This is significant because the identification of the workload imbalance polytope is much less computationally burdensome than the derivation of the optimal reflecting boundary.
Example 2. This example is also a three-station network visited by three customer types. The customer routes and mean service times are given in Table V, and the mix of customer types is again (1/3, 1/3, 1/3). Readers may verify that $\rho_1 = \rho_2 = \rho_3 = 1$, and the workload imbalance profile matrices for both projection are given by

\[
\hat{M} = \begin{pmatrix}
-1 & -2 & 4 & 4 & -1 & -4 & -4 & 2 & -3 & -3 \\
-1 & -1 & 5 & 0 & 2 & 2 & -4 & -1 & -1 & -3
\end{pmatrix}.
\]

(27)

\[
\hat{M}^p = \begin{pmatrix}
-1/3 & -1 & 1 & 8/3 & -4/3 & -10/3 & -4/3 & 5/3 & -5/3 & -1 \\
-1/3 & 0 & 2 & -4/3 & 5/3 & 8/3 & -4/3 & -4/3 & 1/3 & -1 \\
2/3 & 1 & -3 & -4/3 & -1/3 & 2/3 & 8/3 & -1/3 & 4/3 & 1
\end{pmatrix}.
\]

(28)

Although we do not exhibit the simplices for the static policies here, a visual inspection of these simplices suggests that the BROWNIAN policy should outperform the SEPT policy, which in turn should outperform the SERPT policy. In this case again the policy found by our heuristic is identical for both projections.

<table>
<thead>
<tr>
<th>CUSTOMER TYPE</th>
<th>ROUTE</th>
<th>MEAN SERVICE TIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1 → 3 → 2 → 1</td>
<td>1.0 6.0 5.0 4.0</td>
</tr>
<tr>
<td>B</td>
<td>1 → 2 → 3</td>
<td>3.0 6.0 4.0</td>
</tr>
<tr>
<td>C</td>
<td>1 → 2 → 3</td>
<td>5.0 2.0 3.0</td>
</tr>
</tbody>
</table>

Table V. Description of example 2.

Simulation results for Example 2 are found in Tables VI and VII. The mean throughput rate of 0.210 in Table VI corresponds to a mean server utilization of 91.0%. Once again, the BROWNIAN policy outperforms the other four policies, and offers a 32.2% reduction in mean sojourn time versus FCFS. The LWNQ policy did not perform as well as FCFS and, as predicted, SEPT outperformed SERPT. The
normalized ratios clearly overestimate the normalized idleness rates in Table VII. However, the relative values of the three normalized idleness rates were predicted reasonably accurately when \( N = 45 \), since \((2.95-1.00)/(7.64-1.00)=.294\), and \((1.67-1.00)/(2.93-1.00)=.347\).

<table>
<thead>
<tr>
<th>SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>MEAN SOJOURN TIME</th>
<th>MEAN THROUGHPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>17</td>
<td>80.7 (±0.37)</td>
<td>0.210 (±.0009)</td>
</tr>
<tr>
<td>SEPT</td>
<td>22</td>
<td>105 (±0.62)</td>
<td>0.210 (±.0013)</td>
</tr>
<tr>
<td>FCFS</td>
<td>25</td>
<td>119 (±0.55)</td>
<td>0.210 (±.0010)</td>
</tr>
<tr>
<td>LWNQ</td>
<td>29</td>
<td>138 (±0.75)</td>
<td>0.210 (±.0011)</td>
</tr>
<tr>
<td>SERPT</td>
<td>45</td>
<td>213 (±1.44)</td>
<td>0.210 (±.0014)</td>
</tr>
</tbody>
</table>

*Table VI.* Comparison of mean sojourn times for example 2.

**Example 3.** This four-station network, which is described in Table VIII, contains four customer types and a total of twenty customer classes. A newly injected customer is of each type with probability 0.25, and thus the network is again perfectly balanced \( (\rho_i = 1 \text{ for } i = 1, ..., 4) \). The scheduling policy obtained from the \( P \) projection is provided in Table IX. The policy obtained from the \( T \) projection is identical unless that the priorities of the customer classes B4 and C3 are reversed at station 3.

The simulation results for example 3 are displayed in Tables X and XI (because the results are identical for the policies derived from both projections, only one set of results is displayed). As can be seen from Table XI, the normalized surface-to-volume ratio for the SEPT policy is only 1.28 in this case, and so we would predict that the difference in performance between the BROWNIAN and SEPT policies would be less
<table>
<thead>
<tr>
<th>STATIC SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>NORMALIZED IDLENESS RATE</th>
<th>NORMALIZED SURFACE-TO-VOLUME RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>15</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>15</td>
<td>1.21</td>
<td>2.95</td>
</tr>
<tr>
<td>SERPT</td>
<td>15</td>
<td>1.74</td>
<td>7.64</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>30</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>30</td>
<td>1.27</td>
<td>2.95</td>
</tr>
<tr>
<td>SERPT</td>
<td>30</td>
<td>2.40</td>
<td>7.64</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>45</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>45</td>
<td>1.67</td>
<td>2.95</td>
</tr>
<tr>
<td>SERPT</td>
<td>45</td>
<td>2.93</td>
<td>7.64</td>
</tr>
</tbody>
</table>

**Table VII.** Actual and predicted normalized idleness rates for example 2.

<table>
<thead>
<tr>
<th>CUSTOMER TYPE</th>
<th>ROUTE</th>
<th>MEAN SERVICE TIMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1 → 2 → 3 → 4</td>
<td>2.0 4.0 3.0 7.0</td>
</tr>
<tr>
<td>B</td>
<td>4 → 2 → 1 → 3 → 2 → 1</td>
<td>3.0 5.0 2.0 4.0 1.0 6.0</td>
</tr>
<tr>
<td>C</td>
<td>2 → 1 → 3 → 4 → 3 → 2</td>
<td>2.0 8.0 2.0 9.0 5.0 6.0</td>
</tr>
<tr>
<td>D</td>
<td>2 → 4 → 1 → 3</td>
<td>2.0 1.0 2.0 6.0</td>
</tr>
</tbody>
</table>

**Table VIII.** Description of example 3.

In this example than in the previous two examples. This prediction is verified in Table IX, where the desired throughput rate is 0.165, which corresponds to a server.


<table>
<thead>
<tr>
<th>POLICIES:</th>
<th>BROWNIAN</th>
<th>SEPT</th>
<th>SERPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATION 1</td>
<td>A1 D3 C2 B3 B6</td>
<td>(A1,B3,D3) B6 C2</td>
<td>B6 D3 B3 A1 C2</td>
</tr>
<tr>
<td>STATION 2</td>
<td>B5 D1 C1 A2 B2 C6</td>
<td>B5 (C1,D1) A2 B2 C6</td>
<td>C6 B5 D1 A2 B2 C1</td>
</tr>
<tr>
<td>STATION 3</td>
<td>A3 B4 C3 C5 D4</td>
<td>C3 A3 B4 C5 D4</td>
<td>D4 A3 (B4,C5) C3</td>
</tr>
<tr>
<td>STATION 4</td>
<td>D2 B1 C4 A4</td>
<td>D2 B1 A4 C4</td>
<td>A4 D2 C4 B1</td>
</tr>
</tbody>
</table>

Table IX. Static sequencing policies for example 1.

Utilization rate of only 82.5%. Since the SEPT policy was unable to achieve this rate exactly, we have included two rows in Table X for this policy, where each row uses a different population size.

Once again, the BROWNIAN policy offers a significant reduction (38.0%) in mean sojourn time versus FCFS. There is a very wide range of performance among the policies, with the SERPT policy possessing a mean sojourn time that is 7.6 times larger than that of the BROWNIAN policy. In this example, the normalized surface-to-volume ratios underestimated the normalized idleness rates at \( N = 45 \), although the relative values of the three normalized idleness rates were accurately predicted, since \( (1.27-1.00)/(4.79-1.00) = .071 \), and \( (1.44-1.00)/(7.00-1.00) = .073 \).

Example 4. The purpose of examples 4 and 5 is to investigate the robustness of our approximation procedure with respect to the balance of the workload across the network. These two examples use the same customer routes and entering type mix as in example 3, but the processing times are altered to achieve an imbalanced workload. For this example, the processing times of all customer classes processed at station 2 (station 3 and 4, respectively) are multiplied by 0.95 (0.90 and 0.85, respectively). The resulting vector of relative traffic intensities is \( \rho = (1.0, 0.95, 0.90, 0.85)^T \), and since the throughput of 0.165 corresponds to an 82.5% server utilization in example
<table>
<thead>
<tr>
<th>SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>MEAN SOJOURN TIME</th>
<th>MEAN THROUGHPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>13</td>
<td>78.8 (±0.37)</td>
<td>0.165 (±0.0010)</td>
</tr>
<tr>
<td>SEPT</td>
<td>13</td>
<td>79.4 (±0.50)</td>
<td>0.164 (±0.0010)</td>
</tr>
<tr>
<td>SEPT</td>
<td>14</td>
<td>84.4 (±0.43)</td>
<td>0.166 (±0.0008)</td>
</tr>
<tr>
<td>FCFS</td>
<td>21</td>
<td>127 (±0.73)</td>
<td>0.165 (±0.0014)</td>
</tr>
<tr>
<td>LWNQ</td>
<td>55</td>
<td>332 (±2.42)</td>
<td>0.165 (±0.0012)</td>
</tr>
<tr>
<td>SERPT</td>
<td>100</td>
<td>601 (±6.34)</td>
<td>0.165 (±0.0017)</td>
</tr>
</tbody>
</table>

**Table X.** Comparison of mean sojourn times for example 3.

3, the server utilizations for the four stations are (82.5%, 78.4%, 74.2%, 70.9%).

Because the network structure has remained unchanged, the BROWNIAN policy is very similar for examples 3, 4, and 5; the policies are identical for all three examples under the $P$ projection, and under the $T$ projection for example 3 and 4, and the policy for example 5 for the projection $T$ differs only in that classes C3 and B4 are interchanged at station 3. Due to the low population levels employed in examples 4 and 5, only one population level for each policy achieved a throughput rate within 0.003 of the desired throughput rate of 0.165. However, all policies did have one population level that achieved a throughput between 0.164 and 0.166, and only these results are reported in Tables XII and XIV.

Also, when the population size is 60, the mean idleness rate for station 1 under the BROWNIAN policy is zero under the three digit precision of the computer simulation package SIMAN. Thus, we could not compute valid normalized idleness rates at this population level in Table XIII. This phenomenon also occurred under the population levels of 40 and 60 in Example 5, and thus Table XV reports results only for a
<table>
<thead>
<tr>
<th>STATIC SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>NORMALIZED IDLENESS RATE</th>
<th>NORMALIZED SURFACE-TO-VOLUME RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>20</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>20</td>
<td>1.09</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>20</td>
<td>2.37</td>
<td>4.79</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>40</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>40</td>
<td>1.29</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>40</td>
<td>4.58</td>
<td>4.79</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>60</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>60</td>
<td>1.44</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>60</td>
<td>7.00</td>
<td>4.79</td>
</tr>
</tbody>
</table>

Table XI. Actual and predicted normalized idleness rates for example 3.

population size of 20.

The results presented in Tables XII and XIII suggest that the BROWNIAN scheduling rule performs roughly as well in this case as in the previous example. Although the percentage reductions in mean sojourn time achieved by the BROWNIAN policy are smaller in Table XII than in Table X, the normalized idleness rates are higher in Table XIII than Table XI.

Example 5. Here, we alter example 3 by multiplying the processing times at stations 2, 3, and 4 by 0.9, 0.8, and 0.7, respectively. At a throughput rate of 0.165, the server utilization levels for the four stations are (82.5%, 74.2%, 66.0%, 57.8%). The BROWNIAN policy requires only eight customers to achieve the desired throughput
<table>
<thead>
<tr>
<th>SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>MEAN SOJOURN TIME</th>
<th>MEAN THROUGHPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>10</td>
<td>60.2 (±0.22)</td>
<td>0.166 (±0.0006)</td>
</tr>
<tr>
<td>SEPT</td>
<td>10</td>
<td>60.7 (±0.32)</td>
<td>0.165 (±0.0009)</td>
</tr>
<tr>
<td>FCFS</td>
<td>14</td>
<td>84.9 (±0.53)</td>
<td>0.165 (±0.0010)</td>
</tr>
<tr>
<td>LWNQ</td>
<td>18</td>
<td>109 (±0.59)</td>
<td>0.165 (±0.0009)</td>
</tr>
<tr>
<td>SERPT</td>
<td>19</td>
<td>115 (±0.68)</td>
<td>0.165 (±0.0010)</td>
</tr>
</tbody>
</table>

**Table XII.** Comparison of mean sojourn times for example 4.

<table>
<thead>
<tr>
<th>STATIC SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>NORMALIZED IDLENESS RATE</th>
<th>NORMALIZED SURFACE-TO-VOLUME RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>20</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>20</td>
<td>1.25</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>20</td>
<td>3.33</td>
<td>4.90</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>40</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>40</td>
<td>2.00</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>40</td>
<td>16.5</td>
<td>4.90</td>
</tr>
</tbody>
</table>

**Table XIII.** Actual and predicted normalized idleness rates for example 4.

rate, and hence the load on this network is neither heavy nor balanced.

Nonetheless, the results in Tables XIV and XV are very encouraging. Although SEPT performs slightly better than the BROWNIAN policy in Table XIV, the BROWNIAN policy still offers a significant improvement over FCFS. Moreover, under the fixed population level of twenty customers, the normalized idleness rate of SEPT
and SERPT are higher in Table XV than in Table XIII; thus, at a fixed population size, the effectiveness of the BROWNIAN policy relative to these two static policies appears to be increasing as the network load becomes more imbalanced.

<table>
<thead>
<tr>
<th>SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>MEAN SOJOURN TIME</th>
<th>MEAN THROUGHPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEPT</td>
<td>8</td>
<td>48.2 (±0.22)</td>
<td>0.166 (±0.0008)</td>
</tr>
<tr>
<td>BROWNIAN</td>
<td>8</td>
<td>48.6 (±0.25)</td>
<td>0.165 (±0.0009)</td>
</tr>
<tr>
<td>FCFS</td>
<td>10</td>
<td>60.9 (±0.38)</td>
<td>0.164 (±0.0010)</td>
</tr>
<tr>
<td>LWNQ</td>
<td>11</td>
<td>66.2 (±0.29)</td>
<td>0.166 (±0.0007)</td>
</tr>
<tr>
<td>SERPT</td>
<td>14</td>
<td>84.6 (±0.36)</td>
<td>0.165 (±0.0007)</td>
</tr>
</tbody>
</table>

*Table XIV.* Comparison of mean sojourn times for example 5.

<table>
<thead>
<tr>
<th>STATIC SEQUENCING POLICY</th>
<th>POPULATION SIZE</th>
<th>NORMALIZED IDLleness</th>
<th>NORMALIZED SURFACE-TO-VOLUME RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BROWNIAN</td>
<td>20</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>SEPT</td>
<td>20</td>
<td>1.35</td>
<td>1.27</td>
</tr>
<tr>
<td>SERPT</td>
<td>20</td>
<td>6.80</td>
<td>5.01</td>
</tr>
</tbody>
</table>

*Table XV.* Actual and predicted normalized idleness rates for example 5.
8. Conclusions

We should note that although the SEPT policy outperformed the SERPT policy in all five examples, counterexamples to this phenomenon can be easily constructed. Readers are referred to the two-station closed network example in Harrison and Wein (1990), where the SEPT policy is easily outperformed by SERPT. However, the Brownian analysis does explain why the SERPT policy will often perform poorly in a closed network under balanced heavy loading conditions. The lowest priority class at each station under SERPT is the class with the maximum value of $\sum_{i=1}^{L} M_{ik}$, and these classes usually correspond to early stages on the customers’ routes. Since $M_q$ is proportional to the vector $\rho$ of traffic intensities (whose components are close to each other in value by the balanced heavy loading conditions), these classes will not often be extremal classes of the workload imbalance polytope, unless there are significant differences in workload imbalance across entering customer types.

It is interesting to note that in Tables IV, VII, XI, and XIII, the normalized idleness rates of SEPT and SERPT increase as the population size increases, and thus the BROWNIAN policy’s relative performance is better at higher population levels. This may be due in part because the policy is derived under balanced heavy loading conditions, and in part because, as in open networks, the improvements from scheduling may increase as network congestion increases. Thus, the similarity in performance between the BROWNIAN and SEPT policies in Tables X, XII, and XIV may be partly attributed to the relatively low population sizes considered.

In none of our examples did the choice of a projection matrix make a significant difference. Nevertheless, as the size of the network increases, the dimension of the projection space will increase. As a result the possible distortion due to the choice of a particular projection augments too. The orthogonal projection $P$, although requiring a little more computation, has the advantage of having a certain flavor of ‘objectivity’
that would probably make it a more robust choice.

In closing, we comment on the range of applicability of the proposed scheduling policy with respect to the balanced heavy loading conditions, which require a large population size \( N \) and a well balanced set of relative traffic intensities \( \rho = (\rho_i) \). Our numerical experience has suggested that a good indicator of the magnitude of the load on a closed queueing network is the population size divided by the number of stations (that is, \( N/I \)). In Tables XII and XIV, \( N/I \) equals 2.5 and 2.0, respectively, under the BROWNIAN policy, and this policy is more effective than FCFS and comparable to SEPT. Similarly, in Section 4 of Wein and Ou (1991), this policy's performance is better than FCFS and comparable to SEPT in a two-station example where \( N/I \) varies between 1.5 and 2.5. Thus, we suspect that the BROWNIAN policy can be safely applied whenever \( N/I \) is greater than three, although we have not tested the policy on networks with more than four stations. The policy's insensitivity to the magnitude of the load is not very surprising, since one would expect that a policy effective at reducing server idleness in a balanced closed network with many customers would remain so in the same network with less customers.

The last two examples show that the policy appears to be surprisingly robust with respect to the imbalance of the network's load, at least when the ratio of the smallest to the largest traffic intensity in the network is greater than or equal to 0.7. In fact, comparing Tables XI, XIII, and XV, the relative effectiveness (as measured by the normalized idleness rates) of the BROWNIAN policy at a fixed population level appears to increase as the imbalance of the the workload increases. Finally, as mentioned in the Introduction, further study is required to assess the effectiveness of the BROWNIAN procedure for scheduling a large network with many bottleneck and nonbottleneck stations. However, the simulation results in this section suggest that the simple procedure of using the proposed algorithm on the entire network
(that is, if the actual network has $I$ stations, then employ the $(I - 1)$-dimensional workload imbalance polytope, regardless of whether or not the balanced heavy loading conditions hold) is worthy of further investigation.

In summary, we have analyzed a Brownian approximation to the scheduling problem of maximizing the mean throughput rate of a general multistation, multiclass closed queueing network. The insights gained from this analysis have led to an identification of an effective static policy, and to a crude but robust procedure for predicting the performance of an arbitrary static sequencing policy. We believe the most interesting aspect of this study is the dramatic impact that different static policies can have on system performance.

References


and Sons, New York.


Part II: Inspection for Circuit Board Assembly

1. Introduction

This part considers the problem of inspection in a circuit board assembly plant. With the increasing sophistication of manufacturing technology, boards of increasing complexity are being produced, which make testing an increasingly complex process. Currently, inspection costs can account for over half of the total manufacturing cost, and hence optimizing the utilization of inspection resources is a crucial task.

The assembly of circuit boards is performed in a single manufacturing stage, which is followed by several successive inspection stages. Assembled circuit boards have to be inspected for manufacturing defects as well as for defective components. The inspection process at each stage includes three different activities: testing, diagnosis and repair. Testing involves deciding whether to accept or reject a board; diagnosis is finding the defect on a rejected board; and repair consists of correcting that defect. Diagnosis is often the most difficult and time consuming task and the degree of difficulty depends on the board type and the type of test that is performed. The main focus of this paper is on testing, and henceforth repair refers to diagnosis as well as repair.

The attractiveness of a test depends on the test’s cost, diagnostic power, coverage and measurement errors. The cost for performing a test on a particular board depends on the type of that board. The diagnostic power of a test is the amount of information that a test provides for diagnosis, and it strongly influences the time required and
the cost for a repair. The coverage of a test is the extent to which defect can be detected. The error in the measurements on which the decision to accept or reject a board is based determines the prevalence of type I (false rejects) and type II (false accepts) errors. Defects are considered to be of different types, and the diagnostic power, coverage, and measurement errors of a test can be different for each type of defects. For example, if we look at Figure 2 we see that defect types linked to defective assembly (such as opens and shorts) are very well covered at the first inspection stage, whereas defective components are much harder to detect and some defects of this type can only be detected at the last inspection stage.

We consider two interrelated decisions. The first decision is to decide at which stage(s) to inspect a board; this problem is known in the literature as the inspection allocation problem. At the stages where inspection occurs, the testing policy decides whether to accept or reject each board based on the noisy measurements obtained from the test. The objective is to minimize the total expected cost of quality, which includes cost for testing, repair and defective items shipped to a customer. Since we assume that every defective board is repaired, no scrapping cost is included.

We first show that the determination of an optimal testing policy can be reduced to the problem of finding a point on the optimal tradeoff curve between type I and type II errors. The problem of finding an effective policy jointly for the allocation of inspection and for testing is then solved numerically. Two by-products of our analysis are of significant practical value. First, we can determine the cost reduction that would be achieved by reducing the measurement noise of the test equipment. This quantity can help circuit board manufacturers evaluate new test equipment, and can assist test equipment manufacturers focus their R&D efforts and market their equipment. Although inspection is necessary in the context of circuit board assembly, quality improvement efforts are also vital to the success of the company.
We can also derive the marginal benefit from reducing various types of defects. These quantities can be used to focus quality improvement efforts in an economic fashion.

This problem came to our attention while working with a Hewlett-Packard circuit board assembly facility. We include a case study of this facility, where our model is being applied. The case study includes a description of the facility, the methodology for gathering the data, which has been disguised, and the proposed policy. Our numerical results suggest that a 10-20% cost reduction can be achieved relative to this facility's current inspection policy by optimizing the allocation of inspection alone. The full model was not applied because we could not build estimates that were accurate enough to ensure a robust solution, but the insights gained from the model enable us to propose a testing policy that is robust and good. We are beginning to implement our policies and are not in a position to report on the cost reduction realized by the facility.

Many papers have been published on the optimal allocation of inspection in multistage serial systems. Early work on this problem (see for example Lindsay and Bishop [4], White [7]) assumed perfect inspection (i.e., no type I or type II errors). Later work allowed for imperfect inspection (Eppen and Hurst [2], Yum and McDowell [8] and Garcia-Diaz et al. [3]), where one determines the number of times that a test should be repeated. A survey of work published on inspection allocation can be found in Raz [5]. Recently, Villalobos et al. [6] studied a dynamic version of the same problem, where inspection of an item at a particular stage can depend on the result of the inspection of that item at previous stages. The existing literature on this topic has not addressed the presence of distinct defect types, the joint optimization of inspection allocation and testing or the application of such type of model to an industrial facility.

Section 2 presents a detailed formulation of the problem, which is then analyzed
in Section 3. A case study is presented in Section 4, and conclusions are drawn in Section 5.

2. Problem Formulation

A typical flow chart of the assembly of circuit boards is presented in Figure 1. The main manufacturing stage is the circuit board assembly, where all the components are soldered onto the printed circuit boards. At the system assembly, the different boards are plugged into the final product. The in circuit test takes a measurement for each of the individual components soldered on the board. The functional test assesses the response of a board to simulated working conditions. At the system test, each board is tested as part of a complete system. Many variants of the configuration displayed in Figure 1 are possible. For example, there could be multiple levels of each test, or the system assembly step could be performed in several stages, and a test could be performed on each subassembly. On the other hand, some tests might not be present.

Figure 1: Flow Chart of Circuit Board Assembly.

As mentioned earlier, an important characteristic of each test is its coverage. We will assume that for each type of defect, the successive tests that are performed on the
circuit boards have an increasing coverage. Figure 2 illustrates this property, which we call *hierarchical test coverage*, for the example introduced above. Since they cover more defect types, successive tests tend to be more complex and more expensive to perform. However, as the complexity of the test increases, the precision of the information provided for diagnosis decreases. Consequently, diagnosis takes longer and has to be performed by more qualified personnel. The hierarchical assumption in test coverage holds for the circuit board assembly systems we have encountered. This assumption will also hold in manufacturing settings where additional work is performed between successive tests, and each test measures the cumulative functionality of the manufactured item.

**Inspection Hierarchy**

<table>
<thead>
<tr>
<th>Main Defect type</th>
<th>Inspection Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Captured at inspection</td>
<td></td>
</tr>
<tr>
<td>- Defective Assembly</td>
<td>In Circuit Test</td>
</tr>
<tr>
<td>- Defective Component</td>
<td></td>
</tr>
<tr>
<td>- Defective Component</td>
<td>Functional Test</td>
</tr>
<tr>
<td>- Incompatible Component</td>
<td>System Test</td>
</tr>
</tbody>
</table>

Figure 2: Hierarchical test coverage.

In this section we will formulate the problem for a single board in isolation from the other boards in the system. In the Subsection 3.3 we will discuss how this formulation can be used to solve the problem taking into account the dependencies between different board types.
A test consists of a series of up to a few thousand measurements. These measurements can relate to different components on a board, or to different aspects of the overall functional performance of a board. Most of these measurements are subject to some noise, and the measurement error can be separated into two parts: predictable error and random error. The predictable error is caused by the particular board type configuration. This error will not vary across boards of the same type, and can be predicted using historical data about past measurements. The random error is due to general environmental conditions and the precision limitation of the measurement device. The distribution of this error will depend on the type of measurement being taken, but is otherwise completely random. The utilization of statistical analysis to estimate the predictable error can be very useful; we encountered many cases (previously unbeknownst to the facility managers) where the predictable error was an order of magnitude higher than the random error. However, statistical analysis has to be performed on a continual basis; even small changes in the design or in the manufacturing process can drastically change the systematic error of a measurement.

The testing policy $T_n$ at stage $n$ specifies an interval for each measurement such that a board will be accepted if every measurement lies inside its interval and rejected otherwise. Because of the random error, it is impossible to completely eliminate type I and type II errors. Larger intervals will lead to the acceptance of more boards, which will reduce the number of good boards falsely rejected (type I errors) but increase the number of defective boards falsely accepted (type II errors). Similarly, smaller intervals will have the opposite effect.

For tests that have binary results, only one testing policy is possible. Examples of such situations are systemwide functional tests and tests for opens and shorts. For the purpose of generality, we will allow the model to have a choice of testing policies at each stage. However, the model easily accommodates the case where the set of possible
testing policies at one or more stages is reduced to a single policy.

We assume there are \( I \) different types of defects, but each measurement can detect only one type of defect. The number of measurements taken at stage \( n \) that detect type \( i \) defects is \( K_{in} \). Let \( v^m_{in_k} \) be the value obtained from the \( k^{th} \) measurement for type \( i \) defects at stage \( n \). We assume that

\[
v^m_{in_k} = v^f_{in_k} + e_{in_k},
\]

where \( v^f_{in_k} \) is the true value of the component being measured;

\( e_{in_k} \) is the measurement noise, we assume that this noise is independent from \( v^f_{in_k} \), and that the measurement errors are independent across different measurements. These assumption seems to be quite reasonable in practice.

Let \( p_{in_k}(x) \) be the probability that the true value \( v^f_{in_k} \) is inside \( G_{in_k} \), the interval in which the true value should be for the proper functioning of the board. In mathematical terms \( p_{in_k}(x) \) is defined as

\[
p_{in_k}(x) = \Pr[v^f_{in_k} \in G_{in_k} | v^m_{in_k} = x].
\]

We can express the function \( p_{in_k}(x) \) in terms of the inputs of the problem, namely the tolerance interval \( G_{in_k} \), the density function \( \xi_{in_k}(x) \) of the distribution of the true values of the quantity measured, and the density function \( e_{in_k}(x) \) of the distribution of the measurement error. It follows that

\[
p_{in_k}(x) = \frac{\int_{G_{in_k}} e_{in_k}(x-y)\xi_{in_k}(y) \, dy}{\int_{-\infty}^{+\infty} e_{in_k}(x-y)\xi_{in_k}(y) \, dy}. \tag{1}
\]

Let us assume that we will accept (that is decide that no defect was detected) the \( k^{th} \) measurement for type \( i \) defects at stage \( n \) if it lies inside \([L, U]\). We define \( \alpha_{in_k}(L, U) \) to be the probability that the measurement is outside the interval \([L, U]\) (i.e. the measurement is rejected) although the true value of the component is good
(i.e. inside $G_{in_k}$). Similarly we define $\beta_{in_k}(L, U)$ as the probability that the measurement was accepted while the true value of the component is bad (i.e. outside $G_{in_k}$).

Formally, we write

$$\alpha_{in_k} = \Pr \left[ v^t_{in_k} \in G_{in_k} \text{ and } v^m_{in_k} \not\in [L, U] \right]$$

$$\beta_{in_k} = \Pr \left[ v^t_{in_k} \not\in G_{in_k} \text{ and } v^m_{in_k} \in [L, U] \right].$$

Let $\alpha_{in}(T_n)$ be the expected number of false defects of type $i$ per board at stage $n$, and let $\beta_{in}(T_n)$ be the expected number of defects of type $i$ present on a board at stage $n$ that are not detected at that stage. We can write

$$\alpha_{in}(T_n) = \sum_{k=1}^{K_{in}} \alpha_{in_k}(L_{in_k}, U_{in_k}),$$

$$\beta_{in}(T_n) = \sum_{k=1}^{K_{in}} \beta_{in_k}(L_{in_k}, U_{in_k}),$$

with $T_n = \{(L_{in_k}, U_{in_k}) \mid i = 1, \ldots, I; \text{ and } k = 1, \ldots, K_{in}\}$.

If we let $f_{in_k}(x)$ be the density function of the measured values, the probability $\alpha_{in_k}(L, U)$ can be expressed as

$$\alpha_{in_k}(L, U) = \int_{-\infty}^{L} p_{in_k}(x)f_{in_k}(x) \, dx + \int_{U}^{\infty} p_{in_k}(x)f_{in_k}(x) \, dx$$

$$= \int_{-\infty}^{\infty} p_{in_k}(x)f_{in_k}(x) \, dx - \int_{L}^{U} p_{in_k}(x)f_{in_k}(x) \, dx$$

$$= \int_{G} \xi_{in_k}(x) \, dx - \int_{L}^{U} p_{in_k}(x)f_{in_k}(x) \, dx,$$

where $\Pi_G$ is the proportion of good boards being tested.

Similarly, $\beta$ is

$$\beta_{in_k}(L, U) = \int_{L}^{U} (1 - p_{in_k}(x))f_{in_k}(x) \, dx$$

$$= \int_{L}^{U} f_{in_k}(x) \, dx - \int_{L}^{U} p_{in_k}(x)f_{in_k}(x) \, dx$$

$$= \int_{L}^{U} f_{in_k}(x) \, dx + \alpha_{in_k}(L, U) - \int_{G} \xi_{in_k}(x) \, dx.$$

Putting together equations (2), (3) and (4) we get

$$\alpha_{in}(T_n) = \sum_{k=1}^{K_{in}} \left[ \int_{-\infty}^{L_{in_k}} p_{in_k}(x)f_{in_k}(x) \, dx + \int_{U_{in_k}}^{\infty} p_{in_k}(x)f_{k}(x) \, dx \right]$$

(5)
\[ \beta_{in}(T_n) = \sum_{k=1}^{K_{in}} \int_{L_{in}} U_{in_k}(1 - p_{in_k}(x))f_{in_k}(x) \, dx, \quad (6) \]

For technical reasons that will become apparent later, we also assume that \( p_{in_k}(x) \) and \( f_{in_k}(x) \) are continuous unimodal functions for all \( i, n \) and \( k \).

The objective is to minimize the total expected cost of quality, which includes the costs of testing, repair and defects leaving the plant. We consider a per unit testing cost \( t_n \) at stage \( n \), which typically includes operator time, test engineering, equipment cost and various overhead costs. No fixed cost is included in the model. The repair cost \( r_{in} \) is the total cost incurred to diagnose and repair a defect of type \( i \) on board at stage \( n \). The same repair cost is incurred, whether the defect is a real defect or a false defect. We assume that all defective boards are repaired. The cost \( f \) of a defect on a board that leaves the plant includes the cost of a field repair, the cost of the analysis and repair of the defective boards that come back to the plant, and a cost measuring the customer's loss of goodwill. The cost is per defect and not per defective system because if there are two or more defects on a system it is likely that those defects would appear to the customer at different moments and as a result each defect generates the same cost. This assumption also simplifies the model, and the results obtained would be very similar if a cost was incurred per defective system because of the very low number of defects leaving the plant make the appearance of multiple defects on the same system very unlikely.

As a consequence of the hierarchical test coverage assumption, more defects become detectable at each inspection stage. We will model this as if, on average, \( d_{in} \) new defects of type \( i \) appeared on the board at stage \( n \). Let the average number of defects of type \( i \) per board that leave stage \( n \) be denoted \( \delta_{in} \). Note that \( \delta_{in} \) depends on the inspection policy at all earlier stages. Note also that \( d_{in} \) and \( \delta_{in} \) are expected values. The distribution of the random variables from which those expected values
come does not matter because all the costs in the model are linear and we do not consider dynamic policies (i.e. policies where the decision to inspect depends upon what was observed earlier from the board). If inspection is performed at stage \( n \) then the expected cost of testing and repair at that stage is

\[
t_n + \sum_{i=1}^{I} \left( (\delta_{i,n-1} + d_{in} - \beta_{in}(T_n))r_{in} + \alpha_{in}(T_n)r_{in} \right),
\]

if \( T_n \) is the testing policy used, and the expected number of defects of type \( i \) per board leaving stage \( n \)

\[
\delta_{in} = \beta_{in}.
\]

On the other hand, if no inspection is performed at stage \( n \), then no cost is incurred at that stage. The expected number of type \( i \) defects leaving stage \( n \) in this case is

\[
\delta_{in} = (\delta_{i,n-1} + d_{in}).
\]

As a result, the problem is to decide whether to inspect at each stage and if so what testing policy \( T_n \) to use – if such a choice exists –, such as to minimize the total inspection cost (including the cost of defects leaving the plant).

3. Analysis

In this section, we solve the problem formulated in Section 2. In the Subsection 3.1, the testing problem is reduced to finding a point on the optimal tradeoff curve between type I and type II errors. In the Subsection 3.2, the problem itself is numerically solved. Different extensions of the basic problem are described in the last three subsections.

3.1. The Testing Problem

The purpose of this subsection is to find a set of testing policies that are optimal with respect to the tradeoff between type I and type II errors in the sense of Pareto
optimality (i.e., it is impossible to reduce one type of error without increasing the other type of error). This will enable us to restrict our attention to policies in that set when searching for an optimal testing policy.

The minimization of the inspection cost in expression (7) can be written as a dynamic programming equation

\[
J_n(\rho_1, \rho_2, \ldots, \rho_I) = \text{Min} \left[ J_{n+1}(\rho_{1,n-1} + d_{1n}, \rho_{2,n-1} + d_{2n}, \ldots, \rho_{I,n-1} + d_{In}), \right.
\]

\[
t_n + \min_{T_n} \left[ \sum_{i=1}^{I} ((\rho_{i,n-1} + d_{in} - \beta_{in}(T_n))r_{in} + \alpha_{in}(T_n)r_{in}) \right.
\]

\[
+ J_{n+1}(\beta_{1n}(T_n), \beta_{2n}(T_n), \ldots, \beta_{In}(T_n)) \right]
\]

where \(J_n(\delta_{1n}, \delta_{2n}, \ldots, \delta_{In})\) is the total inspection cost from stage \(n\) until exiting the plant.

We can rewrite the second minimization in equation (8) in a more concise manner as follows

\[
\min_{T_n} \{ h_n(\alpha_{1n}(T_n), \alpha_{2n}(T_n), \ldots, \alpha_{In}(T_n)) + g_n(\beta_{1n}(T_n), \beta_{2n}(T_n), \ldots, \beta_{In}(T_n)) \} \]

where \(h_n(x_1, x_2, \ldots, x_I) = \sum_{i=1}^{I} x_ir_{in}\)

and \(g_n(x_1, x_2, \ldots, x_I) = J_{n+1}((x_1, x_2, \ldots, x_I) + \sum_{i=1}^{I} (\delta_{i,n-1} + d_{in} - x_i)r_{in}.\)

If \(\alpha_{in}(T_n)\) and \(\beta_{in}(T_n)\) in expression (9) are replaced with the expressions obtained in equations (5)–(6), then the derivative of this function with respect to the upper acceptance limit \(U_{in}^k\) is

\[
- \frac{\partial h_n}{\partial x_i}(\alpha_{1n}, \alpha_{2n}, \ldots, \alpha_{In})p_{in}(U_{in}^k)f_{in}(U_{in}^k)
\]

\[
+ \frac{\partial g_n}{\partial x_i}(\beta_{1n}, \beta_{2n}, \ldots, \beta_{In})(1 - p_{in}(U_{in}^k))f_{in}(U_{in}^k),
\]

where in order to simplify notation \(\alpha_{in}\) stands for \(\alpha_{in}(T_n)\) and \(\beta_{in}\) stands for \(\beta_{in}(T_n)\).

This expression will be equal to zero if

\[
p_{in}(U_{in}^k) = \frac{\frac{\partial g_n}{\partial x_i}(\beta_{1n}, \beta_{2n}, \ldots, \beta_{In})}{\frac{\partial h_n}{\partial x_i}(\alpha_{1n}, \alpha_{2n}, \ldots, \alpha_{In}) + \frac{\partial g_n}{\partial x_i}(\beta_{1n}, \beta_{2n}, \ldots, \beta_{In})}.
\]

(10)
The second derivative of the objective function (9) will be positive if $f'_{in_k}(U_k) < 0$ and $p'_{in_k}(U_k) < 0$. This is what one would expect, since the upper limit is at a point where the frequency of measurement decreases as well as the probability that a measurement corresponds to a valid board.

The same argument can be used to show that the optimal lower acceptance limit is such that

$$p_{in_k}(L_{in_k}) = \frac{\partial^2 h_n(\beta_1, \beta_2, \ldots, \beta_I, \alpha_1, \alpha_2, \ldots, \alpha_I)}{\partial x_i \partial x_j} \cdot \frac{\partial g_n(\beta_1, \beta_2, \ldots, \beta_I)}{\partial x_i} + \frac{\partial^2 g_n(\beta_1, \beta_2, \ldots, \beta_I)}{\partial x_i \partial x_j}. \quad (11)$$

The second derivative of the objective function (9) will be positive if $f'_{in_k}(L_k) > 0$ and $p'_{in_k}(L_k) > 0$. Again, this is consistent with our intuition, since the lower limit is at a point where the frequency of measurements increases, as well as the probability that a measurement corresponds to a valid component.

From the definition of $l_n$ and $g_n$, we find that $\frac{\partial h_n}{\partial x_i}(\alpha_1, \alpha_2, \ldots, \alpha_I) = r_{in}$ and $\frac{\partial g_n}{\partial x_i}(\beta_1, \beta_2, \ldots, \beta_I) = \frac{\partial f_{in+1}}{\partial x_i}(\beta_1, \beta_2, \ldots, \beta_I) - r_{in}$. Equations (8) and (9) now become

$$p_k(L_k) = p_k(U_k) = \frac{\partial r_{in+1}}{\partial x_i}(\beta_1, \beta_2, \ldots, \beta_I). \quad (12)$$

This expression has an intuitive meaning: the probability that a component is good at the acceptance and rejection cutoff points should be equal to the marginal cost of a false defect divided by the marginal cost of a false accept. Notice that the right hand side is a constant for $i = 1, \ldots, I$ and $k = 1, \ldots, K_{in}$, which we denote by $C$.

The existence of lower and upper limits $L_k$ and $U_k$ satisfying the condition (12) is guaranteed by the assumption stated in Section 2 about the continuity and unimodality of $f_k(x)$ and $p_k(x)$. We will not pursue weaker necessary and sufficient conditions for the existence of these optimal upper and lower bounds, since in our case study these functions will be approximated by Gaussian density functions that satisfy the necessary conditions.
If tests at previous stages attempt to find the same type of defects as the $k^{th}$ measurement, then it is likely that the distribution of the quantity measured, $\xi_k$, will depend on the inspection policy followed at previous stages. Consequently, $p_k(x)$ and hence the set of Pareto optimal testing policies will depend on the inspection policy at the previous stages.

If $p_{mk}(x)$ is independent of the inspection policy at previous stages, equations (5), (6) and (12) can then be used to compute in advance all possible optimal testing policies and build the functions $\alpha_{in}(C)$ and $\beta_{in}(C)$. As a result, the minimization in the dynamic programming recursion does not have to explicitly consider all possible testing policies, but only these two functions. Figure 3 shows the tradeoff curve of type I errors ($\alpha_{in}(C)$) versus type II errors ($\beta_{in}(C)$) obtained by letting $C$ vary, for a particular defect type encountered in our case study.

![Optimal Testing Policies Tradeoff Curve](image)

Figure 3: $\alpha_{in}(C)$ versus $\beta_{in}(C)$.

If the measurement noise and the value of the component being measured are
both normally distributed, then \( p_h(x) \) has a relatively simple form (all subscripts \( i_n \) are being dropped for better readability)

\[
p(x) = \frac{1}{2} \left( \text{erf} \left( \frac{(G_u - \mu_e)\sigma_e^2 + (G_u + \mu_e - x)\sigma_e^2}{\sigma_e \sigma_\xi \sqrt{2(\sigma_e^2 + \sigma_\xi^2)}} \right) - \text{erf} \left( \frac{(G_i - \mu_\xi)\sigma_\xi^2 + (G_i + \mu_\xi - x)\sigma_\xi^2}{\sigma_e \sigma_\xi \sqrt{2(\sigma_e^2 + \sigma_\xi^2)}} \right) \right)
\]

(13)

where:

\( \mu_e \) and \( \sigma_e \) are the expected value and the standard deviation, respectively, of the measurement noise;

\( \mu_\xi \) and \( \sigma_\xi \) are the expected value and the standard deviation, respectively, of the true values of the component being measured; we will also refer to \( \mu_\xi \) as the nominal value of the component;

\( G_i \) and \( G_u \) are the lower and upper limits respectively of the interval \( G \) such that the measured component is good if its true value lies inside it;

\( \text{erf} \) is the error function, \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt \), a plot of this function appears in Figure 4.

---

![Figure 4: the error function.](image-url)
Moreover, if the interval \([G_l, G_u]\) can be written as \([\mu_{\xi} - s, \mu_{\xi} + s]\), in other words the interval is centered around the nominal value, then the expression for \(p(x)\) becomes

\[
p(x) = \frac{1}{2} \left( \text{erf} \left( \frac{s \sigma_e^2 + (\mu_{\xi} + \mu_e + s - x) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) - \text{erf} \left( \frac{-s \sigma_e^2 + (\mu_{\xi} + \mu_e - s - x) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) \right)
\]

In this case, if we let \(x = \mu_{\xi} + \mu_e + z\) we have

\[
p(\mu_{\xi} + \mu_e + z) = \frac{1}{2} \left( \text{erf} \left( \frac{s \sigma_e^2 + (s - z) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) - \text{erf} \left( \frac{-s \sigma_e^2 + (-s - z) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) \right),
\]

because \(\text{erf}(-x) = -\text{erf}(x)\) we have that

\[
p(\mu_{\xi} + \mu_e + z) = \frac{1}{2} \left( -\text{erf} \left( \frac{-s \sigma_e^2 + (-s + z) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) + \text{erf} \left( \frac{s \sigma_e^2 + (s + z) \sigma_{\xi}^2}{\sigma_e \sigma_{\xi} \sqrt{2(\sigma_e^2 + \sigma_{\xi}^2)}} \right) \right)
= p(\mu_{\xi} + \mu_e - z).
\]

This implies that if the measurement noise and component values are normally distributed, and the tolerance interval for good components is centered around the nominal value, then the lower and upper limits to accept the component should be centered at the nominal value plus the expected value of the measurement noise. The expected value of the measurement noise is what was referred to earlier as the predictable component of the measurement noise. Hence, if we know the expected value of the measurement error, then we can immediately derive the entire set of Pareto optimal testing policies (as long as we assume normality and a centered tolerance interval, which hold in most practical cases). As will be seen in the case study, the possibility to identify a priori the set of optimal testing policies can be very useful, especially when some data cannot be estimated with accuracy.

### 3.2. Finding a Global Inspection Policy

The problem is difficult because the optimal testing policy at any stage will depend on the inspection policy at all the previous stages as well as on the inspection policy
at all the subsequent stages. The optimal testing policy depends on the inspection policy at subsequent stages because the marginal cost of a defect leaving the current stage depends on it. The optimal testing policy depends on the inspection policy at previous stages because the distribution of true values of the components being measured depends on it. Two types of solution techniques can be applied – either a backward method such as the classic dynamic programming algorithm, or a forward method such as an exhaustive search. Finding the optimal policy using either of these two techniques would be prohibitively tedious, consequently we are going to develop a procedure to find a good solution without any guarantee of optimality.

In order to apply dynamic programming we could assume that the dependency of the functions $p_k(x)$ on the inspection policies at the previous stages can be captured entirely by the vector $\delta_{n-1}$ of defects leaving the previous stage. This assumption would enable us to build a model that would be a close representation of the real situation. In this case, one possible way to find an optimal solution is to numerically solve the dynamic programming equation (5). This, however, would require a discretization of the $I$-dimensional state space of incoming defects, which involves a lot of computations.

Hence, the solution technique proposed here is based on exhaustive search, and the utilization of equation (12) to fine-tune the testing policy. The typical size of type of problem considered here is not likely to be very large and consequently an exhaustive search can be performed very quickly. Also, this technique can easily take advantage of the fact that not all defect types are influenced by the testing policies.

The exhaustive search

Let $\pi_n$ represent the inspection policy at stage $n$, and let $\Pi_m = (\pi_1, \pi_2, \ldots, \pi_m)$ denote the inspection policy for the line up to stage $m$. The policy $\pi_n$ either states that no inspection is performed or else it specifies the testing policy at that stage.
Of course, $\Pi_N$ is a complete inspection policy for the entire line. The cost $c_{\Pi_m}$ of inspection policy $\Pi_m = (\pi_1, \ldots, \pi_{m-1}, \pi_m)$ can be calculated from the cost $c_{\Pi_{m-1}}$ of inspection policy $\Pi_{m-1} = (\pi_1, \ldots, \pi_{m-1})$ as follows

$$c_{\Pi_m} = \begin{cases} c_{\Pi_{m-1}} + t_n + \sum_{i=1}^{l} \left[ \alpha_{i,\pi_m} + (d_{i,\Pi_{m-1}} + \delta_{im} - \beta_{i,\pi_m}) \right] r_{im} & \text{if } \pi_m = \text{inspection;} \\
\phantom{c_{\Pi_{m-1}} + t_n + \sum_{i=1}^{l} \left[ \alpha_{i,\pi_m} + (d_{i,\Pi_{m-1}} + \delta_{im} - \beta_{i,\pi_m}) \right] r_{im}} & \text{if } \pi_m = \text{no inspection.}
\end{cases}$$

The number of defects of type $i$, $d_{i,\Pi_m}$, that leave stage $m$ under policy $\Pi_m$ is then

$$d_{i,\Pi_m} = \begin{cases} \beta_{i,\pi_m} & \text{if } \pi_m = \text{inspection;} \\
d_{i,\Pi_{m-1}} + \delta_{im} & \text{if } \pi_m = \text{no inspection.}
\end{cases} \text{ for all } i.$$

The procedure will end by choosing the policy $\Pi_N$ that minimizes the total inspection cost over the entire line that is given by $c_{\Pi_N} + f \sum_{i=1}^{l} d_{i,\Pi_N}$.

**Fine-tuning the testing policy**

Once the inspection allocation policy is fixed, it is possible to use equation (12) to find the optimal testing policy at each stage. In particular, if the inspection policy for all stages following $n$ is fixed, then the derivative of $J_{n+1}$ with respect to its $i^{th}$ argument is a constant for each $i$. This constant is the expected cost of having one more defect of type $i$ leaving stage $n$ and will be calculated below. Let $q_{im}$ be the probability that a defect of type $i$ arriving at stage $m$ is detected at stage $m$. If we assume that all defects of type $i$ reaching stage $m$ are equally likely to be detected, then

$$q_{im} = \frac{\delta_{i,m-1} + d_{im} - \delta_{im}}{\delta_{i,m-1} + d_{im}}$$

The probability that a defect of type $i$ leaving stage $n$ is repaired at stage $m > n$ is

$$\left( \prod_{l=n+1}^{m-1} q_{il} \right) (1 - q_{im}),$$

As a result, the expected cost that this defect will create for the system is

$$\frac{\partial J_{n+1}}{\partial \rho_i} (\cdot) = \sum_{m=n+1}^{N} \left[ \left( \prod_{l=n+1}^{m-1} q_{il} \right) (1 - q_{im}) r_{im} \right] + \left( \prod_{l=n+1}^{N} q_{il} \right) f. \quad (14)$$
Here again the fine tuning can be performed in a forward manner to try to use the most accurate estimates of $\alpha_{in}$ and $\beta_{in}$ at each stage, or in a backward manner to try to use the most accurate estimates of $J_{n,i}$ at each stage.

Discussion

Since this procedure works in a ‘forward’ mode, that is, from stage 1 to $N$, it can be carried out without making any assumptions about the dependence of the functions $p_k$ on the inspection strategy at previous stages. Nevertheless, if there are many tests for which this dependency occurs, it will be time consuming to generate a different set of testing policies for each scenario. Note that the dynamic programming approach would probably require even more testing policies to be generated during the optimization process over the entire discretized space. The author could not find any way to overcome this potential problem.

In the exhaustive search, we will only consider a small subset (about 5 policies per test) of the continuous range of Pareto optimal testing policies. Many tests in circuit board assembly are non-parametric, and hence only a small fraction of the total number of tests will have their testing policies restricted to a subset. Furthermore, the Pareto optimal curve for each parametric test (see Figure 3) is smooth and can be quite accurately represented by a small set of points. As a result, the cost reduction achieved by fine-tuning the testing policy is likely to be at least an order of magnitude lower than the cost reduction obtained from the optimal allocation policy with the reduced set of testing policies. Therefore, the two step procedure will yield the optimal policy or at least a policy very close to optimality. The fine-tuning also has another use. As the fabrication process evolves and the defect rates change, the testing policy could be easily changed, whereas a change in the inspection allocation would be quite disruptive. As a result, it makes sense to try to adjust the testing policies relatively frequently to get the best out of the allocation policy that will remain fixed over
longer periods of time.

It must be noted that this fine-tuning procedure does not guarantee an optimal overall policy. The only way to find a solution that is guaranteed to be very close to the optimal solution would be to perform an exhaustive search with a large set of testing policies for each stage that has a continuous set of testing policies. Unfortunately quickly becomes computationally intractable as the number of testing policies considered increases. Nevertheless, it is likely that the two step approach will give a near optimal solution, when the conditions mentioned earlier are met. One must also keep in mind that it is fruitless to seek a solution whose precision is greater than that of the data that can be gathered.

3.3 Dependencies Between Different Board Types

Until now, we have been considering only one type of circuit board. If different boards were completely independent then all of our results would carry over. However, some tests actually measure several boards together, in which case either all the boards are tested or none are tested. Thus, the inspection allocation decisions taken independently might yield an infeasible solution. For shared tests that are non-parametric, this can be dealt with by employing a Lagrangian relaxation approach, where the total cost of the test is split among the different boards such that the solutions found independently coincide. To illustrate this, let us suppose the total cost of a test that covers two boards is \( t \). We run the model for the boards independently with the cost \( t \) split between the two boards arbitrarily. For example the cost can be split proportionally to the complexity of the two boards. Then, if the decisions for the two boards agree we have a feasible and optimal solution. If the solution do not agree, we modify the allocation of \( t \) between the two boards such as to increase the part that is allocated to the board for which the solution includes the shared test and
consequently decrease the part that is allocated to for which the solution does not include the shared test. For example the solution for board 1 uses the test but the solution for board two does not, to board 1 and decrease the part that is allocated to board 2. The problem is then solved again for both boards. And if the solutions still do not agree we iterate with the cost reallocation procedure. Many choices are possible to search for an allocation of costs. Since by lack of data this procedure could not be applied in our case study we are not in a position to report on the efficiency of any particular algorithm. Note that this approach becomes almost impossible to use with a parametrical test. In the plant studied in the case study, the tests that were measuring more than one board were the more comprehensive system tests which are non-parametric tests.

Another cause of dependencies across boards is congestion. If too many boards are to be tested at the same stage, then the testing load may be undesirably high at that stage. Moreover, if many of these boards are not tested at the previous stages, then many repairs will be required at that stage, which leads to additional work. A Lagrangian relaxation method, where the price of inspection at the congested stages would be increased untill the load of the congested state reaches a more desirable level, could be used to solve the problem. Moreover, the price attributed to a congested stage by the Lagrangian routine could be used for inspection capacity decisions.

3.4. Improved Testing Equipment

Our model explicitly takes into account the effect of measurement noise, which enables us to determine the value of testing equipment with lower measurement noise. This question is very important, since testing equipment is extremely expensive and it is not clear, a priori, how a reduction in the measurement errors will affect the overall cost of inspection.
To evaluate the value of improved testing equipment in the context of our model, the type I versus type II tradeoff curve for the new equipment is computed, and subsequently the two step algorithm outlined in Subsection 3.2 is carried out using this new curve. The optimal total quality cost for the new equipment can then be compared with the corresponding value for the old equipment.

An experiment was performed in order to illustrate the magnitude of the savings achievable with more precise equipment. We assumed that a hypothetical new tester would have a measurement noise whose standard deviation was half of that of the current tester. Figure 5 shows the tradeoff curve for the new and original test equipment. This figure shows that both types of errors could simultaneously be divided by at least two using the new equipment. If we assume similar error reductions for all components on the board, then the reduction in total quality cost is on the order of 5 percent.

Figure 5: Improvement of testing errors.
3.5. Allocation of Quality Improvement Efforts

Engineering resources to work on quality improvements are limited, and consequently it is important to dedicate resources to projects where an improvement would have the maximum impact. In a slightly different context, Albin and Friedman [1] show that the choice of the most valuable project is not always straightforward. In particular, their paper shows that the traditional Pareto chart is not an adequate tool when defects are clustered. In the problem considered here, it is also possible that a Pareto Chart would be misleading because different types of defects are detected in different proportions at different stages and thus the cost of different types of defects can be very different.

Equation (14) gives the expected cost that a defect of type \( i \) will generate for the system if it becomes detectable at stage \( n \). Recall that this quantity is a constant under any fixed inspection policy. Hence, the total system cost due to type \( i \) defects on a given board type is

\[
q_i = \sum_{n=1}^{N} \frac{\partial J_{n+1}}{\partial \rho_i} \cdot d_{in} \tag{15}
\]

By summing the cost of a particular defect type for each board type we can compute the overall effect of each defect type. Equation (15) can also be used to assess incremental defect reduction,

\[
\frac{q_i}{\sum_{n=1}^{N} d_{in}}
\]

is the marginal cost reduction obtained from reducing type \( i \) defects. The marginal cost reduction obtained from reducing type \( i \) defects at stage \( n \) is

\[
\frac{\partial q_i}{\partial d_{in}} = \frac{\partial J_{n+1}}{\partial \rho_i} \cdot (\cdot)
\]
4. Case Study

We now describe how the model was applied at the Hewlett Packard facility. This plant has three inspection stages as shown in Figure 1. Approximately 50 different board types are manufactured at this facility, and these boards go into various models of a single line of final products. The number of boards of each type produced is relatively low, ranging from 1,000 to 10,000 per year. Hence, tests must be flexible in order to accommodate many different board types. The nature of the final product requires very strict tolerances on the circuit boards and on their components, which partially explains why this facility currently tests all boards at all stages. Figure 2 illustrates roughly the structure of the tests performed. There is currently no systematic procedure for determining testing policies at this facility, the testing policy is highly dependent on the particular engineer in charge of it. It is also estimated that at this facility the total cost of inspection represents about half of the total manufacturing cost.

The first part of this section explains how the relevant data was collected and the second part describes our results.

4.1. Data collection

Three different types of data have to be gathered in order to use this model. The first type of data concerns the cost parameters of the model. The second concerns the occurrence of defects, and the coverage and reliability of each inspection stage. The last and perhaps most difficult type of data to gather pertains to the testing process. We grouped the many different categories of defect that are used internally into 7 broader types. This grouping was done such as to put together the categories that are similar for testing purposes, they might differ for diagnosis purposes.

Testing and repair are two activities that are closely linked, since they are per-
formed by the same people in the same work area. Their cost includes technician time, floor space, equipment and overhead for management time. To allocate cost between these two activities, we used estimates of the time that different engineers and technicians spend on each of these activities. Both of these costs vary for each board type; in particular, they will depend on the complexity and the design of a board. These costs are proportional to the overall volume of inspection that takes place at a stage, and therefore these costs are proportional to the number of boards processed.

In the case study the procedure to estimate these cost parameters varied depending on how detailed the available data was. For some stages we could get estimates of each of the different overhead costs (engineering, equipment, floor space, etc.) individually. In these cases we split each of these costs according to how much could be allocated either to testing (and testing maintenance) or repair (and diagnosis). The total cost for each of these activities was then divided by the total time the boards underwent testing and repair respectively. This gives a rate of cost for each activity. Multiplying the average time it took to test or repair a particular board type gives the estimate for the corresponding cost. In the cases where we could not obtain detailed overhead costs we multiplied the average time to test and repair a particular board type by a flat overhead rate that includes all the above costs to obtain estimates of the test and repair costs respectively. In the case study the repair cost was considered to be identical for each type of defect type for a particular board type. This is an approximation of reality, but we did not have the means to gather enough data to estimate these costs for each individual defect type. The test and repair cost did however vary widely across board types.

The cost of a defect on a board leaving the plant includes the cost of an on site repair, analysis and repair of the defective board at the plant and the quality
department's estimate of the cost of lost goodwill. This goodwill cost is a direct function of the competitive environment in which the company is operating. In a very competitive market a customer is much more likely to switch to another vendor if he is even slightly disappointed with the product. On the other hand if the product enjoys some kind of monopoly (or partial monopoly), then the customer will probably be more willing to tolerate small deficiencies of the product. In the case study we tried to estimate the expected number of lost sales that a defective unit might induce. The selling price of a unit times this number of lost sales was then used as the goodwill cost.

To derive estimates for the occurrence of defects and the coverage and reliability of each inspection stage, we used historical data about the total number of defects per board of each type detected at the different stages of inspection, \( \phi_{in} \). Then the engineers in charge of each test were asked to estimate the proportion \( a_{in} \) of defects of each type that they felt their test should detect, and the proportion \( b_{in} \) of defects of each type detected by the test that were actually good boards (false defects). Some of these estimates were based on experiments, whereas other were based on the experience of the engineers with the process.

The proportion of false defects together with the observed number of defects enabled us to compute the number of real defects of each type detected at each stage \( \gamma_{in} = \phi_{in} b_{in} \). The probability of type I errors (false rejects) at any stage is then \( \alpha_{in} = \phi_{in} - \gamma_{in} \). From the total number of real defects of each type present on a board and the proportion of those defects that should be detected at each stage, we found the number of defects per board that become detectable at each stage \( n \),

\[
d_{in} = \sum_{m=1}^{N} \psi_{im} + \eta_{i} - \sum_{m=1}^{n-1} d_{im} \quad \text{for } i = 1, \ldots, I; \text{ and } n = 1, \ldots, N,
\]

where \( \eta_{i} \) is the number of failures per board that occurred during the warranty period.
of the equipment (a failure during the warranty period was considered to be caused by an undetected defect). Finally, the probability of type II errors at each stage was derived by comparing this last quantity with the actual number of real defects detected at each stage $\beta_{in} = \gamma_{in} - d_{in}$.

In order to derive an optimal testing policy, we also need the input data $G$, $e(x)$ and $\xi(x)$ for each quantity measured at each stage. Recall that $G$ is the interval in which the true value of the quantity measured should be. It is often very hard to know what the exact limit values are on a component that will ensure the proper functioning of the board. This problem was avoided here by using the specifications to which the component was bought. The justification for this is that even if a component is bought with tighter specifications than actually needed, a component that does not meet these specifications signals some kind of abnormality, such as physical damage or a poor soldering, that may cause a real defect after the equipment has been utilized for some time.

To estimate the distribution of the measurement noise $e(x)$ and the distribution of the true value of the quantity measured $\xi(x)$, we only have the distribution of the measured values at our disposal. This measured value, which is recorded by the testing device, is the sum of the true value of the component and the measurement noise. Unfortunately, neither of these two quantities can be estimated independently. The true values are almost impossible to measure, since most components used at this facility are surface mount components, which are extremely small and fragile. Estimating the measurement noise is also a delicate task since the distribution of this noise will depend on many things, such as the type of component that is being measured, how the measurement is guarded† and the topology of the board. As

† Guarding is the technique used to try to isolate a component from the rest of the circuit board.
a result, the measurement noise can only be determined via experiments for each different board type.

A preliminary experiment was run to study the different sources of measurement noise at the in circuit test level. At the facility studied several in circuit testers, also called testheads were used in parallel. The boards are tested on the first available testhead. Consequently, we also wanted to find out what part of the measurement noise was attributable to variations between different testheads. The experiment that was performed repeated each measurement (there were 79 different measurement) \( K = 10 \) times consecutively on \( H = 3 \) different testheads for \( B = 10 \) different boards. This constitutes a little bit less than 24,000 data points. The measurement noise was modeled by expressing the measurements \( y_{bhh} \) as

\[
y_{bhh} = \mu + \tau_b + \theta_h + \psi_{bh} + \epsilon_{bhh} \quad b = 1, \ldots, B \quad h = 1, \ldots, H \quad k = 1, \ldots, K; \quad (16)
\]

where:

- \( \mu \) is the reference value for the component being measured;
- \( \tau_b \) is the average deviation of the measurements taken on the \( b^{th} \) board, and has zero mean and standard deviation \( \sigma_{\tau} \);
- \( \theta_h \) is the average deviation of measurements taken on the \( h^{th} \) head, and has zero mean and standard deviation \( \sigma_{\theta} \);
- \( \psi_{bh} \) is the average deviation of measurements taken on the \( h^{th} \) head and the \( b^{th} \) board, and has zero mean and standard deviation \( \sigma_{\psi} \);
- \( \epsilon_{bhh} \) is the residual variation of a measurement that cannot be explained by either the testhead or the board or the interaction between the testhead and the board, \( \epsilon_{bhh} \) has zero mean and standard deviation \( \sigma \).

Note that by using this model we make the implicit assumption that the residual noise \( \epsilon \) has the same variance on all testheads. The data indicated that this
assumption did not hold for all components in practice, which suggests that the three testheads were not equally calibrated, when the data was gathered. Without this assumption, the estimation of the model parameters would have been greatly complicated. Moreover, by only gathering data from three testheads, a good estimation of the distribution of the variance of the residual noise across different testheads was not possible.

We estimate \( \mu \) by \( \bar{y} \), which is the average of all measurements taken.

The variance of \( \epsilon \) is estimated by

\[
\hat{\sigma}^2 = \frac{\sum_{b=1}^{B} \sum_{h=1}^{H} \sum_{k=1}^{K} (y_{bkh} - \bar{y}_{bh})^2}{BH(K - 1)}.
\]

This is the variance of successive measurements of the very same component on the same testhead, and represents the precision limitation of the tester for the component. The variance of \( \psi \) is estimated by

\[
\hat{\sigma}_\psi^2 = \frac{\sum_{b=1}^{B} \sum_{h=1}^{H} (\bar{y}_{bh} - y_{b} - \bar{y}_{h} - \bar{y})}{(B - 1)(H - 1)} - \frac{\sigma^2}{K},
\]

and the variance of \( \theta \) is estimated by

\[
\hat{\sigma}_\theta^2 = \frac{\sum_{h=1}^{H} (\bar{y}_h - \bar{y})^2}{H - 1} - \frac{\sigma^2}{B} - \frac{\sigma^2}{BK}.
\]

These two variances represent the amount of variation that is linked to the variations between testheads. One might think that a fixed effects model would be more appropriate for the testheads, since the facility uses only a fixed number of different testheads. But the variation between testheads is evolving over time as a result of usage, maintenance, calibration, etc. Consequently, the variation between testheads is a continuous random variable and the random effects model is appropriate.

The average of all measurements taken on the \( b^{th} \) board equals \( \mu + \tau_b \), and \( \tau_b \) can be considered to be the variation in the measured values associated with the
individual components on the \( b \)th board. The variance of \( \tau \) can be estimated by

\[
\hat{\sigma}_\tau^2 = \frac{\sum_{b=1}^B (\bar{y}_b - \bar{y})^2}{B - 1} - \frac{\sigma^2}{H} - \frac{\sigma^2}{HK}.
\]

Using the estimated parameters from the statistical model in equation (16), the parameters of the distributions of the measurement noise and the component values can be estimated. We assume that \( \mu_\xi \), the nominal value of the component is known. Then we have

\[
\hat{\mu}_\xi = \bar{y} - \mu_\xi
\]

\[
\hat{\sigma}_\xi^2 = \hat{\sigma}^2 + \hat{\sigma}_\psi^2 + \hat{\sigma}_\delta^2
\]

\[
\hat{\sigma}_\xi^2 = \hat{\sigma}_\tau^2
\]

(17)

Appendix A contains tables and figures for each type of component (resistors, capacitors, transistors, diodes and inductors) with the estimates that were derived from this experiment. We see that for all the inductors in this sample the estimated variance of the measurement noise was higher than the estimated variance of the true values of these components. This implies that the measurements taken cannot distinguish good and defective components. For all the other components we distinguish a clear pattern where most of the components have an estimated noise variance much smaller than the estimated variance of their true values. Those components can tested with good accuracy. A small minority of components fall into the opposite category, their estimated measurement noise is almost as large or larger than the estimated variance of their true values, in which case the test is not reliable. This has important practical implications, it means that some components should not be tested (or alternatively a new test should be devised for them).

An important question for the design of future experiments is whether the variance of the noise associated with the different testheads can be predicted. It is much easier to run experiments on a single testhead than on several testheads, because in the latter case, experiments would be much more difficult to schedule in a production
process. To address this question, a regression was run to try to predict $\sigma_c$ from $\sigma$ and the absolute value of $\mu_r$. The coefficients of correlation were consistently high, for example, $r^2 = 0.92$ for the resistors and $r^2 = 0.98$ for the capacitors.

To check whether this is also valid for other boards, data was collected from another board during production. For that board, all measured values of all components on approximately 80 boards were recorded. This data enabled us to estimate the total variation of the measurements $\sigma_e + \sigma_c$. Appendix B shows charts of the distribution of the total variance for the different components of each type on the board. We wanted to know if this distribution was consistent with what was observed on the experimental board. It can be seen, by comparing the graphs of Appendix B with those of Appendix A, that the results are indeed consistent. For example, most resistors have a total standard deviation around 0.3% in both Appendix A and B; most capacitors have a total standard deviation between 2 and 4% in both cases. These results are very encouraging, but a more thorough investigation of this issue is still needed. A complete experiment similar to the one run on the first board should be repeated on some other boards before reaching a definitive conclusion on this point.

If we assume that the distributions of the measurement noise and of the values of the true component values are Gaussian, then the estimates from (17) enable us to compute the tradeoff curve between type I and type II errors for each component. On the other hand, a typical board has several hundred components, and consequently it would be very time consuming to compute this curve for each individual component. A possible approach is to group components in subsets that are assumed to have very similar properties (i.e. the standard deviation of the measurement noise and the standard deviation of the component values represent nearly the same percentage of the nominal value of the component). Another important reason for grouping the observations of different components together is to increase the precision of the
estimate of $\sigma_\xi$ and $\sigma_e$. The confidence intervals on the estimates for each individual component are quite large, and it is not economically feasible to run an experiment of this size on a large population of boards.

4.2. Results

We first used the model presented here to find the optimal inspection allocation policy while keeping the testing policies fixed. For this purpose, three circuit boards were chosen that were representative of the variety of boards manufactured. These boards were produced in volumes that represent the average for the facility, and their yield ranged from relatively low to relatively high. One board contains mostly digital components, another has mostly analog components and the third one is mixed. Indeed the digital or analog nature of a board is a major factor in how each test is applied. Also, these three boards did not share any test and thus can be considered independently. It turned out that when we applied the optimization of the testing policies the optimal policy was extremely sensitive to the estimates of $\sigma_\xi$ and $\sigma_e$, hence we used a different approach to derive a robust testing policy.

Optimal allocation policy

There were important variations across boards in the number of defects present and in the effectiveness of the different stages of inspection. Figure 6 displays the frequency of the different defect types detected at each stage for the three boards under consideration. Each defect type is represented by the same pattern on all three charts. The values on each chart are arbitrary in order to disguise the data, but the relative values across the three charts are approximately correct. These graphs show that the number of defects and the predominant types of defects, vary significantly across the different boards. For example, type 3 boards have roughly three times as many defects as type 1 board types, and the medium gray defect type is predominant.
on type 1 boards but hardly present on type 2 boards.

\[\begin{array}{ccc}
\text{BOARD 1} & \text{BOARD 2} & \text{BOARD 3} \\
\end{array}\]

Figure 6: Frequency of defects detected at each stage for each board.

Consequently, it is not surprising to see in Table I that the optimal policy varies for the different boards. Since the total inspection cost represents about half of the total manufacturing cost, the savings realized by the optimal policy in the different cases are significant. This study was performed with fixed testing policies because of our inability to build sufficiently accurate estimates of the measurement errors. Hence, the probability of type I and type II errors of the current testing policy were used.

<table>
<thead>
<tr>
<th></th>
<th>Current Inspection Policy</th>
<th>Optimal Inspection Policy</th>
<th>Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Board 1</td>
<td>1-2-3</td>
<td>1-3</td>
<td>20%</td>
</tr>
<tr>
<td>Board 2</td>
<td>1-2-3</td>
<td>2</td>
<td>23%</td>
</tr>
<tr>
<td>Board 3</td>
<td>1-2-3</td>
<td>2-3</td>
<td>6.5%</td>
</tr>
</tbody>
</table>

Application of the full model
Our intent was to apply the optimization of the testing policy at the in circuit testing stage. Based on the experiment described in the previous subsection, we obtained estimates of the standard deviation of the measurement noise and the true component values. Because individual components are very reliable (the failure rate is typically less than 1 in 10,000), the optimal testing policy is extremely sensitive to these parameters. Even estimates that could be obtained from a large experiment (recall that this plant produces boards in relatively low volumes) would not be accurate enough to ensure that a robust testing policy would result from the optimization.

Nevertheless, the insight gained from the model can be used to improve the current testing policy. Figure 7 shows the form of the function \( p(x) \) in a typical case where

\[
|G_u - G_l| > 6\sigma_\xi, \tag{18}
\]

\[
\sigma_\xi > 3\sigma_\varepsilon. \tag{19}
\]

The inequality (18) says that the parts are very reliable, in particular it says that the machine capability index is greater than 1. The inequality (19) says that the measurement noise is sufficiently low to have an accurate test.

In the case of normally distributed measurement noise and component values, equation (13) we see that in this case \( p(x) \) is the difference of two error functions. If conditions (18)–(19) are also satisfied, then as the value of one of the error functions goes from -1 to 1, the other error function will hold constant at 1. Recall that from equation (12) we know that the optimal policy will have cutoff points such \( p(L) = p(U) \) equal the marginal cost of a false accept over the marginal cost of a false defect. This ratio will be strictly between 0 and 1. This means that the optimal cutoff points will most probably be located in the steep parts of the curve in Figure 7. The middle points of the ascent and descend are the points at which the argument of
either error function equals 0. These points can be found from equation (13) to be

\[ x_l = \mu_\xi + \mu_e + (G_l - \mu_\xi)(\frac{\sigma_\xi^2 + \sigma_\epsilon^2}{\sigma_\epsilon^2}), \]

and

\[ x_u = \mu_\xi + \mu_e + (G_u - \mu_\xi)(\frac{\sigma_\xi^2 + \sigma_\epsilon^2}{\sigma_\epsilon^2}). \]

This expression has an intuitive meaning: the acceptance interval should be shifted from the tolerance interval by the expected value of the measurement noise; the tolerance on both sides should be multiplied by a factor that is the ratio between the sum of variance of the true values of the component and the measurement noise over the variance of the true values of the component. This ratio shows very clearly how the acceptance interval is affected by the measurement noise.

Moreover, conditions (18)–(19) imply that one term of the right hand side of equation (13) will always be equal to 1 or -1. This in turn implies that \( p(L) = p(U) \) for any \( L \) and \( U \) such that

\[ L = \mu_\xi + \mu_e + (G_l - \mu_\xi)z \quad \text{and} \quad U = \mu_\xi + \mu_e + (G_u - \mu_\xi)z, \]
for any $z > 0$. Note that $\mu_{\xi}$ and $\mu_{\epsilon}$ are expected values that are much easier to estimate with accuracy than variances.

As a result, we can use $x_l$ and $x_u$ as target values for the lower and upper limits. Even if the estimates $\hat{\sigma}_{\xi}$ and $\hat{\sigma}_{\epsilon}$ are inaccurate, we will still have a pareto optimal policy.

It has been observed that currently about 55% of the rejected components at this test are good components. To illustrate how this would compare with the our proposed policy, Figure 8 shows the same tradeoff curve as Figure 3, but with a straight line that represents the policies such that 55% of the rejected components are good components. The point labeled $a$ represents the point for which $L = x_l$ and $U = x_u$, and hence if the actual policy used is on the tradeoff curve in the neighborhood of $a$, then a significant improvement over the current policy even if the estimates $\hat{\sigma}_{\xi}$ and $\hat{\sigma}_{\epsilon}$ are inaccurate.

![Figure 8: The current testing policy and the optimal tradeoff curve.](image-url)
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Finally, it is interesting to note that for other types of tests that have lower yields (for example, tests that are more comprehensive), it is possible to estimate \( \sigma_\xi \) and \( \sigma_\sigma \) with greater accuracy. In general it is possible to optimize the testing policy in high volume and/or low yield situations.

5. Conclusions

The model presented here is built on two key features: hierarchical test coverage and measurement errors in the testing process. Although this model was developed in the framework of circuit board assembly, these features are present in many other situations. Indeed, hierarchical test coverage is a very natural property when inspection is done at different stages in a manufacturing process; the increasing test coverage is then a direct consequence of the fact that potential defects are added between inspection stages by the manufacturing operations taking place at that time. It is also very common for test measurements to be subject to some noise, particularly in the manufacturing of high precision products.

The case study reveals that important savings (on the order of 10 to 20\%) can be achieved by choosing the optimal inspection allocation policy. Since the cost of inspection represents about half of the total direct manufacturing cost, these cost savings are significant. The discussion regarding the gathering of the necessary data shows that the inspection allocation portion of the model is not very difficult to implement in an industrial setting. The optimization of the testing policy is harder to implement because of the difficulty in estimating the necessary parameters. It is nevertheless possible to use the insight gained from the model to find a good testing policy that is robust with respect to the errors in parameter estimation. In the case study, we see that this policy significantly outperforms the policy that is currently in use.
In this part, we started from a real-life problem and built a model to solve this problem. The model is still relatively crude and we were unable to find a procedure that could solve the problem efficiently. Nevertheless, it is hoped that this work will help future researchers find better models for the large number of problems of this nature that are beginning to emerge. Indeed, with the increasing performance that are sought from manufactured products it seems very likely that inspection will become a more and more important aspect of production management.

Several issues are not addressed in this thesis that would require further research. In particular the effects of the inspection policy on the learning curve of a product have not been modeled, queueing effects were not included, no precise model was build to determine the influence of the choice of a testing strategy upon the subsequent inspection stages.
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### Resistors

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal value (Ω)</th>
<th>Bias (%)</th>
<th>Meas. noise Stdev. (%)</th>
<th>Comp. value Stdev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R158</td>
<td>10</td>
<td>1.6380</td>
<td>0.7778</td>
<td>0.3208</td>
</tr>
<tr>
<td>R160</td>
<td>21.5</td>
<td>0.7194</td>
<td>0.0224</td>
<td>0.2938</td>
</tr>
<tr>
<td>R102</td>
<td>31.6</td>
<td>0.3621</td>
<td>0.0655</td>
<td>0.2384</td>
</tr>
<tr>
<td>R168</td>
<td>100</td>
<td>-0.0983</td>
<td>0.0370</td>
<td>0.2835</td>
</tr>
<tr>
<td>R105</td>
<td>215</td>
<td>-0.1170</td>
<td>0.0157</td>
<td>0.1758</td>
</tr>
<tr>
<td>R106</td>
<td>1000</td>
<td>0.0142</td>
<td>0.0118</td>
<td>0.2279</td>
</tr>
<tr>
<td>R111</td>
<td>1000</td>
<td>0.0530</td>
<td>0.0421</td>
<td>0.2449</td>
</tr>
<tr>
<td>R113</td>
<td>1000</td>
<td>0.0965</td>
<td>0.0177</td>
<td>0.2088</td>
</tr>
<tr>
<td>R120</td>
<td>1000</td>
<td>0.1492</td>
<td>0.0118</td>
<td>0.1502</td>
</tr>
<tr>
<td>R162</td>
<td>1000</td>
<td>0.1059</td>
<td>0.0120</td>
<td>0.1192</td>
</tr>
<tr>
<td>R210</td>
<td>1000</td>
<td>0.0582</td>
<td>0.0116</td>
<td>0.1718</td>
</tr>
<tr>
<td>R211</td>
<td>1000</td>
<td>0.0280</td>
<td>0.0112</td>
<td>0.3055</td>
</tr>
<tr>
<td>R213</td>
<td>1000</td>
<td>0.0896</td>
<td>0.0125</td>
<td>0.2082</td>
</tr>
<tr>
<td>R214</td>
<td>1000</td>
<td>0.0408</td>
<td>0.0136</td>
<td>0.2850</td>
</tr>
<tr>
<td>R215</td>
<td>1000</td>
<td>-0.0084</td>
<td>0.0130</td>
<td>0.2286</td>
</tr>
<tr>
<td>R132</td>
<td>1780</td>
<td>1.9721</td>
<td>0.0700</td>
<td>0.2187</td>
</tr>
<tr>
<td>R117</td>
<td>2150</td>
<td>0.0126</td>
<td>0.0123</td>
<td>0.1623</td>
</tr>
<tr>
<td>R301</td>
<td>4640</td>
<td>-0.0987</td>
<td>0.0101</td>
<td>0.1435</td>
</tr>
<tr>
<td>R322</td>
<td>5110</td>
<td>-0.4706</td>
<td>0.0792</td>
<td>0.2541</td>
</tr>
<tr>
<td>R310</td>
<td>8250</td>
<td>-0.1981</td>
<td>0.0400</td>
<td>0.1090</td>
</tr>
<tr>
<td>R303</td>
<td>10000</td>
<td>-0.1581</td>
<td>0.0111</td>
<td>0.1422</td>
</tr>
<tr>
<td>R316</td>
<td>14700</td>
<td>-0.1642</td>
<td>0.0313</td>
<td>0.3167</td>
</tr>
<tr>
<td>R170</td>
<td>17800</td>
<td>-2.2224</td>
<td>0.2614</td>
<td>0.4085</td>
</tr>
<tr>
<td>R302</td>
<td>21500</td>
<td>-5.1729</td>
<td>0.2507</td>
<td>1.6664</td>
</tr>
<tr>
<td>R110</td>
<td>31600</td>
<td>0.0407</td>
<td>0.0162</td>
<td>0.1472</td>
</tr>
<tr>
<td>R321</td>
<td>68100</td>
<td>-0.2850</td>
<td>0.0608</td>
<td>0.2262</td>
</tr>
<tr>
<td>R133</td>
<td>121000</td>
<td>-0.1053</td>
<td>0.0269</td>
<td>0.2252</td>
</tr>
<tr>
<td>R317</td>
<td>464000</td>
<td>0.0122</td>
<td>0.1526</td>
<td>0.2318</td>
</tr>
</tbody>
</table>

### Standard Deviation of Meas. Noise vs Comp. Values

![Graph showing standard deviation of measurement noise vs component values.](image-url)
## Capacitors

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal value (µF)</th>
<th>Bias (%)</th>
<th>Meas. noise Stdev. (%)</th>
<th>Comp. value Stdev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C128</td>
<td>0.01</td>
<td>-2.2309</td>
<td>0.9593</td>
<td>1.3864</td>
</tr>
<tr>
<td>C125</td>
<td>0.1</td>
<td>2.9324</td>
<td>0.3602</td>
<td>1.8012</td>
</tr>
<tr>
<td>C201</td>
<td>0.1</td>
<td>1.3018</td>
<td>0.3156</td>
<td>5.2466</td>
</tr>
<tr>
<td>C202</td>
<td>0.1</td>
<td>1.0444</td>
<td>0.3189</td>
<td>4.6113</td>
</tr>
<tr>
<td>C203</td>
<td>0.1</td>
<td>2.5904</td>
<td>0.2824</td>
<td>3.5374</td>
</tr>
<tr>
<td>C204</td>
<td>0.1</td>
<td>-0.3741</td>
<td>0.3247</td>
<td>4.2337</td>
</tr>
<tr>
<td>C205</td>
<td>0.1</td>
<td>2.5666</td>
<td>0.3238</td>
<td>3.0688</td>
</tr>
<tr>
<td>C308</td>
<td>0.1</td>
<td>2.8296</td>
<td>0.4630</td>
<td>4.2328</td>
</tr>
<tr>
<td>C305</td>
<td>0.3</td>
<td>1.9978</td>
<td>5.9763</td>
<td>2.8549</td>
</tr>
<tr>
<td>C301</td>
<td>0.4</td>
<td>-2.8866</td>
<td>1.2112</td>
<td>2.3799</td>
</tr>
<tr>
<td>C114</td>
<td>0.47</td>
<td>-12.5308</td>
<td>1.4739</td>
<td>6.3439</td>
</tr>
<tr>
<td>C126</td>
<td>0.47</td>
<td>0.8126</td>
<td>0.4203</td>
<td>2.2399</td>
</tr>
<tr>
<td>C129</td>
<td>0.47</td>
<td>-0.2691</td>
<td>0.2845</td>
<td>1.7317</td>
</tr>
<tr>
<td>C130</td>
<td>0.47</td>
<td>0.7670</td>
<td>0.3225</td>
<td>1.4685</td>
</tr>
<tr>
<td>C309</td>
<td>0.47</td>
<td>-0.3155</td>
<td>0.1996</td>
<td>1.8999</td>
</tr>
<tr>
<td>C310</td>
<td>1</td>
<td>-7.6399</td>
<td>0.1894</td>
<td>0.5920</td>
</tr>
<tr>
<td>C127</td>
<td>6.8</td>
<td>-1.5503</td>
<td>0.1315</td>
<td>1.6210</td>
</tr>
<tr>
<td>C107</td>
<td>6.9</td>
<td>2.3444</td>
<td>0.2334</td>
<td>1.9289</td>
</tr>
<tr>
<td>C118</td>
<td>6.9</td>
<td>-2.1074</td>
<td>0.1436</td>
<td>1.1643</td>
</tr>
<tr>
<td>C120</td>
<td>7.2</td>
<td>-0.1760</td>
<td>0.1595</td>
<td>1.4322</td>
</tr>
<tr>
<td>C101</td>
<td>33</td>
<td>0.1986</td>
<td>0.5414</td>
<td>1.9831</td>
</tr>
<tr>
<td>C131</td>
<td>33</td>
<td>-0.0072</td>
<td>0.2814</td>
<td>2.6723</td>
</tr>
</tbody>
</table>

### Standard Deviation of Meas. Noise vs Comp. Values

![Graph showing the standard deviation of measurement noise and component values for capacitors]
## Inductors

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal value</th>
<th>Bias</th>
<th>Meas. Noise</th>
<th>Comp. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L101</td>
<td>1</td>
<td>37.5506</td>
<td>6.3128</td>
<td>1.1392</td>
</tr>
<tr>
<td>L102</td>
<td>1</td>
<td>46.9465</td>
<td>3.7830</td>
<td>1.8730</td>
</tr>
<tr>
<td>L103</td>
<td>1</td>
<td>45.8132</td>
<td>3.6897</td>
<td>1.7435</td>
</tr>
<tr>
<td>L104</td>
<td>1</td>
<td>37.0869</td>
<td>9.6679</td>
<td>0.2264</td>
</tr>
</tbody>
</table>

### Standard Deviation of Meas. Noise vs Comp. Values

- **Inductors**

![Graph showing standard deviation of measurement noise vs component values for inductors, with L101, L102, L103, and L104.]
## Diodes

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal value (V)</th>
<th>Bias (%)</th>
<th>Meas. noise Stdev. (%)</th>
<th>Comp. value Stdev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR103</td>
<td>1.622672</td>
<td>N/A</td>
<td>0.0890</td>
<td>0.1148</td>
</tr>
<tr>
<td>CR104</td>
<td>0.70446</td>
<td>N/A</td>
<td>0.1272</td>
<td>0.1220</td>
</tr>
<tr>
<td>CR105</td>
<td>0.724097</td>
<td>N/A</td>
<td>0.1102</td>
<td>0.0556</td>
</tr>
<tr>
<td>CR106</td>
<td>0.726004</td>
<td>N/A</td>
<td>0.1210</td>
<td>0.1145</td>
</tr>
<tr>
<td>CR107</td>
<td>0.72484</td>
<td>N/A</td>
<td>0.1269</td>
<td>0.0821</td>
</tr>
<tr>
<td>CR108</td>
<td>0.723124</td>
<td>N/A</td>
<td>0.1144</td>
<td>0.0904</td>
</tr>
<tr>
<td>CR109</td>
<td>0.723348</td>
<td>N/A</td>
<td>0.1136</td>
<td>0.0695</td>
</tr>
<tr>
<td>CR111</td>
<td>2.168599</td>
<td>N/A</td>
<td>0.1133</td>
<td>0.2104</td>
</tr>
<tr>
<td>CR301</td>
<td>0.717516</td>
<td>N/A</td>
<td>0.1131</td>
<td>0.2404</td>
</tr>
<tr>
<td>CR302</td>
<td>0.590526</td>
<td>N/A</td>
<td>0.1536</td>
<td>0.2206</td>
</tr>
<tr>
<td>CR303</td>
<td>0.59102</td>
<td>N/A</td>
<td>0.1833</td>
<td>0.1520</td>
</tr>
<tr>
<td>CR304</td>
<td>0.595119</td>
<td>N/A</td>
<td>0.1643</td>
<td>0.1513</td>
</tr>
<tr>
<td>CR305</td>
<td>0.597192</td>
<td>N/A</td>
<td>0.1566</td>
<td>0.1970</td>
</tr>
</tbody>
</table>

### Standard Deviation of Meas. Noise vs Comp. Values

**Diodes**

![Graph showing standard deviation of measurement noise vs component values](image)

- **Measurement Noise Stdev.**
- **Component Values Stdev.**
Transistors

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal value (V)</th>
<th>Bias (%</th>
<th>Meas. noise Stdev. (%)</th>
<th>Comp. value Stdev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q104</td>
<td>50.1388</td>
<td>N/A</td>
<td>0.3870</td>
<td>0.7738</td>
</tr>
<tr>
<td>Q105</td>
<td>59.753133</td>
<td>N/A</td>
<td>9.6449</td>
<td>4.3130</td>
</tr>
<tr>
<td>Q108</td>
<td>92.116</td>
<td>N/A</td>
<td>0.4122</td>
<td>2.2315</td>
</tr>
<tr>
<td>Q109</td>
<td>37.7534</td>
<td>N/A</td>
<td>0.3575</td>
<td>0.9633</td>
</tr>
<tr>
<td>Q110</td>
<td>28.299333</td>
<td>N/A</td>
<td>0.5867</td>
<td>5.4653</td>
</tr>
<tr>
<td>Q113</td>
<td>28.7039;33</td>
<td>N/A</td>
<td>0.5577</td>
<td>2.2126</td>
</tr>
<tr>
<td>Q114</td>
<td>36.0998</td>
<td>N/A</td>
<td>0.2703</td>
<td>8.3509</td>
</tr>
<tr>
<td>Q118</td>
<td>36.404233</td>
<td>N/A</td>
<td>0.3368</td>
<td>5.5723</td>
</tr>
<tr>
<td>Q119</td>
<td>37.419267</td>
<td>N/A</td>
<td>0.2479</td>
<td>1.6809</td>
</tr>
<tr>
<td>Q120</td>
<td>34.036667</td>
<td>N/A</td>
<td>0.6842</td>
<td>15.5969</td>
</tr>
<tr>
<td>Q122</td>
<td>48.807333</td>
<td>N/A</td>
<td>0.3554</td>
<td>1.9639</td>
</tr>
<tr>
<td>Q124</td>
<td>75.055467</td>
<td>N/A</td>
<td>1.5632</td>
<td>0.4967</td>
</tr>
</tbody>
</table>

Standard Deviation of Meas. Noise vs Comp. Values

Transisors

- Measurement Noise Stdev.
- Component Values Stdev.