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ABSTRACT

A concept is presented for designing either a computing system, or a programming language system, so that the following problem is avoided: during a multiprocess computation in which several processes communicate, and in which the relative timing of the performance of the processes is arbitrary, the output produced by the computation might not be a function of only the initial computation state, i.e., of only the inputs and initial program of the computation. The design concept for avoiding this problem is explained by defining an apparently new class of abstract machines called machines for coordinated multiprocessing, or MCM's. Processes are coordinated in an MCM by means of a count matrix, which may be modified by actions of processes, and which determines the processes enabled to proceed at any instant. Remarks are made to suggest that a computing facility which behaves like an MCM can be both constructed and programmed at reasonable cost. It is proved that every MCM has the properties of output functionality and output assuredness. Output functionality means that each symbol in every output stream is a function only of the initial computation state. Output assuredness means that for each output stream the maximum number of symbols produced in the stream, or the fact that the number of such symbols has no upper bound, is a function only of the initial computation state.

Thesis Supervisor: Jack B. Dennis
Title: Associate Professor of Electrical Engineering
Preface

The Thesis discusses three broad topics: (1) a problem encountered in some contemporary computing systems, (2) a concept for designing a computing system in order to solve this problem, and (3) a proof that the concept presented does indeed solve the problem.

The problem concerns multiprocessing. Multiprocessing occurs whenever a computing system is programmed by a single user in a manner that allows more than one sequence of actions to be performed for him simultaneously. Suppose information is transmitted among such sequences of actions, and suppose the relative timing of the performance of these sequences is not under user control. The problem to which the Thesis is addressed is that in these circumstances the output produced for a user by the performance of such sequences might not be a function of only the inputs and initial program that are specified by the user. A more precise statement of the problem and a discussion of the problem's origin and significance are the subjects of Chapter I.

A concept for designing a computing system in order to avoid the problem just mentioned has been discovered. An attempt has been made to capture the essence of this design concept by describing, in Chapter II, a class of abstract machines called machines for coordinated multiprocessing, or MCM's for short. A preview of the structure of an MCM is given near the beginning of Chapter II.

Chapter III discusses the feasibility of constructing and programming a computing system whose internal structure can be placed into correspondence with the structure of an appropriately chosen MCM.
In Chapters IV and V it is proved that the problem mentioned above does not arise in an MCM. Conclusions and suggestions for future research are presented in Chapter VI.

The Thesis might be of interest to three groups: (1) those concerned with designing the hardware and supervisory software of computing systems, (2) those concerned with designing programming language systems, i.e., programming languages and compilers for these languages, and (3) those concerned with the theory of automata. The primary orientation of the Thesis is toward the design of the hardware and supervisory software of a computing system. The Thesis is also relevant, however, to the design of programming language systems, in two respects. First, the programming of a computing system constructed along the lines to be discussed, although shown in the Thesis to be feasible, presents an interesting challenge both to programmers, and to the designers of programming language systems. Second, by employing the design concept to be discussed, it is possible to develop for any computer a programming language system having the property that if a user interacts with the computer only by means of the language system, the user will never encounter the problem mentioned above. Finally, the Thesis is relevant to automata theory, because it appears that the class of machines called MCM's has not been studied before.

Although the Thesis as a whole is oriented toward the area of computer engineering practice, the topics and methods of Chapters II, IV, and V are characteristic of the area of automata theory. The techniques of automata theory have been employed in the Thesis for three reasons. First, the essence of the design concept that has been discovered is
captured more effectively in a description of an abstract machine than in a description of a hypothetical computing system; in a description of the latter kind the essence of the design concept would tend to be obscured by irrelevant detail. Second, by expressing the design concept in terms of the structure of an abstract machine, the nature of an apparently new phenomenon is made readily available for study and comparison with other concepts in the theory of automata. Third, the mathematical language and techniques used in automata theory allow the presentation of highly rigorous proofs of facts that, although intuitively satisfying, have turned out to be slippery to verify by means of logic.

For the reasons just mentioned, the Thesis may be said to stand both in the area of computer engineering practice, and in the area of automata theory. As with any interdisciplinary work, the technical jargon of one area might not be readily understood by those working in the other area. An effort has been made, therefore, to explain technical terms not common to both fields, and to avoid locutions likely to be misleading.

The doctoral research program which led to the present Thesis began with an inquiry into the possibility of analyzing quantitatively the problems of storage allocation in computing systems. This inquiry led to a search for ways of characterizing the structural aspects of computing systems, particularly multiprogrammed computing systems. The present research topic, in turn, resulted from an effort to describe the properties of those events which constitute the execution of a single program within a multiprogrammed system.
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"We cut up and organize the spread and flow of events as we do, largely because, through our mother tongue, we are parties to an agreement to do so, not because nature itself is segmented in exactly that way for all to see."

Benjamin Lee Whorf
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Chapter I

Contemporary Multiprocessing

Introduction

This Chapter presents an explanation of selected problems and issues associated with contemporary multiprocessing. The explanation is organized to achieve two specific goals: (1) the establishment of a certain outlook, or viewpoint, toward the phenomenon of multiprocessing, in order to provide a base for the discussions in subsequent Chapters, and (2) the statement of the particular difficulties whose solutions are sought in subsequent Chapters. Thus Chapter I serves as an introduction for the Thesis as a whole.

The Chapter begins by introducing, through the use of examples, the notion of a single-process program. Next the notion of a multiprocess program is defined as a generalization of the notion of a single-process program, and multiprocessing is explained to be a phenomenon that involves the execution of a multiprocess program. Next some additional concepts are defined, and finally several problems and issues associated with contemporary multiprocessing are discussed in depth.

Single-Process Programs

A program is a recipe for transforming an initial set of values into a final set of values; for example, the following program tells
how to find the largest value present in the list of numbers, $x_1, x_2, \ldots, x_n$.

1. Make $i$ be 1.
2. Make $j$ be 1.
3. If $i = n$ then the answer is $x_j$.
4. Subtract $x_i$ from $x_{i+1}$ and remember the result.
5. If the result is positive then add 1 to $j$.
6. Add 1 to $i$.
7. Go to step 3.

This program is composed of seven procedure steps, and the set of values to which the program refers is the set of quantities named $i$, $j$, $n$, and $x_1, x_2, \ldots, x_n$.

One can imagine execution of the above program by a clerk, which passes from one procedure step to the next, obeying the directions encountered at each step. Between procedure steps a clerk might remember information within itself; for example, between steps (4) and (5) of the above program the clerk retains the result of the subtraction performed at step (4). In general, a procedure step might direct a clerk to modify either the clerk's own information, or the value set, or both.

The sequence of actions that a clerk performs in executing a program is called a process [11, 26].* The above program is called a single-process program, because it directs the activity of exactly one clerk.

---

*Numbers in square brackets refer to items in the list of references, which follows the Appendices.
The simplest kind of digital computer, having one arithmetic unit and one memory unit, executes single-process programs. The arithmetic unit of such a computer can act as a clerk; then the state word* of the arithmetic unit is clerk information, and each word in the memory unit is value set information.

Multiprocess Programs

A multiprocess program is a set of procedure steps that directs the activities of two or more clerks. Since each processing unit, such as an arithmetic unit or i/o channel, of a computing system can act as a clerk, then any program permitting the simultaneous operation of processing units is an example of a multiprocess program.

One reason for specifying a computational activity in the form of a multiprocess program is that such a program can indicate an absence of sequencing constraints among portions of an activity by explicitly permitting several clerks to act simultaneously. Such permissions for simultaneity are desirable because they allow a system to perform a computational activity more rapidly than if the activity had to be performed sequentially.

Two examples of systems for multiprocessing, i.e., systems that can execute multiprocess programs, are the IBM 7090 [17], and the DEC PDP-1 [23]. In the 7090, the data channels and the arithmetic unit

---

*A typical arithmetic unit state word includes program counter, instruction register, and accumulator information. Additional remarks on state words are given by Conway [3].
can execute separate processes simultaneously: the procedure steps executed in the data channel processes are drawn from a set of "channel commands". In the PIP-1, the single-channel sequence break hardware switches the arithmetic unit between a main process and an interrupt process.

The term "multiprocessing" is often used to describe systems having more than one processing unit. Nevertheless, when "multiprocessing" is used in this contemporary sense, it is the author's suspicion that many of the problems actually being discussed might be more effectively studied as problems of multiprocess programming rather than as problems of the simultaneous use of physically distinct processing units. For this reason, the term "multiprocessing" is used throughout the Thesis to refer to a programmer's specification of potential multiple activity, and not to refer to a particular method for carrying out such a specification. For example, suppose a multiprocess program is written to direct the activities of two clerks. If two processing units are available, they might execute the program together, each unit playing the role of one of the program's clerks. On the other hand, if only one processing unit is available, it might play the role of now one clerk and then the other, alternating back and forth between the two clerks according to some arbitrary scheduling strategy. Multiprocessing occurs in both of these situations, because in both cases a multiprocess program is being executed.
The Computation State

An execution of either a single-process program or a multiprocess program is called a computation. At an instant during a computation, the computation state is denoted by the information contained in the clerks and value set of the program being executed. For example, during the execution of the single-process program mentioned at the beginning of this Chapter, the computation state at some instant is denoted both by the information contained within the executing clerk, and also by the information held in the value set, i.e., held in the quantities i, j, n, and \( x_1, x_2, \ldots, x_n \). A system performing a computation exhibits a succession of computation states: each transition from one computation state to the next is caused by one or more processing units, each playing the role of one of the program's clerks.

In practice, four kinds of information are encoded into a computation's initial state: (1) the procedure steps of a program, (2) the initial values of the program's internal quantities, (3) the information initially held in the program's clerks, and (4) the input symbols to be read during the program's execution. In other words, the initial computation state holds, of the information controlling a computation's performance, just that portion which a user can specify either explicitly, or implicitly through the use of programs and data prepared by others.

Computing Facilities

Many discussions to be presented in the Thesis concern the manner in which a computing system might execute an individual program. A fact
that might complicate these discussions is the fact that some computing systems can be simultaneously in the midst of executing two or more programs; such systems are said to be multiprogrammed [10]. The notion of a computing facility is introduced so that the manner in which an individual program is executed can be easily discussed without regard to whether the executing system is multiprogrammed.

A computing facility is a perhaps time-varying collection of hardware that executes at most one single-process or multiprocess program at a time. Every computing system provides at least one facility, but a computing system that is multiprogrammed can provide several facilities simultaneously. For example, a typical configuration of the CTSS system [14] provides 24 facilities. A user gains access to one of these facilities when he identifies himself to the system by "logging in".

In providing a facility, a computing system provides (1) input units by means of which a user can specify an initial computation state, (2) processing and storage units that can perform a computation beginning from such an initial computation state, and (3) output units that can produce for a user during such a computation one or more output streams, i.e., sequences of output symbols. An example of the production of three output streams is the writing of symbols on a typewriter, a printer, and a card punch unit.

An improved understanding of the way in which a computing system provides a facility can be achieved by studying some of the details of the way in which a computing system executes a program. A program refers to, or directs the activities of, a set of objects: each object to
which a program refers is either a clerk, a value set quantity, an input
device, or an output device. During the execution of a program, it is
appropriate for the role of each object referred to by the program to be played by a specific and distinct physical unit. Nevertheless,
there need not exist such a fixed correspondence between program objects and physical units. In particular, the role of a program object might be played by a succession of physical units, and during occasional intervals the role of an object might not be played by any unit.

To provide a physical unit as part of a facility is to provide a physical unit to play the role of one of the objects referred to by the program the facility is executing. As was mentioned, each physical unit of a facility might be provided either continuously or intermittently. Thus, when a computing system provides one or more facilities, the system allocates its available physical units among the objects that are referred to by the programs the facilities are executing. In general, this allocation is time-varying, i.e., dynamic; dynamic allocation results in several distinct correspondences between physical units and program objects as time progresses.

An example of dynamic allocation is found in the previously mentioned PDP-1 system. When the single facility provided by the PDP-1 executes a program that uses the single-channel sequence break feature, the PDP-1's memory unit is permanently allocated to hold the program's value set, but the PDP-1's arithmetic unit is dynamically allocated by the sequence break hardware to carry out alternately the activities of the program's main clerk and interrupt clerk. Other examples of dynamic allocation are found in the CTSS system. Here the central processing unit and the main
memory unit are allocated dynamically among the clerks and the value set quantities, respectively, that are referred to in the programs of several facilities.

**Arbitrarily-Timed Cooperative Multiprocessing**

Clerks executing a multiprocess program are said to cooperate [11] whenever information is transmitted among them; such transmissions take place either through the internal memories of the clerks, or through the program's value set. Cooperative multiprocessing is assumed throughout the present study: a facility might allow inter-clerk cooperation, and a multiprocess program might direct such cooperation.

A multiprocess program is executed in an arbitrarily-timed manner just when there is at least one computation state for which the set of the program's clerks accomplishing the transition to the next computation state is at least partially determined by influences other than the current computation state. If a program's execution is arbitrarily-timed, then knowledge of the current computation state generally does not imply knowledge of the next computation state, because the next computation state can depend on the set of the program's clerks that happen to accomplish the next computation state transition.

An arbitrarily-timed facility is one that might execute a multiprocess program is an arbitrarily-timed manner. A facility might be arbitrarily-timed because of slight variations in the speeds of autonomous processing units, because of replacement of one system component by another of different speed, because of variations in the duration of i/o activity,
or, perhaps most significantly, because of the scheduling strategy of a multiprogrammed system. Arbitrarily-timed facilities are assumed throughout the present study.

**Output Functionality**

A facility is **output-functional** just when each symbol produced in every output stream is a function only of the initial computation state.

An alternate description of an output-functional facility gives two intermediate definitions. A facility is \((S, i, j)\)-output-definite just when \(S\) is an initial computation state and each \(S\)-initiated computation producing a \(j\)-th symbol in output stream \(i\) produces the same \(j\)-th symbol in output stream \(i\). A facility if \(S\)-output-definite just when it is \((S, i, j)\)-output-definite for each output stream, \(i\), and each positive integer, \(j\). Finally, a facility is **output functional** just when it is \(S\)-output-definite for each initial computation state, \(S\).

Many contemporary facilities are \(S\)-output-definite only if \(S\) belongs to some proper subset of the initial computation states; such facilities require a user desiring output functionality to begin each of his computations from one of the \(S\)-output-definite initial computation states.

The present study describes methods for making the \(S\)-output-definite subset of a facility's initial computation states equal to the set of all the facility's initial computation states, so that computations will produce deterministic outputs regardless of programming mistakes or
improper input data. In Chapter II an abstract machine for coordinated multiprocessing is described, and a proof is given in Chapter IV that a facility which behaves like such a machine is an output-functional facility.

The following two examples show that, in the absence of inter-clerk coordination constraints such as will be proposed, cooperative multiprocessing performed by an arbitrarily-timed facility is nondeterministic in a way that can permit the symbol at some position in an output stream to depend on factors other than the initial computation state. In the first example, two clerks are ready to write different symbols into the same output stream. If the clerks' order of execution is arbitrary, then either symbol can appear as the next symbol in the output stream.

The second example is depicted in Figure 1.1. Suppose a clerk computes each of a stream of output symbols using only a result that a second clerk computes and stores as a shared quantity. If the first clerk stops for an arbitrary time while the second clerk continues execution, then an arbitrary number of symbols might be omitted from the output stream. On the other hand, if the second stops and the first continues, then some particular symbol might appear in the output stream an arbitrary number of times.

No one ever questions the output functionality of facilities that execute only single-process programs, because single-process computing is inherently deterministic. Unfortunately, the term "computer" has been associated for so many years with single-process computing that users sometimes expect any apparatus bearing the stamp "computer" to
Figure 1.1. Example of output-nonfunctional multiprocessing.
exhibit a functional relationship between initial state and output streams. Thus the term "multiprocess computer" has a deterministic connotation, which is often misleading.

**Lurking Bugs**

As mentioned previously, many contemporary facilities for multiprocessing appear **output-nonfunctional** to their users. This lack of output functionality has not substantially hindered the development of computing applications, because programmers have been able to recognize the effects of arbitrary execution timing, and have been able to isolate these effects from the output streams of computations. For instance, a programmer might have introduced into the example of Figure 1.1 an interlock quantity to be tested by each clerk before the clerk proceeded with the reading or writing of the shared data quantity.

The seeking of deterministic outputs through the skillful programming of an output-nonfunctional facility is undesirable because the detection and the diagnosis of programming mistakes, i.e., **bugs**, are much more difficult in an output-nonfunctional facility than in an output-functional facility. The issues are best understood by considering again the example of Figure 1.1 in which two clerks cooperate using shared data and interlock quantities. As shown in Figure 1.2, suppose a bug in the procedure steps being executed by a third clerk causes the third clerk to change the value of the data quantity shared by clerks one and two. During some computations from a given initial state, this change does not affect the output stream, because at the instant of the change, clerk one has already read the shared data quantity's current
Figure 1.2. Lurking bug destroying output functionality.
value and clerk two has not yet set the next value. During other computations from the same initial state, the change does affect the output stream, because at the instant of the change, the current value of the shared data quantity has not yet been read by clerk one. The bug in the procedure steps being executed by clerk three is a *lurking bug* -- a bug whose effects are noticed during only some of the computations begun from a given initial computation state.

The detection of lurking bugs is easiest when the programmer can completely specify timing environments for his computations; then he can construct test cases by specifying timing environments as well as input streams. However, the number of test cases required to debug a program in such a circumstance is roughly the product of the number of input stream test cases needed if the system prevented lurking bugs multiplied by the number of timing environments desired to be tested. Thus the detection of bugs in a facility allowing lurking bugs is at best much more costly than in a facility having similar characteristics but preventing lurking bugs.

The diagnosis of lurking bugs can be equally as onerous as their detection. As mentioned by Corbató et al. in a different context [5], a lurking bug appears to the programmer to be indistinguishable from transient hardware failure. Breakpoints, dynamic dumps, traces, and other diagnostic tools all require the re-running of a computation at least once and possibly several times to isolate a bug into progressively smaller sections of a program. Unless the programmer can reproduce the timing environment of the computation in which a bug was detected, the programmer must choose between two alternatives: he can insert his diagnostic tools into the program and continue to run computations until
Providence shows the bug to him again, or he can try to diagnose using the program listing, the computation's output, and a dump of the final computation state. Both of these alternatives are costly as well as discouraging.

Lurking Bug Effects

The example of Figure 1.2 shows how a lurking bug's effect can be the destruction of output functionality. Such a lurking bug effect, i.e., the production of arbitrary output from identically-initiated computations, is called a non-functionality effect.

Another lurking bug effect, called a noncompletion effect, is the arbitrary curtailment of the production of output from identically initiated computations. An individual lurking bug might cause either a nonfunctionality effect, or a noncompletion effect, or both.

The following example describes a lurking bug causing a noncompletion effect. Suppose a bug in the procedure steps being executed by a clerk causes the clerk to change the procedure code being executed by a second clerk. During some computations from a given initial state, the second clerk has already executed the changed code, and so the change does not affect the second clerk's periodic execution of an output procedure step. During other computations from the same initial state, the second clerk executes the changed code, and thereupon begins executing a loop of procedure steps that excludes the output step the clerk would otherwise have periodically executed. The bug in the procedure steps being executed by the first clerk is a lurking bug that causes a noncompletion effect.
Facilities for multiprocessing that behave like the abstract machine to be described in Chapter II are proved in Chapter IV to prevent nonfunctionality effects. In Chapter V, such facilities are also proved to prevent noncompletion effects.

**Contemporary Procedure Steps for Multiprocessing**

To allow comparison between contemporary facilities for multiprocessing and the facilities to be discussed in subsequent Chapters, several types of procedure steps used in contemporary multiprocess programs are now described. In the next Section, procedure steps of some of these types are used in an exemplary program, into which a typing error could introduce a lurking bug.

The first type of procedure step is `fork` [1, 3, 10]. Execution of the step

```
fork e;
```

creates a clerk that will start execution at the label `e`, and causes the clerk that executed the `fork` to pass to the next procedure step. The creation of a clerk means that there is an additional clerk participating in the computation; an immediately recruited processing unit might play the role of the new clerk, or a new entry might be placed in a list, called a `ready list` [10, 26], of clerks whose roles ought to be played.

Execution of the step

```
quit;
```

[10] deletes the executing clerk. The deletion of a clerk means that
there is one less clerk participating in the computation; the processing unit that had played the role of a clerk being deleted might either join a pool of available processing units, or begin playing the role of the highest priority clerk on a ready list.

One of several schemes for programming the cooperation of simultaneously existing clerks is the scheme reported on by Dijkstra [11] involving semaphore quantities. Execution of the step

\[ V \text{ s;} \]

adds one to a semaphore quantity, \( s \), using an uninterruptible increment-memory instruction. Execution of the step

\[ P \text{ s;} \]

causes the executing clerk to act as if it executed the following program:

1. If \( s \) is greater than zero then go to step 3.
2. Cease activity until \( s \) becomes greater than zero.
3. Subtract 1 from \( s \) without interruption.

If several clerks are at step (2) for \( s \) when \( s \) becomes greater than zero, then just one of these clerks, which is selected according to a priority discipline, proceeds to step (3).

Procedure \( \text{sem}_V \) of the types \( V \) and \( P \) are useful for directing the cooperation between a clerk producing data and a clerk receiving data, such as the clerks of Figure 1.1. In this application the semaphore quantity indicates the number of data values ready for consumption in a variable length buffer.

\( V \) and \( P \) procedure steps can also be used to restrict a critical section of a program's procedure steps to execution by one clerk at a
time. Each critical section is preceded by a $P$ and followed by a $V$, both referring to the section's unique semaphore quantity, which will only take the values 1 and 0.

Dijkstra has shown that critical section control can be achieved without using a procedure step whose execution requires uninterruptible read-alter-write action [12, 20]. The construction is so complicated, however, that it is mainly of theoretical interest.

Similar to the actions performed by $P$ and $V$ when used for critical section control are the actions of lockout in the D$\delta$25 system [13], lock and unlock discussed by Dennis and Van Horn [10], and obtain and release described by Anderson [1]. Each procedure step of these types acts on a binary semaphore quantity that is associated with a data quantity specified by the procedure step.

As described by Conway [3], execution of the step

\begin{verbatim}
join c;
\end{verbatim}

subtracts 1 from $c$ without interruption. If the result is negative or zero, the clerk proceeds to the next step; otherwise the clerk is deleted. The initial value of the quantity $c$ is the number of clerks that must execute the join in order for one of them to proceed to the step following the join.

Dennis and Van Horn [10] describe a join similar to Conway's join, but which specifies a label to which a clerk should transfer rather than quit.
An Example of a Lurking Bug

To exemplify the use of some of the types of procedure steps described in the previous section, as well as to allow the illustration of a lurking bug, the following program is presented, which tells how to compute the expression

$$(AB)^{-1}((CD)(AB))$$

where $A, B, C,$ and $D$ are $n \times n$ matrices, and $AB$ is assumed nonsingular. The language in which the program is written is similar to the Algol language [2]. The $\texttt{join}$ appearing at the label "last" is a Conway-type $\texttt{join}$. A flow-chart representation of the program is given in Figure 1.3.

```
begin
  array T, U, Y, Z[1:n, 1:n];
  integer c, s;
  c := 2;
  s := 0;
  fork parpro;
  matrix multiply (A) times:(B) into:(T);
  Y s;
  matrix inverse of (T) into:(U);
  goto last;
parpro:
  matrix multiply (C) times:(D) into:(Y);
  P s;
  matrix multiply (Y) times:(T) into:(Z);
last:
  join c;
  matrix multiply (U) times:(Z) into:(answer);
end
```
Figure 1.3. Flow-chart of a contemporary multiprocess program.
A clerk enters the program by passing to the symbol `begin`. The following activity ensues when exactly one clerk enters the program. First the entering clerk causes a new clerk to start execution at the label "parpro". Then the entering clerk, after computing the product AB, executes a `P` telling the parpro clerk that AB has been formed. Next the entering clerk inverts AB. The parpro clerk, after computing CD, delays at a `P` until AB is available. Then the parpro clerk computes (AB)(CD). Finally, the two clerks join, and the last to arrive computes the final answer.

Consider the effect of a typographical error on this program: suppose that

\[ P = s; \]

had been inadvertently typed as

\[ P = c; \]

If the execution timing were such that the entering clerk proceeded all the way to the `join` before the parpro clerk reached the `P`, then a correct result would be obtained; otherwise an unrepeatable incorrect result would be obtained.

*Applying the Algol rule of procedure body replacement to the above program, the simultaneous execution by both clerks of the procedure "matrix multiply" occurs as if each clerk executed a separate copy of the procedure. The need for separate copies of the procedure in an implementation can be avoided, however, through the use of pure procedure programming techniques [4], in which programs, instead of directing their own modification, direct the modification of data quantities private to each executing clerk [10].
could be expected. In particular, if the program were tested using a facility in which as many actions as possible were performed in one process before any actions were performed in another, then the effects of the typographical error would be hidden during debugging, but might be discovered on an application in which simultaneous processing occurred.
Chapter II

A Machine for Coordinated Multiprocessing

Introduction

This Chapter delineates a class of machines called machines for coordinated multiprocessing, or MCM's for short. An MCM is abstract, in the same sense that a Turing machine [8] or a finite automaton [24] is abstract. In principle, it is possible to construct an MCM; indeed, the structure and functioning of an MCM are best understood by imagining the existence of an actually constructed physical device. Nevertheless, it is desirable to keep in mind that an MCM is abstract, because an application of an MCM need not involve the MCM's straightforward construction as a physical device.

Although an extended discussion of MCM applications is postponed until Chapter III, it is useful to see examples of how an MCM can be applied in ways that do not constitute its straightforward construction. One example is the simulation of an MCM on a digital computer through the use of interpretive software. Another example is the use of an MCM as a model for analyzing, from an individual user's point of view, the behavior of a computing system's hardware and supervisory software. This last example can be expressed in another way: just as a CTSS [14] facility appears to a user like a virtual machine very similar to an IBM 7094, so also might some facility behave as if it were an actually constructed MCM.
In Chapter III, techniques and examples are presented to suggest that a facility which behaves like an MCM can be useful, and can be both constructed and programmed at reasonable cost. In Chapters IV and V, it is proved that nonfunctionality lurking bug effects and noncompletion lurking bug effects, respectively, do not occur in an MCM. That is, it is proved in these two Chapters that identically initiated MCM computations never produce arbitrary output, and that the production of output from identically initiated MCM computations never is arbitrarily cut short. The questions treated in Chapters III, IV, and V concern the sufficiency of an MCM for achieving various goals; questions concerning the necessity of an MCM remain open.

Preview

One of the purposes underlying the formulation of the MCM concept has been to bridge the gap, or provide a way station as it were, between the simplicity of automata theory and the complexity of contemporary computing systems. Specifically, the structure of an MCM is complex compared to the structure of a Turing machine or a finite automaton, but is clean and symmetrical compared to the structure of a contemporary computing system.

During the presentation of the details of MCM structure and operation, the reader may find it helpful to have in mind a broad framework upon which to sort out the details as they arrive. The following paragraphs establish this framework by mentioning the components of an MCM, and by indicating how these components work together to perform computations.
An MCM consists of a collection of cells, a scheduler, and a count matrix; Figure 2.1 shows an MCM with three cells. A cell might act like a main memory register of a contemporary computing system, or a cell might act like a processing unit of such a system. That is, a cell might store information passively, or a cell might actively perform a process. In performing a process, a cell performs a sequence of basic actions called transactions; in performing an individual transaction, a cell might read from or write into another cell, or might change an element of the count matrix.

The computation state of an MCM is denoted by the information contained in the MCM's cells and count matrix. During the performance of a computation, an MCM takes on a succession of computation states; each transition from one computation state to the next is accomplished by the simultaneous performance of single transactions by one or more cells.

The cells that are to accomplish each computation state transition are selected by the scheduler. The scheduler's selection of such cells is affected by the immediately preceding computation state, and perhaps also by the unpredictable influences that make a facility for multiprocessing be arbitrarily-timed.

As was mentioned, a cell performing a transaction might change the count matrix. The count matrix, in turn, affects the scheduler's selecting of the cells that are to perform transactions. This loop of cause and effect -- from cells to count matrix to scheduler to cells --
Figure 2.1. An MCM having three cells.
is the mechanism by which the activities of the cells are coordinated in order to prevent nonfunctionality and noncompletion lurking bug effects.

The author does not know of a contemporary facility for multiprocessing that behaves like an MCM in every respect. Nevertheless, there seems to be a certain similarity between MCM's and contemporary facilities, no doubt because the MCM concept grew out of an effort to model such facilities. Specifically, the cells of an MCM function in a way that is in many respects similar to the behavior of the processing units and main memory registers of a contemporary facility. Moreover, the scheduler of an MCM functions in a way that is somewhat similar both to the behavior of a supervisory computation that schedules processing units among programs to be executed, and to the behavior of electronic hardware that disciplines a queue of processing units awaiting access to a main memory unit. The count matrix of an MCM, however, does not appear to be similar to any feature of a contemporary facility.

**Cells**

A cell is unusual in that it can model either an active device like a processing unit, or a passive device like a memory register. A cell that models an active device is called a *clerk* cell, and a cell that models a passive device is called a *value* cell. A clerk cell performs a process that is a sequence of transactions, and a value cell stores information passively. As shown in Figure 2.1, the state of a cell is denoted by a *word*, and each cell is designated by a unique *name*.

It was mentioned that no contemporary facility is known that behaves like an MCM in every respect. Nevertheless, in order to understand the
properties of the cells that occur in MCM's, it will be useful to observe how a collection of such cells might model the processing units and main memory registers of, say, an IBM 7090. Such a collection might contain 32,768 + 9 cells: one value cell to hold each memory word, one clerk cell to hold each data channel state word, and one clerk cell to hold the central processing unit state word. These cells might be named: 0, 1, ..., 32767, A, B, ..., H, CPU.

The state of an MCM's collection of cells can be described by means of a table in which the name of each cell is associated with the word held by the cell. Since each name is unique, such a table defines a single-valued function, called a content function, that takes the name of a cell into the word held by the cell; for example, if c(·) is the content function denoting some state of the 7090 cells described above, then the memory word at location 5 is c(5), and the state word of channel B is c(B). If c(·) is a content function and x is a name, then the word c(x) is called the content of cell x. As an MCM passes from one computation state to the next, its collection of cells takes on a succession of states, each distinct state being described by a different content function.

An interesting property of an MCM is that the designation of a cell as either a clerk cell or a value cell can be a function of time. In this respect, the cells of the 7090 model mentioned above are not typical of MCM cells in general. Although each cell of the 7090 model is for all time either a clerk cell or a value cell, the general case is that a cell might alternate between clerk and value status as time progresses.
This alternation of cells between clerk and value status is similar to the alternation of modules between active and non-active roles in an abstract iterative computer described by Holland [16].

The clerk or value status of a cell is determined at any instant solely from the count matrix, in a manner to be described later. A clerk cell is changed into a value cell, or a value cell is changed into a clerk cell, by making an appropriate change in the count matrix.

Transactions

It was mentioned that the process each clerk cell performs is a sequence of basic actions called transactions. A clerk cell's performance of an individual transaction generally involves an interaction between the clerk cell and its environment. For example, suppose the CPU cell of the 7090 model mentioned above executes a store-accumulator instruction that does not specify indirect addressing. This execution is a sequence of two transactions: the first transaction reads from a value cell the encoded store-accumulator instruction, and the second transaction writes into perhaps some other value cell the accumulator information held in the CPU cell. These two transactions are of the types get and put, respectively. Gets, puts, and transactions of three other types are explained later in detail.

Each computation state transition is accomplished by the simultaneous performance of single transactions by one or more clerk cells. After the scheduler has selected the clerk cells that are to carry out a computation state transition, the scheduler simultaneously transmits a single go pulse to each clerk cell that has been selected. Upon receipt
of a go pulse a clerk cell performs, not a series of transactions, but exactly one transaction; specifically, a clerk cell performs exactly one transaction when and only when it receives a go pulse. The scheduler's operation, which will be described later, is such that only clerk cells receive go pulses.

When a clerk cell receives a go pulse, the transaction the cell performs is determined both by the cell's identity, and by the cell's content. For example, during the previously mentioned store-accumulator execution, the first transaction performed by the CPU cell is determined both by the fact that the cell is the CPU cell rather than, say, the B cell, and by the fact that the content of the cell has cycle information saying that an instruction fetch activity is to take place next.

As shown in Figure 2.2 for the MCM of Figure 2.1, a cell's identity determines a transaction table, within which the cell's content determines a transaction. Specifically, in a cell's transaction table each possible content of the cell is associated with the type and parameters of a transaction; that is, if a cell might hold any one of n words, then there are exactly n word-transaction pairs in the cell's transaction table. At any instant, the transaction associated in this way with a cell's content is the transaction the cell would perform if it were to receive a go pulse at that instant. In other words, if the content of a cell is a certain word, and one wishes to know the transaction the cell would perform upon receipt of a go pulse, one need only look up the word in the cell's transaction table in order to obtain the type and parameters of the desired transaction.
Figure 2.2. Additional properties of the MCM having three cells.
Every cell has a transaction table, because, in general, every cell is potentially a clerk cell. A cell's transaction table is permanently associated with the cell; in other words, a cell's transaction table does not vary with time. In the 7090 model, the transaction table of the CPU cell describes the wired-in properties of the 7090 central processing unit -- in the same way that the state transition table of a sequential machine describes certain wired-in properties of the machine.

Get Transactions

The first transaction of the previously mentioned store-accumulator execution is of the type get. A typical get transaction is described in a transaction table as follows.

\[ \text{get of } i \text{ replace } f(\cdot) \]  
(2.1)

The two parameters of a get are its operand name, such as \( i \) in (2.1), and its replacement function, such as \( f(\cdot) \) in (2.1). In performing the transaction described by (2.1), a clerk cell reads the content of cell \( i \), evaluates the function \( f(\cdot) \) with this content as argument, and causes itself to hold the result of this evaluation. For example, suppose \( c(\cdot) \) denotes the state of a collection of cells at some instant, and suppose (2.1) is the transaction that corresponds to \( c(x) \) in clerk cell \( x \)'s transaction table. If at this instant clerk cell \( x \) receives a go pulse, then clerk cell \( x \) will be caused to hold the word \( f(c(i)) \).

The performance of a get by clerk cell \( x \) changes the content of clerk cell \( x \) from some word, \( A \), to some word, \( B \). Let us review the way in which the word \( B \) is determined. First, the name \( x \) determines a
transaction table. Second, the word $A$ determines in this table a particular transaction -- in this case a get whose parameters are, say $i$ and $f(\cdot)$. Third, the content of cell $i$ is used as the argument of $f(\cdot)$ to determine the word $B$.

As noted above, the first transaction of the previously mentioned store-accumulator execution is a get. This get is determined by the word $W$ that is held in the CPU cell just before the get's performance. The get's operand name is $W$'s instruction location counter information, and the content of the cell named by this operand name is the encoded store-accumulator instruction. If the get's replacement function is evaluated with the encoded instruction as argument, the function yields for placement in the CPU cell a word $X$ consisting of (1) instruction register information denoting the encoded instruction's operation part, (2) storage register information denoting the encoded instruction's address part, (3) cycle information saying that an instruction execution activity is to take place next, (4) instruction location counter information denoting a name numerically one greater than the name denoted by $W$'s instruction location counter information, and (5) other information, such as accumulator and index register information, identical to the corresponding information of $W$. In other words, the replacement function of the get associated with $W$ tells how the word $X$, which replaces $W$, depends on the encoded instruction.

The above example illustrates that in practice the state of a processing unit is usually the state of a collection of several information-storing elements, such as flip-flops or ferrite cores. When a processing unit performs a get, not every information-storing
element need change state. In fact, the replacement function of some particular get may be such that the states of certain elements never change during the get's performance, regardless of the word read as operand. Thus the performance of a get may involve a change in only "part of" the word held in a processing unit. For present purposes, it will be convenient to think of the performance of a get as always changing the "entire" word held in a processing unit, and recognize that a get's performance might actually change the state of only some of a unit's information storing elements. In fact, for understanding the formal properties of an MCM, one may think of a word, not as a string of digits denoting states of separate elements, but as one symbol selected from some alphabet; with the latter point of view it is meaningless to speak of replacing "part of" a word.

Put Transactions

The second transaction of the previously mentioned store-accumulator execution is of the type put. A typical put transaction is described in a transaction table as follows.

\[
\text{put of } i \text{ with } v \text{ replace } w \tag{2.2}
\]

The three parameters of a put are its operand name, such as \( i \) in (2.2), its operand word, such as \( v \) in (2.2), and its replacement word, such as \( w \) in (2.2). In performing the transaction described by (2.2), a clerk cell causes itself to hold the word \( w \), and causes cell \( i \) to hold the word \( v \); if the clerk cell and cell \( i \) are the same cell, then the clerk cell causes itself to hold \( w \), and \( v \) is ignored. For example, suppose \( c(\cdot) \) denotes the state of a collection of cells at some
instant, and suppose (2.2) is the transaction that corresponds to $a(x)$ in clerk cell $x$'s transaction table. If at this instant clerk cell $x$ receives a go pulse, then clerk cell $x$ will be caused to hold the word $w$, and, if $i$ is not equal to $x$, cell $i$ will be caused to hold the word $v$.

As noted above, the second transaction of the previously mentioned store-accumulator execution is a put. This put is determined by the word $X$ that is held in the CPU cell just before the put's performance. The put's operand name is $X$'s storage register information. The put's operand word, which is the word to be placed in the cell named by the operand name, is $X$'s accumulator information. The put's replacement word, which is the word to be placed in the CPU cell, is a word consisting of (1) cycle information saying that an instruction fetch activity is to take place next, and (2) other information identical to the corresponding information of $X$.

**Procedure Steps**

A program may be stored within a subset of an MCM's cells. When an MCM holds a program in this way, each procedure step of the program is encoded into one or more words, and each word is held by a distinct cell. For example, the previously mentioned 7090 model might hold a program that has as one of its procedure steps the previously mentioned store-accumulator instruction; this instruction is a procedure step that is encoded into exactly one word.

The execution of a procedure step begins with the performance of a get whose operand name is the name of a cell holding an encoded procedure
step word. A procedure step execution might consist only of the performance of such a get, or a procedure step execution might consist of the performance of such a get followed by the sequential performance of one or more transactions, each of which might be either (1) a get whose operand name is the name of a cell holding an encoded procedure step word, or (2) a transaction, of any of the five types, whose performance is requested by the procedure step itself. For example, a program for the 7090 model might contain procedure steps such as: (1) a transfer-on-minus instruction, whose execution is the performance of a single get, (2) a store-accumulator instruction with indirect addressing, whose execution is the performance of a sequence of two or three gets followed by a put, and (3) a convert-by-replacement-from-the-MQ instruction, whose execution is the performance of a sequence of some number of gets from 1 through 256.

Reading and Writing

When one says that some cell reads another cell, the notion of "reading" is fairly clear from contemporary usage. Nevertheless, it is desirable to have a more precise notion of what it means to read a cell. In the MCM design as introduced thus far, the notion of reading is applicable in two contexts. The first application is intuitive: a clerk cell performing a get reads from the cell named by the get's operand name. The second application is more subtle: a clerk cell performing either a get or a put reads from itself, because the clerk cell's content just before the performing of the get or put determines the particular get or put to be performed. Based on these examples, a
definition of the notion of reading may be given: a clerk cell \( x \) that is performing a transaction \textbf{reads} from a cell \( i \) just when \( x \) senses the content of \( i \) in order to help determine \( x \)'s performance of the transaction.

Similar remarks may be made concerning the notion of "writing". In the MCM design as introduced thus far, the notion of writing is applicable in two contexts. The first application is intuitive: a clerk cell performing a put writes into the cell named by the put's operand name. The second application is more subtle: a clerk cell performing either a get or a put writes into itself. Based on these examples, a definition of the notion of writing may be given: a clerk cell \( x \) \textbf{writes} into a cell \( i \) just when \( x \) causes a new word to be held by \( i \), where the new word might or might not be the same as the word previously held by \( i \).*

Outputting

An explanation can now be given of the method by which an MCM produces output symbols. Some of an MCM's cells are \textbf{output} cells; the designation of a cell as an output cell does not vary with time, and is in addition to the time-varying designation of the cell as either a clerk cell or a value cell. There is a one-to-one correspondence between the output cells of an MCM and the output streams that are produced when the

*The concepts of reading and writing described here are no doubt the same as the concepts analyzed by Maurer in his discussion of the "input regions" and "output regions" of computer instructions [21].
MCM performs a computation. Whenever a word is written into an output cell, the word is not only caused to be held by the cell, but also is produced as the next symbol in the cell's output stream.

The Scheduler

At any instant when no transactions are being performed, the computation state of an MCM is denoted by the information contained in the MCM's cells and count matrix. When an MCM performs a computation, the MCM takes on a succession of computation states: each transition from one computation state to the next is accomplished by the simultaneous performance of single transactions by one or more clerk cells.

The set of clerk cells that accomplish a computation state transition is selected by the scheduler on the basis of the immediately preceding computation state, the transaction tables, and perhaps on the basis of unpredictable influences. In making such a selection, the scheduler behaves as if it carried out in sequence the following three activities: (1) the determination of an enable set, which is a set of names of enabled clerk cells, (2) the determination of a choice collection, which is a collection of subsets of the enable set, and (3) the selection of a member of the choice collection. The selected member of the choice collection is a set of names of cells; it is to these cells that the scheduler transmits simultaneous go pulses in order to initiate a computation state transition. The scheduler's activities are described later in more detail.
The performance of a computation proceeds as follows. At an instant when no transactions are being performed, i.e., when some computation state prevails, the scheduler selects a set of clerk cell names in the manner outlined above and transmits one go pulse simultaneously to each of the cells named in the set. After the transactions triggered by these go pulses are finished, a new computation state prevails. At a subsequent instant, the activity is repeated, i.e., the scheduler again selects and sends pulses to clerk cells, which then accomplish a transition to still another computation state. The succession of computation states produced in this way begins from an initial computation state specified by a user.

**The Count Matrix**

In determining an enable set, the scheduler refers to the count matrix. If an MCM contains n cells, then the MCM's count matrix is an n by n matrix. Each element of a count matrix is an integer, called a count, that can be positive or negative.

The information contained at some instant in an MCM's count matrix allows statements to be made such as, "cell x has read capability for cell i", and "cell x has write capability for cell i". Cell x has read capability for cell i just when the count at row x and column i of the count matrix is greater than zero. Cell x has write capability for cell i just when cell x is the only cell that has read capability for cell i. The capabilities of the cells of the MCM shown in Figure 2.3 are the following: name2 has read capability for name3, name2 has write capability for both itself and name1,
Figure 2.3. Typical count matrix configuration of the MCM having three cells.
and name3 has read capability for itself. The significance of the fact that a cell has a read capability for another cell is explained in the following Section.

The Enable Set

At any instant between computation state transitions, the scheduler's enable set is just the set of names of those cells that are enabled clerk cells. In order to decide whether a particular cell is an enabled clerk cell, the scheduler first examines the cell's content and transaction table in order to discover the transaction the cell would perform if it were to receive a go pulse; then the scheduler makes its decision for the examined cell by applying the enabling rule for the discovered transaction. The enabling rules for gets and puts are described below. The enabling rules for transactions of the other three types will be described as these types are introduced.

The enabling rule for a get is the following: a cell that would perform a get upon receipt of a go pulse is an enabled clerk cell just when the cell has both write capability for itself, and read capability for the cell named by the get's operand name. In the example of Figure 2.3, suppose the name2 cell would perform a get of name3 upon receipt of a go pulse; then the name2 cell is an enabled clerk cell.

The enabling rule for a put is the following: a cell that would perform a put upon receipt of a go pulse is an enabled clerk cell just when the cell has both write capability for itself, and write capability for the cell named by the put's operand name. In the example of
Figure 2.3, suppose the name2 cell would perform a put of name1 upon receipt of a go pulse; then the name2 cell is an enabled clerk cell.

For gets and puts, the notions of reading and writing correspond in a simple way to the notions of read capability and write capability, respectively; this correspondence is seen in the following restatement of the above enabling rules. A cell that would perform either a get or a put upon receipt of a go pulse is an enabled clerk cell just when the cell has read capability for each cell it would read, and has write capability for each cell it would write.

Nomenclature for Cells

A cell is a clerk cell just when it has write capability for itself; otherwise the cell is a value cell. In other words, whether a cell is a clerk cell or a value cell is based, not on the cell's construction, but on information contained in the count matrix. In general, any cell can be a clerk cell; all it takes to make a value cell into a clerk cell or a clerk cell into a value cell is the performance of appropriate transactions, of types to be described later, that modify the count matrix.

Although "being a clerk" is not really a property of a cell itself, it is sometimes convenient to call a cell a "clerk cell". Specifically, it has been convenient, and will continue to be convenient, to call a cell a "clerk cell" whenever it is known or assumed that the cell has write capability for itself.
A cell can be a clerk cell and not be an enabled clerk cell; such a cell is called a disabled clerk cell. For example, a cell that would perform a get upon receipt of a go pulse is a disabled clerk cell just when the cell has write capability for itself and does not have read capability for the cell named by the get's operand name.

The Choice Collection for Gets and Puts

In the event that each member of an enable set is the name of a cell that would perform either a get or a put upon receipt of a go pulse, then the choice collection determined from this enable set is just the collection of the non-empty subsets* of the enable set.

At an instant between computation state transitions, the scheduler selects one set belonging to the choice collection derived from the current computation state. As mentioned previously, the selected member of the choice collection is a set of names of cells; it is to these cells that the scheduler transmits simultaneous go pulses in order to initiate a computation state transition. The method by which the scheduler selects a member of the choice collection will be described later.

*The subsets of the set $\{a, b\}$ are the sets: $\{\}$ (the empty set), $\{a\}$, $\{b\}$, and $\{a, b\}$.
Send, Done, and Bye Transactions

During a computation, the count matrix is set initially by the specification of an initial computation state, and thereafter is changed only by performance of transactions of the types send, done, and bye.

A typical send transaction is described in a transaction table as follows.

\[ \text{send of } i \text{ to } e \text{ replace } w \]  \hspace{1cm} (2.3)

The three parameters of a send are its operand name, such as \( i \) in (2.3), its sendee name, such as \( e \) in (2.3), and its replacement word, such as \( w \) in (2.3). In performing the transaction described by (2.3), a clerk cell both causes itself to hold \( w \), and adds 1 to the count at row \( e \) and column \( i \) of the count matrix. For example, let \( K \) be the count at row \( e \) and column \( i \) of the count matrix just before the performance of (2.3); then the performance of (2.3) has one of three effects: (1) if \( K \) is 0, the performance gives cell \( e \) read capability for cell \( i \), (2) if \( K \) is less than 0, the performance reduces the number of sends of \( i \) to \( e \) that might be performed to give cell \( e \) read capability for cell \( i \), or (3) if \( K \) is greater than 0, the performance increases the number of dones of \( i \), described below, that cell \( e \) might perform to relinquish its read capability for cell \( i \).

The enabling rule for a send is similar to the enabling rule for a get: a cell that would perform a send upon receipt of a go pulse is an enabled clerk cell just when the cell has both write capability for itself, and read capability for the cell named by the send's operand name. To perform a send, a cell need not have any capability for the cell named by the send's sendee name.
A typical **done** transaction is described in a transaction table as follows.

\[
done \text{ of } i \text{ replace } w \quad (2.4)
\]

The two parameters of a done are its operand name, such as \( i \) in (2.4), and its replacement word, such as \( w \) in (2.4). In performing the transaction described by (2.4), a clerk cell named \( x \) both causes itself to hold \( w \), and subtracts \( 1 \) from the count at row \( x \) and column \( i \) of the count matrix. For example, let \( K \) be the count at row \( x \) and column \( i \) of the count matrix just before clerk cell \( x \)'s performance of (2.4); then the performance of (2.4) has one of three effects: (1) if \( K \) is \( 1 \), the performance takes away cell \( x \)'s read capability for cell \( i \), (2) if \( K \) is less than \( 1 \), the performance increases the number of sends of \( i \) to \( x \) that might be performed to give cell \( x \) the read capability for cell \( i \), or (3) if \( K \) is greater than \( 1 \), the performance reduces the number of dones of \( i \) that cell \( x \) might perform to relinquish its read capability for cell \( i \).

The enabling rule for a done is the following: a cell that would perform a done upon receipt of a go pulse is an enabled clerk cell just when the cell has write capability for itself. To perform a done, a cell need not have any capability for the cell named by the done's operand name.

A typical **bye** transaction is described in a transaction table as follows.

\[
bye \text{ to } e \text{ replace } w \quad (2.5)
\]

The two parameters of a bye are its sendee name, such as \( e \) in (2.5), and its replacement word, such as \( w \) in (2.5). In performing the
transaction described by (2.5), a clerk cell named $x$ causes itself to hold $w$, subtracts 1 from the count at row $x$ and column $x$ of the count matrix, and adds 1 to the count at row $e$ and column $x$ of the count matrix; if $e$ is equal to $x$, no alteration is made to the count matrix.

The enabling rule for a bye is similar to the enabling rule for a done: a cell that would perform a bye upon receipt of a go pulse is an enabled clerk cell just when the cell has write capability for itself. To perform a bye, a cell need not have any capability for the cell named by the bye's sendee name.

The effect of clerk cell $x$'s performance of (2.5) would seem to be equivalent to the effect of clerk cell $x$'s performance of the sequence

$$\text{done of } x \text{ replace } w_1$$

(2.6)

$$\text{send of } x \text{ to } e \text{ replace } w$$

(2.7)

where $w_1$ is a word to which (2.7) corresponds in cell $x$'s transaction table. Although this equivalence holds in many situations, nevertheless transactions of the type bye are not redundant. In particular, if bye transactions were omitted from the MCM design, then it would not be possible for the capability to write into a cell to be held at one instant by the cell itself, and to be held at a later instant by some other cell. The non-redundancy of bye transactions is explained more fully in Appendix A.

An example showing how send and done transactions can be used to coordinate processes will be given later in this Chapter. A discussion of the use of bye transactions is postponed until Chapter III.
The Choice Collection

The rule by which the choice collection is determined from an enable set has been given for the case in which each member of the enable set is the name of a cell that would perform either a get or a put upon receipt of a go pulse. The complete rule for the determination of the choice collection is the following: the choice collection that is determined from an enable set is just the collection of the non-empty subsets of the enable set, but excluding those subsets that contain the names of two or more cells that, upon receipt of a go pulse, would alter the same element of the count matrix.

The enabling rules and the rule for determining a choice collection guarantee that simultaneously performed transactions do not conflict; that is, during a computation state transition, the following three statements are true: (1) each cell is written by no more than one clerk cell, (2) each cell that is both read and written is written by the same clerk cell that read the cell, and (3) each element of the count matrix is altered by no more than one clerk cell.

Scheduling Strategies

The scheduler makes selections from the choice collections derived from successive computation states in such a way that the scheduler's strategy is reasonable. In order to understand the notion of a reasonable scheduling strategy, one must observe that once a clerk cell becomes enabled, it remains enabled at least until it receives a go
pulse. This statement is true because a clerk cell can only become
disabled as the result of its own performance of a send or bye
transaction.

The scheduler's strategy is reasonable if and only if each enabled
clerk cell always receives a go pulse a finite time after the clerk cell
becomes enabled. The fact that the scheduler's strategy is reasonable
is used in the proof, given in Chapter V, that an MCM prevents
noncompletion lurking bug effects.

Subject to the restriction that the scheduler's strategy must be
reasonable, the scheduler's selections from successive choice collections
may be made according to any rules whatsoever, and in accordance with
any causes or influences whatsoever. That is, any strategy at all for
making selections from choice collections is an acceptable strategy
for making such selections, provided the strategy is reasonable in the
above sense. For example, an acceptable scheduling strategy may involve
remembering information about the scheduler's previous selections, or
about the previous activity of the MCM. Furthermore, the selections of
an acceptable scheduling strategy may be affected by unpredictable
influences, such as the influences that make a facility for multiprocessing
be arbitrarily-timed.

Specifying a Well-Defined MCM

The description of the structure and functioning of an MCM is now
complete. Within the framework that has been described, many different
MCM's may be specified, differing, for example, in the number of cells,
or in the transactions that cells can perform. In general, an MCM is
specified by giving (1) a set of cell names, (2) a set of output cell names that is a subset of the set of cell names, (3) a transaction table for each cell, and (4) a set of computation states that are the states which may serve as initial computation states.

For present purposes it is desirable that an MCM be well-defined: an MCM is well-defined if and only if during no computation performed by the MCM is an evaluation of a transaction table or a replacement function ever attempted with an undefined argument. That is, in a well-defined MCM, the transaction tables and replacement functions provide information sufficient to guide the MCM's activity in every possible circumstance. Every MCM discussed in the Thesis is assumed to be well-defined. Appendix B gives both a more precise definition of a well-defined MCM, and a condition sufficient for an MCM to be well-defined.

Coordination of Processes

Throughout the Chapter, MCM behavior has been explained in terms of the actions taken to accomplish an individual computation state transition. In order to achieve additional insight into the way in which an MCM coordinates processes, let us now examine MCM behavior from a different point of view: let us focus attention on just a few clerk cells, and observe, over the course of several computation state transitions, how these clerk cells might interact with each other as they perform their individual processes, i.e., as they perform their individual sequences of transactions.
The specific example to be considered concerns three clerk cells \( x, y, \) and \( z \) that communicate using a cell \( i \). At time \( t_1 \) let clerk cell \( x \) have write capability for cell \( i \), and let \( k_1(\cdot, \cdot) \) describe the state of the count matrix, i.e., let \( k_1(x, i) \) be the count at row \( x \) and column \( i \) of the count matrix. Let
\[
\begin{align*}
  k_1(x, i) &= 1 \\
  k_1(y, i) &= 0 \\
  k_1(z, i) &= 0
\end{align*}
\]

As MCM operation proceeds subsequent to time \( t_1 \), clerk cell \( x \) might write a word \( w \) into cell \( i \), and then, as shown in Figure 2.4, might make \( w \) available to clerk cell \( y \) by performing a send of \( i \) to \( y \). At the time \( t_2 \) just after this performance, the count matrix \( k_2(\cdot, \cdot) \) would be such that
\[
\begin{align*}
  k_2(x, i) &= 1 \\
  k_2(y, i) &= 1 \\
  k_2(z, i) &= 0
\end{align*}
\]

Then clerk cells \( x \) and \( y \), but not clerk cell \( z \), might read from cell \( i \) any number of times, but no clerk cell would be allowed to perform a write into cell \( i \).

Next, clerk cell \( y \), in the midst of its use of the word \( w \) made available to it by clerk cell \( x \), might make the word \( w \) available to clerk cell \( z \) by performing a send of \( i \) to \( z \). At the time \( t_3 \) just after this performance, the count matrix \( k_3(\cdot, \cdot) \) would be such that
\[
\begin{align*}
  k_3(x, i) &= 1 \\
  k_3(y, i) &= 1 \\
  k_3(z, i) &= 1
\end{align*}
\]
Figure 2.4. Locus of read capabilities for a cell \( i \) in an example of process coordination. The multiple-valued function \( f(\cdot) \) defined by solid lines is such that \( f(t) = x \) if and only if the count in row \( x \) and column \( i \) of the count matrix equals 1 at time \( t \). An arrow from \( x \) to \( y \) at time \( t \) denotes the performance by cell \( x \) of a send of \( i \) to \( y \) at time \( t \). A dark circle for \( x \) at time \( t \) denotes the performance by cell \( x \) of a done of \( i \) at time \( t \).
Then all three clerk cells might read from cell \( i \) any number of times, but none would be allowed to write into cell \( i \).

Next, clerk cell \( y \) might perform a done of \( i \), thus indicating it has no more actions to take with respect to the current content, \( w \), of cell \( i \). At the time \( t_4 \) just after this performance, the count matrix \( k_4(\cdot, \cdot) \) would be such that

\[
\begin{align*}
k_4(x, i) &= 1 \\
k_4(y, i) &= 0 \\
k_4(z, i) &= 1
\end{align*}
\]

Later, clerk cell \( x \), to allow the next content of cell \( i \) to be written by clerk cell \( y \), might perform a send of \( i \) to \( y \), followed by a done of \( i \). At the time \( t_5 \) just after the performance of the done, the count matrix \( k_5(\cdot, \cdot) \) would be such that

\[
\begin{align*}
k_5(x, i) &= 0 \\
k_5(y, i) &= 1 \\
k_5(z, i) &= 1
\end{align*}
\]

Next clerk cell \( z \) might perform a done of \( i \), thus indicating it has no more actions to take with respect to the current content, \( w \), of cell \( i \). At the time \( t_6 \) just after this performance, the count matrix \( k_6(\cdot, \cdot) \) would be such that

\[
\begin{align*}
k_6(x, i) &= 0 \\
k_6(y, i) &= 1 \\
k_6(z, i) &= 0
\end{align*}
\]

Then clerk cell \( y \), having write capability for cell \( i \), would be able to write a new content into cell \( i \), and would be able to make this new content available to other clerk cells. Notice that if clerk cell \( y \)
had tried to write a new content into cell $i$ before time $t_6$, then clerk cell $y$ would have been disabled until $t_6$, and so would not have performed the write of cell $i$ until after $t_6$.

The behavior of the clerk cells in the example given in the preceding paragraphs is typical of the manner in which clerk cells communicate during an MCM computation. Additional occurrences of interest can be seen in variations of this example. Specifically, to observe an occurrence of a negative count matrix element, refer to Figure 2.5, and recall in the example the instant $t_2$, just after clerk cell $y$ was first given read capability for cell $i$. If after $t_2$ clerk cell $z$ had proceeded much more rapidly than clerk cell $y$, and did not attempt to read $w$, then before time $t_3$ clerk cell $z$ would have performed a done of $i$, and the resulting configuration of the count matrix $k_a(\cdot, \cdot)$ prior to $t_3$ would have been such that

$$k_a(x, i) = 1$$
$$k_a(y, i) = 1$$
$$k_a(z, i) = -1$$

This variation of the example shows that the possibility of counts being less than zero allows a clerk cell to anticipate, in effect, its lack of need for a read capability before being given the capability.

To see an occurrence of a count greater than one, refer to Figure 2.6, and recall in the example the instant $t_3$, just after clerk cell $z$ was given read capability for cell $i$. If after $t_3$ clerk cell $x$ had proceeded much more rapidly than clerk cell $y$, then before time $t_4$ clerk cell $x$ would have performed a send of $i$ to $y$
Figure 2.5. Locus of counts for a cell $i$ in a variation of the example of Figure 2.4. The multiple-valued function $f(\cdot)$, defined by solid lines, and the arrows and dark circles are as described for Figure 2.4. The function $g(\cdot)$, defined by a dashed line, is such that $g(t) = x$ if and only if the count at row $x$ and column $i$ of the count matrix equals -1 at time $t$. 
Figure 2.6. Locus of counts for a cell \( i \) in a variation of the example of Figure 2.4. The multiple-valued function \( f(\cdot) \), defined by single solid lines, and the arrows and dark circles are as described for Figure 2.4. The function \( h(\cdot) \), defined by a double solid line, is such that \( h(t) = x \) if and only if the count at row \( x \) and column \( i \) of the count matrix equals 2 at time \( t \).
followed by a done of \( i \), and the resulting configuration of the count matrix \( k_b(\cdot, \cdot) \) prior to \( t_4 \) would have been such that

\[
\begin{align*}
k_b(x, i) &= 0 \\
k_b(y, i) &= 2 \\
k_b(z, i) &= 1
\end{align*}
\]

This variation of the example shows that the possibility of counts being greater than one allows a clerk cell to anticipate, in effect, a slower clerk cell's need for a read capability.

**Tabulation of MCM Properties**

Given here is a summary concerning three aspects of the MCM design: (1) the properties of the transactions, (2) the enabling rules, and (3) certain items of nomenclature. The summary is intended both to help the reader coalesce in his mind the diverse facts about MCM's, and to provide the reader with a tabulation of these facts for convenient reference during the reading of the Chapters to follow.

Suppose an MCM, whose set of names is \( N \), holds a computation state given by the ordered pair \( \langle c(\cdot), k(\cdot, \cdot) \rangle \), where \( c(\cdot) \) is a content function describing the state of the MCM's collection of cells, and where \( k(\cdot, \cdot) \) describes the state of the MCM's count matrix, i.e., where \( k(x, i) \) is the count at row \( x \) and column \( i \) of the count matrix. Now suppose a computation state transition occurs in which only cell \( x \) receives a go pulse. Let the computation state prevailing after the transition be given in a similar way by the pair \( \langle c'(\cdot), k'(\cdot, \cdot) \rangle \).
If during the transition cell $x$ performed

get of $i$ replace $f(\cdot)$

then

c'(x) = f(c(i))
c'(a) = c(a) ; a \neq x
k'(a, b) = k(a, b) ; a, b belonging to $N$

If during the transition cell $x$ performed

put of $i$ with $v$ replace $w$

then

c'(i) = v ; i \neq x
c'(x) = w
c'(a) = c(a) ; a \neq i, a \neq x
k'(a, b) = k(a, b) ; a, b belonging to $N$

If during the transition cell $x$ performed

send of $i$ to $e$ replace $w$

then*

c'(x) = w
c'(a) = c(a) ; a \neq x
k'(e, i) = k(e, i) + 1
k'(a, b) = k(a, b) ; \langle a, b \rangle \neq \langle e, i \rangle

*The ordered $n$-tuple $\langle a_1, a_2, \ldots, a_n \rangle$ is equal to the ordered $m$-tuple
$\langle b_1, b_2, \ldots, b_m \rangle$ if and only if $n = m$, and $a_1 = b_1$, and $a_2 = b_2$, and $\ldots$, and $a_n = b_n$. Thus, for example, $\{a, b\} = \{b, a\}$ always, but $\langle a, b \rangle = \langle b, a \rangle$ only if $a = b$. 
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If during the transition cell $x$ performed
done of $i$ replace $w$
then
\[
c'(x) = w
\]
\[
c'(a) = c(a) \quad ; \quad a \neq x
\]
\[
k'(x, i) = k(x, i) - 1
\]
\[
k'(a, b) = k(a, b) \quad ; \quad \langle a, b \rangle \neq \langle x, i \rangle
\]
If during the transition cell $x$ performed
bye to $e$ replace $w$
then
\[
c'(x) = w
\]
\[
c'(a) = c(a) \quad ; \quad a \neq x
\]
\[
k'(e, x) = k(e, x) + 1 \quad ; \quad e \neq x
\]
\[
k'(x, x) = k(x, x) - 1 \quad ; \quad e \neq x
\]
\[
k'(x, x) = k(x, x) \quad ; \quad e = x
\]
\[
k'(a, b) = k(a, b) \quad ; \quad \langle a, b \rangle \neq \langle e, x \rangle \text{ and } \langle a, b \rangle \neq \langle x, x \rangle
\]

Just before the transition described above, cell $x$ is an enabled
clerk cell. The capabilities that a cell $x$ must have in order to be
an enabled clerk cell depend on the transaction that cell $x$ would
perform upon receipt of a go pulse. This dependence is given by five
enabling rules, which are tabulated in Figure 2.7.

If an MCCM holds the computation state $\langle c(\cdot), k(\cdot, \cdot) \rangle$, then cell $x$
has read capability for cell $i$ just when $k(x, i) \geq 0$. A cell $x$
has write capability for cell $i$ just when cell $x$ is the only cell
to have read capability for cell $i$.  
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Transaction cell $x$
would perform upon
receipt of a go pulse

<table>
<thead>
<tr>
<th>Capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>cell $x$ must have</td>
</tr>
<tr>
<td>in order to be an</td>
</tr>
<tr>
<td>enabled clerk cell</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Read</th>
<th>Write</th>
</tr>
</thead>
<tbody>
<tr>
<td>get of $i$ replace $f(\cdot)$</td>
<td>$i$</td>
<td>$x$</td>
</tr>
<tr>
<td>send of $i$ to $e$ replace $v$</td>
<td>$i$</td>
<td>$x$</td>
</tr>
<tr>
<td>put of $i$ with $v$ replace $w$</td>
<td></td>
<td>$x$, $i$</td>
</tr>
<tr>
<td>done of $i$ replace $w$</td>
<td></td>
<td>$x$</td>
</tr>
<tr>
<td>bye to $e$ replace $w$</td>
<td></td>
<td>$x$</td>
</tr>
</tbody>
</table>

Figure 2.7. The enabling rules.
A cell that has write capability for itself is called a clerk cell. A cell that is not a clerk cell is called a value cell. A clerk cell that is not an enabled clerk cell is called a disabled clerk cell. Some cells are permanently designated to be output cells.

In the transactions listed in Figure 2.7,

- \( i \) is called an operand name
- \( e \) is called a sendee name
- \( v \) is called an operand word
- \( w \) is called a replacement word
- \( f(*) \) is called a replacement function
Chapter III

A Facility That Behaves Like an MCM

Purpose

This Chapter discusses the feasibility of constructing and programming a computing facility that behaves toward a user as if it were an actually constructed MCM. The techniques and examples presented in the Chapter suggest that such a facility can be useful, and can be both constructed and programmed at a cost having the same order of magnitude as the cost of constructing and programming a contemporary facility for multiprocessing. The Chapter does not provide complete specifications for a facility that behaves like an MCM, but instead treats only some major issues concerning such a facility. One of the Chapter's goals is to indicate that further study of MCM applications of this type would be justified.

A facility of the type discussed in this Chapter is an example of but one kind of MCM application. There are other ways of designing facilities that behave like MCM's, and moreover, there are also MCM applications that do not involve the design of facilities. An example of the latter kind of application is a compiler whose generated code coordinates processing units according to the rules by which the clerk cells of an MCM are coordinated. A user who requests execution only of programs translated by such a compiler will never observe a nonfunctionality or noncompletion lurking bug effect, even if the executing facility does not itself prevent these effects.
The foregoing example, which will not be discussed further, indicates the variety of MCM applications that might be discussed. The particular application that will be discussed in this Chapter has been chosen both to illustrate the basic mechanism by which an MCM coordinates processes, and to show exemplary solutions for some of the problems that can arise in MCM applications generally. Thus the Chapter not only describes a particular application, but concomitantly provides an inventory of techniques that would be useful for developing other applications.

**Method**

The Chapter discusses a specific exemplary facility whose external characteristics are those of an MCM. This exemplary facility, called EF for short, does not exist, but might serve as a guide for the construction of an actual facility. The facility EF is realized by a combination of hardware and supervisory software, in the same way that each of the few dozen facilities of a typical CTSS system [14] is realized.

In order to highlight the differences between EF and contemporary facilities, and in order to avoid discussing details that are easily filled in by applying contemporary techniques, the Chapter describes EF primarily from the user's or programmer's point of view. In particular, the characteristics which EF presents to a user are described as those of a virtual, or apparent, machine, called VM for short. That is, EF behaves toward the user as if it were an actual construction
of VM, in the same way that each of the few dozen facilities of the
CTSS system behaves toward a user as if it were an actual construction
of a machine very similar to an IBM 7094.

One of the tasks of the Chapter is to verify that EF behaves like
an appropriately chosen MCM. This task will be accomplished by showing
that VM behaves like an MCM. Since by definition EF behaves like VM,
the demonstration that VM behaves like an MCM verifies that EF behaves
like an MCM, and therefore verifies, by way of the proofs given in
Chapters IV and V, that both nonfunctionality and noncompletion
lurking bug effects do not occur in EF.

In the verification that EF behaves like an MCM, the machine VM
serves as a tutorial intermediary. The correspondence between EF and
an MCM is not completely trivial, and it turns out to be much easier
to understand the relationship between VM and an MCM than it is to
understand directly the relationship between EF and an MCM.

A description of VM is not sufficient to show that EF is feasible.
For this purpose several additional topics are discussed: (1) the
manner in which EF might be programmed using a language similar to the
Algol language [2], (2) the properties of the compiler used to
translate programs written in this language, (3) the character of EF's
physical units, and (4) the supervisory programs that EF's processing
units occasionally execute in order to perform activities not explicitly
"wired into" EF's hardware. The discussions of these topics suggest
methods for dealing with some of the major issues that concern EF's
design and use. It is hoped that the remaining problems of EF's design
and use can be solved by applying contemporary techniques.

63
Dynamic Allocation

The relationship between the facility EF and EF's virtual machine VM may be better understood if one keeps in mind that dynamic allocation of physical units among objects of program reference is assumed to occur in EF. One of the reasons for describing the properties of EF in terms of an abstraction such as VM rather than in terms of EF's physical units is to avoid a discussion of the complex, but fairly well understood, methods for implementing dynamic allocation; such a discussion would tend to obscure the primary points being made in the Chapter. It will be seen, however, that for EF to be feasible using contemporary technology, dynamic allocation is a practical necessity.

As mentioned in Chapter I, dynamic allocation implies that as time progresses there might occur in EF several distinct correspondences between physical units and the parts of VM. In other words, the role of any particular part of VM might be played by a succession of physical units, and during occasional intervals the role of a VM part might not be played by any unit. On account of dynamic allocation activity, it cannot be said that the role of a particular VM part is always played by a certain physical unit; it can only be said that when the role of a particular VM part is played, it is always played by one of a class of physical units.

Overview of VM

The parts of VM may be thought of as objects of program reference, because a program for EF might refer directly to these parts. On the
other hand, the parts of VM are not the only objects to which a program written for EF might refer: a program for EF might refer to objects whose relationship to the parts of VM is established by the way in which the program is compiled or interpreted. An analogous situation prevails in the CTSS system: a program for a CTSS facility either might be, say, a FAP [18] program that refers directly to the words in the facility's 7094-like virtual machine or might be, say, a LISP [22] program that refers to objects called S-expressions, which are related in a non-trivial way to the words in the facility's virtual machine.

The parts of VM are of five kinds: segments, clerks, input devices, output devices, and control matrix elements. Clerks, input devices, and output devices were discussed in Chapter I. A segment is an ordered set of quantities, each quantity being a value set quantity of the type discussed in Chapter I. Control matrix elements are unique to the present development, and so have no counterpart in Chapter I. Each of these five kinds of VM parts will be described later in detail.

A Viewpoint toward Secondary Storage References

In order to see the general nature of both EF and VM, it is desirable to draw a sharper analogy between EF and a CTSS facility [6]. The user of a CTSS facility sees a virtual machine similar to a 7094, i.e., a machine having 32,768 virtual memory registers and having a virtual CPU with accumulator, index registers, etc. It is not often recognized in this context, however, that the user of a CTSS facility actually sees a much larger virtual storage system than just 32,768 main
memory registers: supervisory programs provide the user's computation with access to secondary storage units, such as disc and drum units.

A user's secondary storage information is organized into ordered sets of words, each set of words being called a file. From the point of view of the user, each file is identified, not by a physical location, but by a BCD name that consists of twelve alphanumeric characters. A user program refers to a file using the file's BCD name, together with one or more integers indicating the words of interest in the file.

References to files in CTSS are accomplished when the physical CPU executes a supervisory program. This program causes the CPU to perform activities such as associating the name of the file being referenced with the file's physical location, and such as keeping the file "open", an activity which involves, for example, remembering the file's name so that subsequent references can be made using a small integer tag as an abbreviation of the file's name.

A user's computation makes a reference to secondary storage by executing a particular instruction that "calls the supervisor". The system is designed so that a user's computation cannot change the supervisory program; therefore, as far as the user is concerned, the function performed by the supervisory program might as well be "wired into" the hardware of the physical CPU. For that matter, the user would be equally satisfied if the CPU responded to a secondary storage reference by executing a microprogram stored in the CPU itself. What actually happens is that such a "microprogram" is in fact executed; the "microprogram" is stored in a memory unit separate from the CPU,
and is written in terms of a set of instructions almost identical to the set of instructions in terms of which a user program may be written.

The functions which the supervisory "microprogram" can cause to be performed for a user are extremely complex; nevertheless these functions are a property of the user's virtual machine. Thus, for example, the virtual machine of a CTSS facility has the ability to access a large body of information that is referred to by invariant BCD names. Because the supervisory "microprogram" can remember information between calls, not every reference to a file need involve the use of the file's full BCD name.

The files that CTSS stores on behalf of a user are just as much a part of the virtual machine of the user's facility as are the virtual core memory and CPU. The instructions that refer to files are instructions that invoke execution of the supervisory "microprogram". Those of these instructions that, when executed, read and write information from and into files are actually instructions that move information between files and virtual core memory, and are thus similar in function to the "move" instructions found in many contemporary computers. The fact that files are not accessible in any way other than by execution of "move" instructions is not a good reason for excluding files from a CTSS virtual machine, for otherwise, in deciding generally whether something should or should not be a part of a virtual machine, where would one draw the line between "accessibility" and "non-accessibility"?
**Introduction to Segments**

Just as files having BCD names are part of the virtual machine of a CTSS facility, so also are named files of information part of the virtual machine VM of the facility EF. To follow contemporary usage \([4, 9]\), these files of information will, in VM, be called **segments**. Since in CTSS a file and a virtual core memory are both ordered sets of words, it is natural to merge the concept of a file and virtual core memory into a single concept, namely, that of a segment; this is exactly the course that has been followed in the design of the Multics system \([4]\), and will be the course followed here with respect to EF. In other words, in VM there are not both files and a virtual core memory, but only segments; each segment is accessed using a full instruction set similar to the set of instructions used to access a virtual core memory.

Just as in a CTSS facility, and even more as in a Multics facility, EF uses a supervisory "microprogram" to help make references to segments be effective. One of the functions performed by processing units executing this supervisory program is the dynamic allocation of parts of segments among storage units, such as core memory, drum, and disc units. Not only does the supervisory program aid in the implementation of segments, but it also aids in the implementation of other VM parts; various properties of the supervisory program will be explained later as the need arises.
Segments

The first VM part to be explained is the segment [4, 9]. As mentioned above, a segment is similar in function both to a CTSS file and to a virtual core memory. A segment is an ordered set of words, each word being what a programmer of a contemporary facility might call a "memory word". That is, each word denotes information, usually a few dozen bits in amount, that might be held in a core memory register. The number of words in a segment is called the length of the segment.

Each segment of VM is designated by a distinct name, which is a string of BCD characters. Each word in a segment is, in turn, designated by a distinct address, which is a binary integer between zero and the length of the segment minus one, inclusive. With respect to VM as a whole, therefore, each word is designated by a concatenation of segment name and address; this concatenation constitutes the word name of the word.

When a processing unit makes a reference to a segment, say to read some word in the segment, EF might allow the reference to proceed, or might take some action, such as typing an error message, to indicate that the reference is invalid. Let us examine this latter occurrence more closely. When a reference is made to a word, the name of the word is employed, either directly or indirectly. When a facility responds to a reference by saying that the reference is invalid, it is saying, "There is nothing associated with this name," or to use a more contemporary locution, "The object having this name does not exist." When a word does not exist, then either the segment that would contain the word does not exist, or else the word is not an existing word of the
segment, i.e., the word's address, which is never negative, is greater than or equal to the segment's length.

Segments may be brought into and out of existence, i.e., created and deleted, respectively. Likewise, segments may be lengthened and shortened; such lengthening and such shortening are also activities of creation and deletion, respectively. Creation and deletion activities in VM will be described later in detail.

In understanding what a segment is, it is useful to observe that segmentation is just a way of naming words. That is, words are not intrinsically grouped into segments, but belong to segments only because we choose to structure their names in a certain way. The advantage of giving words numerically consecutive names is that some of the most powerful data processing techniques, such as additive table look-up, involve computing with names, or with parts of names.

Although segmentation is just a naming technique, it is reasonable to refer to a segment as something distinct from its individual words. For example, by performing an appropriate procedure step, a computation might tell EF, "Segment ABC will not be read or written for a while, so you may allocate its words to secondary storage if you like." In the light of the above interpretation of segmentation as a naming technique, the foregoing message to EF can be interpreted as, "You may allocate to secondary storage any word whose segment name is ABC." Such a message is thus seen to have significance even if segment ABC exists but happens to be of zero length when the message is given: the significance of the message in these circumstances is that if ABC should ever be lengthened, the resulting words may be allocated to
secondary storage. Notice that if the foregoing message is given at a
time when segment ABC does not exist, as opposed to when it exists and
is of zero length, then EF might indicate that the message is invalid
by saying in effect, "I know of no such segment."

**Clerks**

The second VM part to be explained is the clerk. A clerk is that
kind of VM part whose role is played by a processing unit; as was
mentioned in Chapter I, a clerk is an object that passes from one
procedure step of a program to the next, obeying the directions
encountered at each step. The sequence of actions that a clerk performs
is called a process. A multiprocess program is a program that directs
the activities of several clerks. A program for EF may be either a
single-process program or a multiprocess program.

An unusual feature of VM is that each clerk is designated by a
distinct name. The name of a clerk, like the name of a segment, is a
string of BCD characters.

Clerks can be created and deleted, just like segments can be
created and deleted. Examples of procedure steps whose executions
in a contemporary facility would create and delete clerks are procedure
steps of the types fork and quit, respectively; these procedure step
types were described near the end of Chapter I.

**Input Devices**

The third kind of VM part to be explained is the input device. An
input device is that kind of VM part whose role is played by an input
unit, such as a card reader unit, or typewriter keyboard unit. As an object of program reference, an input device is similar to what is called in a FORTRAN [19] program a "symbolic" input device. That is, a program refers consistently to, say, "card reader device number 4" in spite of the fact that the role of this device might be played on different occasions by distinct physical units.

For each computation, there is associated with every input device an input stream, i.e., a sequence of input symbols. For example, a computation's input stream from a card reader device is the information punched in those cards, or portions of cards, that are read during the computation. In the case of a typewriter keyboard device, a computation's input stream from the device is the sequence of characters that are typed on the keyboard and that are read during the computation.

During a computation, a reference is made to an input device for one or more of three distinct purposes: (1) to read from the device's input stream, (2) to either sense or change the state of the physical unit playing the role of the device, e.g., to ask, "Hopper empty?" or to say, "Lock keyboard," and (3) to refer to the device as a whole, as for example to say, "I am not going to use this device for a while, and so this device's physical unit may be allocated to play the role of some other device."

Just like a clerk, each input device is designated by a distinct name, which is a string of BCD characters. Also just like a clerk, an input device can be created or deleted by the execution of an appropriate procedure step.
Output Devices

The fourth kind of VM part to be explained is the output device. An output device is that kind of VM part whose role is played by an output unit, such as a printer unit. Like an input device, an output device is referred to during a computation without regard to the identity of the physical unit playing the role of the device.

For each computation, there is associated with every output device an output stream, i.e., a sequence of output symbols. For example, a computation's output stream from a printer device is the sequence of characters produced by the printer during the computation. As with an input device, a reference to an output device during a computation is made for one or more of three distinct purposes: (1) to write into the device's output stream, (2) to sense or change the state of the physical unit playing the role of the device, and (3) to refer to the device as a whole.

Like input devices, output devices are designated by distinct BCD names, and may be created and deleted by the execution of appropriate procedure steps.

Control Matrix Elements

The fifth kind of VM part to be explained is the control matrix element. The control matrix elements of VM form, not surprisingly, VM's control matrix, whose function in VM is similar to that of the count matrix in an MCM. As shown in Figure 3.1, each row or column coordinate of VM's control matrix is a BCD name that might be the
Figure 3.1. A typical control matrix. The names name1 through name4 are BCD names, each of which might be the name of a segment, clerk, input device, or output device.

Figure 3.2. A typical set of existing control matrix elements. Dashed lines enclose a full control matrix. Hatched regions are a typical set of existing control matrix elements.
name of a segment, clerk, input device, or output device. Just like an element of the count matrix of an MCM, each element of VM's control matrix is an integer that might be positive or negative.

Unlike the count matrix of an MCM, the control matrix of VM does not necessarily have the usual rectangular shape of a matrix. Furthermore, the shape of VM's control matrix may vary during a computation. In order to understand the properties of VM's control matrix, let us imagine a full control matrix having a fixed, square shape and consisting of just one row and one column to correspond to each BCD name that might be the name of a segment, clerk, input device, or output device. Each element of the full control matrix might or might not exist as an element of VM's control matrix. Thus, as shown in Figure 3.2, VM's control matrix might have jagged edges, isolated sets of elements, and "holes".

If a control matrix element exists, and has the value $n$, then the element of the full control at the same position also has the value $n$. On the other hand, if a control matrix element does not exist, then the element of the full control matrix at the same position has a value that is given by a convention. This convention is established to facilitate the creation and deletion of VM parts, and will be explained later in the Chapter.

Control matrix elements are not created and deleted by clerks executing procedure steps that order their creation and deletion, but instead, control matrix elements are created and deleted automatically, perhaps by a processing unit obeying EF's supervisory program. Whenever a clerk makes a control matrix element have a value that does not conform
to the convention for non-existing elements, then the control matrix
element is created if it does not already exist, and is given the new
value. Furthermore, whenever a clerk makes a control matrix element
have a value that does conform to the convention for non-existing
elements, then the control matrix element can be deleted. Thus the
clersks of VM behave as if the full control matrix existed. For the
sake of economy, only those full control matrix elements that do not
conform to the convention for non-existing elements need be physically
realized at any instant in the control matrix of VM.

**A Sketch of VM's Operation**

A sketch of the basic way in which VM operates when it performs a
computation can now be presented. This sketch is accurate, but not
complete; the details omitted will be filled in throughout the rest of
the Chapter.

When VM performs a **computation**, each clerk of VM performs a **process**
that is a sequence of **actions**. At any instant, a clerk does or does
not have permission to proceed with its next action, depending on
whether or not it has at that instant all of the capabilities necessary
to perform the action.

In performing an action, a clerk always writes into itself. A
clerk \(x\) has capability to write into itself just when the integer in
row \(x\) and column \(x\) of the full control matrix is greater than zero
and the other elements in column \(x\) of the full control matrix are less
than or equal to zero. Unless mentioned otherwise, it may be assumed
that any clerk has write capability for itself.
A clerk \( x \) has capability to read any word in a segment \( n \) just when the integer at position \( \langle x, n \rangle \) of the full control matrix, i.e., in row \( x \) and column \( n \) of the full control matrix, is greater than zero. A clerk has capability to write any word in a segment just when it is the only clerk that has capability to read a word in the segment.

The action of a clerk might change a control matrix element. Let \( e \) be a clerk name, and let \( n \) be a segment name. A clerk \( x \) has capability to add 1 to the integer at position \( \langle e, n \rangle \) of the full control matrix just when clerk \( x \) has capability to read any word of segment \( n \), i.e., just when the integer at position \( \langle x, n \rangle \) of the full control matrix is greater than 0. On the other hand, a clerk \( x \) always has capability to subtract 1 from the integer at position \( \langle x, n \rangle \) of the full control matrix.

The above mechanism for changing the control matrix allows capabilities to read and write segments to be passed from one clerk to another, and to be relinquished by clerks when no longer needed; this mechanism is similar to that by which processes are coordinated in an MCM.

Coordination Procedure Steps

Before an explanation is given of how VM behaves like an MCM, an example will be presented to show how EF might be programmed using an Algol-like language. In preparation for this example, procedure steps of the types \textit{send} and \textit{done} are now introduced.

Before defining procedure steps of the type \textit{send}, two examples of the use of this type of step will be given. First, suppose a programmer
wishes to direct a clerk to add 1 to the integer at position \( \langle e, n \rangle \) of the full control matrix. Then the programmer may write

\[ \text{send } 'n', 'e'; \]

For a second example, suppose again that a programmer wishes to direct a clerk to add 1 to the integer at position \( \langle e, n \rangle \) of the full control matrix, and suppose that the values of the quantities \( a \) and \( b \) are the names \( n \) and \( e \), respectively. Then the programmer may write

\[ \text{send } a, b; \]

In general, if the expressions \( \alpha \) and \( \beta \) evaluate to the names \( n \) and \( e \), respectively, then the execution of

\[ \text{send } \alpha, \beta; \]
adds 1 to the integer at position \( \langle e, n \rangle \) of the full control matrix. According to the rule given in the preceding Section, a clerk \( x \) has permission to add 1 to the integer at position \( \langle e, n \rangle \) of the full control matrix just when the integer at position \( \langle x, n \rangle \) of the full control matrix is greater than 0.

The single quotation marks used in the first example above are the first operators to be introduced for use in expressions whose values are names. Quotation marks inhibit evaluation of the expression they enclose; that is, the value of the expression

\[ '\alpha' \]

is the expression \( \alpha \) itself. Additional operators for use in expressions whose values are names will be introduced later.
If the expression \( \alpha \) evaluates to the name \( n \), then the execution of

\[ \text{done } \alpha; \]

by clerk \( x \) subtracts 1 from the integer at position \( \langle x, n \rangle \) of the full control matrix. According to the rule given in the preceding Section, a clerk \( x \) always has permission to subtract 1 from any integer in row \( x \) of the full control matrix.

An Example -- Matrix Manipulation Again

The procedure steps just introduced will now be used in a program that directs the same computational activity as was directed by the program given at the end of Chapter I. This computational activity is the computing of

\[ (AB)^{-1}((CD)(AB)) \]

where \( A, B, C, \) and \( D \) are \( n \) by \( n \) matrices and \( AB \) is non-singular. Like the program of Chapter I, the program given here is written in a language similar to the Algol language, and uses four temporary storage matrices: \( T, U, Y, \) and \( Z \). The program also uses the procedures "matrix multiply" and "matrix inverse of". Each of the matrices \( A, B, C, D, T, U, Y, \) and \( Z \) is stored in a distinct segment having the corresponding name.

The coding that would correspond to the \textbf{fork} appearing in the program of Chapter I is omitted, because the notion of \textbf{fork} in EF has not yet been discussed. Instead, the program is given in two compound statements: one directing the activity of a clerk named "alpha", and the other directing the activity of a clerk named "beta". The clerks
may enter their respective compound statements simultaneously, or in arbitrary order.

Just before the entry into a compound statement by the first clerk to enter its compound statement, the control matrix is assumed to have the configuration depicted partially in Figure 3.3. It may be assumed that unless Figure 3.3 indicates otherwise, each element in columns A through beta of the full control matrix is 0. Thus, for example, Figure 3.3 indicates that clerk beta has write capability for segment Y. Figure 3.3 does not show the entire control matrix: clerks alpha and beta are assumed to have read capability for the segments into which the procedure steps of the program are encoded, and each clerk is assumed to have write capability for one or more temporary storage segments.

The compound statement entered by clerk alpha is the following.

\[
\begin{align*}
\text{begin} & \quad \text{send 'C', 'beta';} \\
& \quad \text{send 'D', 'beta';} \\
& \quad \text{matrix multiply (A) times:(B) into:(T);} \\
& \quad \text{send 'T', 'beta';} \\
& \quad \text{matrix inverse of (T) into:(U);} \\
& \quad \text{matrix multiply (U) times:(Z) into:(answer);} \\
& \quad \text{done 'Z';} \\
\text{end} & 
\end{align*}
\]
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>T</th>
<th>U</th>
<th>Y</th>
<th>Z</th>
<th>alpha</th>
<th></th>
<th>beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>alpha</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>beta</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.3.** Part of the control matrix upon entry into an example program.
The compound statement entered by clerk beta is the following.

begin
  matrix multiply (C) times:(D) into:(Y);
  done 'C';
  done 'D';
  matrix multiply (Y) times:(T) into:(Z);
  done 'T';
send 'Z', 'alpha';
end

A clerk enters its compound statement by passing to the symbol
begin. The following activity ensues when exactly two clerks,
named alpha and beta, enter their respective compound statements.
Clerk beta might have to wait to be given read capability for C and D.
Then alpha and beta might compute T and Y simultaneously*.
Next beta might have to wait to be given read capability for T.
Then alpha and beta might compute U and Z simultaneously. Finally,
alpha might have to wait to be given read capability for Z in order to
compute the final answer. After both clerks exit from their respective
compound statements, the control matrix will be the same as it was
before the clerks entered the compound statements.

*As during the execution of the program of Chapter I, the simultaneous
execution by both clerks of the procedure "matrix multiply" occurs as
if each clerk executed a separate copy of the procedure.
Introduction to the Correspondence between VM and an MCM

The purpose of the next several Sections is to show that VM behaves like an MCM. This will be accomplished by establishing a correspondence between the parts of VM and the components of a certain MCM. In order to establish this correspondence, additional details concerning VM's operation will be introduced as necessary. The correspondence itself, together with the description of MCM operations given in Chapter II, will serve to define VM precisely.

The particular MCM to which VM will be shown to correspond is designated by the letter M. The machine M, like any MCM, is described by four quantities: (1) a set of cell names, (2) a set of output cell names that is a subset of the set of cell names, (3) a transaction table for each cell, and (4) a set of initial computation states. The machine M is an abstraction employed to show, via the proofs of Chapters IV and V, that EF has certain properties, namely, that EF prevents nonfunctionality and noncompletion lurking bugs.

Consider the set $\mathcal{V}$ of the BCD names by which the segments, clerks, input devices, and output devices of VM can be designated. The set $\mathcal{V}$ contains all the names that might designate such VM parts; at any instant only a few of the names belonging to $\mathcal{V}$ might designate parts that actually exist. The names belonging to $\mathcal{V}$ are not partitioned according to the kind of VM part that they designate; on the contrary each name belonging to $\mathcal{V}$ can, on separate occasions, be the name of a segment, clerk, input device, or output device.
Corresponding to each name in \( \mathcal{V} \) there is a \textit{cluster} of cells in \( M \). Every cell of \( M \) belongs to exactly one cluster. If \( n \) is a name belonging to \( \mathcal{V} \), then the cells in the cluster corresponding to \( n \) have the names
\[
\begin{align*}
  n\cdot\mu \\
  n\cdot\alpha \\
  n\cdot\sigma \\
  n\cdot\pi \pi \\
  n\cdot\pi \sigma \\
  n\cdot0 \\
  n\cdot1 \\
  n\cdot2 \\
  \ldots
\end{align*}
\]
The symbols \( \mu, \alpha, \sigma, \pi \pi, \) and \( \pi \sigma \) stand for "mode", "output", "state", "primary pointer", and "state pointer", respectively. The numerals \( 0, 1, 2, \ldots \) are addresses.

The number of cells in a cluster is finite, and is the same for all clusters. The number of cells in \( M \) is the number of cells in a cluster times the number of names in \( \mathcal{V} \). Notice that the number of cells in \( M \) is fixed, even though the structure of \( VM \) changes from time to time as the result of creation and deletion activity.

As was mentioned, each name in \( \mathcal{V} \), at any instant, is either used as the name of an existing segment, clerk, input device, or output device, or is not used as the name of any existing object. The usage of the cells in a cluster depends on which of these five conditions
prevails for the name to which the cluster corresponds. The usage of the cells in a cluster will now be explained for each of these five conditions.

The Cluster Corresponding to a Segment

If \( n \) is the name of a segment of length, say, 3, then the cluster corresponding to \( n \) is shown in Figure 3.4. Cell \( n.\mu \) always holds a word that denotes the "mode" of the cluster \( n \). In Figure 3.4 the cell \( n.\mu \) holds the symbol \( s \), denoting "segment". When cluster \( n \) is a segment cluster, cells \( n.\alpha, n.\sigma, n.\pi, \) and \( n.\pi\sigma \) are not used, and so hold a word that is the symbol \( \phi \), denoting "empty" or "undefined".

To each address with which a word is associated in a segment there corresponds in the segment's cluster a cell having the address and holding the associated word. For example, in Figure 3.4 the word having address \( 1 \) in segment \( n \) is the word \( x \), and in cluster \( n \) the cell named \( n.1 \) holds the word \( x \). Moreover, to each address, between 0 and the length of a segment minus 1 inclusive, with which no word is associated in a segment there corresponds in the segment's cluster a cell having the address and holding the word \( \phi \). For example, in Figure 3.4 there is no word associated with address 3 in segment \( n \), and in cluster \( n \) the cell named \( n.3 \) holds the word \( \phi \). It is assumed that \( \phi \) is not a word that can belong to a segment.

The Cluster Corresponding to a Clerk

If \( n \) is the name of a clerk, then every cell of the cluster corresponding to \( n \) holds the word \( \phi \), except cells \( n.\mu \) and \( n.\sigma \).
Figure 3.4. The cluster corresponding to a segment.
Cell \( n.\mu \) holds the word \( c \), denoting "clerk", and cell \( n.\sigma \) holds the word that is the state word of clerk \( n \) in VM.

**Performance Correspondences**

Before the configuration of a cluster corresponding to an input device, output device, or unused name is described, an explanation will be given concerning the correspondence between the actions performed by clerks in VM and the transactions performed by clerk cells in M. When clerk \( x \) performs an action in VM, the corresponding activity in M is the performance of one or more transactions by clerk cell \( x.\sigma \). For example, when clerk \( x \) reads the word at address 6 in segment \( i \), clerk cell \( x.\sigma \) performs a get of \( i.6 \).

The way in which the execution of a procedure step in VM corresponds to the performance of a sequence of transactions in M may be understood by means of the following example. Suppose that in VM the procedure step

\[
\text{Add one to segment } i, \text{ address } 6
\]

is encoded into the word at address \( 1.4 \) in segment \( xp \), in a code appropriate for clerk \( x \). The execution of this procedure step by clerk \( x \) corresponds in M to the performance by clerk cell \( x.\sigma \) of the following sequence of transactions.

\[
\begin{align*}
\text{get of } x.14 & \text{ replace } f_1(\cdot) \\
\text{get of } i.6 & \text{ replace } f_2(\cdot) \\
\text{put of } i.6 \text{ with } v & \text{ replace } w
\end{align*}
\]

(3.1) \hspace{2cm} (3.2) \hspace{2cm} (3.3)

If the content of cell \( x.14 \) just before clerk cell \( x.\sigma \) performs (3.1) is \( c_1(x.14) \), then \( f_1(\cdot) \) is such that \( f_1(c_1(x.14)) \) is a word to
which \((3.2)\) corresponds in clerk cell \(x \cdot \sigma\)'s transaction table.

Similarly, if the content of cell \(i \cdot 6\) just before clerk cell \(x \cdot \sigma\) performs \((3.2)\) is \(c_2(i \cdot 6)\), then \(f_2(*)\) is such that \(f_2(c_2(i \cdot 6))\) is a word to which \((3.3)\) corresponds in clerk cell \(x \cdot \sigma\)'s transaction table. In \((3.3)\), the word \(v\) equals \(c_2(i \cdot 6) + 1\), and the word \(w\) is a word to which some transaction \(\theta\) corresponds in clerk cell \(x \cdot \sigma\)'s transaction table. This transaction \(\theta\), which might be, for example, a get of \(xp.15\), is such that when clerk cell \(x \cdot \sigma\) performs \(\theta\), clerk cell \(x \cdot \sigma\) will read the next encoded procedure step word.

From the above example is may be seen how the step-by-step execution of procedure steps by a clerk in VM corresponds to the performance of a sequence of transactions by a clerk cell in \(M\). This correspondence is achieved by an appropriate specification of the transaction tables of \(M\). Thus the transaction tables of \(M\) are a description of the sets of executable procedure steps, or "instruction sets", of the clerks of VM.

The Cluster Corresponding to an Input Device

As was mentioned previously, a reference to an input device is made for one or more of three purposes: \((1)\) to read from the device's input stream, \((2)\) to sense or change the state of the device, and \((3)\) to refer to the device as a whole. A reference to an input device as a whole occurs in a communication between clerks, or in a communication between a clerk and a processing unit that is executing a supervisory program. Such a communication might say, for example, "Obtain your next input from device \(n\)," or "Device \(n\) is no longer needed." A reference to an input device as a whole always speaks about the device.
and its properties, and never actually manipulates the device. A reference to a device as a whole may occur regardless of whether the device exists, and regardless of its actual properties. Since such references are not necessarily related to the properties of input devices, then the occurrence of such references tells us nothing about the properties of input devices, and so the possibility of such references may be ignored in establishing a correspondence between input devices and clusters of cells. Thus, in establishing a correspondence between an input device and a cluster of cells, only two types of reference need be accounted for: (1) reading from the device's input stream, and (2) sensing or changing the state, or configuration, of the device. These same considerations apply as well to the establishing of a correspondence between an output device and a cluster of cells.

The design of an MCM is such that the content of a cell, once set initially, can be changed only by a clerk cell writing into the cell, and not by external influences. Any external influences that affect the performance of a computation must affect the computation through information encoded into the initial computation state. Thus an input device's entire input stream, consisting of symbols on, say, punched cards, must be encoded into the initial computation state. This encoding is accomplished as follows.

Let \( n \) be the name of an input device. The first symbol in the input stream of \( n \) is held in cell \( n.0 \), the second symbol is held in cell \( n.2 \), the third symbol is held in cell \( n.4 \), etc. (The usage of the cells having odd addresses will be explained later.) Any
even-addressed cells in cluster n that are not needed to hold input stream symbols for device n hold the word \(\emptyset\). Since there is always a practical limit on the number of symbols in an input stream, then the finite number of cells in a cluster can be chosen so that there is no chance for the number of symbols in an input stream to exceed the number of available cells. Since M is an abstraction that does not have to be actually constructed, then the number of cells in a cluster can be arbitrarily large. A number of cells in a cluster equal to 
\[
10^{10^{10}}
\]
should be sufficient to assure that any input stream found in practice can be encoded into the cells of a cluster.

For the input device n, the cell \(n.\mu\) holds the word \(i\), denoting "input device". Also, the cell \(n.\alpha\) is not used and so holds the word \(\emptyset\). Finally, the cell \(n.\pi\) holds a non-negative even integer giving the address of the cell that holds the next symbol to be read from the input stream during a computation.

The way in which the reading of a symbol from the input stream of an input device by a clerk of VM corresponds to the performance of a sequence of transactions by a clerk cell of M may be understood by means of the following example. When clerk \(x\) of VM reads from the input stream of input device \(n\), the corresponding sequence of transactions performed in M by clerk cell \(x.\sigma\) is the following. First, clerk cell \(x.\sigma\) performs a get of \(n.\pi\) to discover the address, say \(4\), of the cell to be read. Then clerk cell \(x.\sigma\) performs a put of \(n.\pi\) to place into cell \(n.\pi\) an address that is always two greater than the previous address held in that cell, and that is in this
case the address $6$. Then clerk cell $x_σ$ performs a get of $n_4$
to obtain, in this case, the third symbol in the input stream of input
device $n$. The fact that a sequence of transactions of the foregoing
kind is always performed to correspond to the reading of an input
stream is a property of $M$'s transaction tables.

The state or configuration of an input device is distinct from the
input stream of the device. In general, the state of an input device
might be affected either by the action of clerks in VM, or by external
influences. For example, a clerk can issue an order to lock a
typewriter keyboard, or an operator can make a card reader "ready" by
placing a deck of cards into a hopper. The giving of an order by a
clerk of VM to change the state of input device $n$ corresponds in $M$
to the writing of a word into the cell $n_σ$. The words written into
cell $n_σ$ express in coded form the particular orders appropriate to
the device $n$.

When a clerk senses the state of an input device, the clerk is,
in effect, reading a symbol from an input stream, because the state of
the input device may, in general, be affected by influences external to
VM. This state input stream of an input device is distinct from the
previously discussed primary input stream of an input device. The
successive symbols in a state input stream denote the successive device
states that are sensed during a computation. Specifically, the $i$-th
symbol in the state input stream of an input device is a symbol denoting
the information sensed on the $i$-th occasion that the state of the input
device is sensed, by any clerk, during a computation.
The state input stream of an input device is encoded into odd-addressed cells in the same way that the primary input stream of the device is encoded into even-addressed cells. For input device \( n \), the first symbol in the state input stream is held in cell \( n.1 \), the second symbol is held in cell \( n.3 \), the third symbol is held in cell \( n.5 \), etc. Any odd-addressed cells in cluster \( n \) that are not needed to hold input symbols in the state input stream for device \( n \) hold the word \( \phi \). The cell \( n.n5 \) holds a non-negative odd integer giving the address of the cell that holds the next symbol to be read from the state input stream during a computation. A transaction sequence that reads from the state input stream of an input device is analogous to a transaction sequence that reads the primary input stream of an input device.

The treatment of a state input stream on a par with a primary input stream is unusual. The similarities between these two kinds of input streams are seldom emphasized, because in practice there is an important distinction between them: a user can completely specify a primary input stream, but usually cannot completely specify a state input stream. For present purposes, however, this distinction is not important; the successive input device states sensed during a computation must be considered an input stream to VM, because these states are, in general, affected by influences external to VM. The fact that we have had to consider a symbol sequence not completely specifiable by a user to be an input stream is a fact that will be discussed further in Chapter VI.
The description of a cluster corresponding to an input device is now complete. Let us review the roles of the cells in a cluster corresponding to an input device \( n \). The primary input stream is held in the even-addressed cells, starting with cell \( n.0 \). The state input stream is held in the odd-addressed cells, starting with cell \( n.1 \). Even- or odd-addressed cells that are not used hold the word \( \phi \). The cells \( n.\pi \) and \( n.\pi_\sigma \) hold the addresses of the next cells in cluster \( n \) to be read from the primary and state input streams, respectively. The cell \( n.\sigma \) holds a word that is an encoding of the most recent order for change of state issued by a clerk to device \( n \). The cell \( n.\alpha \) is not used, and so holds the word \( \phi \). The cell \( n.\mu \) holds the word \( i \), denoting "input device".

The Cluster Corresponding to an Output Device

The symbols that the clerks of VM place in the output stream of output device \( n \) are, in \( M \), written into cell \( n.\alpha \), which is designated in \( M \) as an output cell. An order given by one of the clerks of VM to change the state of output device \( n \) without affecting the output stream corresponds in \( M \) to the writing of a word into the cell \( n.\sigma \).

Since a clerk of VM can sense the state of an output device, and since this state might be affected by external influences, therefore an output device has a state input stream similar to that of an input device. Just as for an input device, the symbols in the state input stream of the output device \( n \) are held in the cells \( n.1, n.3, \) etc., with any unneeded odd-numbered cells holding the word \( \phi \). The
cell \( n \cdot \sigma \) holds the address of the next cell in cluster \( n \) to be
read from the state input stream during a computation. A transaction
sequence that reads from the state input stream of an output device is
analogous to a transaction sequence that reads from either input
stream of an input device.

For the output device \( n \), the even-addressed cells, and the
cell \( n \cdot \alpha \) are not used, and so hold the word \( \phi \). The cell \( n \cdot \mu \)
holds the word \( o \), denoting "output device".

The Cluster Corresponding to an Unused Name

If the name \( n \) is not used in VM, then every cell in cluster \( n \)
holds the word \( \phi \).

The Correspondence between Control and Count Matrices

At some instant during a VM computation, let \( k_\pi(\cdot, \cdot) \) denote VM's
full control matrix; that is, let \( k_\pi(x, n) \) be the integer at
position \( \langle x, n \rangle \) of the full control matrix. Similarly, let \( k_m(\cdot, \cdot) \)
denote the corresponding count matrix of \( M \). Recall that the value of
an element of \( k_\pi(\cdot, \cdot) \) is either the value of the corresponding element
of VM's actual control matrix, or is dictated by a convention, to be
described later, that gives the value of a non-existent control
matrix element.

Figure 3.5 shows the count matrix corresponding to a 2 by 2
full control matrix. In general, the correspondence between \( k_\pi(\cdot, \cdot) \)
and \( k_m(\cdot, \cdot) \) is given as follows. Let \( k_m(x.a, n.b) \) be an arbitrary
Figure 3.5. Correspondence between a full control matrix and a count matrix.
element of $k_m(\cdot, \cdot)$. Then

$$k_m(x.s, n.b) = k_n(x, n)$$

$$k_m(x.a, n.b) = 0 \quad ; a \neq \sigma$$

The above correspondence implies a constraint on the initial configuration of $M$'s count matrix: some elements of the count matrix are always zero, and other elements are always equal. This constraint amounts to a restriction on the set of $M$'s allowable initial computation states.

In order to preserve the correspondence between control and count matrices throughout the performance of corresponding computations by VM and $M$, a restriction must also be placed on $M$'s transaction tables. A restriction sufficient for this purpose will be given in the next Section, following an explanation of the transaction sequences that are performed to correspond to the execution of send and done procedure steps.

### Coordination Correspondences

The final action in the execution of

$$\text{send 'n', 'e';} \quad (3.4)$$

is to add 1 to the integer at position $\langle e, n \rangle$ of the full control matrix. The performance of this action by clerk $x$ of VM corresponds in $M$ to the performance of the following sequence of transactions.
by clerk cell \( x \sigma \).

\[
\begin{align*}
\text{send of } n \mu & \text{ to } e \sigma \text{ replace } w_1 & \text{(3.5)} \\
\text{send of } n \alpha & \text{ to } e \sigma \text{ replace } w_2 & \text{(3.6)} \\
\text{send of } n \sigma & \text{ to } e \sigma \text{ replace } w_3 & \text{(3.7)} \\
\vdots & & \\
\text{send of } n \mu & \text{ to } e \sigma \text{ replace } w_p & \text{(3.8)}
\end{align*}
\]

In (3.5), \( w_1 \) is a word to which (3.6) corresponds in cell \( x \sigma \)'s transaction table. Likewise in (3.6), \( w_2 \) is a word to which (3.7) corresponds in the same transaction table. In (3.8), \( n \) is the maximum address of a cell in a cluster, and \( p \) is the number of cells in a cluster. One might say that in correspondence to the execution of (3.4), the whole cluster \( n \) is sent to cell \( e \sigma \).

Likewise, the final action performed by a clerk \( x \) executing \texttt{done 'n'};

is to subtract 1 from the integer at position \( \langle x, n \rangle \) of the full control matrix. The performance of this action corresponds in \( M \) to the performance of a sequence of dones by clerk cell \( x \sigma \), one done for each cell in cluster \( n \).

The above correspondences for \texttt{send's} and \texttt{done's} suggest the following restriction on \( M \)'s transaction tables. For each cell \( x \), a send, done, or bye transaction may appear in cell \( x \)'s transaction table only as part of a transaction sequence, such as (3.5)-(3.8), which when performed by cell \( x \) would make identical alterations to count matrix elements in one row and several columns, the row corresponding to a cell whose name ends in "\( .\sigma \)" and the columns

\( \aleph \)
corresponding just to the cells in one cluster. In conjunction with
the timing correspondence discussed in the next Section, this
restriction is sufficient to maintain during a computation a correspondence
between VM's control matrix and M's count matrix.

The Timing Correspondence

The object of this Section is to describe how the strategy of M's
scheduler can be established so as to maintain a correspondence
between the behavior of VM and the behavior of M. As was mentioned
in Chapter II, the strategy of M's scheduler is the scheme by which
the scheduler makes selections from successive choice collections.
It may be recalled that a choice collection is derived from a
computation state by applying both the enabling rules and a rule to
prevent clerk cells from altering the same count matrix element
simultaneously. From out of the choice collection derived from a
given computation state, the scheduler selects, in accordance with
its strategy, one set of names to be the set of the names of the cells
that will accomplish the next computation state transition.

It is assumed that each clerk in VM proceeds autonomously, and
that the actions of several clerks may overlap in time in an arbitrary
way. The autonomous behavior of clerks in VM may be contrasted with
the synchronous behavior of clerk cells in M; in a computation
performed by M, all transactions of one computation state transition
are completed before the next computation state transition is begun.
The main task in explaining the strategy of M's scheduler is to
establish a method by which the autonomous clerk behavior of VM may be
modeled by the synchronous clerk cell behavior of M.
The modeling of VM's behavior in terms of M's behavior is achieved by letting the performance of transactions in M occur both instantaneously, and immediately upon receipt of a go pulse. It is legitimate to talk about instantaneous transaction performances in M, since M is an abstraction that does not have to be actually constructed. An alternative to letting the performance of a transaction be instantaneous is to let the performance of a transaction have a duration much smaller than any duration of interest in VM.

The process that a clerk in VM performs may be divided into a sequence of actions, each of which has non-zero, finite duration, and each of which involves the sensing and/or changing of the state of another VM part. For example, the reading by a clerk x of the word at address 7 in segment n is such an action. As shown in Figure 3.6, this action has a certain duration for the word being read and a certain duration for clerk x. During the interval when the word at address 7 in segment n is in use for this action, no other clerk reads or writes the word. Likewise, during the interval when clerk x is in use for this action, no other clerk reads or writes the state word of clerk x.

In the example of Figure 3.6, the transaction that corresponds in M to the read action in VM is a transaction performed by clerk cell x.σ, and is a get of n.7. For convenience, let us imagine that corresponding computations occur in VM and M simultaneously. Then in the example of Figure 3.6, the transaction corresponding in M to the read action in VM is performed in M at an instant during the interval when in VM both clerk x and the word being read are in use for the read action.
A hashed interval is the interval during which the VM part is in use for the reading by clerk \( x \) of the word at address 7 in segment \( n \).

Instant of the performance of the transaction corresponding to the above read action.

Figure 3.6. The performance in M of the transaction that corresponds to a read action in VM.
The action-transaction correspondence in the example of Figure 3.6 is in one respect not typical of action-transaction correspondences in general, because in this example the performance of the read action in VM corresponds to the performance of just one transaction in M. In general, the performance of an action by a clerk in VM corresponds to the performance of one or more transactions by a clerk cell in M. For example, to an action that reads from an input stream in VM there corresponds in M the performance of three transactions, two of which manipulate an address pointer. For another example, to an action that adds one to a control matrix element of VM there corresponds in M the performance of a number of send transactions equal to the number of cells in a cluster.

For some action performed by a clerk in VM, consider the interval $\Delta t$ during which all parts of VM that participate in the action are in use for the performance of the action. The transaction or transactions, always finite in number, that correspond to this action are performed in M during the interval $\Delta t$. This timing correspondence holds for every action performed in VM. The scheduler of M makes selections from choice collections, and schedules the transmission of go pulses, so that this timing correspondence is maintained.

The rules by which clerks of VM obtain permission to proceed are constructed to correspond to the rules for the formation of choice collections in M in such a way that it is possible for M's scheduler to maintain the above timing correspondence. A sketch indicating the general nature of VM's permission rules was given previously. A complete list of the rules for the actions discussed so far is given.
in Figure 3.7. Additional permission rules will be given as new actions are introduced. Notice that each permission rule can be inferred from the correspondence between VM and M. For example a clerk, having write capability for itself, must have, not read capability, but write capability, for an input device in order to read from the input stream of the device. This is because the reading of an input stream corresponds in M to the performance of three transactions, one of which is a put that increments the pointer indicating the next symbol to be read.

A capability possessed by a clerk of VM can be taken away from the clerk only by an action performed by the clerk itself, specifically, by the clerk's decrementing of a control matrix integer. Thus, whenever a clerk has permission to perform an action, it continues to have that permission until the action is performed. It is assumed that once a clerk of VM has permission to perform an action, it does perform that action after a finite time. This assumption means that the strategy by which M's scheduler maintains the timing correspondence between VM and M is a strategy that is reasonable, in the sense described in Chapter II.

The timing correspondence between VM and M implies that there is not a simple correspondence between the state of VM at some instant and the computation state of M at the same instant. For example, M can have a definite computation state at an instant when in VM actions are still being completed. This lack of a simple correspondence between machine states seems to be a consequence of the modeling of autonomous clerk behavior by synchronous clerk cell behavior.
Clerk $x$ has read capability for part $n$ just when the integer at position $\langle x, n \rangle$ of the full control matrix is greater than zero. Clerk $x$ has write capability for part $n$ just when clerk $x$ has sole read capability for part $n$.

<table>
<thead>
<tr>
<th>Action clerk $x$ will perform</th>
<th>Capabilities clerk $x$ must have to perform the action.</th>
</tr>
</thead>
<tbody>
<tr>
<td>read from a word in segment $n$</td>
<td>Read</td>
</tr>
<tr>
<td>write into a word in segment $n$</td>
<td>$n$</td>
</tr>
<tr>
<td>read from the primary input stream of input device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>read from the state input stream of input device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>command a change of state of input device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>write into the output stream of output device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>read from the state input stream of output device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>command a change of state of output device $n$</td>
<td>$x, n$</td>
</tr>
<tr>
<td>add one to the integer at position $\langle e, n \rangle$ of the full control matrix</td>
<td>$n$</td>
</tr>
<tr>
<td>subtract one from the integer at position $\langle x, n \rangle$ of the full control matrix</td>
<td>$x$</td>
</tr>
</tbody>
</table>

Figure 3.7. Permission rules for several actions of a clerk in VM.
Creation and Deletion Correspondences

The creation of a VM part $n$ corresponds in $M$ to the performance of a sequence of puts that change cluster $n$ from the cluster of an unused name into the cluster of the VM part being created. Likewise, the deletion of a VM part $n$ corresponds in $M$ to the performance of a sequence of puts that change cluster $n$ from the cluster of the VM part being deleted into the cluster of an unused name.

The creation of a VM part corresponds in $M$ to at least one writing of a non-$\phi$ word into a cell that previously held the word $\phi$. Likewise, the deletion of a VM part corresponds in $M$ to at least one writing of the word $\phi$ into a cell that previously held a non-$\phi$ word. Therefore, in order to have permission to perform an action that creates or deletes a VM part $n$, a clerk $x$ of VM must have write capability for part $n$, as well as, of course, write capability for itself.

Epilogue for the Correspondence between VM and $M$

The transaction sequence correspondences for certain creation-deletion procedure steps to be introduced later have yet to be described. Except for the discussion of these correspondences, the explanation of the correspondence between VM and $M$ is now complete. The machine $M$ is constructed to correspond internally to VM. Therefore the external behavior of VM, i.e., the relationship between the initial state and output streams of VM, is identical to the external behavior of $M$. Thus after the transaction sequence correspondences mentioned above have been discussed, it will have been shown that there is an MCM which VM behaves like, and so the proofs of Chapters IV and V will verify that nonfunctionality and noncompletion lurking bugs do not occur in VM.
Attention now turns again to the way in which EF might be programmed using an Algol-like language. The specific concern of the next three Sections is the explanation of some procedure steps whose executions create and delete VM parts.

The Problem of Choosing Names

Although the previously mentioned permission rule for creation and deletion actions is sufficient to assure a correspondence between VM and M, it remains to be shown that it is easy to write useful VM programs that direct creation and deletion activity. The major problem in writing such programs concerns the choice of names to be given to VM parts being created.

From the correspondence between VM and M, the following statement about VM may be inferred: the name of a VM part being created is never chosen arbitrarily, in accordance with influences external to VM, at the instant of the part's creation. To understand why this statement is true, consider the transactions that correspond in M to a creation action performed by a clerk x in VM. These transactions are puts into some particular cluster, say cluster n. In M, the name n is determined by the word held in clerk cell x.σ just before the creation action begins in VM. Therefore, in VM, the name n is determined from the corresponding state word of clerk x, i.e., from the state word of clerk x just before the creation action. Thus the name n is the only name that may be given to the VM part being created, because the choice of any other name would fail to preserve the correspondence between VM and M. Thus the selection of the name n
must not be made arbitrarily, but must be "programmed": the name n
can either be specified explicitly in the program being executed, or
be computed as part of the computational activity being performed.

When choosing a name for a VM part to be created, or when
programming such a choice, a computation's planner, either a programmer
or a compiler, must avoid two potential difficulties. First, the name
of the part to be created might inadvertently be chosen so that the
clerk executing the creation procedure step will never receive write
capability for the name and hence never have permission to create the
part. Second, the name of the part to be created might inadvertently
be chosen to be the same as the name of a VM part that already exists
and that will not be deleted before the part being created is required.
It is desirable to have at hand a method for choosing names, or for
programming the choice of names, so that these two difficulties can
be systematically avoided. Such a method is described in the
next Section.

**Naming Conventions Suggested to Facilitate Creation and Deletion**

This Section describes four programming and design conventions,
the adoption of which will allow the two problems mentioned above to be
circumvented in a practical manner. The conventions are interrelated,
and accomplish their intended purpose only if all four are adopted.
It may be noted, however, that adherence to neither any nor all of
these conventions is required in order to maintain a correspondence
between VM and an MCM; the conventions have been formulated merely to
facilitate the programming of creation and deletion activity. The second of the four conventions is the previously promised convention that gives values for non-existing control matrix elements.

The first convention is the following: the name of each created VM part should contain as a largest explicitly delimited prefix the name of the creating clerk. For example, if clerk x were to create another clerk, the new clerk might be named x:y

and if clerk x:y were to create a segment, the segment might be named x:y:m

This convention allows the generation of arbitrarily long names. References using such long names can be made practical using the attachment scheme discussed by Dennis [9]. In this scheme a clerk has available to it a number of attachment tags. After a correspondence has been established between a tag and some portion of a name, subsequent references can be stated more compactly using the tag and the remainder of the name. During the performance of a computation, tag correspondences can be changed, saved, and restored in a manner similar to the manipulation of quantities in index registers. An example of an application of the attachment concept is the use in CTSS of a small integer tag to refer to a file that has been "opened" [6]. Two more examples of applications of the attachment concept are found in the Multics system: a segment number is a tag abbreviating a segment's tree name, and a base register number is a tag abbreviating a segment number [15]. Notice that a programmer working in an Algol-like
language need not be aware that the attachment concept is being employed in the execution of a compiled program.

The second convention gives values for non-existing control matrix elements. At some instant during a VM computation, let \( k^\tau(\cdot, \cdot) \) be the full control matrix, and let \( k_a(\cdot, \cdot) \) be the actual control matrix. As mentioned previously, for each \( \langle x, n \rangle \) such that \( k_a(x, n) \) exists, then

\[
k^\tau(x, n) = k_a(x, n)
\]

The convention to be described now gives \( k^\tau(x, n) \) for each \( \langle x, n \rangle \) such that \( k_a(x, n) \) does not exist. The explanation of this convention requires consideration of two separate cases.

The first case in defining \( k^\tau(x, n) \) where \( k_a(x, n) \) does not exist is the case in which \( n \) contains a colon. Let \( y \) be the longest explicitly delimited prefix in \( n \). Then \( n = y:m \), where \( m \) does not contain a colon. If \( x = y \), then

\[
k^\tau(y, y:m) = 1
\]

and otherwise

\[
k^\tau(x, y:m) = 0
\]

Thus a VM name, considered as a potential clerk name, has write capability for any name having its own name as largest explicitly delimited prefix, unless VM's actual control matrix indicates otherwise.

The second case in defining \( k^\tau(x, n) \) where \( k_a(x, n) \) does not exist is the case in which \( n \) does not contain a colon. Here it is assumed that there is some master name, say \( p \), such that if \( x = p \) then

\[
k^\tau(p, n) = 1
\]
and otherwise

\[ k^*_x(x, n) = 0 \]

Thus the master name, which might be the name of a clerk not expected to be deleted, has write capability for any name that does not contain a colon, provided VM's actual control matrix does not indicate otherwise.

For stating the third and fourth conventions, let \( n \) be any name in VM, and let \( x \) be the name in VM that is given as follows: if \( n \) contains a colon, then \( x \) is the largest explicitly delimited prefix of \( n \), otherwise, \( x \) is the master name.

The third naming convention is the following. Let \( n \) and \( x \) be as mentioned above, and let \( y \) be the name of a clerk such that \( y \neq x \). When clerk \( y \) is programmed to delete a VM part having the name \( n \), clerk \( y \) should be programmed to do the following two things just after the deletion: (1) add one to the integer at position \( \langle x, n \rangle \) of the full control matrix, and (2) make the integer at position \( \langle y, n \rangle \) of the full control matrix less than or equal to zero. A sequence of actions performed according to this third convention is sufficient to restore write capability for name \( n \) to the name \( x \), provided that the fourth convention is adhered to.

The fourth convention is the following. Let \( n \) and \( x \) be as mentioned above. Whenever \( x \) is the name of a clerk, and clerk \( x \) is programmed to give write capability for \( n \) to some other clerk, then clerk \( x \) should be programmed to make the integer at position \( \langle x, n \rangle \) of the full control matrix be exactly equal to zero. Furthermore, clerk \( x \) should be programmed to perform no more subtractions from
this integer until clerk $x$ itself has performed an action requiring
read capability for name $n$.

The effects of these four conventions are best explained using an example. Suppose clerk $x$ has not yet performed any action involving
the name $x:m$, where $m$ does not contain a colon, and suppose column $x:m$
of the control matrix does not exist initially. Suppose clerk $x$ now
creates the segment $x:m$. Clerk $x$ has permission to perform this
creation action because clerk $x$ is guaranteed to have write capability
for the name $x:m$. Since clerk $x$ has always had write capability for
the name $x:m$, then it is certain that no other clerk has previously
created a VM part having the name $x:m$. Notice that elements of
column $x:m$ of the control matrix either may be created at the time
clerk $x$ creates segment $x:m$, or may be created as they are needed.

Once segment $x:m$ exists, capabilities for it may be passed among
clerks. When segment $x:m$ is deleted, write capability for name $x:m$
will be passed back to clerk $x$, which may then create another VM part
having the name $x:m$.

The four conventions imply that a clerk $x$ which has write
capability for itself always has permission to create a VM part with
the name $x:m$, where $m$ does not contain a colon, provided that the
name $x:m$ is currently unused. In order to guarantee that the name $n$
of a part being created by a clerk $x$ is currently unused, the planner
of a computation need only arrange that the smallest explicitly delimited
suffix in the name $n$ is distinct from the suffixes of this sort in
the names of the currently existing VM parts that were created, not
by any clerk, but by clerk $x$ itself. A clerk may be programmed to
achieve this distinctness in a name's suffix through the use of a counter, or by any other means appropriate to the calculation being performed.

Creation and Deletion Procedure Steps

Four types of procedure steps will now be introduced. The execution of any one of these procedure steps either creates or deletes a VM part. These procedure steps make use of the naming conventions just discussed, and are formulated for convenient use in the programming example to be given in the next Section. In the following definitions of these procedure steps, let \( x \) be the name of the executing clerk.

The first type of procedure step is

\[ \text{create segment } \alpha; \]

The expression \( \alpha \) must evaluate into a name that does not contain a colon, say the name \( m \). Execution of this procedure step creates a segment named \( x:m \). The segment is initially of zero length; the subsequent writing of words into the segment will cause its length to be increased as required.

The second type of procedure step is

\[ \text{fork } \alpha, \beta, \epsilon; \]

The expression \( \alpha \) must evaluate into a name that does not contain a colon, say the name \( m \). The expression \( \beta \) must evaluate into the name of a segment, say the name \( s \). The string \( \epsilon \) must be a label. Execution of this procedure step creates a clerk named \( x:m \). The state word of clerk \( x:m \) is made identical to that of clerk \( x \), with two exceptions:
(1) clerk x:m is set of find its first procedure step at the label e, and (2) segment s is made the private segment, sometimes called the stack segment \([4]\), of clerk x:m. The private segment of a clerk is a segment into which the clerk may store temporary results; a clerk normally retains write capability for its private segment. Following the creation of the clerk x:m, the clerk x, as part of the execution of the fork procedure step, acts as if it executed the following sequence of procedure steps.

```
send 'x:m', 'x:m';
done 'x:m';
send 's', 'x:m';
done 's';
send 'r', 'x:m';
```

Here r is the name of the segment that contains the encoded fork procedure step which clerk x is executing. The execution of the fork procedure step might be sufficient to cause the clerk x:m to begin execution at the label e, even as clerk x simultaneously continues execution by passing to the procedure step following the fork.

The third type of procedure step is

```
delete \(\preceq\);
```

The expression \(\preceq\) must evaluate into a name, say the name n. If n contains a colon, then let the name p be the largest explicitly delimited prefix in n, and otherwise, let p be the master name. If n \(\not\in\) x, then execution of the procedure step deletes the VM part n. Following this deletion, and as part of the execution of the delete
procedure step, the clerk \( x \) acts as if it executed the following sequence of procedure steps.

\[
\text{send } 'n', 'p'; \\
\text{done } 'n';
\]

If \( n = x \), then the execution of the delete procedure step is equivalent to the execution of the procedure step quit, described below.

The fourth type of procedure step is

\[
\text{quit};
\]

If \( x \) contains a colon, let the name \( p \) be the largest explicitly delimited prefix in \( x \), and otherwise, let \( p \) be the master name.

In addition, let \( r \) be the name of the segment containing the encoded quit procedure step. The execution of the quit procedure step consists of the following actions: (1) the subtracting of 1 from the integer at position \( \langle x, r \rangle \) of the full control matrix, (2) the adding of 1 to the integer at position \( \langle p, x \rangle \) of the full control matrix, (3) the subtracting of 1 from the integer at position \( \langle x, x \rangle \) of the full control matrix, and (4) the deleting of clerk \( x \).

The permission rule for the execution of any of the four types of procedure steps defined above is the following. To execute one of the steps, a clerk must have three capabilities: (1) write capability for itself, (2) read capability for the segment containing the encoded procedure step, and (3) write capability for the name of the VM part being created or deleted. In addition, the execution of a fork requires read capability for the segment that is to become the private segment of the created clerk.
The general nature of the transaction sequences in M that correspond to creation and deletion actions in VM was mentioned in a previous section. Descriptions of the exact transaction sequence correspondences for the four types of procedure steps introduced above are omitted, because, except as discussed below, these correspondences may be easily deduced from the correspondences between VM parts and clusters of cells, and from the previously mentioned transaction sequence correspondences for procedure steps of the types *send* and *done*.

The one non-trivial aspect of the transaction sequence correspondences for the procedure steps just introduced is the fact that the transaction sequence corresponding to a *quit* must end with a bye transaction. Let \( x \) be the name of the clerk executing a *quit*, and let \( p \) be as it was defined in the above definition of a *quit*. Then the transaction sequence that corresponds to clerk \( x \)'s execution of *quit* concludes with

\[
\text{by to } p.\sigma \text { replace } \emptyset
\]

In the event that execution of the *quit* causes clerk \( x \) to give up write capability for itself, then, as shown in Appendix A, a sequence of sends and dones cannot be substituted for this bye transaction. This is the only circumstance in which the use of a bye transaction is required in order to maintain the correspondence between VM and M.

**Another Example -- Macro Expansion**

To illustrate how EF might be programmed to perform a reasonably complex data processing task, a program, written in an Algol-like language, will now be presented that directs the expansion of nested
macro calls [18] in a source program character string. It is assumed that all macros have been previously defined, but that the expansion of one macro may reveal calls on other macros, and so on, to arbitrary depth. The nature of the computation is such that at any instant the number of clerks in existence is roughly equal to the depth of the macro nest being processed at that instant.

**Strategy.** The strategy of the program is to feed the source string to a first clerk, which expands one layer of macro calls and generates a first intermediate string. If the first clerk detects additional macro calls as it is generating its intermediate string, it creates, and feeds its intermediate string to, a second clerk, which might for a similar reason create, and feed its intermediate string to, a third clerk, and so on.

Each of the strings, source and intermediate, is stored in a series of segments, each segment containing a piece of a string of perhaps several hundred characters. When the n-th clerk is able to generate an entire segment in which no further macro calls exist, it outputs this segment instead of sending it on to the (n+1)-st clerk. In this circumstance, if there already exist clerks of ordinality higher than n, the n-th clerk generates an "end message", which causes the higher-order clerks to eventually generate their output and then quit. Meanwhile, the permission rule mechanism automatically prevents outputting by the n-th clerk until the higher order clerks have finished their outputting.
**Language Conventions.** Some language conventions to be used in
the program will now be explained. Later the program itself will be
stated and discussed in detail.

First, the operators that appear in name expressions will be
introduced. As has been mentioned, single quotation marks inhibit
evaluation of the string they enclose. For example, the value of
the name expression

'x:ab'

is the string

x:ab

Any arithmetic expression whose value is a non-negative integer
is a name expression whose value is the string of decimal numerals
giving the arithmetic value of the expression. For example, the value
of the name expression

16 + 8

is the string of two numerals

24

The character "|" appearing in a name expression, and not belonging
to a quoted string, is a concatenation operator. For example, the value
of the name expression

'sam'| (16 + 8)

is the string

sam24

For another example, the value of the name expression

'sam: '|'(16 + 8)'

is the string

sam:(16 + 8)
In the evaluation of a name expression, after any arithmetic expressions have been evaluated, and after any quotation marks and concatenation operators have been applied, the result might be a string beginning with a colon. If the result of arithmetic, quotation, and concatenation evaluation is a string beginning with a colon, then the name of the executing clerk is placed to the left of the string.* For example, if \( x \) is the name of the executing clerk, the string

\[ :ab \]

becomes the name

\[ x:ab \]

After a string is examined for a leading colon, and modified if such a colon is found, the string is searched from left to right for occurrences of the sub-string "**:". Whenever such a sub-string is found, the longest string that lies immediately to the left of the sub-string and that does not contain a colon is deleted, along with the sub-string "**:" itself. For example, the string

\[ x:sam:**:a \]

becomes the name

\[ x:a \]

*This usage of colon, and the following usage of "**:" were inspired by the notation that has been suggested by Deley and Neumann [7] for referring to hierarchically structured files.
If an initial or final colon remains after this operation, the colon is deleted. For example, the two strings

\[ x:*:ab:c \quad \text{and} \quad x:y:* \]

become, respectively, the names

\[ ab:c \quad \text{and} \quad x \]

A more complicated example of a name expression, whose evaluation invokes almost all of the above rules, is the expression

\[ ':*:\text{sam}'|(2 + 2) \]

If \( x:y \) is the name of the executing clerk, then this expression evaluates to the name

\[ x:\text{sum4} \]

The explanation of name expression operators is now complete, and some other conventions will now be discussed. Variables in arithmetic expressions refer to words in the executing clerk's private segment. For example, execution of the procedure step

\[ \text{alpha} := \text{alpha} + 1 \]

adds 1 to the quantity \( \text{alpha} \) in the executing clerk's private segment. Two different clerks executing this statement will modify two distinct, possibly unequal, quantities. For another example, if \( x:y \) is the name of the executing clerk, and if the quantity \( \text{alpha} \) in clerk \( x:y \)'s private segment is equal to 5, then the value of the name expression

\[ ':\text{sam}'|(\text{alpha} + 3) \]

is the name

\[ x:y:\text{sam6} \]
Two different clerks evaluating this name expression might generate two different names.

References to words in other segments besides the executing clerk's private segment have the form

\[ \texttt{\lambda} \beta \]

where \( \lambda \) is a name expression, and \( \beta \) is a variable. The meaning of such a reference is best explained using an example. The quantity referred to by

\[ 'a'\cdot\texttt{alpha} \]

is the word in segment \( a \) at the address that is the same as the address of the word \( \texttt{alpha} \) in the executing clerk's private segment. Thus, if the quantity \( \texttt{alpha} \) in the executing clerk's private segment is the word at address 7 in that segment, then execution of the procedure step

\[ 'a'\cdot\texttt{alpha} := 'a'\cdot\texttt{alpha} + 1 \]

adds 1 to the word at address 7 in segment \( a \).

Variables declared \texttt{agreed} are assigned to the same address in the private segment of every clerk; this convention makes it easy for a clerk initializing the activities of a new clerk to store quantities into what will become the private segment of the new clerk.

Two final conventions are the following. First, for legibility, the Algol operator ":=" is replaced by ":=". Second, for compactness, the procedure step

\[ \texttt{give} \ \lambda, \beta; \]
where \( \alpha \) and \( \beta \) are name expressions, is defined to be equivalent to the sequence of procedure steps

\[
\text{send} \ \alpha, \ \beta; \\
\text{done} \ \alpha;
\]

The Program. The coding of the macro expansion program can now be presented. On a first reading, it is suggested that the reader read into the program as far as he can easily, then skip to the explanation that follows the program, and then refer back to the program as he reads the explanation.

Assumed to be declared outside the program are the procedures "read input into", "write output from", "end of input segment", "initialize analyze", "analyze", "add end message to", and "remove end message from". All of these procedures and the program itself are assumed to be encoded into the words of one segment. A single clerk, whose name is not the master name, is assumed to enter the program at the label "expand". At the time of this clerk's entry, the control matrix is assumed to have two rows and five columns: the row for the entering clerk is a row of five 1's, and the row for the master name is a row of five 0's. The five columns correspond to (1) the entering clerk itself, (2) the entering clerk's private segment, (3) the procedure segment, (4) a segment named "inputseg" containing the computation's entire input string, and (5) a segment named "outputseg" into which the computation's entire output string is to be assembled.
expand: begin agreed integer in, out;

agreed Boolean next clerk started;

switch switch = input, output, more, done;

out = 1;

create segment 'priv';

':priv'.in = out;

fork 'scanner', ':priv', scan;

give 'outputseg', ':scanner';

read: create segment 'piece'|out;

if end of input segment (inputseg) then goto end;

read input into (':piece'|out) from:(inputseg);

give ':piece'|out, ':scanner';

out = out + 1;

goto read;

scan:

out = 1;

next clerk started = false;

initialize analyze;

first: create segment 'piece'|out;

second: goto switch[analyze ('*:piece'|in) generate:'*:piece'|out];

input: delete '*:piece'|in;

in = in + 1;

goto second;

output: if next clerk started then goto putout;

next clerk started = false;

add end message to (':piece'|out);

give ':piece'|out, ':scanner';

remove end message from (':piece'|out);
putout: write output from ('piece'|out) into (outputseg);

goto second;

more: if next clerk started then goto again;

create segment 'priv';

':priv'.in = out;

fork 'scanner', ':priv', scan;

give 'outputseg', ':scanner';

next clerk started = true;

again: give ':piece'|out, ':scanner';

out = out + 1;

goto first;

done: if ¬next clerk started then goto doneout;

next clerk started = false;

add end message to ('':piece'|out);

give ':piece'|out, ':scanner';

doneout: delete ':piece'|out;

give '::*:piece'|in, '*';

give 'outputseg', '*';

delete '::*:priv';

quit;

der

end: add end message to ('':piece'|out);

give ':piece'|out, ':scanner';

delete ':piece'|out;

end
Explanation. A detailed explanation of the execution of the program will now be given. The input string is divided into segmented pieces by a clerk whose name is, say, "compiler". The pieces, which are named

```
compiler:piece1
compiler:piece2
```

are given to the first created clerk, which is named

```
compiler:scanner
```

The private segment of this first scanner clerk is named

```
compiler:priv
```

The integer-valued procedure

```
analyze (A) generate:(B)
```

absorbs input pieces through the parameter A, performs one layer of macro expansion, and emits segmented output pieces through the parameter B. These output pieces for the first scanner clerk are named

```
compiler:scanner:piece1
compiler:scanner:piece2
```

The analyzer procedure, like each of the procedures called during the program's execution, is assumed to not direct its own modification, but is assumed to store temporary quantities in the calling clerk's private segment. In addition, the analyzer procedure is assumed to store private-to-clerk own quantities [2] in the calling clerk's private segment; thus with respect to each clerk, the analyzer procedure "remembers" its status between calls. These own quantities are
initialized for each clerk when the clerk calls the procedure "initialize analyze".

A clerk returning from the analyzer is switched to the label "input" just when another input piece is needed. The previous input piece is deleted, and 1 is added to an input count "in" so that the analyzer will read the next piece of its input string.

A clerk returning from the analyzer is switched to the label "output" just when the analyzer has filled an output piece segment with a string in which there are no additional macro calls. If a clerk of next higher order exists, an end message is sent to this clerk. After any such end message has been returned, the current clerk writes the data of the current output piece into the computation's output segment, but retains the segment of this output piece to collect further output.

A clerk returning from the analyzer is switched to the label "more" just when an output piece contains additional macro calls. The output piece is given to the clerk of next highest order, which is created if necessary. Then 1 is added to an output count "out", and a new output piece segment is created before another call is made to the analyzer.

A clerk returning from the analyzer is switched to the label "done" just when the analyzer has detected that its input piece contains an end message, and before any other processing of the input piece is performed, but only after the analyzer has first switched the clerk to either "output" or "more" in order to complete the processing of a perhaps partially filled output piece segment. At the label "done", an end message is sent to and returned from a higher order clerk, if a
higher order clerk exists. Then both the input piece, containing the original end message, and the capability to write into the computation's output segment are returned to the clerk of next lowest order, and the current clerk quits.

There are no other labels to which a clerk returning from the analyzer can be switched. When the "compiler" clerk detects the end of the computation's input segment, the "compiler" clerk sends an end message to the first scanner clerk, but does not exit from the program until the first scanner clerk returns this message. When the "compiler" clerk exits from the program, the full control matrix is the same as it was when the "compiler" clerk entered the program.

Control Matrix Implementation

This Section suggests how EF's physical units and supervisory programs might be designed in order to implement the most novel feature of VM, namely, the control matrix. To speed the communication of ideas, a suggested design for control matrix implementation will be developed within the general framework of the Multics system [4]. Specifically, the Section will discuss how the current design for the Multics system might be modified so as to provide to a user both a control matrix, and the permission rule mechanism associated with the control matrix. These remarks concerning a modification to Multics are made only for illustrative purposes; no claim is made that this modification would be an appropriate change in the existing plans for Multics.
First the notion of a *process* in Multics will be related to the notions of process and clerk that have been used in the Thesis. Since every Multics process is a sequence of actions, the notion of a process in Multics is compatible with the notion of process that has been used in the Thesis. In the Multics literature, however, one often finds statements such as, "Process x does such-and-such." Although it is possible to give a reasonable interpretation to an assertion that a sequence of actions does something, nevertheless the viewpoint that has been adopted in the Thesis is that of attributing an action in a process to an entity, called a clerk, that performs the action, and not to the process itself. Thus statements in the Multics literature like, "Process x does such-and-such" will become here, "Clerk x does such-and-such." Notice that there is a one-to-one correspondence between processes and clerks.

To simplify the discussion, it will be assumed that a user employs in a computation just a fixed number of clerks, a fixed number of segments, and a control matrix; it will also be assumed that each clerk always has write capability for itself, but not read capability for any other clerk. In other words, input devices, output devices, creation-deletion activity, and inter-clerk state word accessing will be assumed to not be employed in a user's computation. The present discussion may, however, be extended in a straightforward manner to take into account these omitted topics.

Working under the above assumptions, let us review some of the features of Multics in order to define a viewpoint toward the system. Associated with each clerk $x$ is a *descriptor segment* [15], each
descriptor of which contains access control information and allocation information for a specific segment used by clerk x. Although clerk x makes its first reference to a segment n using what would in VM be called the name of segment n, subsequent references to segment n occur indirectly through segment n's descriptor in x's descriptor segment. The address of segment n's descriptor in x's descriptor segment is called x's segment number for n. After x first refers to n, x may make subsequent references to n using x's segment number for n. Thus x's segment number for n constitutes an attachment tag [9] abbreviating segment n's name. Further abbreviation of segment references through attachment is allowed through the use of the base registers.

Control Segments. In order to implement the control matrix of a multiprocess computation running within Multics, let there exist for each clerk of the computation, in addition to a descriptor segment, a control segment. Part of the function of a clerk's control segment is to realize the clerk's row in the computation's control matrix. Each entry in a clerk's control segment corresponds to a segment.

As indicated in Figure 3.8, the entries for a segment n in the control segments of a computation all occur at the same address. This situation is in contrast to the situation that prevails in a computation's descriptor segments. The entries, i.e., descriptors, for a segment n in the descriptor segments of a computation may occur at different addresses. That is, each segment of a computation has only one control segment address, but each segment of a computation might have many distinct segment numbers, one number for each clerk of the computation.
Figure 3.8. Segment numbers and the control segment address of a segment \( n \) in a two-clerk computation.

Figure 3.9. List structure linking clerks having read capability for a segment. Notation is that used in the text.
A control segment address is assigned to a segment \( n \) by the computer system just when \( n \) is first accessed by any one of a computation's clerks. At that time also, a segment number is assigned to \( n \); but for the accessing clerk only. A subsequent first access to \( n \) by a second clerk will cause the assignment of perhaps a different segment number to \( n \) for the second clerk, but in order to update the control segment of the second clerk, the original control segment address assignment must be discovered and used.

In Multics a clerk becomes attached through its descriptor segment to any segment that it accesses. No modification to this rule is being proposed. Since it will be necessary for a clerk, often in obedience to a supervisory "microprogram", to make access to its own control segment, and to the control and descriptor segments of other clerks, therefore control and descriptor segments will possess, after first access, segment numbers with respect to each accessing clerk.

In addition, control and descriptor segments will be assigned not only segment numbers, but also control segment addresses. The assignment of control segment addresses to control and descriptor segments is subject only to the convention that if \( i \) is the control segment address of the control segment of a clerk \( x \), then \( i+1 \) must be the control segment address of the descriptor segment of clerk \( x \).

The Structure after First Accesses. The main requirement of a design for control matrix implementation is that operations on the matrix be efficient, in terms of both time and storage, after first accesses have been made. First accesses to segments trigger the incremental construction of the control matrix data structure about to
be described. It is assumed that contemporary data processing
techniques, such as hash-addressing and list structures, can be applied
to carry out this incremental construction in a satisfactory way. To
show that a control matrix implementation is indeed feasible, it will
be assumed now, and throughout the rest of the Section, that all first
accesses have occurred. The form of the resulting control matrix data
structure will now be described.

If segment \( n \) has control segment address \( i \), then the entry at
address \( i \) in clerk \( x \)'s control segment holds three items: (1) the
integer \( K \) at position \( (x,n) \) of the computation's control matrix,
(2) clerk \( x \)'s segment number for \( n \), and (3) a double pointer. If
segment \( n \) is a control or descriptor segment, then items (1) and (3)
have no significance. Let us assume that segment \( n \) is not a control
or descriptor segment. If \( K \) is less than or equal to zero, then the
double pointer field is empty, i.e., contains some conventional bit
pattern denoting "empty", and otherwise, the double pointer field is
part of a bi-directional circular list tying together the control
segments of all clerks that have read capability for segment \( n \). In
this list, a portion of which is diagrammed in Figure 3.9, the pointers
at address \( i \) in clerk \( x \)'s control segment give the control segment
addresses, call them \( a \) and \( b \), of the two control segments adjacent
to \( x \)'s control segment on the list. To gain access to the next
double pointer in the direction of, say, the address \( a \), clerk \( x \)
first accesses its own control segment at address \( a \) to obtain its own
segment number for the control segment pointed to. In that control
segment at address $i$ is found the double pointer that is next on the list in the "$a$" direction.

Since the entries in the double pointer field of a control segment are control segment addresses, their designation of specific control segments is independent of their residency in any particular control segment. Thus, ordinary techniques of list manipulation may be used to splice a control segment in or out of a list.

If a user could program in a general way the manipulation of control segment addresses or control matrix elements, then he might experience nonfunctionality and noncompletion lurking bug effects, because the values of control segment addresses and control matrix elements can depend on the unpredictable influences that affect the progress of clerks with respect to each other.* Therefore control segment addresses and control matrix elements must be utilized "behind the user's back" -- in the same sense that the state of memory allocation in Multics is hidden from the user. The suggested method for hiding control segment addresses and control matrix elements from the user is to employ these quantities only within descriptor and control segments, and to restrict user access to control segments in the same way that user access to descriptor segments is restricted in Multics.

---

*It is useful to understand that the programmed manipulation of segment numbers does not give rise to lurking bugs, because segment numbers are assigned to segments on the basis of the progress of each individual clerk, just as index registers are assigned to data quantities.
Descriptor Segment Modifications. The suggested modification to Multics calls for each descriptor in a descriptor segment to contain not two but three major items: access control information, allocation information, and the control segment address of the segment the descriptor describes. Also, additional access control information is required in each descriptor in the form of four additional bits: a read enable bit, a write enable bit, a read blocked bit, and a write blocked bit.

Suppose that \( i \) is the control segment address of a segment \( n \), and that \( j \) is clerk \( x \)'s segment number for \( n \). From the discussion so far, one can conclude that the \( i \)-th entry in \( x \)'s control segment contains \( j \), and that the \( j \)-th entry in \( x \)'s descriptor segment contains \( i \). After a clerk \( y \) has first made access to the control and descriptor segments of clerk \( x \), then clerk \( y \) can, and presumably nearly always does, make subsequent access to these segments using its own segment numbers for these segments. Therefore, from the point of view of a clerk such as clerk \( y \), there exists a bi-directional link between the entries for segment \( n \) in clerk \( x \)'s control and descriptor segments. Two such bi-directional links are shown in Figure 3.8.

The Permission Rule Mechanism. An explanation will now be given of the implementation of four types of actions: (1) reading from an ordinary segment, i.e., from a segment that is neither a control segment nor a descriptor segment, (2) writing into an ordinary segment, (3) adding 1 to a control matrix element, and (4) subtracting 1 from a control matrix element.
A clerk reads from an ordinary segment in the following way. If the Multics read permit bit [15] is on, and the read enable bit is also on, then the reading proceeds normally. If the read enable bit is off, then the read blocked bit is turned on, and the clerk goes into the blocked status [26].

A clerk writes into an ordinary segment in the following way. If the Multics write permit bit is on, and the write enable bit is also on, then the writing proceeds normally. If the write enable bit is off, then the write blocked bit is turned on, and the clerk goes into the blocked status.

A clerk x adds 1 to the integer at position \((e, n)\) of the control matrix by acting as if it executed the following program.

1. If the read enable bit in x's descriptor of n is off, turn on the read blocked bit in the same descriptor, and go into the blocked status; otherwise proceed to step (2).

2. Determine the control segment address of n by referring to x's descriptor of n.

3. Add 1 to the control matrix integer for n in e's control segment. If the result is +1, perform the following steps.
   a) Splice e's control segment into the read capability list for n.
   b) Turn on the read enable bit in e's descriptor of n.
   c) If the read blocked bit is on in the same descriptor, turn it off and take e out of the blocked status.
A clerk $x$ subtracts $1$ from the integer at position $<x, n>$ of the control matrix by acting as if it executed the following program.

1. Determine the control segment address of $n$ by referring to $x$'s descriptor of $n$.

2. Subtract $1$ from the control matrix integer for $n$ in $x$'s control segment. If the result is $0$, perform the following steps.
   a) Turn off the read enable and write enable bits in $x$'s descriptor of $n$.
   b) Splice $x$'s control segment out of the read capability list for $n$.
   c) Examine the double pointer field for $n$ in $x$'s control segment. If the field is not empty, and if its two addresses are equal, say to some address $a$, then perform the following steps.
      i) Examine $x$'s control segment at $a$ to obtain $x$'s segment number for the control segment of some clerk, $p$. Examine $x$'s control segment at $a+1$ to obtain $x$'s segment number for the descriptor segment of $p$.
      ii) Examine $p$'s control segment at the control segment address of $n$ to determine $p$'s segment number for $n$.
      iii) Turn on the write enable bit in $p$'s descriptor of $n$.
      iv) If the write blocked bit is on in the same descriptor, turn it off, and take $p$ out of the blocked status.

It is clear that the incrementing and decrementing of control matrix elements can be implemented either by hardware, or by a supervisory program.

The Associative Memory. Each processing unit in the GE 645 computing system, on which Multics is currently being implemented, contains an associative memory in which information obtained during recent accesses to a clerk's descriptor segment, and to page tables, is remembered [15]. The problem of detecting invalid entries in this associative memory suffers only a small augmentation because of the
modification that has been outlined here. The augmentation to this problem is small because a read or write capability possessed by a clerk can only be denied to the clerk by an action performed by the clerk itself, specifically, by the clerk's decrementing of a control matrix integer.

**Conclusion.** Many issues concerning the modification of Multics to realize a control matrix have not been discussed. Nevertheless, it is clear that the implementation of a control matrix in Multics is very likely to be feasible, and that this implementation would be worth exploring further in the event that the goals to be achieved by such an implementation should prove desirable.

Similar remarks may be made concerning the Chapter's overall topic, the facility EF. It is clear that the construction and use of a facility that behaves like an MCM are both very likely to be feasible, and that a further exploration of the problems involved would be justified in the event that the goals to be achieved were deemed desirable.
Chapter IV

The Output Functionality of an MCM

Introduction

This Chapter presents a proof of the fact that nonfunctionality lurking bug effects do not occur in an MCM, or in other words, that every MCM is output-functional. According to the definition given in Chapter I, an MCM is output-functional just when each output symbol produced in every output stream of the MCM is a function only of the MCM's initial computation state. It may be recalled from the description in Chapter II that an MCM produces an output symbol just when a clerk cell writes into one of the MCM's designated output cells.

In pursuit of the proof of output functionality, a set-theoretic entity called a run is introduced as a formal description of a computation. Then the notion of a history array is introduced to describe certain properties of a run. Using runs and history arrays, a theorem, called the functionality theorem, is stated and proved; the truth of the functionality theorem implies that every MCM is output-functional.

Specialization to a Single Arbitrary MCM

The remarks to be made in this Chapter concern one specific, but arbitrary, MCM. This MCM, which will be designated by the letter M, is described by four quantities: (1) a set N of cell names, (2) a set Q of output cell names that is a subset of N, (3) a transaction table J(1)
for each \( i \) belonging to \( N \), and \((4)\) a set \( I \) of initial computation states. It is assumed that this machine \( M \) is well-defined, in the sense described near the end of Chapter II. Since \( M \) is arbitrary, the remarks to be made about \( M \), including the functionality theorem, are true for any well-defined MCM.

**The Run as a Formal Description of a Computation**

A computation is an instance of the behavior of the machine \( M \); in other words, a computation is that activity which ensues when \( M \) is started up from an initial computation state. The problem of describing a computation performed by \( M \) may be compared with the problem of describing an instance of the behavior of, say, a finite automaton \([24]\). Since the identity of each successive state of a finite automaton is determined by the immediately preceding state, then an instance of the behavior of a finite automaton is determined solely by the automaton's initial state, and therefore is described completely by this initial state.

A computation performed by \( M \) is determined, in general, not only by \( M \)'s initial computation state, but also by the successive selections that \( M \)'s scheduler makes in response to perhaps unpredictable influences. A suitable description of a computation performed by \( M \) must therefore both give the initial computation state, and also identify the clerk cells that participate in each computation state transition. One kind of description that meets these specifications is the **run**. A run is an ordered pair such as

\[
\langle S, T \rangle
\]

where \( S \) is an initial computation state, and \( T \) is a transition sequence,
in which each \( T_i \) is a set containing the names of the clerk cells that accomplish the \( i \)-th computation state transition of the denoted computation. Thus, for example, a run with \( T \) equal to
\[
\left< T_1, T_2, \ldots, T_m \right>
\]
is a run that describes a computation in which \( m \) computation state transitions occur. The number of elements in a run's transition sequence is called the **length** of the run; the length of the run \( \langle S, T \rangle \), above, is therefore \( m \).

Not every set-theoretic entity having the form of a run describes a computation that \( M \) might perform. Specifically, if \( \langle S, T \rangle \) is a run, then \( S \) must belong to \( I \), the set of initial computation states of \( M \), and each element \( T_i \) of the sequence \( T \) must be a member of the choice collection that is derived from the computation state immediately preceding the \( i \)-th computation state transition. It may be recalled from Chapter II that the choice collection derived from a computation state is a collection of sets of cell names; it is from this collection that the scheduler selects one set to be the set of the names of the cells that will accomplish the next computation state transition.

The foregoing restrictions on the initial computation state and transition sequence of a run may be expressed concisely by saying that every run must be **possible**. A run is possible just when it describes a computation that \( M \) might perform. In order that the notion of a possible run might be thoroughly understood, an alternate, more formal definition of a possible run will now be developed.

To aid in the defining of a possible run, let two functions, \( e(\cdot) \) and \( n(\cdot, \cdot) \), be defined in the following way. Suppose \( M \) holds some
arbitrary computation state $S$, not necessarily belonging to $I$. Let $e(S)$ denote the choice collection derived from $S$, and if $A$ is a set of names of cells, let $n(S, A)$ denote the computation state that prevails after each of the cells named in $A$ has performed its next transaction.

A run, $\langle S_1, T \rangle$, is possible if and only if

$$S_1 \in I$$

and

$$T_i \in e(S_i); \quad i \in D_T$$

where

$$S_{i+1} = n(S_i, T_i); \quad i \in D_T$$

It is convenient to define the predicate $p(\cdot, \cdot)$ so that $p(S, T)$ is true just when $\langle S, T \rangle$ is a possible run. Henceforth, every run discussed is assumed to be possible.

A useful concept is that of a prefix run. A run, $P = \langle U, V \rangle$, is a prefix of the run, $R = \langle S, T \rangle$, if and only if $S = U$ and $V$ is

---

*The proposition $A \in B$ is true if and only if $A$ belongs to $B$. For example, $a \in \{a, b\}$. The set-theoretic and logical notation being introduced in footnotes is summarized in Appendix C.*

**The set $D_F$ is the domain of the function $F$, i.e., the set of arguments for which $F$ is defined. A sequence, such as $T$ above, may be thought of as a function that takes an integer $i$ into the $i$-th element of the sequence. Thus, for example, the domain of the sequence $\langle T_1, T_2, \ldots, T_m \rangle$ is the set $\{1, 2, \ldots, m\}$.**
an initial subsequence of T. For example, the prefix runs of
\( \langle S, \langle T_1, T_2 \rangle \rangle \)
are
\( \langle S, \langle \rangle \rangle \)
\( \langle S, \langle T_1 \rangle \rangle \)
\( \langle S, \langle T_1, T_2 \rangle \rangle \)
where \( \langle \rangle \) is the empty sequence. Clearly, if R is a possible run, then every prefix of R is also a possible run.

The History Array of a Run

Let us recall from Chapter II the notion of writing into a cell. A clerk cell \( x \) writes into a cell \( i \) just when \( x \) causes a new word to be held by \( i \), where the new word might or might not be the same as the word previously held by \( i \). The only circumstances in which a write into a cell occurs during a computation are the following two circumstances: A clerk cell performing a put writes into the cell named by the put's operand name, and a clerk cell performing any transaction writes into itself. The notion of writing is vital for understanding the notion of a history array; the latter notion is now introduced.

Let \( R \) be a run, describing, of course, a computation that might be performed by the machine \( M \). If \( M \) has \( n \) cells, then there are exactly \( n \) rows in the history array \( H \) of the run \( R \); that is, to each cell there corresponds a row in \( H \), and vice-versa. If \( i \) is a cell name, then the number of elements in row \( i \) of \( H \) is one greater than
the number of writes into cell $i$ that occur during the computation denoted by $R$. Specifically, the elements of the array $H$ are defined as follows: $H_{ij}$ is the word written into cell $i$ by the $j$-th write into cell $i$ during the computation denoted by $R$, and $H_{i0}$ is the word held initially in cell $i$, that is, before any writes into cell $i$ have occurred. Thus row $i$ of $H$ is a "history" of the words that are caused to be held by cell $i$, either by writing, or by $M$'s being placed in an initial computation state.

Before explaining further the notion of a history array, it is convenient to introduce a more concise way of talking about runs: events that occur during the computation denoted by a run will be said to occur "during the run", even though the latter locution is not, strictly speaking, correct.

Returning to the explanation of history arrays, let us examine, with the aid of Figure 4.1, the appearance of a few typical history arrays. If no computation state transitions occur during a run, i.e., if the run is of length zero, then as shown in Figure 4.1(a), the history array of the run consists of just one column. If exactly one transaction occurs during a run, and if this transaction is a put of $i$ that is performed by a cell $x$ where $x$ is not equal to $i$, then as shown in Figure 4.1(b), exactly two rows of the run's history array contain two elements each, and any remaining rows of the array contain one element each. As shown in Figure 4.1(c), the history array of a run of substantial length would most likely have a jagged right edge, since the maximum column subscript in any row is equal to the number of writes that have occurred into the cell to which the row corresponds.
(a) For a run of length zero.

(b) For a run during which exactly one transaction is performed, namely, a put of $i$ performed by a cell $x$ where $x$ is not equal to $i$.

(c) For a run of substantial length.

Figure 4.1. Three typical history arrays.
One can think of the array $H$ as a set of ordered pairs of the form $[25]$

$$\langle\langle i, j \rangle, H_{ij} \rangle$$

Using this convention for the history arrays $G$ and $H$, the statement

$$G \subseteq H$$

means, considering an array to be a function whose domain is a set of ordered pairs, that

$$\mathcal{D}G \subseteq \mathcal{D}H$$

$$G_{ij} = H_{ij} \quad ; \quad \langle i, j \rangle \in \mathcal{D}G$$

In other words, $H$ is defined everywhere that $G$ is defined, and each element of $G$ is equal to the corresponding element of $H$.

A useful property of history arrays is that if $G$ and $H$ are the history arrays of the runs $P$ and $R$, respectively, and if $P$ is a prefix of $R$, then

$$G \subseteq H$$

That this inclusion is true may be verified in three steps. First, $P$ and $R$ both have the same initial computation state; therefore the zeroth columns of $G$ and $H$ are equal. Second, if the $j$-th write into cell $i$ actually occurs in $P$, i.e., if $G_{ij}$ is defined, then since $P$ is a prefix of $R$, the $j$-th write into cell $i$ must occur in $R$, i.e., $H_{ij}$ must be defined. Therefore $H$ is defined everywhere that $G$ is

*The proposition $A \subseteq B$ is true if and only if $A$ is included in $B$, i.e., if and only if $A$ is a subset of $B$. For example, $\{a\} \subseteq \{a, b\}$, $\{a, b\} \subseteq \{a, b\}$, and $\{\} \subseteq \{a, b\}$, where $\{\}$ is the empty set.
defined. Third, since the events in P up to and including the j-th write into cell i are identical to the events in R up to and including the j-th write into cell i, then the j-th word written into cell i must be the same in both P and R, and so \( G_{ij} \) must equal \( H_{ij} \). Therefore, G and H are equal everywhere that G is defined. The truth of the inclusion is thus verified.

Let us define the proposition \( \#H_{ij} \) to be true if and only if the history array element \( H_{ij} \) is defined, i.e., if and only if \( \langle i, j \rangle \in \mathcal{D}H \).

The relation of similarity, \( \cong \), for two history arrays G and H is defined as follows.

\[
G \cong H
\]

if and only if

\[
(i)(j)(\#G_{ij} \land \#H_{ij} \rightarrow G_{ij} = H_{ij})
\] (4.1)

In other words, two history arrays are similar if and only if they are equal at every position where both are defined.

It is convenient to define the function \( h(\cdot, \cdot) \) so that \( h(S, T) \) is the history array of the run \( \langle S, T \rangle \). In other words, if \( H \) is the history array of \( \langle S, T \rangle \), then

\[
H = h(S, T)
\]

*The proposition \( (x)A \), where A is usually a function of \( x \), is true if and only if A is true for every \( x \). The proposition \( A \land B \) is true if and only if both A and B are true. The proposition \( A \rightarrow B \) is true if and only if A implies B, i.e., if and only if either A is false, or both A and B are true.
Statement of the Functionality Theorem

The functionality theorem is stated as follows: for the machine M, any two possible runs that have the same initial computation state have similar history arrays. In symbols, the functionality theorem is

\[(S)(T)(V)\wedge p(S, V) \rightarrow h(S, T) \equiv h(S, V)] \quad (4.2)\]

It must be emphasized again that since the machine M is arbitrary, the functionality theorem, when proved, will hold for any MCM.

What is the relationship between the functionality theorem and the notion of output functionality? Output functionality holds just when each word written into every output cell is a function only of the initial computation state. The functionality theorem says that each word written, not just into every output cell, but into every cell, is a function only of the initial computation state. That is, the functionality theorem asserts complete functionality, not just output functionality. It is clear that the functionality theorem implies output functionality. One way of understanding the functionality theorem is to observe that if every cell were an output cell then the theorem would not just imply, but be equivalent to output functionality.

It was mentioned at the beginning of Chapter II that questions concerning the necessity of the MCM design remain open. A particularly intriguing open question is, "Is complete functionality necessary for output functionality?" A proper answer to this question requires a broader framework than that being developed here, and is beyond the scope of the Thesis. Speculations concerning how this question might be answered are indulged in in Chapter VI. It may be noted that
complete functionality is a worthwhile design goal in its own right, because complete functionality materially facilitates the debugging of programs.

The remainder of the Chapter is devoted to a proof of the functionality theorem, (4.2).

The Augmented Array

The proof of (4.2) will be given as an inductive proof of a proposition that implies (4.2), namely

\[(S)(T)(V)[p(S, T) \land p(S, V) \rightarrow a(S, T) \equiv a(S, V)] \quad (4.3)\]

The function \(a(\cdot, \cdot)\) is defined so that if \(\langle S, T \rangle\) is a run, then \(a(S, T)\) is the augmented array of the run \(\langle S, T \rangle\). Just as for history arrays, two augmented arrays are similar if and only if they are equal at every position where both are defined.

The augmented array of a run has the same form as the history array of the run; that is, if an array is considered as a function defined on ordered pairs, then a run's augmented array and history array both have the same domain. The augmented array of a run contains all the information contained in the history array of the run, plus additional information. Specifically, if \(\langle S, T \rangle\) is a run and \(H = h(S, T)\)

\(A = a(S, T)\)

then

\[A_{ij} = \langle H_{ij}, x_{ij}, y_{ij} \rangle \quad ; \quad \langle i, j \rangle \in \mathbb{H} \text{ and } j \neq 0\]

\[A_{10} = \langle H_{10}, \emptyset, \emptyset \rangle \quad ; \quad \langle i, 0 \rangle \in \mathbb{H}\]
where $x_{ij}$ and $y_{ij}$ are explained below, and where the symbol $\emptyset$, which is assumed to not be the name of a cell of $M$, means "empty" or "meaningless".

In the above definition, position $\langle x_{ij}, y_{ij} \rangle$ of $A$ "writes" position $\langle i, j \rangle$ of $A$. That is, the quantity $x_{ij}$ is the name of the cell that performs the $j$-th write into cell $i$ during the run $\langle S, T \rangle$, and the quantity $y_{ij}$ is the number of writes that have occurred into the cell $x_{ij}$ during the run $\langle S, T \rangle$ up to the instant just before the cell $x_{ij}$ performs the $j$-th write into cell $i$. In other words, if $A_{ij} = \langle a, b, c \rangle$, and $j \neq 0$, then one might say that during $\langle S, T \rangle$, $A_{bc}$ "writes" $A_{ij}$; what actually happens is that the $j$-th write into cell $i$ is a write of the word $a$ into cell $i$, and this write is performed by cell $b$ at an instant when exactly $c$ writes have occurred into cell $b$. Thus concerning each write that occurs during $\langle S, T \rangle$, the array $A$ not only tells the word written, but also tells both the name of the cell that did the writing, and the ordinality of the writing cell's content.

Just as for a history array, let the proposition $\#A_{ij}$ be true if and only if the augmented array element $A_{ij}$ is defined. Then the definition of similarity, (4.1), applies to augmented arrays as well as to history arrays. If $\langle S, T \rangle$ and $\langle S, V \rangle$ are runs, then clearly

$$a(S, T) \preceq a(S, V) \rightarrow h(S, T) \preceq h(S, V)$$

and so (4.3) implies the functionality theorem, (4.2).

If $\langle S, V \rangle$ is a prefix of $\langle S, T \rangle$, then

$$a(S, V) \subseteq a(S, T)$$

This statement is true because for each $\langle i, j \rangle$ such that $(a(S, V))_{ij}$ is
defined, the three components of \((a(S, V))_{i,j}\) and the three components of \((a(S, T))_{i,j}\) depend only on the events in \(\langle S, V \rangle\) and \(\langle S, T \rangle\), respectively, up to and including the \(j\)-th write into cell \(i\); since \(\langle S, V \rangle\) is a prefix of \(\langle S, T \rangle\), then these events in \(\langle S, V \rangle\) are identical to these events in \(\langle S, T \rangle\).

**Introduction to the Proof**

The proof of (4.3) will be an inductive proof that uses as the variable of induction the length of successively longer prefixes of the run \(\langle S, V \rangle\). The initial step of the induction is to show that \(a(S, T)\) is similar to the augmented array of \(\langle S, V \rangle\)'s prefix of length 0. The inductive step is to show that if \(a(S, T)\) is similar to the augmented array of \(\langle S, V \rangle\)'s prefix of length \(n\), then \(a(S, T)\) is similar to the augmented array of \(\langle S, V \rangle\)'s prefix of length \(n + 1\).

After both the initial step, and the simplest case of the two cases in the inductive step have been proved, a digression will be made to introduce several auxiliary concepts that will be useful in proving the second case of the inductive step. Following the digression, the proof of the second case of the inductive step will be given. Since this proof of the second case is complex, the proof of the second case will be divided, for convenience, into three stages. In turn, the first stage will be divided into five tasks, and the third stage will be divided into three tasks.
The Inductive Formulation

In order to define the inductive proof of (4.3) precisely, the function \( u(\cdot, \cdot) \) is now introduced so that if \( V \) is a transition sequence and \( n \) is a non-negative integer, then*

\[
\begin{align*}
  u(V, 0) & = \langle \rangle \\
  u(V, n) & = \langle V_1, V_2, \ldots, V_n \rangle \quad \text{; } n \in \mathcal{D}V \\
  u(V, n) & = V \quad \text{; } n \notin \mathcal{D}V \text{ and } n > 0
\end{align*}
\]

Let the predicate \( \pi(\cdot) \) be defined so that \( \pi(n) \) is true if and only if \( a(S, T) \equiv a(S, u(V, n)) \).

For example, if \( n \in \mathcal{D}V \), then \( \pi(n) \) is true if and only if the augmented array of \( \langle S, T \rangle \) is similar to the augmented array of \( \langle S, V \rangle \)'s prefix of length \( n \).

By the induction principle, (4.3) is equivalent to

\[
(S)(T)(V)\left\{ p(S, T) \land p(S, V) \longrightarrow \right. \pi(0) \land (n)[n \geq 0 \longrightarrow (\pi(n) \longrightarrow \pi(n+1))]
\]

Proposition (4.4) is easily transformed into

\[
(S)(T)(V)[p(S, T) \land p(S, V) \longrightarrow \pi(0)] \land (S)(T)(V)(n)[(p(S, T) \land p(S, V) \land n > 0 \land \pi(n)) \longrightarrow \pi(n+1)]
\]

The initial step and the inductive step in the inductive proof of (4.3) will be established by proving the first and second conjuncts, respectively, of (4.5).

*The proposition \( A \notin B \) is true if and only if \( A \) does not belong to \( B \).
The Initial Step

The truth of the first conjunct of (4.5) follows from the fact that the runs \( \langle S, T \rangle \) and \( \langle S, V \rangle \) have a common initial computation state \( S \). To verify this first conjunct, observe that during \( \langle S, u(V, 0) \rangle \) no writes are performed into any cell, and so the augmented array \( a(S, u(V, 0)) \) consists of just the 0-th column. If \( c(\cdot) \) is the content function denoting the state of \( M \)'s cells when \( M \) has the computation state \( S \), and if \( N \) is the set of \( M \)'s cell names, then

\[
[a(S, u(V, 0))]_{i0} = \langle c(i), \emptyset, \emptyset \rangle \quad ; \ i \in N
\]

But it is also true that

\[
[a(S, T)]_{i0} = \langle c(i), \emptyset, \emptyset \rangle \quad ; \ i \in N
\]

Therefore, the arrays \( a(S, T) \) and \( a(S, u(V, 0)) \) are equal everywhere that elements are defined in both, and so we have

\[
a(S, T) \cong a(S, u(V, 0))
\]

which is \( \pi(0) \). Thus, in the inductive proof of (4.3), the initial step has been proved.

Beginning the Inductive Step

In presenting the inductive step in the proof of (4.3), i.e., in presenting the proof of the second conjunct of (4.5), the following
notation will be used.

\[ R = \langle S, u(V, n) \rangle \]
\[ R' = \langle S, u(V, n+1) \rangle \]
\[ R^+ = \langle S, T \rangle \]
\[ A = a(S, u(V, n)) \]
\[ A' = a(S, u(V, n+1)) \]
\[ A^+ = a(S, T) \]

Thus in the inductive step we are given

\[ p(S, T) \land p(S, V) \land n > 0 \land A \cong A^+ \quad (4.6) \]

and we must prove

\[ A' \cong A^+ \quad (4.7) \]

The environment of the inductive step is diagrammed in Figure 4.2.

According to the definition of similarity, (4.1), the job of the inductive step is to show that

\[ (1)(j)(\#A'_{ij} \land \#A^+_{ij} \rightarrow A'_{ij} = A^+_{ij}) \quad (4.8) \]

The truth of (4.8) will be established by showing that \( A'_{ij} = A^+_{ij} \) for an arbitrary array position, \( \langle i, j \rangle \), at which both \( A' \) and \( A^+ \) are defined.

The simpler of the two cases to be considered is the case in which position \( \langle i, j \rangle \) is defined in \( A \). Since \( R \) is a prefix of \( R' \), we have

\[ A_{ij} = A'_{ij} \]

By similarity, we have

\[ A_{ij} = A^+_{ij} \]

and so

\[ A'_{ij} = A^+_{ij} \]
Figure 4.2. The environment of the inductive step.
The second case to be considered is the case in which position \( \langle i, j \rangle \) is not defined in \( A \); this is the case that is depicted in Figure 4.2. Here the \( j \)-th write into cell \( i \) occurs in the transition from \( R \) to \( R' \); one might say that \( A'_{ij} \) is a "new" element of \( A' \). Just as for the first case in the proof of the inductive step, the proof of \( A'_{ij} = A^+_{ij} \) relies on the knowledge that \( R \) is a prefix of \( R' \), and that \( A \cong A^+ \). In addition, specific MCM properties, such as the enabling rules, are utilized.

The proof of the second case is complex. An adequate presentation of this proof requires the use of several auxiliary concepts. The number and intricacy of these concepts make it undesirable to introduce each at its first use during the proof. Therefore, a digression is made in the next three Sections to introduce these concepts all at once; following this digression the proof of the functionality theorem is resumed and completed.

Facts and Nomenclature about Augmented Arrays

Let \( A \) be the augmented array of a run \( R \). Recall that if \( \#A_{ij} \), i.e., if \( A_{ij} \) is defined, then
\[
A_{ij} = \langle a, b, c \rangle
\]
Here if \( j = 0 \) then \( a \) is the initial content of cell \( i \), and \( b = \emptyset \), and \( c = \emptyset \). If \( j > 0 \) then \( a \) equals \( H_{ij} \), and \( A_{bc} \) "writes" \( A_{ij} \). It will be convenient to use the notation
\[
\begin{align*}
1^A_{ij} &= a \\
2^A_{ij} &= b \\
3^A_{ij} &= c
\end{align*}
\]
This notation, although unconventional, will prove much less cumbersome than, say, \((A_{ij})_1\), \((A_{ij})_2\), and \((A_{ij})_3\).

The quantity \(A_{ij}\) is the \(j\)-th-written content of cell \(i\). The zeroth-written content of cell \(i\) is the initial content of cell \(i\). The quantity \(2A_{ij}\) is the name of the cell that is the \(j\)-th-writer of cell \(i\). It is meaningless to speak of the 0-th-writer of cell \(i\). The quantity \(3A_{ij}\) is the write ordinality of the \(j\)-th-writer of cell \(i\). It is meaningless to speak of the write ordinality of the 0-th-writer of cell \(i\).

Every time cell \(i\) performs a transaction, cell \(i\) writes into itself. Therefore, if

\[
2^A_{i,j+1} = i
\]

i.e., if the \((j+1)\)-st-writer of cell \(i\) is cell \(i\) itself, then during the run \(R\) cell \(i\) is known to receive a go pulse at an instant when cell \(i\) has been written into \(j\) times. Then

\[
3^A_{i,j+1} = j
\]

and position \(<i, j>\) of \(A\) is said to be an executed position of \(A\), and \(A_{ij}\) is said to be an executed element of \(A\).

If \(A_{ij}\) is an executed element of \(A\), then there is a transaction associated in a natural way with the element \(A_{ij}\), namely, the transaction corresponding in cell \(i\)’s transaction table to the word \(lA_{ij}\). If and only if this transaction is such that cell \(i\) requires positive count for a cell \(x\) in order to be enabled to perform the transaction, then \(A_{ij}\) is said to be an \(x\)-requiring element of \(A\). Notice that a statement that \(A_{ij}\) is \(x\)-requiring implies that \(A_{ij}\) is executed.
If \( A_{ij} \) is executed, then \( A_{ij} \) is \( i \)-requiring. Thus, if \( A_{ij} \) is \( x \)-requiring, then \( A_{ij} \) is \( i \)-requiring. Furthermore, if \( A_{ij} \) is \( x \)-requiring, and \( x \) is not equal to \( i \), then the transaction associated with \( A_{ij} \) is either a get of \( x \), a put of \( x \), or a send of \( x \).

An \( x \)-requiring element \( A_{ij} \) may be either \( x \)-reading, \( x \)-writing, or both, or neither. An \( x \)-requiring element \( A_{ij} \) is \( x \)-reading or \( x \)-writing if and only if the transaction associated with \( A_{ij} \) reads or writes, respectively, cell \( x \). Notice that a statement that \( A_{ij} \) is \( x \)-reading or \( x \)-writing implies that \( A_{ij} \) is \( x \)-requiring, which in turn implies that \( A_{ij} \) is executed.

If \( A_{ij} \) is \( x \)-reading and \( x \) is not equal to \( i \), then the transaction associated with \( A_{ij} \) is a get of \( x \). If \( A_{ij} \) is \( x \)-writing and \( x \) is not equal to \( i \), then the transaction associated with \( A_{ij} \) is a put of \( x \). If \( A_{ij} \) is either \( i \)-reading or \( i \)-writing, then the transaction associated with \( A_{ij} \) might be any of the five types. If \( A_{ij} \) is both \( x \)-reading and \( x \)-writing, then \( x \) is equal to \( i \), and the transaction associated with \( A_{ij} \) might be any of the five types. Finally, if the \( x \)-requiring element \( A_{ij} \) is neither \( x \)-reading nor \( x \)-writing, then the transaction associated with \( A_{ij} \) is a send of \( x \).

If and only if \( A_{ij} = \langle w, x, y \rangle \), then \( A_{xy} \) is \( i \)-writing, and \( A_{xy} \) is said to write \( A_{ij} \). Similarly, if and only if during the run described by \( A \), a cell \( x \) reads a cell \( i \) after exactly \( y \) and \( j \) writes have occurred into the cells \( x \) and \( i \), respectively, then \( A_{xy} \) is said to read \( A_{ij} \).
Boundaries

To isolate in an augmented array those elements having properties of interest, use will be made of boundaries, which are described by boundary vectors. As shown in Figure 4.3, a boundary is an imaginary line drawn between the elements of an array so that each row of the array is crossed exactly once. A boundary vector $B_i$ describes a boundary in an array $A$ by giving the number of elements to the left of the boundary in each row of $A$. Thus if $B_i = j$, then $A_{ij}$ is the element just to the right of the $B$ boundary in row $i$ of $A$.

Associated with each augmented array is exactly one edge boundary, which is described by a boundary vector called the edge vector of the array. As shown in Figure 4.4, the edge vector $E_i$ of an array $A$ is defined for each cell $i$ in the following way.

$$E_i = \text{maximum } j \text{ such that } #A_{ij}$$

That is, the elements of $E$ point to the right-most elements of $A$, and the $E$ boundary falls just to the left of these elements. Thus, if $A$ is the augmented array of some run, $R$, then for each cell $i$, $A_{iE_i}$ is the content of cell $i$ at the conclusion of the computation denoted by $R$. An important property of the edge vector $E$ of an augmented array $A$ is that every executed position in $A$ lies to the left of the $E$ boundary.

The Count Matrix at the Conclusion of a Prefix Run

Let $A$ be the augmented array of a run $R$. It has been shown how one can extract information from $A$ on a small scale; that is, it has been shown how one can identify elements of $A$ that are $x$-requiring,
Figure 4.3. A boundary.

Figure 4.4. An edge boundary.
x-writing, etc. Methods will now be developed for extracting information from A on a large scale; that is, methods will now be developed for summarizing information from whole sections of A.

As shown in Figure 4.5, let \( \prec \) be a set of positions in A. Let us define

\[
N_A(x, i, \prec)
\]

to be the number of generalized sends of \( i \) to \( x \) in the region \( \prec \) of the array A. An element \( A_{pq} \) is a generalized send of \( i \) to \( x \) if and only if \( A_{pq} \) is executed, and the execution of \( A_{pq} \) adds 1 to the count at position \( \langle x, i \rangle \) of the count matrix. In other words, \( A_{pq} \) is a generalized send of \( i \) to \( x \) if and only if \( A_{pq} \) is executed and either (1) the transaction associated with \( A_{pq} \) is a send of \( i \) to \( x \), or (2) the transaction associated with \( A_{pq} \) is a bye to \( x \), and \( x \neq p \), and \( i = p \). Alternative (2) can be explained in another way: if the transaction associated with the executed element \( A_{pq} \) is a bye to \( x \), and if \( x \neq p \), then \( A_{pq} \) is a generalized send of \( p \) to \( x \). Notice that every generalized send of \( i \) to \( x \) is \( i \)-requiring.

Let us also define

\[
D_A(x, i, \prec)
\]

to be the number of generalized dones of \( i \) by \( x \) in the region \( \prec \) of the array A. An element \( A_{pq} \) is a generalized done of \( i \) by \( x \) if and only if \( A_{pq} \) is executed, and the execution of \( A_{pq} \) subtracts 1 from the count at position \( \langle x, i \rangle \) of the count matrix; it is a property of the MCM design that \( A_{pq} \) can be a generalized done of \( i \) by \( x \) only if \( x = p \). In other words, \( A_{pq} \) is a generalized done of \( i \) by \( x \) if and only if \( x = p \), and \( A_{pq} \) is executed, and either (1) the
Figure 4.5. A set of positions in an augmented array.

Figure 4.6. A boundary and the set of positions to its left.
transaction associated with $A_{pq}$ is a done of $i$, or (2) the transaction associated with $A_{pq}$ is a bye to $e$, and $e \neq x = p$, and $i = x = p$.

Alternative (2) can be explained in another way: if the transaction associated with the executed element $A_{pq}$ is a bye to $e$, and if $e \neq p$, then $A_{pq}$ is both a generalized send of $p$ to $e$, and a generalized done of $p$ by $p$. This situation, in which the transaction associated with the executed element $A_{pq}$ is a bye to $e$, and $e \neq p$, is the only situation in which an element $A_{pq}$ is both a generalized send and a generalized done.

As shown in Figure 4.6, let $B$ be a boundary vector describing a boundary in $A$, and let $\beta$ be the set of positions lying to the left of the $B$ boundary. Recall that $A$ is the augmented array of a run $R$, and let $k(\cdot, \cdot)$ describe the state of the count matrix in the initial computation state of $R$. Let us define

$$K_R(x, i, \beta)$$

so that

$$K_R(x, i, \beta) = k(x, i) + N_A(x, i, \beta) - D_A(x, i, \beta) \quad (4.9)$$

The significance of the quantity $K_R(x, i, \beta)$ is the following. Suppose there is some run $P$ that is a prefix of $R$ and that has an augmented array whose edge vector is $B$. Then $K_R(x, i, \beta)$ gives the count at position $\langle x, i \rangle$ of the count matrix at the conclusion of the run $P$.

An understanding of the above remark about $K_R(x, i, \beta)$ is vitally important for an adequate comprehension of the proof of the functionality theorem. Let us therefore review that import of (4.9). Consider an instant between two successive computation state transitions in the computation denoted by the run $R$. Let machine $M$'s behavior up to this instant be described by a run $P$ that is a prefix of $R$. If
the edge vector of the augmented array of P is B, and if, as in Figure 4.6, the B boundary is drawn in the array A, then to every transaction performed during P there corresponds a unique executed element to the left of the B boundary, i.e., in the region $\beta$. Some of these elements in $\beta$ might be generalized sends of $i$ to $x$, some might be generalized dones of $i$ by $x$, some might be both, and some might be neither. Consider the count at position $\langle x, i \rangle$ of the count matrix; equation (4.9) says that what this count is at the conclusion of P equals what this count was at the start of P, plus the number of generalized sends of $i$ to $x$ performed during P, minus the number of generalized dones of $i$ by $x$ performed during P.

Resuming the Proof

The digression introducing auxiliary concepts is now complete. Let us continue with the proof of the functionality theorem. Recall that the inductive step's second case, depicted in Figure 4.2, is being discussed. This case is the second case in the establishing of (4.8), i.e., the case in which position $\langle i, j \rangle$ is not defined in A. The quantities $R$, $R'$, $R^+$, $A$, $A'$, $A^+$, $i$, and $j$ as used now are the same quantities that were used when the proof was begun. These quantities will remain bound in this way for the remainder of the proof. For the remainder of the proof, also, let us define $x$, $y$, $z$, and $w$ so that $A'_{xy}$ is the element of $A'$ that writes $A'_{ij}$, and so that $A^+_{zw}$ is the
element of \( A^+ \) that writes \( A^+_{ij} \). For convenience, the remainder of the proof is divided into three stages:

1. a proof that \( \langle x, y \rangle = \langle z, w \rangle \),
2. a proof that if the transaction associated with \( A_{xy}^+ \) is a put, send, done, or bye, then \( A^+_{ij} = A^+_{ij} \), and
3. a proof that if the transaction associated with \( A_{xy}^+ \) is a get, then \( A^+_{ij} = A^+_{ij} \).

Before the first stage of the proof is begun, several quantities will be introduced that will be useful in all three stages. The first quantity is the array \( A^0 \). The array \( A^0 \) has the form of an augmented array, although there may not exist a run whose augmented array is \( A^0 \). The array \( A^0 \) is defined everywhere that either \( A \) or \( A^+ \) is defined, and nowhere else. If \( \#A^0_{pq} \) then \( A^0_{pq} \) equals either \( A^+_{pq} \), or \( A^0_{pq} \), or both; since \( A \leq A^+ \), then there is no ambiguity in saying that \( A^0_{pq} \) is equal to both \( A^+_{pq} \) and \( A^0_{pq} \). A convenient way of understanding the construction of \( A^0 \) is to consider that an array such as \( A \) is a set of ordered pairs of the form

\[ \langle \langle i, j \rangle, A^+_{ij} \rangle \]

and observe that \( A^0 \) is the set-theoretic union of \( A \) and \( A^+ \).

Let \( E, E', E^+ \), and \( E^0 \) be the edge vectors of the arrays \( A, A', A^+ \), and \( A^0 \). Let \( R^- \) be the prefix run of \( R^+ \) whose performance immediately precedes the writing of \( A^+_{ij} \). Let \( A^- \) be the augmented array of \( R^- \), and

---

*The usefulness of working with the array \( A^0 \) was pointed out by Prof. J. E. Dennis.

**The union of \( \{ a, b \} \) and \( \{ a, c \} \) is \( \{ a, b, c \} \).
let \( E^- \) be the edge vector of \( A^- \). Figure 4.7 shows the relationship of the run \( R^- \) to the run \( R^+ \), and the relationship of the run \( R \) to the run \( R' \).

Figure 4.8 shows the \( E \) and \( E^- \) boundaries drawn in \( A^0 \). During the computation state transition of \( R' \) that immediately follows the performance of \( R \), \( A'_{ij} \) is written. Therefore \( #A_{i,j-1} \) and \( \rightarrow #A_{i,j} \), and so the \( E \) boundary falls just to the left of \( A^0_{i,j-1} \). Similar reasoning shows that the \( E^- \) boundary also falls just to the left of \( A^0_{i,j-1} \).

As shown in Figure 4.8, let \( \alpha \) be the set of positions in \( A^0 \) to the left of both the \( E \) and \( E^- \) boundaries. Let \( \beta \) be the set of positions to the right of the \( E \) boundary and to the left of the \( E^- \) boundary. Let \( \gamma \) be the set of positions to the left of the \( E \) boundary and to the right of the \( E^- \) boundary.

**The First Stage**

The object of the first stage of the proof of the second case of the inductive step is to show that \( A^0_{xy} \) and \( A^0_{zw} \) are one and the same element. For convenience, the reasoning is divided into (1) an enumeration of possibilities, and (2) five explicitly indicated tasks.

**Enumeration of Possibilities.** During the computation state transition of \( R' \) that immediately follows the performance of \( R \), \( A'_{xy} \) is executed. Therefore \( #A_{xy} \) and \( \rightarrow #A_{x,y+1} \), and so, as shown in Figure 4.9, \( A^0_{xy} \) lies just to the right of the \( E \) boundary. Similar reasoning shows that \( A^0_{zw} \) lies just to the right of the \( E^- \) boundary.

---

*The proposition \( \neg A \) is true if and only if \( A \) is not true.*
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(a) Run $R^-$ is a prefix of run $R^+$.  

(b) Run $R$ is a prefix of run $R'$.  

Figure 4.7. Four runs. Hack marks denote computation state transitions, assumed here to be instantaneous.
Figure 4.8. Principal boundaries used in the proof of the second case of the inductive step.
Figure 4.9. The ten possibilities in the proof of the first stage of the second case of the inductive step.
Figure 4.9 shows that element $A^0_{xy}$ might lie either to the left of the $E^-$ boundary, or just to the right of the $E^+$ boundary, or at least one position away from and to the right of the $E^-$ boundary. For each of these three possibilities, exactly the same three possibilities exist for $A^0_{zw}$ with respect to the $E$ boundary, making a total of nine possibilities. For one of these possibilities, namely, that in which $A^0_{xy}$ and $A^0_{zw}$ lie just to the right of the $E^-$ and $E$ boundaries, respectively, $A^0_{xy}$ and $A^0_{zw}$ might or might not be one and the same element. For the other eight possibilities, it is clear that $A^0_{xy}$ and $A^0_{zw}$ cannot be one and the same element. Thus there are ten possibilities in all, which are depicted in Figure 4.9. The job of the first stage of the second case of the inductive step is to disprove the first nine of these possibilities.

Task One. The first task is to disprove possibilities (2), (5), and (8) of Figure 4.9. Let us restrict our attention to these three possibilities, and recall that $A^+_{zw}$ is executed. It is not known, however, that $A_{zw}$ is executed, and an argument establishing this fact will now be presented. This argument will be given in much greater detail than will be usual in the rest of the proof, in order to allow the reader to become accustomed to the notation being used, and in order to help the reader's intuition develop along sound lines.

Since for possibilities (2), (5), and (8), $A^0_{zw}$ lies to the left of the $E$ boundary, therefore $A_{zw}$ lies to the left of the $E$ boundary. Since one element of $A$ lies to the right of the $E$ boundary, then at least one element of $A$ must lie to the right of $A_{zw}$. Therefore, $\#A_{z,w+1}$. 
Since $A^+_{zw}$ is executed, then $\#A^+_z, w+1$ and $A^+_z, w+1 = z$. By the inductive hypothesis we have $A \cong A^+$, and therefore $A^+_z, w+1 = A^+_z, w+1$. Therefore $A^+_z, w+1 = z$, and so $A^+_{zw}$ is executed.

**Digression.** In order that the reader's intuition will not be led astray by the simplicity of the foregoing argument, a digression will now be made to alert the reader to some of the subtleties of the problem of proving the inductive step. Consider possibility (1) of Figure 4.9. It will be shown later that for possibility (1) $A^-_{xy}$ is executed. It would seem that this fact could be established by relying on an apparent symmetry between possibilities (1) and (5). Suppose one tried to establish this fact, that $A^-_{xy}$ is executed, by an argument similar to the argument which established for possibility (5) that $A^-_{zw}$ is executed. The new argument would be constructed from the old one by interchanging $x$ and $y$ with $z$ and $w$, respectively, by interchanging $R^-$, $A^-$, and $E^-$ with $R$, $A$, and $E$, respectively, and by interchanging $R^+$, $A^+$, and $E^+$ with $R'$, $A'$, and $E'$, respectively. The new argument would be valid up to the point at which it invokes the "inductive hypothesis" that $A^- \cong A'$. The proposition $A^- \cong A'$ is not implied by the inductive hypothesis, (4.6). In fact, since $A^- \subseteq A^+$, therefore $A^- \cong A'$ is implied by the fact that $A^+ \cong A'$, which is the inductive conclusion, (4.7). Thus one would have wandered into the time-honored pitfall of invoking that which one was trying to prove.

The notion given to us by untutored intuition of a symmetry between possibilities (1) and (5) has proved false. Indeed, there is an inherent asymmetry in the environment of the inductive step, as shown in Figure 4.10. Thus armed with a better understanding of the
Figure 4.10. Asymmetry in the environment of the inductive step. Solid lines represent known relationships; dashed lines represent relationships to be proved.
problem, let us resume the reasoning of the first stage. Recall that we have just established for possibilities (2), (5), and (8) of Figure 4.9 that $A_{zw}$ is executed. The presentation will continue to be more detailed than will be usual.

**Resumption of Task One.** When $A_{zw}^+$ writes $A_{ij}^+$, a certain transaction, call it $\Theta$, is performed. By the inductive hypothesis $A \equiv A^+$, we have $A_{zw} = A_{zw}^+$. Therefore when $A_{zw}$ is executed, the same transaction $\Theta$ is performed. Since the execution of $A_{zw}^+$ writes cell $i$, then the execution of $A_{zw}$ writes cell $i$. Since $\neg \#A_{ij}$, then $A_{zw}$ writes $A_{iv}^+$ for some $v < j$. Thus $2A_{iv} = z$ and $3A_{iv} = w$. Since $\#A_{ij}$, then $\#A_{iv}^+$. By $A \equiv A^+$ we have $A_{iv} = A_{iv}^+$. Therefore $2A_{iv}^+ = z$ and $3A_{iv}^+ = w$. Therefore $A_{zw}^+$ writes $A_{iv}^+$. But by construction $A_{zw}^+$ writes $A_{ij}^+$, and we know $v < j$. This contradiction has been obtained from the assumption that either possibility (2), or (5), or (8) of Figure 4.9 prevails. Therefore possibilities (2), (5), and (8) have been eliminated.

**Task Two.** The second task is to establish a result that does not, by itself, eliminate any of the possibilities of Figure 4.9, but that is rather just a useful intermediate result. This result is that there are no $i$-requiring elements of $A^0$ whose positions belong to $Y$; recall that the region $Y$ has been defined as indicated in Figure 4.8. The result will be shown by assuming the contrary and deriving a contradiction. Any $i$-requiring element in $Y$ must be executed in run $R$. Let $A_{pq}^0$ be an arbitrary $i$-requiring element such that $A_{pq}$ is one of the first $i$-requiring elements in $Y$ to be executed in $R$. That is, of perhaps
several i-requiring elements in $\gamma$ that are executed simultaneously in $R$ before any others, $A_{pq}$ is an arbitrary one.

Let $R^P$ be the prefix run of $R$ whose performance immediately precedes the execution of $A_{pq}$; let $A^P$ be the history array of $R^P$, and let $E^P$ be the edge vector of $A^P$. Figure 4.11 shows the $E^P$ boundary drawn in $A^O$. Notice that since $R^P$ is a prefix of $R$, the $E^P$ boundary lies everywhere on or to the left of the $E$ boundary.

As shown in Figure 4.11, let $\rho$ be the set of positions in $A^O$ to the left of both the $E^P$ and $E^-$ boundaries. Let $\sigma$ be the set of positions to the right of the $E^P$ boundary and to the left of the $E^-$ boundary. Let $\tau$ be the set of positions to the left of the $E^P$ boundary and to the right of the $E^-$ boundary. Since $A^O_{pq}$ is i-requiring, then at the conclusion of $R^P$, cell $p$ has read capability for cell $i$, and so according to (4.9),

$$K(p, i, \rho \cup \tau) > 0 \quad (4.10)$$

Digression. In (4.10), as throughout the remainder of the proof of the functionality theorem, the subscripts of $K$, $N$, and $D$ are omitted. No ambiguity arises from the omission of the array subscript on $N$ and $D$, because this subscript may always be taken to be $A^O$. No ambiguity arises from the omission of the run subscript on $K$, because the initial count matrix is the same for all runs being discussed.

Resumption of Task Two. Since $A_{pq}$ is one of the first i-requiring elements in $\gamma$ to be executed in $R$, and since any i-requiring element

---

*The set $A \cup B$ is the union of $A$ and $B.$
Figure 4.11. Boundaries used in the demonstration that there are no i-requiring elements in $\gamma$. 
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of A lying in $\mathcal{C}$ is executed in $R$ before $A_{pq}$ is executed, therefore there are no i-requiring elements in $\mathcal{C}$. Since every generalized send of $i$ to $p$ is i-requiring, therefore

$$N(p, i, \mathcal{C}) = 0$$

and so

$$N(p, i, \rho) = N(p, i, \rho \cup \mathcal{C})$$

Clearly

$$N(p, i, \rho \cup \sigma) \geq N(p, i, \rho)$$

and so

$$N(p, i, \rho \cup \sigma) \geq N(p, i, \rho \cup \mathcal{C}) \quad (4.11)$$

Since generalized dones of $i$ by $p$ occur only in row $p$ of $A^0$, and since in row $p$ of $A^0$ the $E^p$ boundary lies on or to the right of the $E^-$ boundary, then

$$D(p, i, \rho \cup \sigma) \leq D(p, i, \rho \cup \mathcal{C}) \quad (4.12)$$

Combining (4.10), (4.11), and (4.12) with the definition of $K$, (4.9), we have

$$K(p, i, \rho \cup \sigma) > 0$$

This last proposition says that at the conclusion of $R^-$, cell $p$ has read capability for cell $i$.

As indicated in Figure 4.7, the run $R^-$ is the prefix of $R^+$ that just precedes the execution of $A_{zw}^+$. By construction, the element $A_{zw}^+$ writes $A_{ij}^+$, and so at the conclusion of $R^-$, cell $z$ has write capability, i.e., sole read capability, for cell $i$. Therefore, by the above result, $z = p$; thus $A_{zw}^0$ lies in row $p$ of $A^0$. Since $A_{pq}^0$ was constructed to lie in $Y$, then in row $p$, the $E$ boundary lies to the right of the $E^-$ boundary. Since $A_{zw}^0$ lies in row $p$ and just to the
right of the $E^-$ boundary, then $A^O_{zw}$ lies in $\gamma$. Therefore only possibilities (2), (5), and (8) of Figure 4.9 can prevail. But these possibilities have already been eliminated. This contradiction shows that there are no i-requiring elements in $\gamma$.

**Task Three.** The third task is to disprove possibilities (4), (6), (7), and (9) of Figure 4.9. Recall that the regions $\alpha$ and $\beta$ have been defined as indicated in Figure 4.8. At the conclusion of $R$, cell $x$ has write capability for cell $i$, and so

$$K(x, i, \alpha \cup \gamma) > 0$$

Since there are no i-requiring elements in $\gamma$,

$$N(x, i, \alpha) = N(x, i, \alpha \cup \gamma)$$

Clearly

$$N(x, i, \alpha \cup \beta) \geq N(x, i, \alpha)$$

and so

$$N(x, i, \alpha \cup \beta) \geq N(x, i, \alpha \cup \gamma)$$

For possibilities (4), (6), (7), and (9), in row $x$ of $A^O$ the $E$ boundary lies on or to the right of the $E^-$ boundary. Therefore

$$D(x, i, \alpha \cup \beta) \leq D(x, i, \alpha \cup \gamma)$$

Thus

$$K(x, i, \alpha \cup \beta) > 0$$

which says that at the conclusion of run $R^-$, cell $x$ has read capability for cell $i$.

At the conclusion of $R^-$, cell $z$ has sole read capability for cell $i$. Therefore $x = z$. But since $x \neq z$ in possibilities (4), (6), (7), and (9), therefore possibilities (4), (6), (7), and (9) have been eliminated. Only possibilities (1) and (3) of Figure 4.9 remain to be eliminated.
Task Four. The next task is to show that in possibilities (1) and (3) of Figure 4.9, $A_{xy}^-$ is executed. Since $A_{xy}^0$ lies to the left of the $E^-$ boundary, we have $A_{x,y+1}^-$. Let $A_{ab}^-$ be the element of $A^-$ that writes $A_{x,y+1}^-$. The task is to show that $\langle a, b \rangle = \langle x, y \rangle$.

Since $A_{ab}^-$ is executed, then $A_{ab}^0$ lies to the left of the $E^-$ boundary. As shown in Figure 4.12, $A_{ab}^0$ might lie in either $\alpha$ or $\beta$. It will now be shown that $A_{ab}^0$ does not lie in $\alpha$ by assuming the contrary and deriving a contradiction. By construction, $A_{ab}^-$ is executed, and so $\#A_{a,b+1}^-$ and $2_{a,b+1}^- = a$. The assumption that $A_{ab}^0$ lies in $\alpha$ implies $\#A_{a,b+1}^-$. Since $A_{ab}^0 \equiv A^-$, therefore both $2_{a,b+1}^- = a$ and $A_{ab}^- = A_{ab}^-$. Thus, since $A_{ab}^-$ is x-writing, then $A_{ab}^-$ is x-writing. Since $\neg \#A_{x,y+1}^-$, therefore $A_{ab}^- \leq A_{x,y+1}^-$. Therefore $2_{xy}^a = a$ and $3_{xy}^b = b$. We have $\#A_{xy}^-$, because $v \leq y$ and $\#A_{xy}^-$. Since $A_{ab}^0 \equiv A^-$ then $2_{xy}^a = a$ and $3_{xy}^b = b$. Therefore $A_{ab}^- \leq A_{xy}^-$. Since $v \leq y+1$, then $A_{ab}^-$ does not write $A_{x,y+1}^-$. But by construction $A_{ab}^-$ does write $A_{x,y+1}^-$. Therefore $A_{ab}^0$ does not lie in $\alpha$.

We now know that $A_{ab}^0$ lies in $\beta$. By construction $A_{ab}^- \leq A_{x,y+1}^-$. Therefore $A_{ab}^0$ is x-requiring, and so there is at least one x-requiring element in $\beta$. Any x-requiring element in $\beta$ must be executed in run $R^-$. Let $A_{pq}^0$ be an arbitrary x-requiring element such that $A_{pq}^-$ is one of the first x-requiring elements in $\beta$ to be executed in $R^-$. It will now be shown that $p = x$.

Let $R^D$ be the prefix run of $R^-$ immediately preceding the execution of $A_{pq}^-$. Let $A^P$ be the augmented array of $R^P$, and let $E^P$ be the edge vector of $A^P$. Figure 4.13 shows the $E^P$ boundary drawn in $A^0$. Since $R^D$ is a prefix of $R^-$, the $E^P$ boundary lies everywhere on or to the left of
Figure 4.12. Possible locations of $A_{ab}^0$. 
Figure 4.13. Boundaries used in the demonstration for possibilities (1) and (3) that $\lambda^\sigma_{xy}$ is executed.
the $E^-$ boundary. As shown in Figure 4.13, let $\rho$ be the set of positions to the left of both the $E$ and $E^P$ boundaries. Let $\sigma$ be the set of positions to the right of the $E$ boundary and to the left of the $E^P$ boundary. Let $\mathcal{C}$ be the set of positions to the left of the $E$ boundary and to the right of the $E^P$ boundary.

Since $A^-_{pq}$ is $x$-requiring, then at the conclusion of $R^P$, cell $p$ has read capability for cell $x$. Therefore

$$K(p, x, \rho \cup \sigma) > 0$$

Since $A^-_{pq}$ is one of the first $x$-requiring elements in $\beta$ to be executed in $R^-$, and since any $x$-requiring element of $A^-$ lying in $\sigma$ is executed in $R^-$ before $A^-_{pq}$ is executed, therefore there are no $x$-requiring elements in $\sigma$. Thus

$$N(p, x, \rho) = N(p, x, \rho \cup \sigma)$$

and so

$$N(p, x, \rho \cup \mathcal{C}) \geq N(p, x, \rho \cup \sigma)$$

Since in row $p$ of $A^O$ the $E^P$ boundary lies on or to the right of the $E$ boundary, then

$$D(p, x, \rho \cup \mathcal{C}) \leq D(p, x, \rho \cup \sigma)$$

Thus

$$K(p, x, \rho \cup \mathcal{C}) > 0$$

and so at the conclusion of $R$, cell $p$ has read capability for cell $x$.

It is known that at the conclusion of $R$, cell $x$ has sole read capability for itself, because during the computation state transition of $R'$ that immediately follows the run $R$, cell $x$, in writing into cell $i$, also writes into itself. Therefore $p = x$. 
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The element $A_{pq}^-$ was chosen arbitrarily out of the set of $x$-requiring elements in $\beta$ that are executed first in $R^-$. Since $p = x$, therefore all $x$-requiring elements in $\beta$ executed first in $R^-$ lie in row $x$ of $A^0$. Since only one element of $\beta$ in row $x$ can be executed first in $R^-$, therefore the set of $x$-requiring elements in $\beta$ that are executed first in $R^-$ contains only one element, namely $A_{xq}^-$. Suppose $q > y$. Then $A_{ab}^-$ writes $A_{x,y+1}^-$ before $A_{xq}^-$ is executed, and so $A_{ab}^-$ is an $x$-requiring element in $\beta$ that is executed before the first $x$-requiring element in $\beta$, namely $A_{xq}^-$, is executed. Therefore $q \leq y$. Since $A_{xy}^-$ lies just to the right of the $E$ boundary, then $q \geq y$, for otherwise $A_{xq}^-$ would not lie in $\beta$. Therefore $q = y$, and $A_{xy}^-$ is the first $x$-requiring element in $\beta$ to be executed in $R^-$. Thus for possibilities (1) and (3) of Figure 4.9 it has been shown that $A_{xy}^-$ is executed.

**Task Five.** The next task is to eliminate possibilities (1) and (3) of Figure 4.9. Since $A_{xy}^-$ is i-writing, then by $A \prec A^-$, $A_{xy}^-$ is i-writing. Since $A^- \neq A_{ij}^-$, then $A_{xy}^-$ writes $A_{iv}^-$ for some $v < j$. Since $A \prec A^-$, then $A_{iv}^-$ is written by $A_{xy}^-$. But $A_{xy}^-$ is not executed. This contradiction eliminates possibilities (1) and (3) of Figure 4.9.

Possibilities (1) through (9) of Figure 4.9 have been eliminated. Therefore $\langle x, y \rangle = \langle z, w \rangle$, and so $A_{xy}^-$ writes $A_{ij}^-$ and $A_{xy}^+$ writes $A_{ij}^+$. This completes the first stage of the proof of the second case of the inductive step.

**The Second Stage**

The object of the second stage of the proof of the second case of the inductive step is to show that if the transaction associated with
$A'_{xy}$ is a put, send, done, or bye, then $A'_{ij} = A^+_{ij}$. Let $\Theta$ be the transaction associated with $A'_{xy}$. Since $A \cong A^+$, then $A_{xy} = A^+_{xy}$.

Since $A \subseteq A'$, then $A_{xy} = A'_{xy}$. Therefore $A'_{xy} = A^+_{xy}$, and the transaction associated with $A^+_{xy}$ is also $\Theta$. Consider two alternatives: (a) $x \neq i$, and (b) $x = i$.

If $x \neq i$, then $\Theta$ must be a put of $i$. Let $v$ be the operand word of $\Theta$. Then the execution of $A'_{xy}$ writes the word $v$ into $A'_{ij}$. Therefore

$$A'_{ij} = \langle v, x, y \rangle$$

Likewise, the execution of $A^+_{xy}$ writes the word $v$ into $A^+_{ij}$. Therefore

$$A^+_{ij} = \langle v, x, y \rangle$$

Therefore $A'_{ij} = A^+_{ij}$ for alternative (a).

If $x = i$, then $\Theta$ can be a put, send, done, or bye. Let $w$ be the replacement word of $\Theta$. Then the execution of $A'_{i, j-1}$ writes the word $w$ into $A'_{ij}$; recall that since $\neg \# A_{ij}$ then $j > 0$. Therefore

$$A'_{ij} = \langle w, i, j-1 \rangle$$

Likewise, the execution of $A^+_{i, j-1}$ writes the word $w$ into $A^+_{ij}$. Therefore

$$A^+_{ij} = \langle w, i, j-1 \rangle$$

Therefore $A'_{ij} = A^+_{ij}$ for alternative (b). This completes the second stage of the proof of the second case of the inductive step.

The Third Stage

The object of the third and final stage of the proof of the second case of the inductive step is to show that if the transaction associated with $A'_{xy}$ is a get, then $A'_{ij} = A^+_{ij}$. Since the transaction $\Theta$ associated
with \( A'_{xy} \) is a get, then \( x = i \) and \( y = j-1 \). Thus we have for the third stage that \( A'_{i,j-1} \) writes \( A'_{ij} \) and that \( A^+_{i,j-1} \) writes \( A^+_{ij} \). Since \( A \cong A^+ \) and \( A \subseteq A' \), therefore the transaction \( \theta \) is associated with both \( A'_{i,j-1} \) and \( A^+_{i,j-1} \). Let the operand name of \( \theta \) be \( a \). Let \( b \) and \( c \) be such that \( A'_{i,j-1} \) reads \( A^+_{ab} \) and \( A^+_{i,j-1} \) reads \( A^+_{ac} \). The major job of the third stage is to show that \( b = c \). For convenience, the third stage is divided into (1) an enumeration of possibilities, and (2) three explicitly indicated tasks.

**Enumeration of Possibilities.** Figure 4.14 depicts three possibilities: (1) \( b < c \), (2) \( b > c \), and (3) \( b = c \). Since \( R \) is the prefix of \( R' \) that immediately precedes the reading of \( A^+_{ab} \) by \( A^+_{i,j-1} \), then \( A^+_{ab} \) lies just to the right of the \( E \) boundary. Similar reasoning shows that \( A^+_{ac} \) lies just to the right of the \( E^- \) boundary.

Possibility (1) will be disproved first. It will turn out that a proof which eliminates possibility (2) can be constructed from the proof which eliminates possibility (1) by an interchange of notation. This symmetry between possibilities (1) and (2) is due, at least in part, to the fact that whenever \( A \cong A^+ \) would seem to be needed in disproving either possibility (1) or possibility (2), \( A \cong A^- \) may be invoked instead. As indicated in Figure 4.10, we know \( A \cong A^- \) because \( A \cong A^+ \) and \( A^- \subseteq A^+ \). Thus the difficulty will not be encountered here that was encountered when symmetry was sought between possibilities (1) and (5) in the first stage of the proof of the second case of the inductive step.

**Task One.** The first task is to disprove possibility (1) of Figure 4.14. For possibility (1), let \( r \) and \( s \) be such that \( A^-_{rs} \)
Figure 4.14. The three possibilities in the proof of the third stage of the second case of the inductive step.
writes $A_{ac}^-$. Since $A_{rs}^-$ is executed, $A_{rs}^O$ lies to the left of the $E^-$ boundary. As shown in Figure 4.15, $A_{rs}^-$ might lie in either $<$ or $\beta$.

It will now be shown that $A_{rs}^O$ does not lie in $\prec$. This fact will be shown by assuming the contrary and deriving a contradiction. By construction $A_{rs}^-$ is executed, and so $\#A_{r,s+1}^-$ and $2A_{r,s+1}^- = r$. The assumption that $A_{rs}^O$ lies in $\prec$ implies $\#A_{r,s+1}^-$. Since $A \preceq A^-$, therefore $2A_{r,s+1}^- = r$. Therefore $A_{rs}$ is executed. Since $A_{rs}^-$ is $a$-writing, then by $A \preceq A^-$, $A_{rs}$ is $a$-writing. Since $\neg \#A_{a,b+1}^-$ then $A_{rs}$ writes $A_{av}^-$ for some $v < b+1$. Therefore $A_{av}^- = r$ and $3A_{av}^- = s$. Since $v \leq b < c$ and $\#A_{ac}^-$, therefore $\#A_{av}^-$ and by $A \preceq A^-$, $2A_{av}^- = r$ and $3A_{av}^- = s$. Therefore $A_{rs}^-$ writes $A_{av}^-$. Since $v \leq b < c$, then $A_{rs}^-$ does not write $A_{ac}^-$. But by construction $A_{rs}^-$ does write $A_{ac}^-$. Therefore $A_{rs}^O$ does not lie in $\prec$.

As shown in Figure 4.16, $A_{rs}^O$ lies in $\beta$. Let $R^r$ be the prefix of $R^-$ immediately preceding the execution of $A_{rs}^-$. Let $A^r$ be the augmented array of $R^r$, and let $E^r$ be the edge vector of $A^r$. Figure 4.16 shows the $E^r$ boundary drawn in $A^O$. Since $R^r$ is a prefix of $R^-$, the $E^r$ boundary lies everywhere on or to the left of the $E^-$ boundary.

As shown in Figure 4.17, let $\lambda$ be the set of positions in $A^O$ to the left of both the $E$ and $E^r$ boundaries. Let $\mu$ be the set of positions to the right of the $E$ boundary and to the left of the $E^r$ boundary. Let $\emptyset$ be the set of positions to the left of the $E$ boundary and to the right of the $E^r$ boundary.

It will now be shown that there are no $a$-requiring elements in $\emptyset$. This fact will be shown by assuming the contrary and deriving a contradiction. Any $a$-requiring element in $\emptyset$ must be executed in $R$. 183
Figure 4.15. Possible locations of $A_{rs}^o$. 
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Figure 4.16. Principal boundaries used in the proof of the third stage of the second case of the inductive step.
Figure 4.17. The regions $\lambda$, $\mu$, and $\nu$. 
Let $A_{pq}^0$ be an arbitrary a-requiring element such that $A_{pq}$ is one of the first a-requiring elements in $\bigcup$ to be executed in $R$. Let $R^p$ be the prefix of $R$ immediately preceding the execution of $A_{pq}$. Let $A^p$ be the augmented array of $R^p$, and let $E^p$ be the edge vector of $A^p$. Figure 4.18 shows the $E^p$ boundary drawn in $A^0$. Since $R^p$ is a prefix of $R$, the $E^p$ boundary lies everywhere on or to the left of the $E$ boundary. Figure 4.19 shows the relationship among the runs $R^r$, $R^r$, and $R^+$, and the relationship among the runs $R^p$, $R$, and $R^r$.

As shown in Figure 4.18, let $\rho$ be the set of positions to the left of both the $E^p$ and $E^r$ boundaries. Let $\sigma$ be the set of positions to the right of the $E^p$ boundary and to the left of the $E^r$ boundary. Let $\mathcal{C}$ be the set of positions to the left of the $E^p$ boundary and to the right of the $E^r$ boundary.

Since $A_{pq}$ is a-requiring, then at the conclusion of $R^p$, cell $p$ has read capability for cell $a$. Therefore

$$K(p, a, \rho \cup \mathcal{C}) > 0$$

Since $A_{pq}$ is one of the first a-requiring elements in $\bigcup$ to be executed in $R$, and since any a-requiring element of $A$ lying in $\mathcal{C}$ is executed in $R$ before $A_{pq}$ is executed, therefore there are no a-requiring elements in $\mathcal{C}$. Hence

$$N(p, a, \rho) = N(p, a, \rho \cup \mathcal{C})$$

and

$$N(p, a, \rho \cup \sigma) \geq N(p, a, \rho \cup \mathcal{C})$$
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Figure 4.18. Boundaries used in the demonstration that there are no a-requiring elements in $\mathcal{D}$. 
Figure 4.19. Six runs. Hack marks denote computation state transitions, assumed here to be instantaneous.
Since in row $p$ of $A^0$ the $E^D$ boundary lies on or to the right of the $E^r$ boundary, then

\[ D(p, a, \rho \cup \sigma) \leq D(p, a, \rho \cup \tau) \]

Thus

\[ K(p, a, \rho \cup \sigma) > 0 \]

and so at the conclusion of $R^r$, cell $p$ has read capability for cell $a$.

Since $R^r$ is the prefix of $R^r$ that immediately precedes the writing of $A_{ac}^\circ$ by $A_{rs}^\circ$, then at the conclusion of $R^r$, cell $r$ has sole read capability for cell $a$. Therefore $p = r$. Then $A_{rq}^0$ belongs to $\mathcal{U}$, and $A_{rs}^0$ belongs to $\beta$. But, as may be seen in Figures 4.16 and 4.17, it is impossible for an element in $\mathcal{U}$ and an element in $\beta$ to belong to the same row. This contradiction shows that there are no $a$-requiring elements in $\mathcal{U}$.

In the first task, which is to eliminate possibility (1) of Figure 4.14, the following two results have been established: $A_{rs}^0$ lies in $\beta$, and there are no $a$-requiring elements in $\mathcal{U}$. With the aid of Figures 4.16 and 4.17, a contradiction will now be obtained that eliminates possibility (1).

At the conclusion of $R$, cell $i$ has read capability for cell $a$.

Thus

\[ K(i, a, \lambda \cup \mathcal{U}) > 0 \]

Since there are no $a$-requiring elements in $\mathcal{U}$, then

\[ N(i, a, \lambda) = N(i, a, \lambda \cup \mathcal{U}) \]

and

\[ N(i, a, \lambda \cup \mu) \geq N(i, a, \lambda \cup \mathcal{U}) \]
Since in run $R^r$, $A^r_{rs}$ must write $A^r_{ac}$ before $A^r_{i,j-1}$ reads $A^r_{ac}$, therefore, as shown in Figure 4.16, in row $i$ of $A^o$ the $E^r$ boundary lies on or to the left of the $E^r$ boundary. In row $i$ of $A^o$, the $E^r$ boundary coincides with the $E$ boundary. Therefore in row $i$ the $E^r$ boundary lies on or to the left of the $E$ boundary, and so

$$D(i, a, \lambda \cup \mu) \leq D(i, a, \lambda \cup \nu)$$

and

$$K(i, a, \lambda \cup \mu) > 0$$

Thus at the conclusion of $R^r$, cell $i$ has read capability for cell $a$.

At the conclusion of $R^r$, cell $r$ has sole read capability for cell $a$. Therefore, $r = i$, and so in row $r$ the $E$ boundary coincides with the $E^r$ boundary. Therefore no element in row $r$ can lie in $\beta$. But $A^o_{rs}$ lies in $\beta$. This contradiction eliminates possibility (1) of Figure 4.14.

**Task Two.** The next task is to disprove possibility (2) of Figure 4.14. As mentioned before, an argument eliminating possibility (2) can be constructed from the argument given above to eliminate possibility (1). The new argument is constructed by interchanging $b$ with $c$, by interchanging $R$, $A$, and $E$ with $R^r$, $A^r$, and $E^r$, respectively, and by interchanging $R'$, $A'$, and $E'$ with $R^+$, $A^+$, and $E^+$, respectively.

**Task Three.** The third and final task is to show that $A^r_{ij} = A^+_r$. It has been established that only possibility (3) of Figure 4.14 prevails, namely, that $A^o_{ab}$ and $A^o_{ac}$ are one and the same element. It is known that the transaction, $\Theta$, associated with $A^r_{i,j-1}$ is a set of $a$, and that the same transaction, $\Theta$, is associated with $A^+_r, i,j-1$. Thus we have that when $A^r_{i,j-1}$ writes $A^r_{ij}$, $A^r_{i,j-1}$ reads $A^o_{ab}$, and we have that
when $A_{i,j-1}^+$ writes $A_{ij}^+$, $A_{i,j-1}^+$ reads $A_{ab}^+$. Clearly $\#A_{ab}^+$. Since $A'_{ab}$ must be written before it is read, then $\#A_{ab}$. Since $A \preceq A'$, then $A_{ab} = A_{ab}^+$. Since $A \preceq A'$, then $A_{ab} = A_{ab}^+$. Thus $A'_{ab} = A_{ab}^+$.

Let the replacement function of $\Theta$ be $f(\cdot)$. We have

$$A_{i,j}^+ = \langle f( \bot A_{ab}^+ ), i, j-1 \rangle$$
$$A_{i,j}^+ = \langle f( \bot A_{ab}^+ ), i, j-1 \rangle$$

Therefore $A'_{i,j} = A_{i,j}^+$. This completes the third stage of the proof of the second case of the inductive step.

For the second case in the proof of (4.8), it has been shown that $A'_{i,j} = A_{i,j}^+$ for any of the five types of transactions that might be associated with $A_{xy}^+$. The inductive step is thus complete, and the functionality theorem has been proved.

Q. E. D.
Chapter V

The Output Assuredness of an MCM

Introduction

This Chapter presents a proof of the fact that noncompletion lurking bug effects do not occur in an MCM, or in other words, that every MCM is output-assured. An MCM is output-assured if and only if for each initial computation state the output produced by a computation begun from the initial computation state is never arbitrarily cut short, provided the user does not prematurely abort the computation.

In pursuit of the proof of output assuredness, a set-theoretic entity called a trace is introduced as a formal description of an MCM's potential or future behavior subsequent to a start-up from an initial computation state. Then the notion of a limit vector is introduced to describe certain properties of a trace. Using traces and limit vectors, a theorem, called the assuredness theorem, is stated and proved; the truth of the assuredness theorem implies that every MCM is output-assured.

Specialization to a Single Arbitrary MCM

As in Chapter IV, the remarks to be made in this Chapter concern one specific, but arbitrary, MCM. This MCM, which will be designated by the letter M, is described by four quantities: (1) a set $N$ of cell names, (2) a set $Q$ of output cell names that is a subset of $N$, (3) a transaction table $J(i)$ for each $i$ belonging to $N$, and (4) a set $I$ of initial computation states. It is assumed that this machine $M$ is
well-defined, in the sense described near the end of Chapter II. Since M is arbitrary, the remarks to be made about M, including the assuredness theorem, are true for any well-defined MCM.

Types of Computations

A computation is an instance of the behavior of the machine M. A computation having a finite number of state transitions is either terminating or aborted, depending on whether or not there are no enabled clerk cells at the conclusion of the computation.

There is no such thing as a computation with an infinite number of state transitions; either a computation terminates, or else there comes a time when the user of the machine M, having seen enough, creates an aborted computation by stopping M's activity.

An aborted computation should not be thought of as a "black sheep" indicating the failure of M to perform as hoped for. In some applications of systems for multiprocessing, it is specifically desired that a system's activity not terminate, i.e., that the system not reach a state in which no further actions can take place.

The set-theoretic entity called a run has been formulated as a formal description of a computation; recall that the length of a run is the number of elements in the run's transition sequence. Then the above remarks indicate that every run of the machine M is a finite run, i.e., a run of finite length, and that every run of M is either terminating or aborted.
The Traces of an Initial Computation State

Suppose a user starts up the machine $M$ from some initial computation state $S$, and let $r(S)$ be the set of possible runs that can proceed from $S$. While the user does not, in general, know which run in $r(S)$ he will get for his trouble, he does have some choice in the matter -- he may choose one from among a set of progressively longer runs presented sequentially to him by $M$. Specifically, each transition from one computation state to the next marks the presentation of a new run to the user. If such a transition yields a computation state in which at least one cell is an enabled clerk cell, then the user has the option either of choosing the run obtained by stopping $M$ at the present time, or of waiting until after the next transition in hopes that the run he would obtain by stopping $M$ at that time would be more to his liking.

It is known that each run presented to a user is a possible run, and that the strategy of $M$'s scheduler is reasonable; except for these facts, we have no knowledge at all of the manner in which $M$ selects the runs it presents to a user. It is possible, therefore, to explain the presentation of any sequence of runs by saying that when $M$ is started up from an initial computation state, $M$ selects a set of reasonably scheduled possible runs and thereafter presents these runs to the user sequentially until the user chooses one by stopping $M$'s operation. This model of $M$'s activity will be used in subsequent developments; no generality is lost in doing so, because this model can be used to explain any activity of $M$ that we are allowing ourselves to observe.
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When a user starts up M from some initial computation state S, then the set of runs that M immediately selects for presentation to the user is called a trace of S. In general, there are many traces associated with S. On each occasion when M is started up from the computation state S, M arbitrarily selects one of the traces of S to be the set of runs that M will present sequentially to the user during the ensuing computation.

Every trace contains a run of length zero. If a trace contains a run of length m, then it contains exactly one run of length m, and contains all of the prefixes of that run. Every member of a trace is a finite run.

When M is started up from an initial computation state, M's operation might terminate, i.e., M might reach a computation state in which there are no enabled clerk cells. This situation prevails if and only if at the time of M's start-up, M selects a trace containing a terminating run. This trace is necessarily finite, i.e. necessarily contains a finite number of (finite) runs, because a terminating run cannot be a prefix of some longer run.

On the other hand, when M is started up from an initial computation state, M's operation might never terminate, i.e., M might never reach a computation state in which there are no enabled clerk cells. This situation prevails if and only if at the time of M's start-up M selects a trace that does not contain a terminating run. Since the strategy of M's scheduler is reasonable, then this trace cannot be finite, and must therefore contain an infinite number of (finite) aborted runs. Thus the situations which one might be tempted to formalize using runs of
infinite length are here being formalized using infinite traces, each containing only finite runs.

The Limit Vector of a Trace

The limit vector $L$ of a trace $T$ is similar in structure to a boundary vector. That is, to each cell of $M$ there corresponds an element of $L$, and vice-versa. If $j$ is the maximum number of writes occurring into cell $i$ in the runs belonging to $T$, then

$$L_i = j$$

If there is no upper bound on the number of writes occurring into cell $i$ in the runs belonging to $T$, then

$$L_i = \emptyset$$

If $M$ has chosen to behave according to a trace $T$ whose limit vector is $L$, then the fact that $L_j = i$ says that belonging to $T$ there is a run in which $j$ writes occur into cell $i$. Since this run is of finite length, then it must be presented to the user in finite time. Therefore, if the user waits long enough, $j$ writes will occur into cell $i$. No matter how long the user waits, however, no more than $j$ writes will occur into cell $i$. On the other hand, if $L_i = \emptyset$, then the user can observe as many writes into cell $i$ as he cares to wait for.

Statement of the Assuredness Theorem

Let the function $t(\cdot)$ be defined so that $t(S)$ is the set of traces according to which $M$ might choose to behave when $M$ is started up from the initial computation state $S$. Also, let the function $v(\cdot)$ be defined so that $v(T)$ is the limit vector of the trace $T$. The
assuredness theorem is stated as follows: for each initial computation state \( S \), all traces belonging to \( t(S) \) have equal limit vectors. In symbols, the assuredness theorem is

\[
(S) (T) (U) (T \in t(S) \land U \in t(S) \rightarrow v(T) = v(U)) \quad (5.1)
\]

What is the relationship between the assuredness theorem and the notion of output assuredness? Output assuredness holds just when for each output cell \( x \), one or the other of the following two statements is true: (1) the maximum number of words that can be written into cell \( x \) is a function only of the initial computation state, or (2) the fact that the number of such words has no upper bound is a function only of the initial computation state. The assuredness theorem says that one of these two statements is true, not just for each output cell \( x \), but for each cell \( x \). That is, the assuredness theorem asserts complete assuredness, not just output assuredness; clearly the assuredness theorem implies output assuredness. It may be noted that complete assuredness is a worthwhile design goal in its own right, because complete assuredness materially facilitates debugging.

The remainder of this Chapter is devoted to a proof of the assuredness theorem, (5.1).

The Formulation

The assuredness theorem will be proved by deriving a contradiction from the assumption that for the initial computation state \( S \), there exists in \( t(S) \) two traces, \( T \) and \( U \) having limit vectors \( L^t \) and \( L^u \) respectively, such that for some cell \( i \),

\[
L^t_i \neq L^u_i \quad (5.2)
\]
It will be further assumed that*

\[ L_i^u \neq \emptyset \land (L_i^t = \emptyset \lor L_i^u > L_i^u) \]  \hspace{1cm} (5.3)

Notice that for the only other possibility implied by (5.2), a contradiction may be derived by interchanging the roles of T and U in the following argument.

The argument leading to a contradiction consists of two parts. First, two particular runs, \( R^a \) belonging to T and \( R^b \) belonging to U, will be constructed. Second, a contradiction concerning these two runs will be derived.

**The Construction**

The concepts of augmented array and edge vector, introduced in Chapter IV, will be used here. The following notation will prove convenient: if \( \alpha \) is a lower case Roman letter, then the augmented array of the run \( R^\alpha \) is \( A^\alpha \), and the edge vector of \( A^\alpha \) is \( E^\alpha \).

Let \( \sigma \) be the set of the names of the cells that are written into at most a finite number of times in the runs of U. That is,**

\[ \sigma = \left\{ n \in N : L_n^u \neq \emptyset \right\} \]

where \( N \) is the machine \( M \)'s set of cell names. By assumption (5.3), \( i \in \sigma \).

---

*The proposition \( A \lor B \) is true if and only if either \( A \) or \( B \) or both are true.

**The set \( \{ a \in A : B \} \), where \( B \) is usually a function of \( a \), is the set of just those elements of \( A \) for which \( B \) is true.
Let the predicate \( \pi(\cdot) \) be defined so that \( \pi(R^e) \) is true if and only if \( R^e \) belongs to \( T \) and \( R^e \) exceeds one of the finite limits of \( L^u \). Specifically, \( \pi(R^e) \) is true if and only if

\[
(R^e \in T) \land (\exists c)(c \in \sigma \land E^e_c > L^u_c)
\]  
(5.4)

Assumption (5.3) implies that there is at least one run for which \( \pi(\cdot) \) is true.

For a run \( R^e \) of length 0, \( E^e_c = 0 \) for each cell \( c \). Since for each cell \( c \), \( L^u_c \gg 0 \), therefore \( \pi(\cdot) \) is false for the run belonging to \( T \) and having length 0. As was mentioned above, assumption (5.3) implies that there belongs to \( T \) at least one run for which \( \pi(\cdot) \) is true. Therefore there belongs to \( T \) a run \( R^\alpha \) that is the longest run for which \( \pi(\cdot) \) is false. That is, \( R^\alpha \) is constructed to be the longest run that belongs to \( T \) and that does not exceed any of the finite limits of \( L^u \).

In proving the functionality theorem in Chapter IV, the proposition (4.3) was proved, which says that any two possible runs which have the same initial computation state have similar augmented arrays. Since all runs belonging to either \( T \) or \( U \) are possible, and since all these runs have the same initial computation state \( S \), therefore any two of these runs have similar augmented arrays. Thus it is meaningful to let \( A^0 \) be the union of the augmented arrays of all the runs belonging to \( T \) and \( U \).

*The proposition \((\exists x)A\), where \( A \) is usually a function of \( x \), is true if and only if there exists at least one \( x \) such that \( A \) is true.
Figure 5.1 shows the $L^t$, $L^u$, and $E^a$ boundaries drawn in $A^o$. Notice that although $E^a$ is the edge vector of the run $R^a$, the vectors $L^t$ and $L^u$ are not necessarily the edge vectors of any runs.

Having constructed the run $R^a$, the next task is to construct a run $R^b$ that belongs to $U$ and for which $A^a \subseteq A^b$. Since $A^a \subseteq A^b$ for any $R^b$ belonging to $U$, then $R^b$ need only be constructed so that for each cell $n$, $E^a_n \leq E^b_n$. Figure 5.2 shows the position of the $E^b$ boundary for the desired $R^b$. It will now be shown that the execution of the algorithm depicted in flow-chart form in Figure 5.3 always yields a suitable $R^b$ after a finite number of steps.

First it will be shown, by assuming the contrary and deriving a contradiction, that during the execution of the algorithm of Figure 5.3, the "error" exit is never followed. At an instant when the "error" exit is followed, $U$ is finite, $R^b$ is the longest run in $U$, and $E^a_n > E^b_n$ for some cell $n$. Since every run in $U$ is a prefix of $R^b$, then $E^b_n = L^u_n$, and since $U$ is finite, then $n \in \sigma$. Since by construction of $R^a$, $\pi(R^a)$ is false, then the negation of (5.4) for $R^e = R^a$ is true. In other words, it is true that

$$ (R^a \notin T) \lor (c \in \sigma \rightarrow E^a_c \leq L^u_c) \quad (5.5) $$

Recalling that by construction $R^a \in T$, and putting $c = n$, where $n$ is that cell mentioned above for which $E^a_n > E^b_n$.

$$ n \in \sigma \rightarrow E^a_n \leq L^u_n $$

From above, $n \in \sigma$, and so $E^a_n \leq L^u_n$. But from above also, $E^b_n = L^u_n$ and $E^a_n > E^b_n$, and so $E^a_n > L^u_n$. This contradiction shows that during the execution of the algorithm of Figure 5.3 the "error" exit is never followed.
Ordinates at which one of the limit vectors equals $\emptyset$

Figure 5.1. The boundaries $E^a$, $L^t$, and $L^u$. 
Figure 5.2. Position of the desired $E^b$ boundary.
\[
m := 0
\]
\[
R^b := \text{the run of length } m \text{ in } U
\]
\[
W := \text{the set of the names of the cells that are written into one or more times during run } R^a
\]

Is \( W \) empty?

\[
n := \text{an arbitrary member of } W
\]
\[
w := \{ x \in W : x \neq n \}
\]

Is \( E^a_n \leq E^b_n \)?

\[
m := m + 1
\]

Is there a run of length \( m \) in \( U \)?

\[
R^b := \text{the run of length } m \text{ in } U
\]

Figure 5.3. Flow-chart of an algorithm for finding \( R^b \).
Whenever execution of the test "Is $E_n^a \leq E_n^b$?" gives a "no" answer, then a "yes" answer to this test is obtained after a finite number of iterations around the lower loop. In order to show that this statement is true, it must first be established that whenever $E_n^a > E_n^b$ for some $n$, then there exists a run $R^f$ that belongs to $U$ and for which $E_n^a \leq E_n^f$. If $L_n^u = \emptyset$, then $R^f$ clearly exists, because then there is no upper bound on the number of writes into cell $n$ in the runs of $U$. If $L_n^u \neq \emptyset$, then by definition of $\sigma$, $n \in \sigma$. Using $R^a \subseteq T$ in (5.5), and as before putting $c = n$ and using $n \in \sigma$, then $E_n^a \leq L_n^u$. Then $R^f$ exists for the case in which $L_n^u \neq \emptyset$, because there exists some run $R^f$ that belongs to $U$ and for which $E_n^f = L_n^u$.

Since the lower loop is entered when $E_n^a > E_n^b$ for some $n$, and since there exists a run $R^f$ that belongs to $U$ and for which $E_n^a \leq E_n^f$, therefore $R^b$ is a prefix of this $R^f$ and the length of $R^b$ upon entry into the lower loop is less than the length of $R^f$. Since iterations around the lower loop increase the length of $R^b$, then the "yes" exit is sure to be taken from the lower loop when $R^b = R^f$, or sooner. Since $R^f$ is of finite length, then the "yes" exit is sure to be taken from the lower loop after a finite number of iterations.

The "done" exit is taken from the upper loop after a finite number of iterations, because the lower loop always takes a finite number of iterations, and because the finite length of $R^a$ assures that $W$ is initially finite. Finally, upon exit at "done", $R^b$ is a run with the desired properties, because for each $n$ such that $E_n^a > 0$, the execution of the algorithm has uncovered a run $R(n)$, having edge vector $E(n)$, whose length is less than or equal to that of $R^b$ and for
which $E_n^a \leq E_n^{(n)}$. Since for each such $n$, $R_n^{(n)}$ is a prefix of $R_b^n$, then for each such $n$, $E_n^{(n)} \leq E_n^b$, and so for each such $n$, $E_n^a \leq E_n^b$. On the other hand, if $n$ is such that $E_n^a = 0$, then clearly $E_n^a \leq E_n^b$.

Thus an $R_b^n$ has been constructed that belongs to $U$ and for which $A_n^a \leq A_n^b$.

The Contradiction

The run $R^a$ is the longest run in $T$ that does not exceed any of the finite limits set by $L_u$. Let $R^c$ be the run in $T$ of length one greater than the length of $R^a$. Then there exists some cell $k$ into which exactly $m$ writes occur in $R^c$, where $m = L_k^u + 1$. Thus $\#A_{km}^c$, i.e., $A_{km}^c$ is defined, but $\neg \#A_{km}^a$. Notice that cell $k$ is not necessarily the same as the cell $i$ mentioned in the assumption to be contradicted, (5.2). Cell $k$ is one of the first "trespassers" of $L_u$, whereas cell $i$ is an arbitrary "trespasser" of $L_u$.

Let $\langle x, y \rangle$ be defined so that $A_{xy}^c$ writes $A_{km}^c$. As shown in Figure 5.4, $A_{xy}^c$ lies just to the right of the $E^a$ boundary, and so $y = E_x^a$.

By construction, it is known that for the run $R^c$ belonging to $T$, $A_{xy}^c$ is executed. It will now be shown for each run $R^d$ belonging to $U$, $\neg \#A_{xy}^d_{x,y+1}$, or in other words that $L_{xy}^u \leq y$. This fact will be shown by assuming the contrary and deriving a contradiction. Let $R^d$ be a run belonging to $U$ such that $\#A_{x,y+1}^d$. Since $A_{xy}^c$ is executed, then by $A_{xy}^c \equiv A_{xy}^d$ we have that $A_{xy}^d$ is executed. Since $A_{xy}^c$ is $k$-writing, then by $A_{xy}^c \equiv A_{xy}^d$ we have that $A_{xy}^d$ writes $A_{kv}^d$ for some $v \leq L_k^u$. Since by construction $m = L_k^u + 1$, then $v \leq m$. Since $\#A_{km}^c$, then $\#A_{kv}^c$, and by
Figure 5.4. The element $A^0_{xy}$. 
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$A^c \simeq A^d$ we have that $A^c_{k\nu}$ is written by $A^c_{xy}$. But $A^c_{xy}$ writes $A^c_{km}$, and $v < m$. This contradiction shows that $L^u_x \leq y$.

It will now be shown that $L^u_x = y$. Since $y = E_x^a$, and, by construction of $R^b$, $E_x^a \leq E_x^b$, therefore $y \leq E_x^b$. But since $R^b \subseteq U$, then $E_x^b \leq L^u_x$, and so $y \leq L^u_x$. From the preceding paragraph, $L^u_x \leq y$, and so $L^u_x = y$.

The situation concerning the runs $R^a$ and $R^b$ is shown in Figure 5.5, where for clarity the $E^a$ and $E^b$ boundaries are shaped differently than in preceding Figures. In accordance with the construction of $A^c_{xy}$ and $A^c_{km}$, Figure 5.5 shows $A^o_{xy}$ lying just to the right of the $E^a$ boundary, and $A^o_{km}$ lying to the right of, and exactly one position away from the $E^a$ boundary. In accordance with the construction of $R^b$, Figure 5.5 shows the $E^b$ boundary lying everywhere on or to the right of the $E^a$ boundary. Since $L^u_x = y = E_x^a$, therefore in row $x$ of $A^o$ the $E^b$ boundary coincides with the $E^a$ boundary. Thus $E_x^a = E_x^b = y = L^u_x$.

Figure 5.5 shows that in row $k$ of $A^o$ the $E^b$ boundary also coincides with the $E^a$ boundary. This fact is true because $m = L^u_k + 1$. That is, $L^u_k = m - 1$, and so $E_k^b \leq m - 1$. Since $E_k^a = m - 1$, then $E_k^b \leq E_k^a$. Since the $E^b$ boundary lies everywhere on or to the right of the $E^a$ boundary, therefore $E_k^b \geq E_k^a$. Thus $E_k^a = E_k^b = m - 1 = L^u_k$.

It will now be shown that cell $x$ is an enabled clerk cell at the conclusion of $R^b$. As shown in Figure 5.5, let $\prec$ be the set of positions in $A^o$ to the left of both the $E^a$ and $E^b$ boundaries. Let $\beta$ be the set of positions in $A^o$ to the right of the $E^a$ boundary and to the left of the $E^b$ boundary.

Let $\theta$ be the transaction associated with $A^b_{xy}$. By $A^a \simeq A^b$, $\theta$ is also the transaction associated with $A^a_{xy}$. Since $x$ might equal $k$,
Figure 5.5. The $E^a$ and $E^b$ boundaries redrawn.
then $\theta$ might be any of the five transaction types. At the conclusion of $R^a$, cell $x$ is an enabled clerk cell that is enabled to perform $\theta$. In order to show that cell $x$ is also an enabled clerk cell at the conclusion of $R^b$, it must be shown that at the conclusion of $R^b$ cell $x$ is enabled to perform $\theta$.

To show that at the conclusion of $R^b$, cell $x$ is enabled to perform $\theta$, two points will be demonstrated: (1) if cell $x$ has read capability for an arbitrary cell $r$ at the conclusion of $R^a$, then cell $x$ has read capability for cell $r$ at the conclusion of $R^b$, and (2) if cell $x$ has write capability for any arbitrary cell $w$ at the conclusion of $R^a$, then cell $x$ has write capability for cell $w$ at the conclusion of $R^b$.

**Digression.** Just as in Chapter IV, the subscripts on $K$, $N$, and $D$ will be omitted here, for the same reasons that justified their omission in Chapter IV. Specifically, the subscript of $N$ and $D$ may be taken here to be $A^0$, and the subscript of $K$ does not matter here since all runs being discussed have the same initial count matrix.

**Resumption.** The truth of point (1) mentioned above, concerning read capability for a cell $r$, is easily demonstrated. Since cell $x$ has read capability for cell $r$ at the conclusion of $R^a$, then

$$K(x, r, \sim) > 0$$

Clearly

$$N(x, r, \sim \cup \beta) \geq N(x, r, \sim)$$
Since the $E^a$ and $E^b$ boundaries coincide in row $x$ of $A^o$, then

$$D(x, r, \varsigma \cup \varsigma^\prime) = D(x, r, \varsigma)$$

Therefore

$$K(x, r, \varsigma \cup \varsigma^\prime) > 0$$

and so cell $x$ has read capability for cell $r$ at the conclusion of $R^b$.

The truth of point (2) mentioned above, concerning write capability for a cell $w$, is demonstrated by an argument similar to that used several times in Chapter IV. First it will be shown that there are no $w$-requiring elements in $\beta$, by assuming the contrary and deriving a contradiction. Let $A^o_{pq}$ be an arbitrary element of $A^o$ such that $A^b_{pq}$ is one of the first $w$-requiring elements in $\beta$ to be executed in $R^b$. Let $R^p$ be the prefix run of $R^b$ that just precedes the execution of $A^b_{pq}$ in $R^b$. Figure 5.6 shows the $E^p$ boundary drawn in $A^o$.

Let $\rho$ be the set of positions in $A^o$ to the left of both the $E^a$ and $E^p$ boundaries. Let $\sigma$ be the set of positions in $A^o$ to the right of the $E^a$ boundary and to the left of the $E^p$ boundary. Let $\zeta$ be the set of positions in $A^o$ to the left of the $E^a$ boundary and to the right of the $E^p$ boundary.

Since $A^b_{pq}$ is $w$-requiring, then

$$K(p, w, \rho \cup \sigma) > 0$$

Since $A^b_{pq}$ is one of the first $w$-requiring elements in $\beta$ to be executed in $R^b$, then there are no $w$-requiring elements in $\sigma$. Thus

$$N(p, w, \rho) = N(p, w, \rho \cup \sigma)$$

and so

$$N(p, w, \rho \cup \zeta) \geq N(p, w, \rho \cup \sigma)$$
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Figure 5.6. The $E^p$ boundary.
Since in row \( p \) of \( A^o \) the \( E^a \) boundary lies on or to the left of the \( E^p \) boundary, then
\[
D(p, w, \rho \cup \tau) \leq D(p, w, \rho \cup \sigma)
\]
Therefore
\[
K(p, w, \rho \cup \tau) > 0
\]
and cell \( p \) has read capability for cell \( w \) at the conclusion of \( R^a \).

It is known that at the conclusion of \( R^a \), cell \( x \) has write capability, i.e., sole read capability, for cell \( w \). Therefore \( p = x \), and so \( A^b_{xq} \) lies in \( \beta \). But in row \( x \) of \( A^o \), the \( E^a \) boundary coincides with the \( E^b \) boundary, and so no element in row \( x \) of \( A^o \) can lie in \( \beta \). This contradiction shows that there are no \( w \)-requiring elements in \( \beta \).

Let \( z \) be an arbitrary cell name, such that \( z \neq x \). With the aid of Figure 5.5, it will now be shown that cell \( z \) does not have read capability for cell \( w \) at the conclusion of \( R^b \). At the conclusion of run \( R^a \), cell \( x \) has write capability for cell \( w \), and so cell \( z \) does not have read capability for cell \( w \) at the conclusion of \( R^a \).

Therefore
\[
K(z, w, \rho) \leq 0
\]
Since there are no \( w \)-requiring elements in \( \beta \),
\[
N(z, w, \tau) \cup \beta) = N(z, w, \tau)
\]
Since in row \( z \) of \( A^o \), the \( E^b \) boundary lies everywhere on or to the right of the \( E^a \) boundary, then
\[
D(z, w, \rho \cup \tau) \geq D(z, w, \alpha)
\]
Thus
\[
K(z, w, \rho \cup \beta) \leq 0
\]
and cell \( z \), an arbitrary cell not the same as cell \( x \), does not have read capability for cell \( w \) at the conclusion of \( R^b \).

The above result shows that no cell other than perhaps cell \( x \) has read capability for cell \( w \) at the conclusion of \( R^b \). Thus if cell \( x \) has read capability for cell \( w \) at the conclusion of \( R^b \), then cell \( x \) has write capability for cell \( w \) at the conclusion of \( R^b \). It is known that at the conclusion of \( R^a \), cell \( x \) has write capability for cell \( w \), and it has already been shown that if cell \( x \) had read capability for some cell at the conclusion of \( R^a \), then cell \( x \) has read capability for the cell at the conclusion of \( R^b \). Therefore, cell \( x \) has read capability for cell \( w \) at the conclusion of \( R^b \), and so cell \( x \) has write capability for cell \( w \) at the conclusion of \( R^b \).

The demonstration of point (2) is now complete.

It has been shown that cell \( x \) has the same capabilities at the conclusion of \( R^b \) as it does at the conclusion of \( R^a \). Since \( E^a_x = E^b_x \) and \( A^a_x \sim A^b_x \), then cell \( x \) has the same content at the conclusion of \( R^a \) as it does at the conclusion of \( R^b \). Since cell \( x \) is an enabled clerk cell at the conclusion of \( R^a \), therefore cell \( x \) is an enabled clerk cell at the conclusion of \( R^b \).

At the conclusion of \( R^b \), \( E^b_x = y = L^u_x \). Therefore position \( \langle x, y+1 \rangle \) is never written in any run belonging to \( U \), and therefore position \( \langle x, y \rangle \) is never executed in any run belonging to \( U \). Thus, after the run \( R^b \) is presented to the user, the cell \( x \), even though it is an enabled clerk cell, will never receive a go pulse no matter how long the user
waits. This result means that the strategy of M's scheduler is not reasonable, and contradicts the fact that the strategy of M's scheduler is reasonable.

This contradiction proves that assumption (5.2) is false. Since the only other possibility that (5.2) implies can be contradicted by interchanging the roles of T and U in the preceding argument, then (5.2) has been contradicted. Thus $L_i^t = L_i^u$ for each cell $i$, and the assuredness theorem has been proved.

Q. E. D.
Chapter VI

Conclusions and Suggestions for Future Research

Introduction

Previous Chapters have described some results of research on the subject of multiprocessing. The present Chapter discusses the possible effects that this body of results might have in the field of computer science and engineering. In discussing the effects of the present research, the Chapter pursues two related topics: effects the research might have on applications, and avenues along which the research might be continued.

Asynchronous Reproducibility

The Thesis has reported on a concept for designing a computing facility to meet certain performance criteria. An attempt has been made to capture the essence of this design concept by formulating a class of abstract machines called machines for coordinated multiprocessing, or MCM's. The performance criteria that an MCM has been shown to satisfy are the criteria of output functionality and output assuredness.

In showing that an MCM is both output-functional and output-assured, it has actually been shown that an MCM has the properties of complete functionality and complete assuredness. Let us sum up these latter properties using the term asynchronous reproducibility: to say that the behavior of an MCM is asynchronously reproducible is to say that
the MCM has both the property of complete functionality and the
property of complete assuredness.

The fact that an MCM's behavior is asynchronously reproducible
means that if one starts up an MCM on two different occasions from the
same arbitrary initial computation state, then for each cell, one will
observe the same sequence of words written into the cell during both
computations, provided one does not prematurely abort either or both
of the computations. The adjective "asynchronous" means "without
regard to the relative timing among them". Thus asynchronous
reproducibility means that the sequence of words written into each
cell is reproducible, but that the relative timing of the production
of such sequences for several cells is not necessarily reproducible.

The Conditional Nature of Asynchronous Reproducibility

Asynchronous reproducibility does not mean that it is actually
possible to start up an MCM from the same, arbitrary initial computation
state on two different occasions. Asynchronous reproducibility means
only that if an MCM is started up from the same, arbitrary initial
computation state on two different occasions, then the same sequences
of words will be written into its cells on both occasions, provided
the computations are not prematurely aborted.

Consider a facility in which a clerk is able to obtain from a
clock device the date and time of day. It is possible for the behavior
of such a facility to be asynchronously reproducible, even though any
given instance of its behavior cannot actually be reproduced. The
sequence of values read from the clock device constitutes an input
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stream to the facility. In deciding whether the facility has asynchronously reproducible behavior, we must ask ourselves, "If the clock input stream were reproduced, along with all other initial conditions, would the facility's cell histories be reproduced?" If and only if for all initial conditions, including clock input streams, the answer to this question is "Yes", then the facility has asynchronously reproducible behavior.

Repeatable Input Streams

To prevent the occurrence of lurking bugs of the two types mentioned in Chapter I, it is sufficient to construct a facility with asynchronously reproducible behavior. In practice, however, a user of such a facility will not benefit from the facility's asynchronously reproducible behavior unless he is able to repeat at will the initial conditions of a computation. Thus, when a facility is constructed to have asynchronously reproducible behavior, it is a practical necessity that the facility also be constructed to allow a user to provide, say, a previously prepared tape as a substitute for any input stream not normally under the user's control. Such an input stream might be, for example, the sequence of values read from a clock, or the sequence of responses obtained from requests for access to a "common file" shared by several users.

From the point of view of the designer of a facility, the requirement that the facility have repeatable input streams means the following: a clerk must not be allowed to read any quantity that in the midst of a computation might be affected by external influences.
and for which the designer is not willing to provide a mechanism allowing a user to repeat at will the quantity's sequence of values. For example, based on this requirement, a designer might choose to not allow a clerk to sense the state of memory allocation, and might choose to not allow a clerk to read a timer register that tells when the clerk's current processing unit will start playing the role of another clerk. For still another example, suppose the designer of a facility does choose to allow a clerk to read the time of day, and therefore also chooses to allow a user to switch the facility between reading the time of day and reading, say, a previously prepared tape. Consider the designer's dilemma now in deciding whether to allow this switching between the clock and the tape to be performed by a clerk as well as by a user. The requirement of repeatable inputs immediately resolves the issue: to allow such switching by a clerk would be self-defeating, because, as a result of a program bug, and without the user's knowledge, a clerk might start reading the time of day instead of the prepared tape.

Clearly the requirement of repeatable inputs, like the requirement of asynchronous reproducibility, is a strong design criterion in the sense that it serves to eliminate from consideration many possible system designs.

State Input Streams

In Chapter III it was mentioned that the state input stream of an input or output device is usually not repeatable at the will of the programmer. To allow a prepared tape to be substituted for a state
input stream, however, is likely to lead to difficulties. For example, a clerk may sense from a tape-simulated state input stream that a device is "ready" when in fact the device is not. The device might then be sent an improper command, which could cause the reading of primary input stream values different from the values intended by the user. The problem of designing an input or output device so that its behavior can be repeated in synchronism with a computation is a good subject for future research.

The Hang-Up Phenomenon

An interesting phenomenon that can occur in an MCM is the hang-up. In the computation state S, a clerk cell x is hung up if and only if the following two statements are true: (1) clerk cell x will never become enabled in any computation that proceeds from the computation state S, and (2) the truth of statement (1) can be established by examining only the computation state S, and the types and operand names of the transactions in the MCM's transaction tables. Statement (2) means, in particular, that the existence of a hang-up depends neither on the potential occurrence of an endless loop, nor on any other fact that can be discovered only through what would be in effect a simulation of each computation that can proceed from the computation state S.

An example of a computation in which clerk cell x is hung up is one in which clerk cell x requires read capability for a cell i in order to be enabled, and in which no cell at all has read capability for cell i.
It is also possible for two clerk cells to be mutually hung up. For example, consider a computation state in which a clerk cell \( x \) requires read capability for a cell \( i \) in order to be enabled, and in which a clerk cell \( p \) requires read capability for a cell \( k \) in order to be enabled. Then clerk cells \( x \) and \( p \) are both hung up in any such computation state in which clerk cell \( x \) has read capability for cell \( k \), and clerk cell \( p \) has read capability for cell \( i \).

Clearly one can have more than two clerk cells mutually hung up on each other, and it is not difficult to construct examples of complex hung-up modes in which an arbitrary number of clerk cells are hung up for a variety of reasons.

The assuredness theorem says that the effects of an MCM hang-up are reproducible in the following sense. If during a computation from an initial computation state \( S \), a user observes that clerk cell \( x \) is hung up after exactly \( y \) writes have occurred into clerk cell \( x \), then during any subsequent computation from \( S \), the user will observe exactly \( y \) writes into cell \( x \) and no more, provided he waits long enough.

It is possible that not only the effect but also the mode of an MCM hang-up is reproducible; this possibility is a worthwhile subject for future research.

It appears that a hang-up results from an inconsistency in the specification of the computational activity, as for example if one
tried to program the simultaneous execution of
\[ a := g(b) \]
by one clerk, and
\[ b := f(a) \]
by another clerk. A contemporary facility might respond to this
ambiguity by making an arbitrary choice as to which statement to execute
first. A facility that behaves like an MCM, however, would always
respond to this ambiguity by hanging up.

The hang-up mode in which no cell at all has read capability for
some cell can be avoided by using the concept of ownership discussed
in the next Section. The cataloging of other hang-up modes and the
finding of methods to avoid these modes are topics for future research.

Ownership

It is possible for the cells of an MCM to perform enough dones of
some cell \( i \) so that no cell has read capability for cell \( i \). After
such a total relinquishment of cell \( i \), no cell can ever again obtain
read capability for cell \( i \), because read capability for cell \( i \) can
only be obtained as a result of the action of a cell that already has
read capability for cell \( i \).

The concept of ownership is a method of preventing total
relinquishment in a facility that behaves like an MCM. It is hoped
that the following explanation of this concept will be of assistance
in the search for ways to prevent hang-up modes other than total
relinquishment.
When the ownership concept is employed in a facility, then for each part \( n \), such as a segment, clerk, input device, or output device, there is in every computation state either exactly one part, or exactly one unused name, that is the owner of the part \( n \).

Clerk \( x \) is the owner of, say, segment \( n \) if and only if a special ownership bit at position \( \langle x, n \rangle \) of the control matrix is on. The fact that clerk \( x \) is the owner of segment \( n \) means the following: an enormously large number, say

\[
10^{(10^{10})}
\]  

(7.1)
is considered to be added to the integer at position \( \langle x, n \rangle \) of the control matrix, and the result is considered to be the number at position \( \langle x, n \rangle \) of the control matrix for the purpose of determining capabilities. Thus the owner of a part always has read capability for the part.

Ownership of the segment \( n \) may be conveyed from clerk \( x \) to clerk \( e \) by clerk \( x \)'s execution of the procedure step

```
convey 'n', 'e';
```

Execution of this procedure step turns on the ownership bit at position \( \langle e, n \rangle \) of the control matrix, and turns off the ownership bit at position \( \langle x, n \rangle \) of the control matrix.

The use of ownership in a facility that behaves like an MCM does not imply a modification to the MCM design as presented in Chapter II. The combination of ownership bit and integer in a control matrix element is just a special way of encoding an extremely large count. Executions of `send`s and `done`s affect only the integer parts of control matrix elements, because in practice it is impossible for enough `send`s and
done's to be performed to affect ownership. The transfer of ownership brought about by an execution of a convey procedure step corresponds to the performance in an MCM of the (7.1) number of send transactions, followed by the performance of the (7.1) number of done transactions.

Questions of Necessity

Questions that should prove very stimulating to future research are questions of the form, "Is property A of the MCM design necessary for satisfying performance criterion B?" For example, the question raised in Chapter IV concerning whether complete functionality is necessary for output functionality is a question of this type. The key to the proper formulation of such questions of necessity is to recognize that their proper formulation requires a framework broader than that of the MCM design itself. That is, in order to state such questions, one must have in mind a class of machines for multiprocessing that includes the class of MCM's. Then with respect to this class of machines, property A is necessary for criterion B if and only if the sub-class of machines satisfying criterion B is included in the sub-class of machines having property A.

Let us consider what a reasonable class, μ, of machines for multiprocessing might be. The class μ ought to include the class of MCM's. Also, μ ought to include a class of machines that are models of contemporary facilities for multiprocessing. One such class of machines is the class of machines that are like MCM's, but that have no count matrices, and that have schedulers which transmit go pulses according to arbitrary schemes.
The class \( \mu \) consisting of just MCM's and contemporary multiprocessing models is not very interesting. For example, recall from Chapter I that contemporary facilities for multiprocessing are not, in general, output-functional. It was shown in Chapter IV, however, that MCM's are output-functional. Therefore, with respect to the class \( \mu \) as developed so far, the count matrix and enabling rules found in the MCM design are, in a trivial sense, necessary for output functionality.

To make a non-trivial assertion of the necessity of some MCM feature that is not found in any contemporary facility, one must include in \( \mu \) more machines than just MCM's and models of contemporary facilities. What might be the structure of these additional machines? The computation state of such a machine might be given by a vector of state variables. Some of these variables would be similar to words in MCM cells, in that their histories would be of interest in the criterion of asynchronous reproducibility. The rest of the variables in the computation state vector would be similar to elements in an MCM's count matrix, in that their histories would not be of interest in the criterion of asynchronous reproducibility. Each active element of such a machine might be memoryless, but might have "tentacles" extending to some subset of the computation state variables. Upon receipt of a go pulse, an active element would read the variables at the ends of its tentacles, and then give new values to some or all of these variables, according to its "wired in" properties.* Go pulses

---

*This scheme was suggested by R. Gammill.
would be transmitted to active elements by a scheduler on the basis of both current computation state, and other influences.

If the class \( \mu \) is augmented by including in it, say, the class of "tentacle" machines described above, then a search for the answers to questions of necessity with respect to \( \mu \) would amount to a study of the properties and performance of various specializations of the "tentacle" structure. A further exploration of such questions of necessity is left for future research.

**Toward a Science of Computer Design**

As was mentioned previously in the Chapter, the criteria of asynchronous reproducibility and input repeatability place strong requirements on the design of a computing facility; that is, these criteria serve in the design process to eliminate from consideration a great many possible designs.

Computer design today is an art. Today an engineer designing a computer cannot help but be worried that the apparently arbitrary decisions he makes may prove wrong or inconsistent when his computer is used in some application. Designers have too much choice; criteria must be formulated which serve to determine as many aspects of a computer's design as possible. The development of such criteria helps to turn computer design from an art into a science.

A science of computer design must be based on fundamental principles of at least two kinds: (1) performance criteria, and (2) postulates characterizing the technological and economic environment. An example of a postulate might be, "The cost of high-speed, random access memory
will never be low enough to eliminate the need for a storage hierarchy."
Once a satisfactory set of criteria and postulates has been formulated,
then one may deduce, rather than design, the structure of a computer.
Of course, several sets of criteria and postulates might exist, each
appropriate for a different class of applications.

The present research has contributed toward the reduction of computer
design from an art into a science by displaying the performance criterion
of asynchronous reproducibility, and by showing that it is possible to
satisfy this criterion with a reasonably economical computer design.
The present research, however, is merely a beginning; the seeking of
criteria and postulates for a science of computer design is a most
fruitful subject for future research efforts.
Appendix A

The Non-Redundancy of Bye Transactions

In Chapter II's Section on send, done, and bye transactions, it was mentioned that bye transactions are not redundant in the MCM design. This assertion will now be explained in more specific terms.

Consider the class of events which we shall call events of type A. An event of type A is said to have occurred just when both of the following statements are true: (1) at one instant some cell \( x \) has write capability for itself, and (2) at a later instant some other cell has write capability for cell \( x \).

If bye transactions are included in the MCM design, then an MCM can be constructed in which an event of type A can occur. For example, suppose that at some time \( t_1 \) every element in column \( x \) of an MCM's count matrix is zero, except that the element at position \( \langle x, x \rangle \) equals one. During the interval between time \( t_1 \) and some later time \( t_2 \) let cell \( x \) perform a bye to \( e \) for some \( e \) not equal to \( x \), and let this performance be the only performance of a transaction by any cell between the times \( t_1 \) and \( t_2 \). At time \( t_2 \), every element in column \( x \) of the count matrix is zero, except that the element at position \( \langle e, x \rangle \) equals one. The circumstances of this example constitute an event of type A.

If bye transactions are excluded from the MCM design, then no MCM can be constructed in which an event of type A can occur. This fact will be proved by assuming it is false and deriving a contradiction. That is, it is now assumed that there exists an MCM which does not perform bye
transactions, but in which an event of type A can occur. In order to describe the event of type A which can occur in the assumed MCM, let $t_1$, $t_2$, and $x$ be chosen so that at time $t_1$ the cell $x$ has write capability for itself, and so that at the later time $t_2$ some other cell has write capability for cell $x$.

As shown in Figure A.1, cell $x$ performs at least one done of $x$ in the interval between $t_1$ and $t_2$. Let $\alpha$ denote the computation state transition during which the last such done is performed. By the enabling rule for dones, cell $x$ has write capability for itself just before the transition $\alpha$. Therefore, no sends of $x$ are performed during $\alpha$, and so just after $\alpha$, no cell, other than perhaps cell $x$ itself, has read capability for cell $x$.

Since at time $t_2$, cell $x$ does not have read capability for itself, then by construction of $\alpha$, we know that just after $\alpha$ cell $x$ does not have read capability for itself. Therefore, just after $\alpha$ no cell at all has read capability for cell $x$. Thus, after $\alpha$ has occurred no cell can ever again have read capability for cell $x$, because every transaction that adds to an element in column $x$ of the count matrix requires read capability for cell $x$ in order to be enabled.

The above result contradicts the fact that some cell has write capability for cell $x$ at the time $t_2$. This contradiction means that if bye transactions are excluded from the MCM design, then no MCM can be constructed in which an event of type A can occur. As was shown previously, the inclusion of bye transactions in the MCM design does allow events of type A to occur, and so bye transactions are not redundant.
Cell $x$ has write capability for itself. Some cell other than cell $x$ has write capability for cell $x$.

The computation state transitions that occur between the times $t_1$ and $t_2$, and during which cell $x$ performs $\delta$ done of $x$.

The instant just before $\alpha$.

The transition $\alpha$.

The instant just after $\alpha$.

Figure A.1. Events of interest in the demonstration of the non-redundancy of bye transactions.
Appendix B

Well-Defined MCM's

The notion of a well-defined MCM was introduced near the end of Chapter II. Presented here is both a more precise definition of a well-defined MCM, and a condition sufficient for an MCM to be well-defined.

An MCM is well-defined if and only if during each computation performed by the MCM, every computation state held by the MCM is proper for the MCM. An MCM holds a computation state that is proper for it if and only if both of the following statements are true for each cell \(x\): (1) to cell \(x\)'s content there corresponds a transaction in cell \(x\)'s transaction table, and (2) if cell \(x\) is an enabled clerk cell that would upon receipt of a go pulse, perform

\[
g\text{et of i replace f(\cdot)}
\]

then cell \(i\)'s content belongs to the domain* of \(f(\cdot)\).

A condition will now be presented that is sufficient for an MCM to be well-defined. For each cell \(x\), consider the set, \(W(x)\), of words cell \(x\) might hold. The set \(W(x)\) contains: (1) each word that cell \(x\) holds in any initial computation state, (2) each word that is the replacement word of any transaction listed in cell \(x\)'s transaction

*The domain of a function is the set of arguments for which the function is defined.
table, (3) each word in the range* of the replacement function of any get listed in cell $x$'s transaction table, and (4) each word that is the operand word of a put having operand name $x$ and listed in any transaction table except cell $x$'s transaction table. Thus $W(x)$ is sure to contain every word that cell $x$ will ever hold, but $W(x)$ may contain some words that cell $x$ will never hold.

An MCM is well-defined if, but not necessarily only if, both of the following statements are true for each cell $x$: (1) cell $x$'s transaction table lists a transaction to correspond to each distinct word in $W(x)$, and (2) $W(x)$ is a subset of the domain of the replacement function of each get having operand name $x$ and listed in any transaction table.

*The range of a function is the set of the function's possible output values.
Appendix C

Summary of Notation

The set-theoretic and logical notation introduced in footnotes, principally in Chapter IV, is summarized here. The number in parentheses following the explanation of a symbol gives the page on which the symbol was first used.

The subsets of the set \( \{a, b\} \) are the sets: \( \{\} \) (the empty set), \( \{a\} \), \( \{b\} \), and \( \{a, b\} \). (p. 43)

The proposition \( A \subseteq B \) is true if and only if \( A \) is included in \( B \), i.e., if and only if \( A \) is a subset of \( B \). For example, \( \{a\} \subseteq \{a, b\} \), \( \{a, b\} \subseteq \{a, b\} \), and \( \{\} \subseteq \{a, b\} \), where \( \{\} \) is the empty set. (p. 143)

The proposition \( A \in B \) is true if and only if \( A \) belongs to \( B \). For example, \( a \in \{a, b\} \). (p. 139)

The proposition \( A \notin B \) is true if and only if \( A \) does not belong to \( B \). (p. 149)

The union of \( \{a, b\} \) and \( \{a, c\} \) is \( \{a, b, c\} \). (p. 162)

The set \( A \cup B \) is the union of \( A \) and \( B \). (p. 171)

The ordered \( n \)-tuple \( \langle a_1, a_2, \ldots, a_n \rangle \) is equal to the ordered \( m \)-tuple \( \langle b_1, b_2, \ldots, b_m \rangle \) if and only if \( n = m \), and \( a_1 = b_1 \), and \( a_2 = b_2 \), and \( \ldots \), and \( a_n = b_n \). Thus, for example, \( \{a, b\} = \{b, a\} \) always but \( \langle a, b \rangle = \langle b, a \rangle \) only if \( a = b \). (p. 56)
The set \( \mathcal{D} \) is the domain of the function \( F \), i.e., the set of arguments for which \( F \) is defined. A sequence may be thought of as a function that takes an integer \( i \) into the \( i \)-th element of the sequence. Thus, for example, the domain of the sequence \( \langle T_1, T_2, \ldots, T_m \rangle \) is the set \( \{1, 2, \ldots, m\} \). (p. 139)

The proposition \( \neg A \) is true if and only if \( A \) is not true. (p. 163)

The proposition \( A \land B \) is true if and only if both \( A \) and \( B \) are true. (p. 144)

The proposition \( A \lor B \) is true if and only if either \( A \) or \( B \) or both are true. (p. 199)

The proposition \( A \rightarrow B \) is true if and only if \( A \) implies \( B \), i.e., if and only if either \( A \) is false, or both \( A \) and \( B \) are true. (p. 144)

The proposition \( (x)A \), where \( A \) is usually a function of \( x \), is true if and only if \( A \) is true for every \( x \). (p. 144)

The proposition \( (\exists x)A \), where \( A \) is usually a function of \( x \), is true if and only if there exists at least one \( x \) such that \( A \) is true. (p. 200)

The set \( \{a \in A : B\} \), where \( B \) is usually a function of \( a \), is the set of just those elements of \( A \) for which \( B \) is true. (p. 199)
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