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Abstract

In this thesis we study structural properties, techniques, and solution algorithms for the survivable network design problem (SNDP). The problem is to design a network of minimum cost that satisfies given connectivity requirements. We study this problem when the objective is to design a minimum-cost $k$ edge-connected network that spans a set of terminals located in a “convex-hull” fashion on the plane, assuming we use straight lines as edges to connect the points. We derive a structural property relating paths in a planar graph to its boundary and show that the optimal solution on the plane is $k/2$ copies of the boundary when $k$ is even and $k - 1/2$ copies of the boundary plus one copy of the Steiner tree when $k$ is odd; this leads to a fully polynomial approximation to this problem. In the third chapter, we derive a “no-crossing” property of a minimum-cost $k$ edge-connected network for terminals on the plane when new points are not allowed; this property essentially says that in the minimum-cost network, two edges do not cross each other. This result is useful in designing local improvement heuristics. In the fourth chapter we study the network synthesis problem, which can be thought of as a linear programming relaxation of SNDP on a complete graph. We give a new algorithm to solve this problem that has the property that it is guaranteed to use fewer or an equal number of edges in the optimal network design than either Gomory and Hu’s algorithm or a more recent algorithm due to Gusfield. We also give a lower bound on the number of edges needed in any solution of the network synthesis problem. Finally, in chapter five we study a problem that has applications in the computation of network reliability: finding $k$ disjoint $[s,t]$ cuts. We give a path formulation of a polytope whose vertices are the incidence vectors of subgraphs that contain exactly $k$ disjoint $[s,t]$ dicuts. This formulation is similar in spirit to the path formulation of the max-flow problem. Our results also give a path formulation of a recent generalization of the max-flow problem due to Nishihara and Inoue and Orlin and Wagner.
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Chapter 1

Introduction

This thesis is concerned with the design and analysis of telecommunication networks. Telecommunication networks are vulnerable to failure. Here failure means that in the network, one or more customers are unable to communicate with other customers. Failures usually occur because accidents or natural causes destroy the cables or transmission nodes. In order to maintain communication despite failures, we would like to build the network with alternate routes for communication that we could use when some equipment fails. Such redundancy in the system reduces the chances of failure, but at a greater overall network cost. Thus, we are led to the problem of designing a minimum-cost network that meets certain connectivity requirements.

The problem has taken on even more importance in the recent past. New fiber optic technology has begun to replace traditional copper cables for transmission links. This new technology is reliable and cost-effective, and has an enormously high transmission capacity. For example, a strand of copper cable can carry around twenty four conversations at a time, while a fiber optic cable can carry up to twenty thousand
conversations at a time. While the low capacity of copper cables has led to dense networks, in which the failure of a few links has an insignificant impact, fiber optic networks are sparse and each cable carries a large amount of traffic, so failures are catastrophic (see [49], [50], [51], [52], [53]). Consequently, planners need to trade off the potential for lost revenues and customer goodwill against the extra costs required to increase the network's survivability.

In this thesis we study structural properties, techniques, and solution algorithms for the network survivability problem. In this Chapter, in Section 1.1 we first state some basic definitions that we use throughout the thesis. In Section 1.2 we state the Survivable Network Design Problem and survey previous research on this problem and its special cases. In Section 1.3 we state a mathematical programming formulation that provides a framework for studying this class of problems. In Section 1.4 we formulate the network reliability problem that is more concerned with analyzing an existing network, rather than designing a survivable network. Finally, in Section 1.5 we outline the rest of the thesis in some detail.

## 1.1 Basic definitions and notation

In this section we state some basic notation and definitions that we will need in the rest of the thesis. A set \( V \) of given nodes represents the locations of the switches (offices) that must be connected by a network that provides the desired services. A collection \( E \) of edges represents the possible pairs of nodes between which we can place a direct transmission link. Therefore, \( G = (V, E) \) is an undirected graph of possible direct link connections. We assume that \( G \) can have multiple edges, but no loops. Each edge \( e \in E \) has a nonnegative fixed cost \( c_e \) that we incur if we use this edge to establish a direct link connection in the network. The cost of establishing a network
consisting of a subset $F \subseteq E$ of edges is $c(F) = \sum_{e \in F} c_e$. This cost for establishing the network topology for the communication network includes the installation of conduits in which to lay the fiber optic cables, the placement of the cables into service, and other related costs. These fixed costs do not include the costs incurred while operating the network, such as routing, multiplexing, and repeater costs.

For a pair of distinct nodes $s, t \in V$, an $[s, t]$-path $P$ is a sequence of nodes and edges $(v_0, e_1, v_1, e_2, \ldots, v_{l-1}, e_l, v_l)$, with each edge $e_i$ incident to the nodes $v_{i-1}$ and $v_i$ ($i = 1, \ldots, l$), $v_0 = s$ and $v_l = t$, and no node or edge appears more than once in $P$. When there is no room for confusion, we specify the path just by its nodes. A collection $P_1, P_2, \ldots, P_k$ of $[s, t]$-paths is edge-disjoint if no edge appears in more than one path, and is node-disjoint if no node (except for $s$ and $t$) appears in more than one path. A graph with at least two nodes is $k$-edge ($k$-node) connected if the network contains $k$ edge-disjoint (node-disjoint) paths between every pairs of distinct nodes.

Let $[W, W']$ denote the subset of $E$ with one endpoint in $W$ and the other in $W'$. An edge cut of $G$ is a subset of $E$ of the form $[W, \bar{W}]$ formed by a nonempty proper subset $W$ of $V$ and $\bar{W} = V \setminus W$. A $k$-edge cut is an edge cut of cardinality $k$. By a classical theorem of Menger (see [5]), $G$ is $k$-(edge) connected if and only if every edge cut has at least $k$ edges. An edge cut is minimal if the graph created by the removal of the edges of the cut has exactly two components.

For a given set of special nodes $Z$, known as terminals, a Steiner cut or $Z$-cut is a cut $[S, \bar{S}]$ with the property that both $S \cap Z$ and $\bar{S} \cap Z$ are nonempty.

For a given embedding of the graph $G$ on the plane, two edges of $G$ are said to be crossing if they cross in the embedding. If the embedding has no crossing edges, we say that it is a planar embedding. A graph is planar if it has a planar embedding. The boundary of a planar graph is the boundary of the unbounded face.

For a given embedding of a 2-connected planar graph $G$, the boundary of the
graph itself is a 2-connected subgraph of $G$.

1.2 The survivable network design problem

In this section we state the Survivable Network Design Problem and survey the literature on it. To each node of the network, we associate a nonnegative integer $r_i$ called the survivability requirement. Our goal is to build a minimum-cost network with

$$r_{ij} := \min(r_i, r_j)$$

edge-disjoint $[s, t]$-paths between each pair of distinct nodes $i, j \in V$. The Survivable Network Design Problem (SNDP) is as follows:

**GIVEN:** A network $G = (V, E)$ with edge costs $c_e \geq 0$, $e \in E$ and survivability requirements $r_i$, $i \in V$.

**FIND:** A minimum-cost subnetwork $H = (V, F)$ of $G$ that has $r_{ij}$ edge-disjoint paths between every pair of nodes $i$ and $j$.

By applying small perturbations to the data, if necessary, we assume that $c_e > 0$ for all edges in the network. We impose this assumption for simplicity.

Note that we are studying the edge-connected version of the problem. Although we could very well have defined a node-connected version of the problem or a version that requires both node and edge-connectivities, this thesis primarily focuses on the edge-connected version. When designing a network, we have the option of designing a network with multiple copies of any edge. For designing vertex-connected networks, multiple edges are redundant; when we require only edge-disjoint paths, we have two models - one that prohibits multiple edges and one that allows multiple edges. We will work with the latter model. When we have connectivity requirements of two or three
between all pairs of terminals, our results will also show how to design minimum-cost networks under the former model (in fact even for the vertex-connected version of the problem). Thus, for low connectivities our results solve all three problems - edge-connected version with and without allowing multiple edges as well as the vertex-connected version. If we use \( l_e \) copies of an edge, we assign a multiplicity number \( l_e \) to that edge. The cost for these copies would, of course, be \( l_e c_e \). Moreover for the Euclidean version of the problem, which we define later in this section, studying the problem with duplication of edges is unavoidable because we can always replace two copies of an edge by two parallel edges that are very close to each other. In passing, we might note that typically in practice \( r_i \in \{0,1,2\} \) for all \( i \in V \).

When \( r_i = 1 \) for all \( i \in V \), the SNDP is the Spanning tree problem on networks. For this case, the research community has developed very efficient algorithms for solving the problem: see Kruskal [40] or Prim [56]. When \( r_i = 1 \) for \( i \in Z \subset V \) and \( r_i = 0 \) for \( i \notin Z \), the problem becomes the Network Steiner tree problem with terminal set \( Z \). The nodes in \( V \setminus Z \) are called Steiner points. See Winter [62] for a recent survey of algorithms for the Steiner tree problem in networks. This problem is NP-hard, so the SNDP itself is NP-hard. When \( r_i = k \) for all \( i \in Z \subset V \), the problem is known as the \( k\)-connected Steiner Network Problem (\( k\-SNP \)). Goemans and Talluri [27], Monma and Shallcross [48], Monma, Munson and Pulleyblank [47], Steiglitz, Weiner and Kleitman [59] and Goemans [25] have studied structural properties of minimum-cost \( k\)-connected networks. Figure 1.1 shows a network and optimal solutions to all these problems.

When these problems are defined on the plane, we are given a set of points on the plane designated as terminals and we want to find a minimum-cost spanning network using straight lines between the points as edges, the cost of an edge being its length. Many combinatorial problems that can be solved in polynomial time in
Figure 1.1: (a) The network with costs on edges (b) Minimum-cost spanning tree on the terminal nodes (c) Steiner Tree (d) Minimum-cost 2-connected Steiner tree.
networks become computationally easier to solve when posed on the plane with Euclidean distances. For example, specialized algorithms for both the spanning tree and the matching problem on the plane have better running times than general purpose versions of these algorithms. Problems that are NP-hard, however, tend to remain equally hard or become harder when defined on the plane. The Travelling Salesman Problem and the Steiner tree problem on the plane are examples. The added complexity of these problems, apart from their combinatorial difficulties, arises because of irrational numbers. For example, for the Euclidean Steiner tree problem, the choice of Steiner points is now uncountable and their location unknown. Thus, even formulating this problem as an integer linear program is impossible and we cannot apply traditional integer programming techniques like Lagrangian relaxation or polyhedral combinatorics. Some structural properties for this problem are known. Some, like the property that every Steiner point has degree three with the edges meeting at an angle of 120 degrees (Gilbert and Pollack [24]), are local; some decomposition results (as in Cockayne [8], Hwang et. al. [37]) help in reducing the problem size. Apart from trivial cases, and for problems with fewer than five terminals, for no interesting special cases can this problem can be solved efficiently. Figure 1.2 shows Euclidean Steiner trees for three, four, five, and six nodes. We denote the Euclidean version of $k$-SNP by $k$-SNPP ($k$-Steiner network problem on the plane).

1.3 Mathematical programming formulation

In this section we give a mathematical programming formulation for SNDP. Although the main concern of this thesis is not polyhedral in nature, the formulation will provide a framework for visualizing all the models that we are considering.
Figure 1.2: Examples of Euclidean Steiner trees: Square nodes are terminals, round nodes are Steiner points.
Let us define two connectivity terms for subsets of nodes:

\[
\begin{align*}
    r(W) & := \max\{r_i \mid i \in W\} \quad \text{for all } W \subseteq V, \text{ and} \\
    \text{con}(W) & := \max\{r_{ij} \mid i \in W, j \in V \setminus W\} \\
    & = \min\{r(W), r(V \setminus W)\} \quad \text{for all } W \subseteq V, \emptyset \neq W \neq V.
\end{align*}
\]

For each edge \( e \in E \), define a variable \( x_e \) and consider the vector space \( \mathbb{R}^E \). Every subset \( F \subseteq E \) induces an incidence vector \( x^F = (x^F_e)_{e \in F} \in \mathbb{R}^E \) by setting \( x^F_e := 1 \) if \( e \in F \), and \( x^F_e := 0 \) otherwise. In the other direction, each 0/1-vector \( x \in \mathbb{R}^E \) induces a subset \( F^x := \{e \in E \mid x_e = 1\} \) of the edge set \( E \) of \( G \). Using this notation, we formulate SNDP as the following integer program:

\[
Z = \text{Min } \sum_{e \in E} c_e x_e
\]

subject to

\[
(P) \quad \sum_{e \in [W, W]} x_e \geq \text{con}(W) \quad \forall W \subset V, \ W \neq \emptyset
\]

\[
0 \leq x_e, \ x_e \ \text{integer} \quad \forall e \in E.
\]

By Menger’s theorem, any feasible solution of this program represents the incidence vector of a subgraph with \( r_{ij} \) edge-disjoint paths between nodes \( i, j \in V \). If we add the constraint

\[
x_e \leq 1 \quad \text{for all } e \in E
\]
to this formulation we obtain SNDP without duplication of edges. When \( G \) is a complete graph, the linear programming relaxation of this integer program (that is, the problem created by removing the restriction that \( x_e \) be integer for all \( e \in E \)) is called the network synthesis problem; Gomory and Hu [29] first studied this problem - we will be studying it in Chapter 4.

In closing this section, we mention the approach taken in [31], [32], [33]. The idea is to devise good valid inequalities for the integer polytope and solve the problem by
branch and bound techniques. This approach has been found to be very successful for solving a number of combinatorial optimization problems such as the Traveling Salesman problem. In [32], Grötschel, Monma and Stør use this cutting plane approach to solve a number of real-world connectivity problems. Another successful computational approach has been taken in Wong [65] and Balakrishnan, Magnanti and Wong [1]. These authors apply an ascent procedure to the dual of the linear programming relaxations of various integer programming formulations of the network design problem. This approach generates solutions that are guaranteed to be within one to five percent of the optimal value for a number of test problems.

1.4 The network reliability problem

So far we have been concerned with building a network from scratch. Next, we study the problem of analyzing an existing network to determine its reliability. In this model we assume that each edge of the network fails with a certain probability. Moreover, we assume that all of the probabilities specified are statistically independent. Network reliability is concerned with the probability that the network is able to carry out some desired operation. The following list describes some common network operations.

- For two specified nodes $s, t \in V$, the two-terminal reliability denoted by $\text{Rel}_2(G)$ is the probability that the network $G$ contains a $[s, t]$-path.

- The all-terminal reliability $\text{Rel}_A(G)$ is the probability that for every pair $v_1, v_2$ of nodes, the network contains a path from $v_1$ to $v_2$; equivalently, the all-terminal reliability is the probability that the graph contains at least one spanning tree.

- The final network operation generalizes both of the previous two and involves pairwise communication of $k$ specified nodes, $2 \leq k \leq n$. The $k$-terminal
reliability $Rel_k(G)$ is the probability that for $k$ specified target nodes, the graph contains paths between each pair of the $k$ nodes. This is equivalent to asking for the probability that the graph contains a Steiner tree.

In addition to these three measures, we might define a number of other reasonable reliability measures. Network Reliability theory studies methods to calculate these probabilities. For general graphs, almost all these measures are too difficult to calculate exactly. Calculation of most of the interesting reliabilities has been proven to be \#P-hard, a complexity result roughly equivalent to being NP-hard for enumeration problems. Thus, much of the research in this area is geared towards obtaining good, quickly computable bounds for the measures. For a thorough survey of all the literature and techniques, see Colbourn's recent book on the combinatorics of network reliability [9]. Chapter 5 of this thesis studies a problem that arose from an attempt to obtain bounds for $Rel_2(G)$.

1.5 Thesis outline

The contribution of this thesis are new structural results that help in designing algorithms for the survivable network design problem. For example, two immediate consequences of these structural properties are a fully polynomial approximation scheme for $k$-SNDP on the plane and theoretical justification for the use of 2-opt heuristics for the $k$-connected network design problem on the plane without the use of Steiner points. We have also investigated some theoretical properties that lead to a better understanding of the problem of finding $k$ disjoint $[s,t]$ cuts in a network.

The thesis is organized as follows:

In Chapter 2 we study the $k$-connected Steiner network design problem on planar graphs when all the terminals lie on the outer face of the graph, and the $k$-SNPP for
a special "convex-hull" type of configuration of terminals on the plane. We derive a structural property relating paths in a planar graph to its boundary and show that the optimal solution on the plane is $k/2$ copies of the boundary when $k$ is even and $k-1/2$ copies of the boundary plus one copy of the Steiner tree when $k$ is odd; thus when $k$ is even, the design of minimum-cost $k$-edge connected networks is very easy, and when $k$ is odd, using a result due to Provan, there is a fully polynomial approximation scheme to solve the $k$-SNPP on the plane for this "convex-hull" arrangement of terminals.

In Chapter 3 we study the problem of designing minimum-cost $k$-connected networks using only edges between terminals. We show that minimum-cost $k$-connected networks have a "no-crossing" property that can be used in local improvement algorithms. We also show that the support of the solution to the linear programming formulation of this problem also has this property.

In Chapter 4 we consider the problem of network synthesis using as few edges as possible. Our motivation is that edges have a certain set-up cost and so we would like to use as few edges as possible. We give a new algorithm that improves upon the algorithms of Gomory and Hu and Gusfield in the sense that it produces a design that uses fewer or no more edges. We also give a lower bound on the number of edges needed to provide the required network synthesis.

In Chapter 5 we study disjoint $[s,t]$-cuts which are of importance in computing two-terminal network reliability. We give a new path formulation to the polytope whose extreme points are the incidence vectors of subgraphs with exactly $k$ disjoint $[s,t]$-cuts. This leads to a characterization of all subgraphs that contain exactly $k$ disjoint $[s,t]$-cuts. We also discuss connections with a new generalization of the max-flow problem.

Finally, in Chapter 6 we conclude the thesis by discussing some open problems.
Chapter 2

The $k$-connected Steiner Network Design Problem on the Plane

In this chapter we study the $k$-connected Steiner network design problem on the plane.

2.1 Introduction

We are given $n$ points on the plane (called terminals). Recall the definition of the $k$-SNPP: using straight lines as edges, design a network that spans these points and that contains $k$ edge-disjoint paths between any pair of terminals. Our objective is to minimize the total cost of the network, which is defined as the sum of the lengths of its edges. We refer to a solution to $k$-SNPP as a $k$-Steiner network ($k$-SN). If the connectivity requirements all equal one and if the network cannot use any new points (Steiner points), the resulting problem is the Euclidean spanning tree problem; if we permit Steiner points, the problem is the Euclidean Steiner tree problem.
One special configuration of the terminals arises often in practice: all the terminals lie on the boundary of their convex hull. By making small perturbations, if necessary, we assume that all the terminals are vertices of their convex hull - we do so for simplicity. Cockayne [7], Du et. al. [16] and Provan [58] have studied the Euclidean Steiner tree problem on such an arrangement of terminals. Provan gives a fully polynomial approximation scheme for finding a Steiner tree for this arrangement of terminals (finding the optimal solution seems quite hard even for this special case).

In this chapter we study the problem for this "convex-hull" configuration of terminals when we require \( k \) edge-disjoint paths between every pair of terminals. We make the assumption that we can use as many copies of an edge as we want. For example, the minimum-cost network on two terminals would be \( k \) copies of the straight line joining the two terminals. The multiple-edge assumption is not a major drawback when designing networks on the plane because by using parallel edges very close to each other, instead of multiple edges, we can design a new network without multiple edges and whose cost is within an arbitrary constant \( \epsilon \) of the optimal network.

We prove that for \( k \) even, the optimal solution is a design with \( k/2 \) copies of the boundary of the convex hull, whereas for \( k \) odd, the optimal solution is a design with \((k - 1)/2\) copies of the boundary and one copy of the Steiner tree. For example, Figures 2.1(a), (b) and (c) show the minimum-cost one, two, and three connected networks on the set of terminals represented by the square nodes. The black nodes are the Steiner points. Since if a network is 2-vertex connected, it is also 2-edge connected, the solution to the 2-edge connected problem which is 2-vertex connected also solves the problem of finding the minimum-cost 2-vertex connected network. We also show that the minimum-cost 3-vertex connected network on this arrangement of terminals is one copy of the boundary of the convex hull and one copy of the full Steiner tree on the terminal set.
Figure 2.1: Minimum-cost one, two and three connected networks.
Thus the result says that under this model and arrangement of terminals, designing connected Steiner networks for situations with even connectivity requirements is easy and for odd connectivity requirements, it is no harder than solving a Steiner tree problem.

The rest of the chapter is organized as follows: In Section 2.2 we state the problem more precisely for situations both on the plane and on networks; in Section 2.3 we state some definitions and summarize the results that we need; in Section 2.4 we prove a theorem on planar graphs that will be the main tool for many of our proofs, in Section 2.5 we prove that the $k$-connected Steiner network is planar; in Section 2.6 we prove our main result, and state a fully polynomial approximation scheme for situations in which $k$ is odd; in Section 2.7 we prove a generalization of a theorem of Erickson, Monma and Veinott; and, finally, we make some concluding remarks in Section 2.8.

2.2 Definitions and previous results

For one interesting class of networks - the $\tau$-planar networks - the Steiner tree problem with terminal set $Z$, is polynomially solvable. A graph $G$, with a given subset of its nodes $Z$, is $\tau$-planar ($\tau$-planar stands for terminal-planar) if it has a planar representation with $Z$ lying entirely on the boundary of $G$. It is possible to test whether a graph has a $\tau$-planar embedding in polynomial time [3]. The following theorem due to Erickson, Monma and Veinott [19], when used in conjunction with the Dynamic Programming algorithm of Dreyfus and Wagner [15] and Levin [41], leads to a $O(n^2z^2 + n^3)$ (in this expression, $|Z| = z$) algorithm for finding a Steiner tree in $\tau$-planar networks.
Theorem 2.1 [19] Let $P$ be any polygon in the plane, $Z$ a subset of nodes of that polygon, and $T$ a planar tree spanning $Z$ contained entirely inside $P$. For each edge $e = (u, v) \in T$, let $T(e, v)$ be the connected subtree containing node $v$ obtained if we remove $e$ from $T$. Then $T(e, v)$ has the property that the nodes of $Z$ contained in $T(e, v)$ form an interval in $Z$; that is, they appear consecutively on the boundary of $G$.

In Section 2.7 we develop a generalization of this result that applies to minimum-cost $k$-connected Steiner networks; we prove that these networks have a property similar to that of trees.

2.3 A theorem on planar graphs

In this section we prove the following theorem on planar graphs:

Theorem 2.2 Let $G$ be a planar 2-vertex-connected graph with a fixed planar embedding. If $G$ contains $r_{uw}$ edge-disjoint paths between two nodes $u$ and $v$, then it contains $r_{uw}$ edge disjoint paths between $u$ and $v$ satisfying the property that at most two of them have an edge in common with the boundary of $G$.

The next set of definitions and theorem are used in proving Lemma 2.1. Given a vertex $x \in V$ and two adjacent edges $(x, u)$ and $(x, v)$, we refer to the operation of removing these two edges and creating a new edge that connects $u$ to $v$, as splitting off the two edges $(x, u)$ and $(x, v)$ from $x$. Note that splitting off two edges from a vertex of an Eulerian graph produces another Eulerian graph. Let $c_G(u, v)$ denote the maximum number of edge-disjoint paths between $u$ and $v$ in $G$. Lovasz [44] proved the following result:
Theorem 2.3 \cite{44} Let $G$ be an Eulerian graph, $x \in V$, and $(x, u)$ an edge adjacent to $x$. Then the graph always contains another edge $(x, v)$ adjacent to $x$ with the property that splitting off the edges $(x, u)$ and $(x, v)$ from $x$, the resulting graph $G'$ satisfies

$$c_{G'}(a, b) = c_{G}(a, b)$$

for any two nodes $a, b \in V - \{x\}$.

For $u, v \in G$, a \textit{uv-necklace} is a subgraph of $G$ that is a sequence of cycles $C_1, C_2, \ldots, C_k$ satisfying the property that $u \in C_1$, $v \in C_k$, $C_i \cap C_j = \emptyset$ if $j \neq i + 1$, $C_i \cap C_{i+1} = \{x_i\}$, and $x_i \neq x_{i+1}$ for $i = 1, 2, \ldots, k - 1$ (See Figure 2.2).

Let $x_0 = u$ and $x_k = v$. For each cycle $C_i$, we refer to the two portions of $C_i$ between $x_i$ and $x_{i+1}$ as the \textit{upper} and \textit{lower} parts of $C_i$.

Lemma 2.1 will give a useful tool for dealing with edge-disjoint paths. It essentially says that the smallest set of edges that form two edge-disjoint paths between a pair of nodes is a \textit{uv-necklace}. Let $Q_1$ and $Q_2$ be two edge-disjoint paths in $G$ between the nodes $u$ and $v$. As shown in Figure 2.3, $Q_1 \cup Q_2$ need not be a necklace. But notice that in Figure 2.3, we can find a subgraph (not necessarily induced) of $Q_1 \cup Q_2$ that is a \textit{uv-necklace}. The next result shows that this is always true; that is, the graph $Q_1 \cup Q_2$ always has a \textit{uv-necklace} as a subgraph.

**Lemma 2.1** $Q_1 \cup Q_2$ \textit{contains a uv-necklace as a subgraph}.
Figure 2.3: Two edge-disjoint paths need not be a necklace

\textbf{Proof:} Clearly $Q_1 \cup Q_2$ is a Eulerian graph in which all the nodes have degree two or four. We use induction on $k$, the number of degree four nodes. If $k = 0$, then $Q_1 \cup Q_2$ itself is the desired solution. Assume $k \geq 1$ and that the statement is true for all graphs with $k - 1$ degree four vertices. Let $x$ be a degree four vertex. Clearly $x$ is neither $u$ nor $v$ since our paths are simple. From Theorem 2.3, we can find two edges adjacent to $x$, say $(x, a)$ and $(x, b)$ that we can split off from $x$ while preserving the connectedness between $u$ and $v$. Let $e$ be this new edge created between $a$ and $b$. By the induction assumption, the resulting subgraph is a $uv$-necklace. Suppose edge $e$ belong to cycle $C_i$ of this necklace and node $x$ to cycle $C_j$. If $i = j$, and $e$ and $x$ belong to different parts of $C_i$, then by putting back the two edges $(x, a)$ and $(x, b)$, we still have a necklace. If they belong to the same part, or we have $i \neq j$, we can replace the $x$ to a portion of the necklace by $(x, b)$ and still obtain a necklace. \qed

Let $P$ be the boundary of $G$. Since $G$ is 2-vertex-connected, $P$ is a polygon. To prove Theorem 2.2, we have to show that given any set of $r_{uv}$ edge-disjoint paths $Q$ between $u$ and $v$, we can obtain a new set of $r_{uv}$ paths between $u$ and $v$, $Q'$, that satisfy the property that at most two of these new paths have an edge in common with $P$. We next describe such a procedure.

For two nodes $a, b$ on $P$, let $[a, b]_P$ be the portion of $P$ going clockwise along $P$ from $a$ to $b$. Assume that two paths $Q_1$ and $Q_2$ of $Q$ lie inside $P$. Let $Q_i = q_{i0} = \ldots$
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For $i = 1, 2$, let $a_i = q_i^j$ where $(q_i^j, q_{i+1}^j) \in P$ is the first edge of $Q_i$ to belong to $P$. Similarly, for $i = 1, 2$, let $b_i = q_i^j$ where $(q_{i-1}^j, q_i^j) \in P$ is the last edge of $Q_i$ to belong to $P$. We can assume, without loss of generality, that $a_1$ appears before $b_1$ on $P$ in the clockwise direction. (Otherwise, we can switch the roles of $u$ and $v$). If we assume that $Q$ contains a minimal number of edges, by Lemma 2.1, $Q_1 \cup Q_2$ is a $uv$-necklace. We will show that we can obtain two new edge-disjoint $uv$-paths $Q'_1$ and $Q'_2$ in $Q_1 \cup Q_2$, satisfying the properties that $[a'_i, b'_i]_P$ has no edge in common with $Q'_2$ - for $i = 1, 2$, we define the nodes $a'_i$ and $b'_i$ on $P \cap Q'_i$ the same way as we have defined $a_i$ and $b_i$ for $Q_i$.

Give the polygon $P$ a clockwise orientation. Call an edge $e \in (Q_1 \cup Q_2) \cap P$ agreeable if going from $u$ to $v$ along $Q_1$ or $Q_2$, its direction agrees with the orientation given to $P$, and disagreeable otherwise.

**Lemma 2.2** In every cycle $C_i$ of the $uv$-necklace $Q_1 \cup Q_2$, no part contains both agreeable and disagreeable edges.

**Proof:** Let $(p, q)$ and $(r, s)$ be an agreeable and a disagreeable edge on the upper part of a cycle (belonging say, to $Q_1$). Since the paths $Q_1$ and $Q_2$ are simple, node $v$ lies in the region enclosed by $[q, s]_P - r - q$ (see Figure 2.4).

Thus in order for $Q_2$ to go from $u$ to $v$, it must intersect $Q_1$ at some node between $q$ and $r$, contradicting the assumption that all the nodes in this $q$-$r$ segment have degree two in $Q_1 \cup Q_2$. 

Call a part of a cycle agreeable if it has agreeable edges and disagreeable otherwise.

**Lemma 2.3** No cycle of the $uv$-necklace $Q_1 \cup Q_2$ can have both parts of the same type.

**Proof:** Let the upper part of $C_i$ belong to $Q_1$ and the lower part to $Q_2$. Suppose both the upper and lower parts of a cycle $C_i$ are agreeable. That is, there are edges on
Figure 2.4: A part of a cycle does not have edges of both types.

$Q_1 \cap P \cap C_i$ and $Q_2 \cap P \cap C_i$ such that going from $u$ to $v$ along $Q_1$ and $Q_2$ respectively, they agree with the clockwise orientation of $P$. Let $(p_1, q_1)$ and $(p_2, q_2)$ be the first agreeable edges of the upper and lower parts respectively. Recall that $x_i$ and $x_{i+1}$ are the two degree four nodes of the cycle $C_i$. Now $x_{i+1}$ lies in the closed region defined by $(x_i - [p_1, p_2]_P - x_i)$ as otherwise we would have a degree four node on the $x_i - p_2$ path of the lower part (see Figure 2.5).

But the path from $q_2$ to $x_{i+1}$ will then intersect the upper part at some node as it has to enter the closed region defined by $(x_i - [p_1, p_2]_P - x_i)$ through some node and it cannot enter through a node on $[q_1, p_2]_P$ as $Q_1$ and $Q_2$ are contained in $P$, nor through the $x_i - p_2$ segment of $Q_2$ as all the nodes on this segment are assumed to be of degree two. Thus no cycle can have both parts of the same type.  

In this $uv$-necklace formed by $Q_1 \cup Q_2$, let $Q'_1$ be the path obtained by joining (i) the agreeable parts of the cycles and (ii) if neither part of a cycle is agreeable, the upper part. Let $Q'_2$ be the path obtained by joining the remaining parts of the cycles. In view of Lemmas 2.2 and 2.3, both the paths are well defined and edge-disjoint.
Figure 2.5: A cycle does not have both parts of the same type.

Let us denote this procedure of obtaining new paths $Q'_1$ and $Q'_2$ from $Q_1$ and $Q_2$ by the following notation:

$$[Q_1 * Q_2]_P^1 = Q'_1$$

$$[Q_1 * Q_2]_P^2 = Q'_2.$$  

**Lemma 2.4** $Q'_2$ has no edge in common with $[a'_1, b'_1]_P$.

**Proof:** We use induction on the number of cycles $r$ in the necklace $Q_1 \cup Q_2$. When $r = 1$, the two paths are node-disjoint (except at nodes $u$ and $v$) and the proof is obvious from Figure 2.6 since $Q'_1$ and $Q'_2$ do not cross each other.

Assume the statement is true for all $uv$-necklaces with $r - 1$ cycles that join any two nodes and whose paths are defined the same way as $Q'_1$ and $Q'_2$. The lower part of $C_1$ has no edge in common with $[a'_1, b'_1]_P$ since otherwise a node (other than $x_1$, see the definition of a necklace) on the lower part of $C_1$ will have degree four contradicting the fact that $C_1$ is the first cycle in the necklace. Now the upper and lower parts of the necklace from $x_1$ constitute a $x_1v$-necklace. By the induction assumption, we obtain the conclusion of the lemma. □
Chapter 2. The $k$-connected Steiner Network Design Problem on the Plane

Figure 2.6: Two node-disjoint $uv$-paths.

Proof of Theorem 2.2: If $r_{uv} \leq 2$, there is nothing to prove. Assume $r_{uv} = k > 2$. Let $Q = \{Q_1, \cdots, Q_k\}$ be a set of $k$ edge-disjoint paths from $u$ to $v$. Assume that the first $l$ of these paths $Q_1, \cdots, Q_l$ each have at least an edge in common with the $P$ and the remaining paths do not have an edge in common with $P$. We assume that the subgraph of $G$ induced by the paths in $Q$ is minimal. That is, every set of $k$ $uv$-edge-disjoint paths in this subgraph uses all the edges of the subgraph. Because of this assumption and Lemma 2.1, we can assume that $Q_i \cup Q_j$ is a $uv$-necklace for any pair $i, j$, $i \neq j$. If $l \leq 2$ we have nothing to prove. Assume $l > 2$. Let $H = \cup_{i=1}^{k} Q_i$. We will construct a path system in $H$ that satisfies the conditions of the lemma. For $i = 1, \cdots, k$ let $a_i$ and $b_i$ be as defined before with respect to path $Q_i$ and the polygon $P$. Note $a_i = u$, or $b_i = v$ (or both) are possible. What we do next is to untangle the paths.

Intuitively, as shown in Figure 2.7, if $Q_1$ and $Q_2$ are as shown in the picture, and if $Q_3$ is a third path that passes through $P$, we can find three edge-disjoint paths $u - a_1 - b_3 - v$, $Q_2$ and $u - g - v$ with the property that at most two of them have an edge in common with $P$. The difficulties arise because the paths need not be so
Figure 2.7: Obtaining three new paths from $Q_1$, $Q_2$ and $Q_3$ nicely vertex-disjoint and more than three paths might touch $P$.

Now, consider the output of the following algorithm:

Initialize:
for $i = 1, \cdots, k$, do

$$Q'_i = Q_i$$

Algorithm:
for $j = 2, \cdots, l$, do

$$Q'_1 = [Q'_1 * Q'_j]_P$$
$$Q'_j = [Q'_1 * Q'_j]_P$$

Let $Q' = \{Q'_1, \cdots, Q'_k\}$.

By Lemmas 2.2, 2.3 and 2.4, it is clear that $Q'$ is a set of $k$ edge-disjoint paths with the following properties:

1. $Q'_1$ has only agreeable edges and no other path of $Q'$ has any agreeable edges.
2. No path of $Q'$ other than $Q'_1$ has an edge in the interval $[a'_1, b'_1]_P$.

3. By the minimality assumption on the subgraph created by $Q$ the paths of $Q'$ still satisfy the property that $Q'_i \cap Q'_j$ is a uv-necklace for any pair $i, j, i \neq j$.

The second property is true because at the end of each step of the algorithm, $Q'_1$ has no disagreeable edges and the clockwise interval on $P$ spanned by its agreeable edges is non-decreasing.

Now, run the same algorithm on $\{Q'_2, \ldots, Q'_k\}$ with $Q'_2$ playing the role of $Q'_1$ and changing the orientation of $P$. The resulting $Q''_2$ will have only disagreeable (with respect to the previous clockwise orientation of $P$) edges and the paths of $\{Q''_3, \ldots, Q''_k\}$ will have neither agreeable nor disagreeable edges. Thus we have a set of paths $Q''$ that have at most two paths with an edge in common with $P$. $\square$

Notice that when we apply the algorithm described in this proof to the three paths shown in Figure 2.7, we obtain the three paths $u - a_1 - b_1 - v, Q_2$, and $u - g - v$.

### 2.4 Planarity of the $k$-SN

In this section and the next we study $k$-SNPP, that is the $k$-SNP on the plane. The $k$-SN is a network on the plane that spans a given set of terminals and whose edges are straight lines between points. We prove that the $k$-SN has no crossing edges. The no-crossing property of $k$-SN is surprising because if we do not allow Steiner points, i.e., we ask for a minimum-cost network spanning the terminals and that uses only edges between terminals, the minimum-cost network can have crossing edges for odd $k$ as the three connected network on four nodes in Figure 2.8 shows. (The main result of [27] is that such a network cannot have crossing edges for $k$ even).

**Theorem 2.4** Let $G$ be a $k$-SN. Then $G$ does not contain a pair of crossing edges.
Figure 2.8: Counterexample for $k$ odd, $k \geq 3$

**Proof:** Proof by contradiction. Suppose $G$ has a pair of crossing edges $(a', c')$ and $(b', d')$ and that they cross at the point $a$. Choose four points $a, b, c, d$ on $[a', g), [b', g), [c', g)$ and $[d', g)$, respectively, so that $a, b, c, d$ forms a rectangle with opposite sides of the same length. Assume, without loss of generality, that the angle made by $a - g - d$ (and $c - g - b$) is less than or equal to ninety degrees. Let $G^1$ be the graph obtained by replacing the crossing edges by $(a, d)$ and $(b, d)$. and let $G^2$ be the graph obtained by replacing the crossing edges by a Steiner tree on $a, b, c, d$. Note that $G^2$ has two additional Steiner points $e$ and $f$ (see Figure 2.1). Moreover, note that the cost of both $G^1$ and $G^2$ is strictly less than that of $G$. Therefore, both $G^1$ and $G^2$ contain Steiner cuts of cardinality less than $k$. Let $[S^1, \bar{S}^1]$ be a Steiner cut in $G^1$ and $[S^2, \bar{S}^2]$ be a Steiner cut in $G^2$, both with cardinality less than $k$ (Figure 2.9).

Without loss of generality we can assume that $a \in S^1$ and $a \in S^2$. Since $G$ is a $k$-connected Steiner network, this implies that $d \in S^1$ and $b \in S^2$. Let

$$A = S^1 \cap \bar{S}^2$$
$$B = S^2 \cap \bar{S}^2$$
$$C = \bar{S}^1 \cap \bar{S}^2$$
$$D = S^1 \cap \bar{S}^2.$$ 

Clearly, $a \in A, b \in B, c \in C$ and $d \in D$. Also, since both $S^1$ and $S^2$ are Steiner cuts either $B$ and $D$ or $A$ and $C$ contain terminals. Assume without loss of generality that $B$ and $D$ contain terminals. The fact that $|[S^1, \bar{S}^1]| < k$ in $G^1$ and $|[S^2, \bar{S}^2]| < k$
in $G^2$ implies that

\[
[[A, B]] + [[A, C]] + [[B, D]] + [[D, C]] \leq k + 1 \tag{2.1}
\]

\[
[[A, D]] + [[A, C]] + [[B, D]] + [[B, C]] \leq k. \tag{2.2}
\]

In these expressions, $[X, Y]$ ($X, Y \in \{A, B, C, D\}$) refers to the graph $G$ and not to $G^1$ or $G^2$. The righthand side of the first expression is one greater than the right hand side of the second expression because in $G^2$ we are introducing the new edge $(e, f)$. Adding (2.1) and (2.2), we find that

\[
[[A, B]] + [[D, C]] + [[A, D]] + [[B, C]] + 2([[A, C]] + [[B, D]]) \leq 2k + 1. \tag{2.3}
\]

Also the fact $G$ is a $k$-SN implies the following two relations corresponding to the two Steiner cuts $[B, \bar{B}]$ and $[D, \bar{D}]$:

\[
[[A, B]] + [[B, C]] + [[B, D]] \geq k
\]

\[
[[A, D]] + [[B, D]] + [[D, C]] \geq k.
\]
Adding the inequalities, we get

$$\|[A, B]\| + \|[D, C]\| + \|[A, D]\| + \|[B, C]\| + 2\|[B, D]\| \geq 2k.$$  

(2.4)

The inequalities (2.3) and (2.4) imply that

$$2\|[A, C]\| \leq 1,$$

(2.5)

a contradiction.

The solution to the k-SNPP, will therefore be a planar graph.

**Corollary 2.1** The k-SN on n terminals that form the vertices of their convex hull on the plane is a \(\tau\)-planar graph.

## 2.5 k-SNPP on the vertices of a convex polygon on the plane

Recall that we are examining the problem of designing a minimum-cost \(k\)-connected network that spans a set of terminals that are points on the plane and whose edges are straight lines.

### 2.5.1 Structure

Define a *polygon tree* \(P\) as follows: A polygon tree is a connected graph \(P\) whose edges have a partition into cycles \(P_1, \ldots, P_t\) that satisfy the property that \(|P_i \cap P_j| \leq 1\) for \(i \neq j\) (see Figure 2.10).

The following two propositions are obvious. In the first proposition, the boundary is not a cycle because when we traverse the boundary, we might revisit a node. The second proposition is true, because we have assumed that the costs are strictly positive and this prohibits the presence of redundant edges.
Proposition 2.1 For $k \geq 2$, the boundary of every $k$-connected planar graph is a polygon tree.

Proposition 2.2 For $k \geq 2$, the boundary of a $k$-SN in $\tau$-planar graphs is a polygon tree.

We now prove the main theorem of this chapter:

**Theorem 2.5** Let $Z$ be $n$ points on the plane that are the vertices of their convex hull. Then for $k$ even, the $k$-SN on $Z$ is $k/2$ copies of the boundary of the convex hull and for $k$ odd, the $k$-SN on $Z$ is $(k - 1)/2$ copies of the boundary of the convex hull plus one copy of the Steiner tree.

**Proof:** The proof is easy using Theorem 2.2 and Propositions 2.1 and 2.2. Clearly, among all polygon trees that span $Z$, the one with the minimum-cost is the convex hull. Now consider a $k$-SN for this configuration of the terminals. Its boundary is a polygon tree and by removing one copy of the boundary, by Theorem 2.2 we obtain
a \((k - 2)\)-SN. Thus the boundary of the \(k\)-SN that we had removed must form the convex hull of \(Z\), since otherwise we can obtain a \(k\)-SN of lesser cost. If \((k - 2)\) is one, by definition we obtain a Steiner tree and if \(k - 2\) is two we obtain a polygon tree which again is the convex hull.

Thus for \(k = 2\) we also obtain a minimum-cost 2-(vertex) connected network that spans \(Z\). A Euclidean Steiner tree is called full if it contains \(n - 2\) Steiner points. Since a full Steiner tree does not use an edge between two terminals, if the Steiner tree on \(Z\) is full, we also obtain a minimum-cost 3-vertex connected network. The result in the next section also gives a fully polynomial approximation scheme for finding a minimum-cost 3-vertex connected network for this arrangement of terminals.

Because of this result, designing \(k\)-connected networks for this arrangement of terminals is trivial if \(k\) is even, and if \(k\) is odd the fully polynomial approximation scheme due to Provan for Steiner trees automatically gives a fully polynomial approximation scheme for \(k\)-SNPP.

2.5.2 Fully polynomial approximation scheme for \(k\) odd

In this section we state Provan's fully polynomial approximation scheme for finding the Euclidean Steiner tree when the terminals form the vertices of their convex hull.

Let \(P\) be a minimization problem and suppose that each instance \(I\) of \(P\) has a set of feasible solutions, each with a corresponding value. We assume that the values for \(I\) are positive and bounded. The optimal value \(OPT(I)\) for an instance \(I\) is the infimum of the set of solution values. A fully polynomial approximation scheme (f.p.a.s) for \(P\) is an algorithm which, for each instance \(I\) of \(P\) and each \(\epsilon > 0\), finds a solution for \(I\) with value \(v\) satisfying

\[
\frac{v}{OPT(I)} \leq 1 + \epsilon
\]
and whose running time is bounded by a polynomial in $1/\varepsilon$ and the length of the input for $I$ [23].

Provan’s algorithm solves the following problem.

**Input:** Terminal set $Z$ of cardinality $n$, $\varepsilon > 0$.

**Output:** A spanning graph of $Z$ of length $v$ satisfying

$$\frac{v}{OPT(Z)} \leq 1 + \varepsilon$$

**The Algorithm:**

1. Find the convex hull $R$ of $Z$ with boundary polygon $\Gamma$, and also the values $x_{\text{min}}, x_{\text{max}}, y_{\text{min}},$ and $y_{\text{max}}$ of the minimum $x$-coordinate, maximum $x$-coordinate, minimum $y$-coordinate, and maximum $y$-coordinate, respectively of points in $Z$.

2. Let $N = [(8n - 12)/\varepsilon]$ and let $x_{\text{min}} = x_0 < x_1 < \cdots < x_N = x_{\text{max}}$ and $y_{\text{min}} = y_0 < y_1 < \cdots < y_N = y_{\text{max}}$ be values spaced equally between their endpoints. Let $V_0 = \{(x_i, y_j) : i, j = 0, \ldots, N\}$ be the lattice of points with these values, and let $V_x(V_y$, respectively) be the set of points on nonvertical (nonhorizontal, respectively) edges of $\Gamma$ whose $x$-coordinate ($y$-coordinate, respectively) is among these values.

3. Define the graph $G_\varepsilon$ to be the complete graph with vertex set $V = Z \cup (V_0 \cap R) \cup V_x \cup V_y$ and edge costs $w(u, v)$ equal to the Euclidean distance between $u$ and $v$, for all $u, v \in V$.

4. Find the Steiner tree $T$ on the network $G_\varepsilon$ for $Z$. This is the required spanning network.

The proof of the correctness and running time of this algorithm can be found in [58].
2.6 Structure of minimum-cost $k$-connected Steiner networks in $\tau$-planar networks

In this section we prove two theorems regarding the structure of $k$-SN in $\tau$-planar networks. The first one generalizes Theorem 2.1 due to Erickson, Monma and Veinott [19] while the second one proves an interesting property of $k$-SN for $k$ even. Combined, these theorems suggest that it might be possible to solve the 2-connected SNP for $\tau$-planar networks.

For a $k$-SN $N$ and a minimal Steiner cut $C$ in $N$, let $N^1_C$ and $N^2_C$ be the two components obtained after removing the edges in $C$. In a $\tau$-planar graph $G$, define an interval $[u, v)$ between distinct terminals $u$ and $v$ in $Z$ to be the set of terminals, including $u$ but not $v$, visited by traversing the outer face from $u$ to $v$ in the clockwise direction.

Lemma 2.5 For $k \geq 2$ a minimal cut of a $k$-SN of a $\tau$-planar graph has exactly two edges of the outer face.

Proof: It is clear that all elements of the minimal cut belong to the same two-connected component of the $k$-SN. This minimal contains at least two edges from the outer face as our graph is planar and two-connected. By removing two edges from the outer face, we partition the nodes on the cycle into two sets one belonging to $N^1_C$ and the other to $N^2_C$. If the cut had a third edge of the outer face in it, by putting it back we would still get a cut contradicting the minimality of the cut. $\square$

In a Steiner tree, every edge is a minimal Steiner cut. Thus the following is a generalization of Theorem 2.1.

Theorem 2.6 Let $N$ be a $k$-SN of a $\tau$-planar network $G$. Then for a minimal Steiner cut $C$, the nodes of $Z$ in $N^1_C$ (and $N^2_C$) form an interval in $Z$. 
Proof: For $k = 1$ this is Theorem 2.1, whereas for $k = 2$, since the $k$-SN is a polygon tree, it is clear. Every minimal Steiner cut has all its edges in a single block of the $k$-SN. Since all the terminals in each block form an interval and since by Lemma 2.5 the minimal Steiner cut has exactly two edges from the outer face, removing the edges in the cut leaves two components whose terminals form intervals.

Theorem 2.7 For $k$ even, every minimal Steiner cut in a $k$-SN of a $\tau$-planar graph has exactly $k$ edges.

Proof: This is clearly true for the case $k = 2$, from Propositions 2.1 and 2.2. Now by Theorem 2.2, by removing a copy of the boundary from the $k$-SN, we obtain a $(k - 2)$-SN. Thus, by induction, the minimal Steiner cut contains exactly $k - 2$ edges from this $(k - 2)$-SN. By Proposition 2.2, the $k$-SN contains exactly $k$ edges.
Chapter 3

Minimum-cost $k$-connected Networks on the Plane without Steiner points

In this chapter we consider the problem of designing a minimum-cost $k$-connected network spanning a given set of terminals using only edges that are straight lines between pairs of the terminals. That is, we prohibit the location of new points. We derive some structural properties for this problem that have applications in local improvement algorithms. The work reported in this chapter has been published in Goemans and Talluri [27].

3.1 Introduction

Local search algorithms for network design problems repeatedly search for a local transformation that preserves feasibility and improves the cost of the current network. The simplest and most commonly used transformation is the operation of replacing
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$k$ edges of a feasible network by $k$ other edges. This operation is referred to as a $k$-change transformation and the resulting networks are called $k$-opt. Croes [11] and Lin [42] first applied 2-opt and 3-opt were to the traveling salesman problem. Their success motivated the use of 2-opt for the minimum-cost survivable network design problem, namely the problem of designing a minimum-cost network with connectivity requirements between any pair of vertices. When all connectivity requirements are equal, to say $k$, the problem reduces to the $k$-connected network design problem. Recently, Monma and Shallcross [48] have implemented several heuristics, including 2-opt and 3-opt, for the minimum-cost 2-connected network design problem. In the case of $k$-connected networks, it is not clear whether it is always possible to replace any 2 non-adjacent edges from the network design by 2 other edges and yet maintain feasibility of the resulting network. In this chapter, we show we can always apply such a 2-change transformation if $k$ is even or $k = 1$. As a consequence, any Euclidean minimum-cost $k$-connected network has no crossing edges when $k$ is even. Monma et al. [47], for $k=2$, and Bienstock et al. [2], for general $k$, have developed other structural properties of minimum-cost $k$-connected networks. In the last section, we show that similar results hold for a linear programming relaxation of the $k$-connected network design problem.

3.2 No-Crossing property for minimum $k$-connected networks

The following Theorem is the main result of this chapter:

Theorem 3.1 Let $G = (V, E)$ be a $k$-connected graph and let $(a, c)$ and $(b, d)$ be two non-adjacent edges of $G$. Let $G^1$ be obtained from $G$ by replacing $(a, c)$ and $(b, d)$ by $(a, d)$ and $(b, c)$ and let $G^2$ be obtained by replacing $(a, c)$ and $(b, d)$ by $(a, b)$ and
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Figure 3.1: \(G^1\) and \(G^2\)

Then if \(k\) is even, either \(G^1\) or \(G^2\) is \(k\)-connected.

The proof is quite similar to Theorem 2.4. Before proving the result for any even number \(k\), we give a short proof of its validity for \(k = 2\). In that case, every two edges of \(G\) lie on a common circuit, where a circuit means a closed path without the restriction that the nodes are distinct. But, in a circuit, we can replace any two nonadjacent edges by two other edges so that the resulting graph is still a circuit, and thus 2-connected. The result follows by noticing that replacing an induced subgraph of a 2-connected graph by another 2-connected subgraph always creates a 2-connected graph. Monma and Shallcross [48] have used this observation to derive two-optimal and three-optimal heuristics for the problem of designing a minimum-cost 2-connected network.

**Proof of Theorem 3.1:**

Proof by contradiction. Suppose both \(G^1\) and \(G^2\) contain cuts of cardinality less than \(k\). Let \([S^1, \overline{S^1}]\) be a cut in \(G^1\) and \([S^2, \overline{S^2}]\) be a cut in \(G^2\), both with cardinality
less than \( k \) (Figure 3.1). Without loss of generality we can assume that \( a \in S^1 \) and \( a \in S^2 \). This implies that \( d \in S^1 \) and \( b \in S^2 \) since otherwise we could contradict the \( k \)-connectedness of \( G \). Let

\[
A = S^1 \cap S^2 \\
B = \tilde{S}^1 \cap S^2 \\
C = \tilde{S}^1 \cap \tilde{S}^2 \\
D = S^1 \cap \tilde{S}^2.
\]

Clearly, \( a \in A, b \in B, c \in C \) and \( d \in D \). The fact that \( |[S^1, \tilde{S}^1]| < k \) in \( G^1 \) and \( |[S^2, \tilde{S}^2]| < k \) in \( G^2 \) implies that

\[
|[A, D]| + |[A, C]| + |[B, D]| + |[B, C]| \leq k + 1 \quad (3.1)
\]

\[
|[A, B]| + |[A, C]| + |[B, D]| + |[D, C]| \leq k + 1.
\]

In these expressions, the arc sets \([X, Y]\) (for \( X, Y \in \{A, B, C, D\}\)) refer to the graph \( G \) and not to \( G^1 \) or \( G^2 \). Adding (3.1) and (3.2), we obtain

\[
|[A, B]| + |[A, C]| + |[A, D]| + |[B, C]| + 2(|[A, C]| + |[B, D]|) \leq 2k + 2. \quad (3.3)
\]

The \( k \)-connectedness of \( G \) implies the following four relations corresponding to the four cuts \([A, \tilde{A}], [B, \tilde{B}], [C, \tilde{C}]\) and \([D, \tilde{D}]\):

\[
|[A, B]| + |[A, C]| + |[A, D]| \geq k
\]

\[
|[A, B]| + |[B, C]| + |[B, D]| \geq k
\]

\[
|[A, C]| + |[B, C]| + |[D, C]| \geq k
\]

\[
|[A, D]| + |[B, D]| + |[D, C]| \geq k.
\]

Adding all four inequalities and dividing by 2, we obtain

\[
|[A, B]| + |[A, C]| + |[A, D]| + |[B, C]| + |[A, C]| + |[B, D]| \geq 2k. \quad (3.4)
\]
The inequalities (3.3) and (3.4) imply that

$$|[A, C]| + |[B, D]| \leq 2,$$

and, therefore, $$|[A, C]| = 1$$ and $$|[B, D]| = 1.$$ Thus, from (3.1) and (3.2), we find that

$$|[A, D]| + |[B, C]| \leq k - 1,$$

$$|[A, B]| + |[D, C]| \leq k - 1.$$  

Now, because $$k - 1$$ is odd, either $$|[A, D]|$$ or $$|[B, C]|$$ is less than or equal to $$\lfloor (k - 1)/2 \rfloor$$ and either $$|[A, B]|$$ or $$|[D, C]|$$ is less than or equal to $$\lfloor (k - 1)/2 \rfloor$$. Any combination of these outcomes implies that one of the cuts $$[A, \bar{A}], [B, \bar{B}], [C, \bar{C}]$$ or $$[D, \bar{D}]$$ in $$G$$ has cardinality less than or equal to $$k - 1$$, contradicting the $$k$$-connectedness of $$G$$. \(\square\)

The graph depicted in Figure 3.2 shows that a version of Theorem 3.1 with $$k$$ odd, $$k \geq 3$$ is not valid. The integers on the edges represent the multiplicity of the edges.

The proof of this theorem establishes the following is result:

**Lemma 3.1** Let $$G^1$$ and $$G^2$$ be defined as in Theorem 3.1. Then if $$k$$ is odd and neither $$G^1$$ nor $$G^2$$ is $$k$$-connected, then both $$(a, b)$$ and $$(c, d)$$ have multiplicity one.

Theorem 3.1 shows that, if $$k$$ is even, we can always perform a 2-change transformation. The main motivation for deriving the previous two results comes from the Euclidean minimum-cost $$k$$-connected network design problem; in this context, $$V$$
Chapter 3. Minimum-cost $k$-connected Networks on the Plane without Steiner points

![Diagram](image)

Figure 3.3: Two edges crossing in $m$

corresponds to a set of points in the Euclidean plane and $c_e$ represents the Euclidean distance between the endpoints of $e$. An edge $e = (i, j) \in A$ of an optimal network can be represented as a straight line between the vertices $i$ and $j$.

**Theorem 3.2** If $k$ is even, any Euclidean minimum-cost $k$-connected network has no crossing edges; if $k$ is odd, every pair of crossing edges in any Euclidean minimum-cost $k$-connected network can have multiplicity at most one.

**Proof:**

The proof is by contradiction. Let $N = (V, A)$ be a Euclidean minimum-cost $k$-connected network and assume that $(a, c)$ and $(b, d)$ are two edges that cross at the point $m$ (Figure 3.3). Theorem 3.1 and the fact that $c_{ad} + c_{bc} < c_{am} + c_{md} + c_{bm} + c_{mc} = c_{ac} + c_{bd}$ and $c_{ab} + c_{cd} < c_{am} + c_{mb} + c_{cm} + c_{md} = c_{ac} + c_{bd}$ contradict the optimality of $N$. \(\square\)

### 3.3 Linear programming relaxation

In this section, we derive similar results for a linear programming relaxation of the Euclidean minimum-cost $k$-connected network design problem - namely, we show that the support of the optimal solution to an LP relaxation of the problem satisfies crossing properties similar to the ones shown in the previous section for optimal
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Euclidean $k$-connected networks. More formally, we consider the following linear program:

$$Z_k = \text{Min} \sum_{e \in E_V} c_e x_e$$

subject to

$$(P) \quad \sum_{e \in [S,S']} x_e \geq k \quad \forall S \subseteq V, S \neq \emptyset$$

$$0 \leq x_e \quad \forall e \in E_V,$$

where $V$ is a finite set of points in the Euclidean plane and $c_e$ represents the Euclidean distance between the endpoints of $e$. By linearity, $Z_k = \frac{k}{2}Z_2$. Cunningham has shown that $Z_2$ is equal to the Held-Karp lower bound [35] for the traveling salesman problem when the cost function $c$ satisfies the triangle inequality (see Monma et al. [47] or Goemans and Bertsimas [26]). Let $x^*$ be an optimal solution to $(P)$ and let $E = \{e : x^*_e > 0\}$. The graph $G = (V, E)$ possesses several nice properties, e.g. $G$ is 1-tough i.e., if we remove any set of $s$ vertices the resulting graph has at most $s$ connected components. $G$ also has the following property.

Theorem 3.3 $G = (V, E)$ has no crossing edges.

Proof:

Let $(a, c)$ and $(b, d)$ be two crossing edges of $G$. The optimality of $x^*$ implies that $G$ contains cuts $[S^1, \bar{S}^1]$ and $[S^2, \bar{S}^2]$ satisfying the following properties:

1. $a, d \in S^1$, $b, c \notin S^1$, $a, b \in S^2$ and $c, d \notin S^2$ (see Figure 3.1),

2. $x(S^1, \bar{S}^1) = k = x(S^2, \bar{S}^2)$ where $x(S, S') = \sum_{e \in [S, S']} x^*_e$.

Otherwise, we could decrease $x^*_{ac}$ and $x^*_{bd}$ by some positive value $\epsilon$ and increase either $x^*_{ab}$ and $x^*_{cd}$ or $x^*_{ad}$ and $x^*_{bc}$ by $\epsilon$ and obtain a feasible solution to $(P)$ of lower total cost.
By defining \(A, B, C\) and \(D\) as in Theorem 3.1, decomposing \(x(S^1, \bar{S}^1)\) and \(x(S^2, \bar{S}^2)\) in terms of \(x(X, Y)\) \((X, Y \in \{A, B, C, D\})\) and using the fact that \(x(X, \bar{X}) \geq k\) for \(X = A, B, C, D\), we find that \(x(A, C) = x(B, D) = 0\). This result contradicts the fact that \(x_{ac}^*>0\) and \(x_{bd}^*>0\).

We next show why a plausible conjecture relating the support of the LP solution and certain objects from Computational Geometry is false. For each vertex \(i \in V\), the Voronoi region \(R_i\) associated with \(i\) is the set of points in the plane closer to \(i\) than to any other vertex. The Voronoi diagram of \(V\) consists of all Voronoi regions \(R_i\). The dual of the Voronoi diagram is called the Delaunay triangulation and is the graph \(DT(V)\) whose vertex set is \(V\) and whose edge set consists of all edges \((i, j)\) for which \(R_i\) and \(R_j\) share a boundary of more than one point. The minimum spanning tree is always a subgraph of the Delaunay triangulation while the optimal traveling salesman tour need not be [14], [38]. The no-crossing property expressed in Theorem 3.3 and the 1-toughness are also properties of the Delaunay triangulation \(DT(V)\) (for the 1-toughness results see [12]). Hence, one might suspect that \(G\), the support of the optimal solution to \((P)\), is a subgraph of the Delaunay triangulation. However, this is not true as can be seen from Dillencourt's example, reproduced in Figure 3.4, of a non-Hamiltonian Delaunay triangulation [13]. Otherwise, according to Cunningham's result [47], optimizing the objective function \(\sum c_\varepsilon x_\varepsilon\) over the following Held and Karp polytope

\[
\sum_{\varepsilon \in [S, S]} x_\varepsilon \geq k \quad \forall S \subset V, S \neq \emptyset
\]

\[
\sum_{\varepsilon \in \{i, V \setminus \{i\}\}} x_\varepsilon = k \quad \forall i \in V
\]

\[
0 \leq x_\varepsilon \quad \forall \varepsilon \in E_D,
\]

where \(E_D\) is the edge set of \(DT(V)\), would give the same value as optimizing over \((P)\). But it can easily be verified that the Held and Karp polytope for \(DT(V)\) is empty.
Figure 3.4: Dillencourt's example of a non-Hamiltonian Delaunay triangulation
Chapter 4

Network Synthesis with Few Edges

In Chapter 1 we defined the network synthesis problem as the LP relaxation of SNDP when the underlying graph $G$ is complete. Although the LP relaxation has an exponential number of constraints, it can be solved efficiently by the Ellipsoid method because the separation problem can be solved in polynomial time - see Bland et. al. [4]. However when the costs are all uniform, Gomory and Hu [29] give an elegant algorithm that solves the problem in a simple manner. Gusfield [30] gives two alternative algorithms that improve upon the Gomory-Hu procedure in the sense that they produce networks with fewer (or equal number of) edges in the support of the solution. In this chapter, we consider solving the problem for uniform costs with a network that has the fewest possible number of edges in the support of the solution. So, for the rest of this chapter we assume that $G$ is a complete graph and that $c_{ij} = 1$ for all $(i, j) \in E$.

We first give an algorithm that is guaranteed to do no worse than the algorithms
of Gusfield and in some cases does better. We prove its validity and show an example where it performs better than Gusfiled's algorithms. We next give a lower bound on the number of edges needed in any network that satisfies all the flow requirements.

4.1 Introduction

The problem considered is the following: Given a \( n \times n \) matrix of non-negative numbers \( r_{ij}, (r_{ij} = r_{ji}) \), find a network on \( n \) nodes, and capacities on the edges of the network that satisfy the property that the total sum of the capacities on all the edges of the network is minimum and the maximum flow \( f_{ij} \) between \( i \) and \( j \) in this network satisfies \( f_{ij} \geq r_{ij} \) (such a network is called a feasible network). This problem was essentially completely solved by Gomory and Hu [29]. They gave a lower bound on the total capacity of any feasible network and then gave a procedure for designing a network which achieves this lower bound. Note that our requirements \( r_{ij} \) are not necessarily of the form \( \min(r_i, r_j) \), that is they are more general. However, Gomory and Hu [29] show that the optimal total capacity remains the same if we assume that the requirements \( r_{ij} \) are of the form \( \min(r_i, r_j) \).

The rest of this chapter is organized as follows: In Section 4.2 we define our notation and terminology and summarize the previous work. In Section 4.3 we give a new algorithm to solve this problem which is guaranteed to use no more edges than Gomory-Hu's or either of Gusfield's algorithms. In Section 4.4 we give a lower bound on the number of edges that is required in any minimum capacity feasible network. This gives improved performance guarantees for both our and Gusfield's algorithms. We give an example which achieves this bound.
4.2 Definitions, notation and previous work

Given any undirected graph $G$ with capacities $k_{ij}$ on its edges, let $f_{ij}$ represent the maximum possible flow between node $i$ and node $j$. For a given $n \times n$ matrix $R$ of non-negative numbers $r_{ij}$ ($r_{ij} = r_{ji}$), we refer to the graph $G$ as feasible if the flows in the graph satisfy the inequalities

$$f_{ij} \geq r_{ij} \quad \forall i, j, i \neq j.$$

The network synthesis problem is the one of finding a feasible network having the smallest total capacity. For each node $i$, let $r_i = \max_{j \neq i}(r_{ij})$. Call $r_i$ the node weight of node $i$ (the survivability requirement for SNDP). Assume that the $r_i$ take on $t$ distinct values, $w(1) > w(2) > \cdots > w(t)$. Then as shown in [29], the cost of the optimal network is unchanged if we assume that $r_{ij} = \min(r_i, r_j)$. So assume from now on that we have modified our requirements matrix so that it satisfies this condition. The capacity incident to every node $i$ in any feasible network will be at least $\sum_j k_{ij} \geq r_i$. Hence, the total capacity installed is at least $(\sum_i r_i)/2$. Gomory and Hu [29] give a fast procedure that constructs a feasible network with total capacity equal to this quantity. Thus this problem is essentially solved. However, a naive implementation of this algorithm uses many edges. Gusfield [30] gives two new algorithms that are guaranteed to solve the feasibility problem using as few edges as the Gomory and Hu's algorithm. We next present the three algorithms and discuss some of their properties. We also illustrate their performance on an example.

The first algorithm is Gomory and Hu's algorithm which we will call algorithm $A$.

Algorithm $A$:

1. Compute a maximum weight spanning tree $T$ using the weights $r_{ij}$.

2. Decompose $T$ into a sum of subtrees, each having edges of equal weight. To do
this, define the decomposition of a tree $T_i$ recursively. If $k_i$ is the smallest edge in $T_i$, then $T_i$ is decomposed into one copy of $T_i$ with weight $k_i$ on each edge, plus the decomposition of each subtree of $T_i$ resulting from deleting all edges of weight $k_i$ from $T_i$, and subtracting $k_i$ from the weights of all the remaining edges.

3. For every tree $T_i$ in the decomposition, create a cycle $C_i$ containing all the nodes of $T_i$. Set the capacity of every edge in $C_i$ equal to $k_i/2$ where $k_i$ is the weight of each edge in $T_i$. Superimpose all of the cycles, merging common edges and summing the capacities. The resulting network $G$ is a feasible network of minimum total capacity.

The next two algorithms are from Gusfield [30].

Algorithm $A'$:

1. Assume $r_i \geq r_{i+1}$ for $i = 1, \ldots, n$.

2. For $i = 2, \ldots, n$, repeat the following:

   Create edge $(i, i-1)$ with capacity $r_i/2$ and if $(r_i - r_{i+1})/2$ is nonzero, create edge $(i, 1)$.

Algorithm $A^*$:

1. Assume $r_i \geq r_{i+1}$ for $i = 1, \ldots, n$. We first construct a network $G(t)$ containing $t + 1$ nodes, one for each of the distinct node weights $w(2)$ through $w(t)$, and two for the node weight $w(1)$. The former set of nodes is $\{2, \ldots, t\}$ and the latter set is $\{0, 1\}$. We construct $G(t)$ in steps 3 through 5.

2. Create an edge from node 0 to node 1 of capacity $(w(1) - w(2))/2$, and create an edge from node 0 to node 2 of capacity $w(2)/2$. 
3. For $i = 2, \ldots, t - 2$, do the following:

Create an edge from node $i$ to node $i + 1$ of capacity $(w(i + 1) - w(i + 2))/2$ and an edge from node $i$ to node $i + 2$ of capacity $w(i + 2)/2$.

4. Create an edge from node $t - 1$ to node $t$ of capacity $w(t)/2$.

5. If $R$ contains more than one node of weight $w(i)$, for $i > 1$, then insert the new nodes of weight $w(i)$ into the $(i, i - 2)$ edge of $G$, creating a path of edges between node $i$ and $i - 2$, each with capacity $w(i)/2$. If $R$ contains more than two nodes of weight $w(1)$, then first split the $(0, 1)$ edge with two parallel edges, one with capacity $w(1)/2$, and the other with capacity $(w(1) - w(2))/2$. Then insert the new nodes of weight $w(1)$ into the edge with capacity $w(1)/2$, creating a path of edges between nodes 0 and 1, each with capacity $w(1)/2$.

6. The result of steps 1) through 6) is a minimum capacity feasible network.

Let $G_A, G_{A'}$ and $G_{A^*}$ be the networks generated by the three algorithms. We illustrate the performance of algorithms $A'$ and $A^*$ on an example.

Example: (see Figure 4.1) Consider designing a network on eight nodes with $r_1 = 10$, $r_2 = 10$, $r_3 = 10$, $r_4 = 9$, $r_5 = 9$, $r_6 = 6$, $r_7 = 4$, $r_8 = 2$.

We state some properties of the networks $G_A, G_{A'}$ and $G_{A^*}$ generated by the three algorithms. The following result can be found in [30]. Let $N_1$ be the number of nodes of $G$ with node weights $r_1$.

**Theorem 4.1** For a given requirements graph $R$, $G_{A'}$ and $G_{A^*}$ contain $n - 1 + t$ edges if $N_1 > 2$ and $n - 2 + t$ otherwise. $G_A$ contains at least as many edges as $G_{A'}$ or $G_{A^*}$. 
Figure 4.1: (i) $G_{A'}$ (ii) $G_A^*$
4.3 A new algorithm for network synthesis

In this section we present a new algorithm that produces a feasible network of minimum capacity and is guaranteed to have fewer or equal number of edges than either of Gusfield's algorithms. We first describe the algorithm and prove its validity, and then show that it uses no more than the number of edges used by algorithms $A'$ or $A^*$. Finally, we give an example in which this algorithm actually does better than either of these algorithms.

Algorithm $B^*$:

1. Assume $r_1 = r_2 \geq \cdots \geq r_n$. Let $k_{uv}$ be the capacity installed on edge $(u, v)$ at any stage of the algorithm.

2. Initialize: Let $G_2$ be the graph on nodes 1 and 2 with two edges, each with capacities $r_1/2$.

3. For $k = 3, \cdots, n$, do

   Let edge $(i, j) \in G_{k-1}$ satisfy the condition

   $$(i, j) = \operatorname{argmin}\{k_{uv} - r_k/2 \mid (u, v) \in G_{k-1}, k_{uv} - r_k/2 \geq 0\}.$$  

   Obtain $G_k$ from $G_{k-1}$ by adding edges $(k, i)$ and $(k, j)$ with capacities $r_k/2$ and changing the capacity of $(i, j)$ to $k_{uv} - r_k/2$.

4. $G_{B^*} = G_n$ is the output of the algorithm.

In Figure 4.2 and Figure 4.3 we show how the algorithm works on the previous example.

**Theorem 4.2** $G_{B^*}$ is a feasible network of minimum capacity.
Proof: We will show that $G_k$ is a feasible network of minimum capacity for nodes $1, 2, \ldots, k$ for $k = 2, \ldots, n$. For $k = 2$, this is obvious. Assume $G_l$ is a feasible network of minimum capacity for $1, 2, \ldots, l$. Note that $G_l$ has an edge of capacity $r_l/2$. Thus, it is always possible to add node $l + 1$ to $G_l$ as stated in the algorithm. Suppose the algorithm node connects $l + 1$ to nodes $i$ and $j$. Then capacity of edge $(i, j)$ in $G_l$ is greater than or equal to $r_{l+1}/2$. Now, we can route any flow beyond the capacity of $(i, j)$ which has to pass through edge $(i, j)$ in $G_l$ through node $l + 1$. Thus the new network can satisfy all the flow requirements between nodes numbered $l$ or less. Since $r(l+1) \leq r(k)$ for $k \leq l$, the flow requirement between node $l + 1$ and any other node is $r(l + 1)$. Between $i$ and $j$, we can send a flow of $\min(r(i), r(j))/2$ without using edge $(i, j)$. Thus, between $l + 1$ and $i$ or $j$, we can send a flow of $r(l + 1)/2$. Between any other node $m$ and $l + 1$, since we can send a flow of $\min(r(m), r(i))$ between $i$ and $m$, and we can send a flow of $\min(r(i), r(j))/2$ without using edge $(i, j)$, we can always manage to satisfy the requirement between $m$ and $l + 1$. Since the total installed capacity at any stage is equal to $(\sum_{i=1}^{k} r_i)/2$, $G_k$ is of minimum capacity. $\square$

Next, we show that algorithm $B^*$ uses at least as few edges as algorithm $A'$.

Theorem 4.3 $G_{A'}$ contains at least as many edges as $G_{B^*}$.

Proof: Recall that the flow requirements take on $t$ distinct values $w(1), \ldots, w(t)$. For $k$ from 1 through $t$, let $N_k$ be the number of nodes of weight $w(k)$. As is shown in [30], $G_{A'}$ has exactly $n - 1 + t$ edges if $N_1 > 2$ and $n - 2 + t$ if $N_1 = 2$. In step $l + 1$ of algorithm $B^*$, if $r(l + 1) = r(l)$, the number of edges in $G_{l+1}$ is one more than those in $G_l$, and if $r(l + 1) < r(l)$, the number of edges increases by at most two. Thus, we use no more edges than algorithm $A'$.

As shown by Figures 4.2 and 4.3 Algorithm $A^*$ gives a network with twelve edges for our example (as opposed to eleven from our algorithm). Thus, algorithm $B^*$ will sometimes use fewer edges than algorithms $A'$ or $A^*$. 
Figure 4.2: Algorithm $B^*$ on the example in Gusfield
Figure 4.3: Output of algorithm $B^*$ has eleven edges
4.4 A lower bound on the number of edges needed

In this section we show that any minimum capacity feasible network needs at least \( n + t/5 \) edges. Let us first assume that \( t = n - 1 \). That is,

\[
r_1 = r_2 > r_3 > \cdots > r_n.
\]

For \( n \leq 3 \), the problem is trivial. Therefore, assume \( n \geq 4 \). We are also working under the assumption that \( r_{ij} = \min(r_i, r_j) \). For any cut \((S, \bar{S})\), let \( k(S, \bar{S}) \) denote its capacity.

**Theorem 4.4** Any feasible minimum capacity network requires at least \( n + (n - 1)/5 \) edges.

**Proof:** We need some preliminary lemmas.

**Lemma 4.1** Let \((S, \bar{S})\) be a cut. Then,

\[
k(S, \bar{S}) \geq \min_{i \in S} \max_{i \notin S} r_i.
\]

**Proof:** This result follows trivially from the weak version of the max-flow min-cut theorem. \(\square\)

**Lemma 4.2** Let \( i \) and \( j \) be two adjacent nodes in the network satisfying the property that one of \( r_i \) or \( r_j \) does not equal \( w(1) \). Let \( k_{ij} \) be the capacity of edge \((i, j)\). Then,

\[
k_{ij} \leq \min(r_i, r_j)/2.
\]

**Proof:** Assume \( r_i \leq r_j \). Let \( S = \{i, j\} \). Consider the cut \((S, \bar{S})\). Since the network is of minimum capacity, the sum of capacities of all the edges incident to node \( i \) (j
respectively) equals \( r_i \) \((r_j \text{ respectively})\). Now, if \( k_{ij} > \min(r_i, r_j)/2 = r_i/2 \), then the value of the cut \((S, \bar{S})\) satisfies

\[
k(S, \bar{S}) = r_i - k_{ij} + r_j - k_{ij} = r_i + r_j - 2k_{ij} < r_j.
\]

But by Lemma 4.1, the value of this cut must be greater than or equal to \( r_j \). \(\square\)

**Proof of Theorem 4.4:**

Lemma 4.2 implies that if node \( i \neq 1 \) is connected to node \( j \) and \( i > j \), then node \( i \) has degree at least three. Thus, the only way a node \( i \neq 1, 2 \) has degree 2 in the network is if it is connected to two nodes both with node labels less than \( i \) and, moreover, both these have degree at least three; in other words, no degree two node is connected to another degree two node unless it is node 1 (in which case it can only be connected to node 2). Now, let \( g \) be the number of degree two nodes that are connected to another degree two node. By our previous argument, \( g \) can be at most two. If \( g \) is equal to two, contract the edge that connects these two degree two nodes to obtain a graph \( G' \) on \( n - 1 \) nodes in which no degree two node is connected to another degree two node and if \( g \) is equal to zero, let \( G' = G \). Let \( G' \) have \( n - l \) nodes. \( G \) has \( l \) edges more than \( G' \). Partition the node set \( V' \) of this new graph \( G' \) into degree two nodes and non-degree two nodes, \( T \) and \( \bar{T} \). Further, partition \( \bar{T} \) according to the number of nodes of \( T \) that they are connected to. Let \( t_0 \) nodes of \( \bar{T} \) be connected to zero nodes of \( T \), \( t_1 \) nodes of \( \bar{T} \) be connected to exactly one node of \( T \), and so on ending with \( t_k \).

Thus sum of the degrees of all the nodes of \( \bar{T} \) is greater or equal to

\[
(3t_0) + (2t_1 + t_1) + (t_2 + 2t_2) + (3t_3) + (4t_4) + \cdots + (kt_k).
\]

The number of degree two nodes equals to \((t_1 + 2t_2 + \cdots + kt_k)/2\). Thus, the total number of edges in the network is at least \((3t_0 + 4t_1 + 5t_2 + 6t_3 + 8t_4 + \cdots + (2k + 2)t_k)/2\).
We will minimize this lower bound by first formulating this problem as an integer program with one constraint.

\[
\begin{align*}
\text{Min} & \quad (3t_0 + 4t_1 + 5t_2 + 6t_3 + 8t_4 + \cdots + (2k + 2)t_k) \\
\text{such that} & \quad (t_1 + 2t_2 + \cdots + kt_k)/2 + (t_0 + t_1 + t_2 + \cdots + t_k) \geq n - l \\
& \quad t_i \geq 0, \text{ integer, } i = 0, 1, \cdots, n.
\end{align*}
\]

We obtain a lower bound on the optimal value of this problem, by further relaxing the integrality restriction, producing the following linear program with one constraint.

\[
\begin{align*}
\text{Min} & \quad (3t_0 + 4t_1 + 5t_2 + 6t_3 + 8t_4 + \cdots + (2k + 2)t_k) \\
\text{such that} & \quad (2t_0 + 3t_1 + 4t_2 + 5t_3 + 6t_4 + \cdots + (k + 2)t_k) \geq 2(n - l) \\
& \quad t_i \geq 0, \ i = 0, 1, \cdots, n.
\end{align*}
\]

But we can be solve this problem by inspection. Since \(\min(3/2, 4/3, 5/4, 6/5, 8/6, 10/7, \cdots)\) equals 6/5, the optimal value equals 12\((n - l)/5\). Thus, the network \(G'\) must contain at least 6\((n - l)/5\) edges. Now, since \(n - l \geq n - 1\), \(G\) has at least \(l + 6(n - l)/5 \geq n + (n - 1)/5\).

For the general case when \(t \neq n - 1\), if \(t \leq 2\) clearly \(n\) edges suffice and when \(t \geq 3\), the following result can be proved.

**Theorem 4.5** *Any minimum capacity feasible network uses at least \(n + t/5\).*

**Proof:** The proof is exactly the same as above, except that now, if a degree two node is connected to another degree two node, both the nodes have the same node weight. Moreover, since \(t \geq 3\), the resulting network has at least four nodes. Thus, we have \(n - l \geq t\) which completes the proof of Theorem 4.4.

Figure 4.4 gives an example with \(n = 8\), \(t = 6\) and uses only ten edges. Hence this lower bound cannot be improved without using the actual values of \(r\) in the lower bound.
Figure 4.4: This network uses 10 edges on 8 nodes
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Disjoint \([s, t]\)-dicuts

5.1 Introduction

Given a directed graph \(G\) with two distinguished nodes \(s\) and \(t\), a dicut is a minimal set of arcs that (i) disconnects \(G\), and (ii) whose arcs that emanate from the component containing node \(s\) are in one direction. A dicut is an \((s, t)\)-dicut if in the disconnected graph \(s\) and \(t\) belong to different components and all the arcs emanating from the component containing node \(s\) point out of that component. Each arc has a nonnegative real cost \(c_e\) associated with it. For a subset \(A\) of arcs, \(c(A) = \sum_{e \in A} c_e\) is the cost of \(A\). The \(k\)-dicut problem considered by Wagner [60], is the problem of finding \(k\) \((s, t)\)-dicuts that are pairwise disjoint and that have the smallest possible total cost for the union of the \(k\) dicuts.

The related problem of computing minimum-cost \(k\) disjoint \((s, t)\)-cuts can be transformed to the \((s, t)\)-dicut problem [60]. We recall that a cut is a set of arcs that disconnects the graph. For the rest of this chapter, a cut will refer to a minimal
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cut; that is removing arcs of the cut results in exactly two components of the graph.
This problem generalizes the classical problem of computing the minimum-cost cut in a directed graph and is motivated by applications in network reliability computations. Disjoint \((s,t)\)-cuts can be used to bound two-terminal reliability as follows. Let \(C_1, C_2, \ldots, C_k\) be \(k\) edge disjoint \((s,t)\)-cuts in \(G\). Suppose edge \(e\) of the graph fails with a probability \(p_e\) and is operational with a probability \(1 - p_e\). \(G\) is operational if it has at least one path from node \(s\) to node \(t\). \(G\) is operational only if every \((s,t)\)-cut in \(G\) has at least one operational edge. Therefore, the probability that \(G\) contains an \((s,t)\)-path is bounded above by \(\prod_{i=1}^{k} (1 - \prod_{e \in C_i} p_e)\). This bound is very easy to compute and has been found to be competitive with more sophisticated bounds (see Colbourn [10]).

Wagner [60] solves this problem by formulating it as a linear program; the extreme points of this linear program are the incidence vectors of subgraphs of \(G\) that have a partition into dicuts, exactly \(k\) of which are \((s,t)\)-dicuts. In this chapter, we characterize such subgraphs in terms of \((s,t)\)-paths. This result gives insight into the nature of Wagner’s result and makes the generalization from the 1-dicut problem more transparent. In Section 5.2 we state some preliminary results, in Section 5.3 we describe Wagner’s solution, in Section 5.4 we state and prove our main results, in Section 5.5 we study a problem that is dual to the disjoint \((s,t)\)-dicut problem, and in Section 5.6 we look at path formulations of a recent generalization of the max-flow min-cut theorem due to Nishihara and Inoue [54] and Orlin and Wagner [55].

5.2 Definitions and some preliminary lemmas

Let \(G = (V, A)\) be a directed graph with \(n\) nodes and \(m\) arcs. A path in \(G\) does not mean a directed path unless specified otherwise. Since we are interested in dicuts
that separate \( s \) and \( t \), we assume that \( G \) is 2-vertex connected and that all the arcs incident to \( t \) are directed into \( t \). Let \( H \) be a subgraph of \( G \) such that \( H \) can be partitioned into \( t \) dicuts, of which exactly \( k \) are \((s,t)\)-dicuts. Call all such subgraphs \( k-(s,t)\)-dicut subgraphs.

In \( G \), with any path \( P \) between two nodes \( a \) and \( b \), and with any cycle \( C \) with a particular orientation, we associate a \( m \)-element \( \{+1, 0, -1\} \) column vector, which by a slight abuse of notation we also denote by \( P \) and \( C \). This vector consists of \( 0 \) in the \( i \)th position if arc \( i \) does not belong to the path or cycle, \(+1\) if the direction of the path or cycle agrees with that of the arc, and \(-1\) otherwise. We begin with the following well-known result.

**Lemma 5.1** Let \( G \) be a directed graph and let \( T \) be a spanning tree of \( G \). Let \( P \) be a path in \( T \) between any two nodes of \( G \), and let \( P' \) be any path in \( G \) between the same two points. Then,

\[
P' = P + \sum \lambda_i C_i
\]

where \( C_i \) are the fundamental cycles created by arcs in \( P' \setminus T \) and \( \lambda_i \in \{+1, 0, -1\} \).

**Proof:** Let \( P \) and \( P' \) be paths joining \( s \) to \( t \). The proof is by induction on \(|P'|\), the case \(|P'| = 1\) being trivial. Let \(|P'| = l \) and suppose the statement of the lemma is true for all paths in \( G \) of length \(< l \). If \( P \) and \( P' \) have an arc in common, then if we invoke the induction argument, the lemma is clearly true. So assume that \( P \) and \( P' \) are arc-disjoint. Since both the paths start and end at the same point and are arc-disjoint, at least one fundamental cycle created by an arc of \( P' \setminus T \) contains a segment of \( P \). Let \((a, b)\) denote that arc and let \( C \) denote the associated fundamental cycle. Let \( P_{ab} \) be the \( \{+1, 0, -1\} \) vector corresponding to the single edge \((a, b)\). Now let \( P_1 \) and \( P_2 \) be the \( s \) to \( a \) and \( b \) to \( t \) paths respectively, and \( P'_1 \) and \( P'_2 \) be the
corresponding paths in $P'$. By the induction argument,

\[
P'_1 = P_1 + \sum \lambda_i C^1_i
\]

\[
P'_2 = P_2 + \sum \lambda_i C^2_i.
\]

Note that, if the direction of $(a, b)$ agrees with the $s$ to $t$ path of $P_1 \cup P_2 \cup (a, b)$,

\[
P + C = P_1 + P_2 + P_{ab}
\]

and if it does not,

\[
P - C = P_1 + P_2 - P_{ab}.
\]

Now in the former case,

\[
P' = P'_1 + P'_2 + P_{ab}
\]

\[
= P_1 + \sum \lambda_i C^1_i + P_2 + \sum \lambda_i C^2_i + P_{ab}
\]

\[
= P + \sum \lambda_i C_i,
\]

while when the direction of $(a, b)$ does not agree with the path $P_1 \cup P_2 \cup (a, b)$ from $s$ to $t$,

\[
P' = P'_1 + P'_2 - P_{ab}
\]

\[
= P_1 + \sum \lambda_i C^1_i + P_2 + \sum \lambda_i C^2_i - P_{ab}
\]

\[
= P + \sum \lambda_i C_i.
\]

The following is a well known theorem due to Lovasz [43].

**Theorem 5.1** [43] $G$ is 2-vertex connected if and only if for every edge $(a, b)$ in the graph, the graph has an $a - b$ numbering: a numbering of the nodes from 1 to $n$, with $a$ being assigned the number 1 and $b$ the number $n$, with the property that every other node has a neighbor with a lower number as well as one with a higher number.

As a consequence of this theorem, we can prove,
Lemma 5.2 In a 2-vertex connected graph $G$, for any pair of nodes $s$ and $t$ and edge $(a, b)$, the graph contains a path from node $s$ to node $t$ that contains edge $(a, b)$.

Proof: Consider an $a - b$ numbering of the graph which exists by Theorem 5.1, and assume without loss of generality that node $s$ gets a lower number than node $t$. Then by starting from node $s$, and always taking the edge to a lower numbered node, we get a path from $s$ to $a$ and by starting from $t$ always taking an edge to a higher numbered node, we obtain a path from node $t$ to node $b$ and these two paths are disjoint. Thus we have a path from $s$ to $t$ that uses the edge $(a, b)$. $\square$

Lemma 5.3 In a 2-vertex connected graph $G$, for any pair of nodes $s$ and $t$ and edge $(a, b)$, the graph contains a $(s, t)$-cut containing $(a, b)$.

Proof: Consider an $a - b$ numbering and assume without loss of generality that $s$ has a label less than $t$. Let $C$ be the set of arcs between all nodes with labels less than that of $t$ and those with labels greater than or equal to that of $t$. By Theorem 5.1, the graph contains a path from node $a$ (which has label 1) to every node with label less than that of $t$, and a path from $b$ (which gets label $n$) to every node with label greater than or equal to that of $t$; moreover the labels of the nodes on each of these paths are either increasing or decreasing. Therefore, removing the arcs in $C$ disconnects $G$ into exactly two components, implying that $C$ is an $(s, t)$-cut. Clearly, $(a, b)$ belongs to $C$, proving the Lemma. $\square$

5.3 Wagner's solution of the $k$-$(s, t)$-dicut problem

We briefly describe Wagner's solution - for a more detailed description, see [60]. To $G$, we add a set of $k - 1$ nodes and a directed path $S$ of length $k$ going from node $s$ to node $t$ and using only these new $k - 1$ nodes. Call this new graph $G'$. Since every
(s, t)-dicut of G' uses exactly one arc from this path and the (s, t)-dicuts of G are of the form K \ S for some (s, t)-dicut K of G'. If we assign a cost of zero to each of these new arcs, solving the k (s, t)-dicut problem in G' solves the problem for G.

Let N' be the vertex-arc incidence matrix of G' with one row removed and let T' be a spanning tree of G'. Let B' be the submatrix of N' corresponding to the arcs in T'. Then the matrix B'^{-1}N, which is known as the fundamental-arc matrix of G' is of the form [I R]. The matrix [-R^T I] known as the fundamental-cut matrix of G'. The rows of [-R^T I] are the incidence vectors of fundamental cycles created by each of the arcs not in T'.

Consider the following polytope:

\[
\begin{pmatrix} -R^T & I \end{pmatrix} x = 0 \\
0 \leq x_e \leq 1 & e \in A \\
x_e = 1 & e \in S.
\]

The following is the main result of [60]:

**Theorem 5.2** Let x* be an extreme point of this polytope. Then x_e* \in \{0, 1\}. Moreover, the set \{e \in A \cup S | x_e^* = 1\} has a partition \{K_1, \ldots, K_t\} into pairwise-disjoint dicuts of G' with exactly k of the dicuts being (s, t)-dicuts.

### 5.4 Characterization of k - (s, t)-dicut subgraphs

Given an (s, t)-path P, let f(P) be the set of forward arcs of P, i.e. arcs whose direction agrees with that of P in the direction from node s to node t and let r(P) be the set of reverse arcs of P, i.e. arcs whose direction disagrees with that of P from node s to node t.

We prove the following:
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**Theorem 5.3** The vertices of the following polytope which we refer to as \(Q\), are the incidence vectors of \(k-(s, t)\)-cut subgraphs:

\[
x(f(P)) - x(r(P)) = k, \quad \forall \,(s, t)\text{-paths } P
\]

\[0 \leq x \leq 1.
\]

The following result is a corollary this theorem.

**Corollary 5.1** \(H\) is a \(k-(s, t)\)-cut subgraph if and only if \(H\) satisfies the condition

\[
|f(P) \cap H| - |r(P) \cap H| = k
\]

for all \((s, t)\)-paths \(P\).

**Proof:** The \((\text{if})\) part follows from the theorem.

\((\text{only if}): \) Let \(H = H_1 \cup H_2 \cup \ldots \cup H_k \ldots \cup H_t\) be a partition of the arc set \(H\) into dicuts \(H_1, H_2, \ldots, H_t\), i.e., \(H_i \cap H_j = \emptyset\), when \(i \neq j\); and \(H_1, H_2, \ldots, H_k\) are the \(k\) \((s, t)\)-dicuts. Then for every \((s, t)\) path \(P\), \(|f(P) \cap H_i| - |r(P) \cap H_i| = 1\), if \(i \leq k\), because every time the path leaves the component containing \(s\), it contributes one to the first term, and whenever it enters the component it contributes one to the second term, and every \((s, t)\) path leaves the component once more than it enters. For \(i > k\), every path crosses the dicut while going one way as many times as it does the other way, contributing nothing to the righthand side. Since the sets are disjoint, \(H\) satisfies the condition \(|f(P) \cap H| - |r(P) \cap H| = k\). \(\square\)

**Proof of Theorem 5.3:** We will show that polytope \((Q)\) is a reformulation of Wagner's polytope for a specific choice of a spanning tree of \(G'\). Recall that, by assumption, \(G\) is 2-vertex connected and that \(t\) has only incoming arcs. Thus, let \(T\) be a spanning tree of \(G - \{t\}\). Then \(T \cup S\) is a spanning tree of \(G'\). The columns of \(-RT\) corresponding to \(e \in S\) has -1 in the rows corresponding to arcs incident to node \(t\) and 0 elsewhere.
Of all the arcs of \( G \), let us give the arcs in \( T \) the first \( (n - 2) \) labels and the arcs coming into \( t \), the last labels. Consider the following matrix \( M \) and vector \( d \); \( M \) has \( m \) columns and \( (m - (n - 2)) \) rows, and \( d \) has \( (m - (n - 2)) \) elements.

\[
M = \begin{pmatrix}
1 & \ldots & n-2 & n-1 & \ldots & \ldots & m \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{pmatrix}
\]

and

\[
d = \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
k \\
k \\
\vdots \\
k
\end{pmatrix}
\]

where the \( k \)'s correspond to the edges that come into the node \( t \).

The rows of \( M \) correspond to the arcs of \( G \) that are not in \( T \). If arc \( i \) is not incident to node \( t \), then adding arc \( i \) closes a cycle in \( G \). The first \( n - 2 \) elements of the row corresponding to \( i \) consists of:

\[
m_{ij} = \begin{cases} 
0 & \text{if edge } j \text{ does not belong to the cycle} \\
+1 & \text{if the direction of } j \text{ agrees with that of } i \\
-1 & \text{if the direction of } j \text{ does not agree with that of } i
\end{cases}
\]
If arc $i$ is incident to node $t$, then adding arc $i$ closes a $(s, t)$-path in $G$. The first $n - 2$ elements of the row corresponding to $i$ consists of:

$$m_{ij} = \begin{cases} 
0 & \text{if edge } j \text{ does not belong to the path} \\
+1 & \text{if } j \text{ is a forward arc in the path} \\
-1 & \text{if } j \text{ is a reverse arc in the path}
\end{cases}$$

We show that

$$(R) \quad Mx = d$$

$$0 \leq x \leq 1$$

represents the same polytope as $Q$.

$R \supseteq Q$: We have to show that every equality of $R$ is implied by the system defining $Q$.

The equalities of $Mx = d$ that correspond to edges directed to node $t$ are clearly among the equalities of $Q$. Therefore, we have to look only at equalities of $Mx = d$ corresponding to edges that are not in the tree $T$ and that are not incident to node $t$. Let $i$ be such an arc and let $C$ be the fundamental cycle created by $i$. Lemma 5.2 implies that we can find two paths $P$ and $P'$ from node $s$ to node $t$, whose symmetric difference is exactly $C$. Let $P'$ be the path that uses arc $i$. Let

$$A: \quad x(f(P)) - x(r(P)) = k$$

$$B: \quad x(f(P')) - x(r(P')) = k$$

be the two equations in $Q$ corresponding to $P$ and $P'$ respectively. Consider $A - B$, if the arc $i$ is forward in $P'$ and $B - A$, if it is reverse in $P'$. In either case, we generate the desired equality of $Mx = d$.

$Q \supseteq R'$: We have to show that for every path $P$, we can obtain

$$x(f(P)) - x(r(P)) = k$$

by adding and subtracting some rows of $Q$. 
Let \( j \) be the last arc of \( P \). Let \( P' \) be the path formed in \( T \) by adding \( j \) to \( T \). Since a row in \( Q \) corresponds to the path \( P' \). From Lemma 5.1 we can obtain \( P \) from \( P' \) by adding and subtracting the rows corresponding to the fundamental cycles.

Moreover, the system \( Mx = d \) is the same as Wagner's polytope for the choice of the spanning tree \( T' \) and by substituting the variables corresponding to the path \( S \) and bringing it to the right-hand side. Thus we have proved the theorem. \( \square \)

5.5 The Dual problem

We next consider a problem that in some sense is dual to the problem that we have been considering: Find \( k \) disjoint \((s, t)\)-directed paths of minimum-cost in \( G \). We can easily solve this problem by solving a min-cost flow problem of sending \( k \) units of flow at minimum cost from node \( s \) to node \( t \) in \( G \) with arc capacities all equal to one. Let \( N \) be the vertex-arc incidence matrix of \( G \) with the row corresponding to \( t \) removed and let \( d \) be a vector with \( k \) in the row corresponding to node \( s \) and 0 elsewhere. The vertices of the following polytope which we refer to as \( F \), are the incidence vectors of subgraphs of \( G \) that have a partition into \( k \) disjoint \((s, t)\)-directed paths and directed cycles.

\[
\begin{align*}
(F) \quad Nx &= f \\
0 &\leq x \leq 1
\end{align*}
\]

Call all such subgraphs \( k - (s, t) \)-dipath subgraphs. We can prove results dual to Theorem 5.3 and Corollary 5.1.

Theorem 5.4 The vertices of the following polytope which we refer to as \( J \), are the incidence vectors of \( k - (s, t) \)-dipath subgraphs:

\[
x(f(C)) - x(r(C)) = k, \quad \forall(s, t) \text{-cuts } C
\]

\[
0 \leq x \leq 1.
\]
The following result is a corollary of this theorem.

**Corollary 5.2** *H* is a $k-\langle s, t \rangle$-dipath subgraph if and only if $H$ satisfies the condition

$$|f(C) \cap H| - |r(C) \cap H| = k$$

for all $(s, t)$-cuts $C$.

**Proof:** The proof of the corollary is similar to the proof of Corollary 6 and can be obtained by interchanging paths and cuts, directed paths and dicuts adn so forth. We omit the details. □

**Proof of Theorem 5.4:** As before, we show that $J$ and $F$ are the same polytopes.

$J \supseteq F$: Let $C$ be a $(s, t)$-cut. We obtain the equality of $J$ corresponding to $C$ from those of $F$ by adding all the equalities of $F$ corresponding to the nodes of $G$ that are in the component of $G$ containing $s$ that we obtain after removing the arcs in $C$.

$F \supseteq J$: The equality of $F$ corresponding to the node $s$ is clearly among the equalities defining $J$. Consider an equality of $F$ corresponding to a node $i$. Let $C$ be a $(s, t)$-cut in $G$ satisfying the properties that removing arcs in $C$, (i) node $i$ belongs to the component containing node $s$, and (ii) $C$ contains at least one arc that is incident to node $i$ (Lemma 5.3 implies the existence of such a cut). If we remove node $i$ from this component, we obtain another $(s, t)$-cut $C'$ and, subtracting the equalities of $J$ corresponding to $C$ and $C'$, we obtain the desired equality of $F$ corresponding to node $i$. □

### 5.6 Path formulations of generalizations of the max-flow and min-cut problems

The well known max-flow min-cut theorem of Elias, Feinstein and Shannon [18] and Ford and Fulkerson [20] states that the value of a maximum flow is equal to the
capacity of a minimum cut. Recently Nishihara and Inoue [54] and Orlin and Wagner [55] have given generalizations of both the maximum flow problem and the minimum cut problem, and proved an analogue of the max-flow min-cut theorem. In this section we establish easy extensions of the path formulations of the previous sections to these more general problems.

Let \( u \) and \( c \) be two non-negative vectors of capacities and costs defined on the arc set of \( G \). A \((k, c)\)-cut is a collection of \( k \) cuts satisfying the property that arc \( e \) of \( G \) belongs to at most \( c_e \) of the cuts. The capacity of a cut is the sum of the capacities of all the forward arcs in the cut. The capacity of a \((k, c)\)-cut is the sum of the capacities of the cuts in it. A minimum \((k, c)\)-cut is one of minimum capacity. The \((k, c)\)-cut problem on \((G, s, t, u)\) is that of finding a minimum \((k, c)\)-cut, if one exists. If \( c \) is a vector of all +1's, then the problem is that of finding \( k \) pairwise edge-disjoint cuts of minimum capacity.

The \((k, c)\)-flow problem \((G, s, t, u)\) is the problem of finding a vector \( u' \geq u \), if one exists, and a maximum flow \( f \) in \((G, s, t, u')\) that maximizes the value of a \((k, c)\)-flow,

\[
\text{val}(k, c, f) := k\text{val}(f) - \sum_{e \in A} c_e(u'_e - u_e).
\]

The interpretation is that the capacity of any arc \( e \) can be increased at a cost of \( c_e \) per unit. Each unit of flow sent from node \( s \) to node \( t \) yields a payoff of \( k \) dollars. The problem is to determine how much extra arc capacity to purchase and how much to send so as to maximize the net profit. The main result of [54] and [55] is that the value of a maximum \((k, c)\)-flow is equal to the capacity of a minimum \((k, c)\)-cut. Next we will relate this result to our work in Section 5.4.

Finding a minimum-cost \( k \)-cut is related to finding the minimum-cost \( k \)-dicut by the following transformation: replace each arc \( e = (x, y) \) by a new vertex \( w \) and the directed arcs \( f = (x, w) \) and \( g = (y, w) \); and define \( u_f = u_e \) and \( u_g = 0 \). Then a
minimum cost \(k\)-cut in the original network corresponds to a minimum cost \(k\)-dicut in the transformed network. Since we now have a cost associated with the arcs, define \(c_f = c_e\) and \(c_g = c_e\). It is clear that we can obtain a minimum-cost \((k, c)\)-cut by finding a minimum-cost \((k, c)\)-dicut in this transformed digraph. Therefore, we will consider the \((k, c)\)-dicut problem. Next we prove a generalization of Theorem 5.3. The proof is essentially a combination of Theorem 5.3 and Theorem 1 of Wagner[60].

Let \((-R^T I)\) be a fundamental-cut matrix, and consider \(x\) and \(y\) in the null space of \((-R^T I)\). Then \(y\) conforms to \(x\) if whenever \(y_e \neq 0\) for some \(e\), then \(x_e y_e > 0\). The support of \(x\) is \(\{e | x_e \neq 0\}\). The vector \(x\) is elementary if it has non-empty support and no other vector in the null space of \((-R^T I)\) has support properly contained in that of \(x\). An elementary vector is primitive if its components belong to the set \(\{1, -1, 0\}\). Dicuts correspond precisely to the supports of nonnegative elementary vectors. A conformal decomposition of \(x\) is a set of vectors \(\{x^1, \ldots, x^t\}\) satisfying the properties that

1. \(x^i\) is primitive and conforms to \(x\), for \(1 \leq i \leq t\), and

2. \(x = \sum_{i=1}^{t} \beta_i x^i\) for nonnegative scalars \(\beta_1, \ldots, \beta_t\).

Every non-zero vector in the null space of \((-R^T I)\) has a conformal decomposition (see Fulkerson [22]).

Define a \((k, c)\)-dicut subgraph as a union of dicuts of \(G\) that contains (i) exactly \(k\) of \((s, t)\)-dicuts, and (ii) arc \(e\) in at most \(c_e\) of the dicuts.

**Theorem 5.5** The vertices of the following polytope are the incidence vectors of \((k, c)\)-dicut subgraphs:

\[x(f(P)) - x(r(P)) = k, \quad \forall(s, t)\text{-paths } P\]

\[0 \leq x \leq c.\]
Proof: As shown in the proof of Theorem 5.3, if $S$ is a set of $k$ new arcs constituting a directed path from $s$ to $t$, the system

$$x(f(P)) - x(r(P)) = k, \quad \forall(s,t)\text{-paths } P$$

is the same as

$$(-R^T ~ I) x = 0$$

$$x_e = 1 \quad e \in S.$$  

Let $x^*$ be an extreme point of the polytope

$$(-R^T ~ I) x = 0$$

$$0 \leq x_e \leq c_e \quad e \in A$$

$$x_e = 1 \quad e \in S.$$  

The total unimodularity of $(-R^T ~ I)$ implies that $x^*$ is an integer vector (see Hoffman and Kruskal [36]). Let $\{x^1, \ldots, x^t\}$ be a conformal decomposition of $x^*$. Each $x^i$ is a $\{0,1\}$ vector since it is primitive and conforms to $x^*$ (note that $x^*$ is nonnegative). Since each $x^i$ is elementary and nonnegative, its support is a dicut of $G$. If $K_i$ is a subgraph of $G$ corresponding to the support of $x^i$, the collection $\{K_1, \ldots, K_t\}$ is a collection of dicuts of $G$ and each arc $e \in G$ appears in at most $c_e$ of these dicuts. Since a dicut of $G$ is an $(s,t)$-dicut if and only if it contains exactly one arc of $S$, the constraints $x_e = 1$ for $e \in S$ force exactly $k$ of the dicuts in the partition to be $(s,t)$-dicuts.  

Next, we explore the connection between the $(k,c)$-dicut problem and the $(k,c)$-flow problem. The following theorem is the main result of [55] and [54].

**Theorem 5.6** The value of a maximum $(k,c)$-flow is equal to the capacity of a minimum $(k,c)$-cut.

Assume that we have performed the following transformation to $G$ mentioned previously: replace each arc $e = (x,y)$ by a new vertex $w$ and two new arcs $f = (x,w)$
and \( g = (y, w) \) with \( c_f = c_g = c_e \) and \( u_f = u_e \) and \( u_g = 0 \). Call this transformed graph \( G^* \). Then we obtain a minimum \((k, c)\)-cut in \( G \) by solving the following linear program defined on \( G^* \).

\[
\begin{align*}
\text{Min} & \quad \sum_{e \in A(G^*)} u_e x_e \\
\text{subject to} & \quad x(f(P)) - x(r(P)) = k & \forall (s, t)\text{-paths } P \\
& \quad -x_e \geq -c_e & \forall e \in A(G^*) \\
& \quad 0 \leq x_e & \forall e \in A(G^*). 
\end{align*}
\]

Consider the linear programming dual to this linear program with dual variables \( y_P \) corresponding to the path equalities and the dual variables \( z_e \) corresponding to the greater than or equal to inequalities. The dual is

\[
\begin{align*}
\text{Min} & \quad \sum_{(s, t)\text{-paths } P} y_P - \sum_{e \in A(G^*)} c_e z_e \\
\text{subject to} & \quad \sum_{\{P \mid e \in f(P)\}} y_P - \sum_{\{P \mid e \in r(P)\}} y_P \leq u_e & \forall e \in A(G^*) \\
& \quad 0 \leq z_e & \forall e \in A(G^*). 
\end{align*}
\]

Notice that the \( y_P \) variables can assume negative values. However, the transformation from \( G \) to \( G^* \) ensures that the flow on any arc in \( G \) is non-negative. (If we have replaced arc \( e = (x, y) \) is replaced by \( f = (x, w) \) and \( g = (y, w) \), consider the inequalities corresponding to the arc \( g \) - they ensure that the flow on any arc is greater than or equal to \( u_g + z_g \geq z_g \geq 0 \). Thus, \( \sum_{(s, t)\text{-paths } P \text{ in } G^*} y_P \) gives the value of the flow in \( G \). Consequently, the objective function of the linear program \( D \) gives the value of the \((k, c)\)-flow \( \text{val}(k, c, f) \).
Chapter 6

Summary and Open Problems

In this thesis we have studied issues that arise in the design and analysis of networks with various connectivity requirements. These networks are of importance in the design of telecommunication networks whenever facilities are subject to failure. This general problem can give rise to various models; we have concentrated on only a few. Specifically, we have studied problems defined on the plane with Euclidean distances as costs; we have considered situations that permit Steiner points and those that don’t. We conclude this thesis with a brief summary of our contributions and with some open problems related to this research.

In Chapter 2 we studied the design of $k$-connected networks with Steiner points on the plane when the terminals are vertices of a convex polygon. We characterized the structure of optimal solutions for these problems; we showed that the optimal design is $k/2$ copies of the boundary when $k$ is even, and $k - 1/2$ copies of the boundary plus one copy of the Steiner tree, when $k$ is odd. When combined with some prior results of Provan on the computation of optimal Steiner trees on the plane, these
results lead to a fully polynomial approximation scheme for the design of minimum
cost networks when the connectivity requirement between each pair of nodes is odd.
The methods we have employed use some graph-theoretic properties and exploit the
geometry of the plane. The most important open problem here is the complexity
of finding minimum cost two-vertex and two-edge connected networks in \( r \)-planar
graphs when we do not allow the duplication of edges. We suspect that this problem
might be solvable in polynomial time.

Also, no one has yet shown how to construct an Euclidean Steiner tree for the
"convex-hull" arrangement of terminals. We have a conjecture related to this prob-
lem. Du and Hwang [17] have recently settled the long-standing Gilbert and Pollack
conjecture that states that the ratio of the Euclidean Steiner tree to the Euclidean
spanning tree is always greater than or equal to \( \sqrt{3}/2 = 0.866 \ldots \). This bound is
tight as the simple example of three vertices of an equilateral triangle shows. In fact,
appropriately piecing together three-terminal sets shows that this bound is tight for
any number of terminals. However, this example does not satisfy the "convex-hull"
property. For terminals that satisfy this property, we can approach this bound ar-
bitrarily closely by taking three terminals as forming the vertices of an equilateral
triangle and then taking all the other vertices very close to one of the terminals. If,
however, we insist that the terminals constitute the vertices of a convex polygon and
moreover the edges of the polygon fall within certain upper and lower bounds, we
suspect the ratio is much higher. In fact, even for four terminals, this ratio seems
to be higher. Du et. al. [16] provide some evidence to support our conjecture: they
showed that for six or more terminals, if all the sides of the convex polygon are equal,
then the ratio is equal to one.

In Chapter 3 we studied the design of minimum cost \( k \)-connected networks without
Steiner points. We showed that the problem always has a solution in which no two
edges of the optimal design cross each other. For \( k \) odd, we have given a class of counterexamples that show that the optimal design might have crossing edges. We have also established that the support of the linear programming relaxation of an integer programming formulation of this problem has the same "no-crossing" property.

In Chapter 4 we studied a variation of the classical network synthesis problem, that is the problem of designing a network to satisfy given flow requirements. We gave a new algorithm for designing such networks. This design has the property that it uses fewer (or no more) edges than other algorithms from the literature.

In Chapter 5 we studied some issues that arise in the computation of network reliability. This chapter is of mostly theoretical interest and gives some new insight into recent results of Wagner, Nishihara and Inoue, and Orlin and Wagner. Specifically, we have given path formulations for the problem of finding \( k \) disjoint dicuts between a specified pair of nodes. This formulation extends the well-known path formulations for the max-flow problem. An open problem is to establish a connection between this work and a well-known min-max theorem in combinatorics called the Lucchesi-Younger theorem. A dicut covering of a directed graph is defined as a subset of arcs satisfying the property that every dicut uses at least one element of this subset. The Lucchesi-Younger theorem states that

**Theorem 6.1** \( [45] \) The maximum number of (edge) disjoint dicuts in a directed graph is equal to the minimum cardinality of a dicut covering.

The results of Wagner give a linear programming solution to a two-node version of this theorem. Whether similar techniques would provide a linear programming solution to the all-pair case stated in the theorem is an open question. In [21], Frank gives a \( O(n^5) \) algorithm for finding the minimum-cost covering in a directed graph. Finding a linear programming based theory for the Lucchesi-Younger theorem might lead to a better complexity algorithm.
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