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Abstract

A lumped, linearized analytical dynamic model of a vortex-type fluid amplifier was developed and the dynamic response for a range of valve operating conditions was experimentally verified. The lumped parameter model for the proportional small signal behavior of a vortex amplifier was developed from a distributed system analysis of the basic flow field in the vortex chamber, assuming the flow to be incompressible. The model was developed for conditions of high swirl in the vortex chamber for which viscous effects are important. The two dynamic time parameters used in the model are a pure transportation delay associated with the flow propagation of control signals through the boundary layers, and a first order lag time constant associated with the changes due to viscous friction in the region of zero radial flow. The lumped model response was compared with experimental data taken for a range of valve operating conditions, and was found to agree quite well. A Fortran computer program was developed to provide a designer with an initial estimate of a prototype vortex amplifier dynamic characteristic.
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NOMENCLATURE

\( A_c \) \hspace{1cm} \text{total tangential control port area}

\( A_e \) \hspace{1cm} \text{total exit port}

\( A_o \) \hspace{1cm} \text{chamber outer periphery area}

\( A_s \) \hspace{1cm} \text{total radial supply port area}

\( BLC \) \hspace{1cm} \text{boundary layer coefficient, } \frac{2r_o}{h} \frac{f}{\left( \frac{\rho u_o h}{2 \mu} \right)^{1/4}}

\( BLC^* \) \hspace{1cm} \text{modified boundary layer coefficient, } \lambda \cdot BLC

\( C_d \) \hspace{1cm} \text{orifice discharge coefficient}

\( f(\eta) \) \hspace{1cm} \text{velocity profile function}

\( g(\eta) \) \hspace{1cm} \text{velocity profile function}

\( h \) \hspace{1cm} \text{chamber height}

\( k_1, k_2, k_u, k_e \) \hspace{1cm} \text{lumped parameter model gains}

\( R_c \) \hspace{1cm} \text{linearized control port resistance}

\( R_e \) \hspace{1cm} \text{linearized exit port resistance}

\( R_s \) \hspace{1cm} \text{linearized supply port resistance}

\( p_a \) \hspace{1cm} \text{ambient pressure}

\( p_c \) \hspace{1cm} \text{control pressure}

\( p_e \) \hspace{1cm} \text{chamber exit pressure at } r = r_e

\( p_o \) \hspace{1cm} \text{chamber outer periphery pressure at } r = r_o

\( p_s \) \hspace{1cm} \text{supply pressure}

\( P \) \hspace{1cm} \text{non-dimensional chamber pressure}

\( Q_c \) \hspace{1cm} \text{total control port flow}

\( Q_e \) \hspace{1cm} \text{total exit port flow}
\begin{align*}
Q_s & \quad \text{total supply port flow} \\
\rho & \quad \text{radius} \\
r_e & \quad \text{exit port radius} \\
r_o & \quad \text{outer periphery radius} \\
r^* & \quad \text{radius at which radial flow in core region goes to zero} \\
s & \quad \text{Laplace operator} \\
T_1 & \quad \text{transport delay time} \\
T_2 & \quad \text{first order lag time constant} \\
t & \quad \text{time} \\
T'_1, T'_2 & \quad \text{non-dimensional times} \\
t' & \quad \text{non-dimensional times} \\
u & \quad \text{radial velocity} \\
u_o & \quad \text{outer periphery radial velocity} \\
U, U_s & \quad \text{non-dimensional radial velocities} \\
v & \quad \text{tangential velocity} \\
v_o & \quad \text{outer periphery tangential velocity} \\
w & \quad \text{axial velocity} \\
x & \quad \text{non-dimensional radial coordinate} \\
y & \quad \text{axial coordinate} \\
v & \quad \text{non-dimensional volume} \\
\alpha_1, \ldots, \alpha_5 & \quad \text{non-dimensional velocity integrals in boundary layer} \\
\beta & \quad \text{proportionality constant for dynamic changes} \\
\Gamma & \quad \text{non-dimensional circulation} \quad vr/v_o r_o
\end{align*}
\( \gamma \)  
dimensional circulation \( vr \)

\( \Delta \)  
difference operator

\( \delta \)  
boundary layer height

\( \bar{\delta} \)  
non-dimensional boundary layer height

\( \bar{\delta}_T \)  
non-dimensional boundary layer shear height

\( \varepsilon \)  
jet mixing coefficient

\( \eta \)  
non-dimensional axial coordinate

\( \theta \)  
tangential coordinate

\( \lambda \)  
swirl number \( \frac{v_o}{u_o} \)

\( \mu \)  
fluid viscosity

\( \rho \)  
fluid density

\( \tau \)  
viscous shear

\( \bar{\tau} \)  
non-dimensional viscous shear

\( \omega \)  
circular frequency
Chapter 1

THE PROBLEM

1.1 Introduction

Pure fluid amplifiers, in which one fluid stream is used to control one or more other fluid streams with no moving parts, have been the subject of considerable recent interest (6, 10). They are inherently insensitive to radiation, and have a good potential for operating in environments with vibration or high temperature without degradation of performance. They may operate effectively in explosive atmospheres where there would be danger of sparking from equivalent electrical components. Their potential reliability is high due to their simplicity.

In the past few years a number of basic fluid amplifiers have been developed, including turbulence amplifiers, digital and proportional beam deflection amplifiers, impact modulators, and vortex amplifiers (6, 10).

For applications in which it is important to modulate power level flows, the vortex amplifier is especially attractive because it is the only fluid amplifier in which total power flow is modulated. A simple schematic drawing of a vortex valve is shown in Fig. 1.1. The amplifier contains three fluid ports:

1) A radial supply port which supplies the main portion of the flow through the valve.
Fig. 1.1 Schematic of Vortex Amplifier
2) A tangential control port which supplies the flow which drives the vortex.

3) An axial exit port through which all of the flow leaves the valve.

When there is no tangential control flow, the supply flow streams across the chamber and out the exit, with the main restriction to flow provided by the exit port itself. With the addition of tangential control flow, a vortex is formed in the chamber, causing a pressure drop due to the centrifugal flow field. This centrifugally induced pressure drop further restricts the flow, and at some value of control flow, the pressure drop across the chamber is sufficient to completely shut off the supply flow; then, the only flow through the amplifier is the control flow necessary to maintain the vortex, which is on the order of five to ten percent of the maximum supply flow with no control flow. A typical steady state characteristic of the amplifier is shown in Fig. 1.2.

This characteristic shows the total output flow as a function of the tangential control flow, with both flows normalized by the maximum output flow which occurs with no tangential flow. As the tangential flow is increased, there is initially little change in the outlet flow, since the resistance due to the centrifugal flow field is small compared to the exit port resistance. Then, there is a sharp drop in the exit flow, as the centrifugal flow field resistance becomes significant, followed by a region of less change as the losses due to the high tangential velocities decrease the effect of increased
Fig. 1.2 Typical Steady State Flow Characteristic
tangential flow. At the cutoff point, the total output flow is equal to the control flow.

Because of its ability to modulate the total flow, the vortex amplifier is useful as a controller for power level fluid control devices, as well as a signal level device, and is often referred to as a vortex valve as well as a vortex amplifier.

Some of its applications have included use as a hydraulic servovalve stage (17), as a rate gyro (22), and as a rocket thrust vector controller (19). Several small vortex valves are commercially available, and have been used as fluid level controllers (13). In many of the referenced applications above and in future applications, both the steady state and dynamic (transient) characteristics are important in determining the performance of the total system in which a valve operates.

1.2 Vortex Amplifier Literature

This section reviews the information available concerning both steady state and dynamic design of vortex amplifiers.

General vortex flow devices have been of some interest for some time (9,27), while the study of vortex amplifiers has been more recent (14,16). Progress has been made on the analytical understanding and prediction of the steady state flow conditions and behavior, so that published information is available to aid in the design of vortex amplifiers to meet steady state requirements. Wormley (28) has presented a vortex flow fluid analysis and a method of predicting part of a steady state response. He provides an inviscid analysis which agrees well with experimental results for
the upper portion of the steady state characteristic (see Fig. 1.2) and also provides an empirical method for predicting the cutoff point. Because he does not provide a model of the swirling flow through the exit port, the prediction of the intermediate portion of the characteristic amounts to an estimate based on intuition and past experience. However, he has shown that an intuitive smooth curve will generally be within 10 - 15% of the experimental curve, on the same order of accuracy as points explicitly predicted.

Bichara and Orner (2) have presented a method for the approximate prediction of an entire steady state valve characteristic. By varying the discharge coefficient of the exit and a friction coefficient to represent the effect of the viscous shear on the end walls, they were able to match the experimental results of Ref. (28). However, their empirical correlation of the friction coefficient differed by as much as 30% from the friction coefficients actually used to match the data, and the correlation was based on the flow conditions at cutoff, which may only be approximately predicted from Ref. (28). They did not present a comparison of the experimental data and the theory using the empirical correlation.

Thus, although it must be recognized as an estimate with limited accuracy, Ref. (28) provides a simple and reasonable method of predicting the steady state characteristic and is preferable to Ref. (2).

Less information is available concerning the dynamic characteristics, but some work has been done. Duff, Foster and Mitchell (5) have presented one step response trace of a dynamic vortex response. The vortex valve had only one supply and one control
port, rather than an axisymmetric vortex configuration. Flow visualization of a step change, starting from a condition with no swirl, indicated that the response was associated with the change in size of the two vortices on each side of the supply jet. However, no general model was proposed for the valve to explain the response.

Knapp (11) has presented both frequency response and step response data for a specific valve, but did not specify the dimensions or flow conditions of the valve, or present a general model for other conditions.

Several researchers have investigated the dynamics of the vortex rate sensor (18), which are mainly concerned with low swirl flow conditions, since the steady state condition is one with no swirl.

Taplin (25,26) has presented an equivalent electrical circuit for a vortex valve in several papers. He has also presented experimental results which indicate the valve may be modelled as a pure delay and a first order lag, each equal to one-fourth of the fill time of the valve, where the fill time is defined to be the volume of the valve chamber divided by the volume flow rate through the valve. However, he did not give the details of the valve construction or the flow conditions, and did not indicate if these results had been verified for extensive ranges of valve geometry or flow conditions. Also, he did not relate the parameters of his equivalent electrical circuit to the geometry of the valve or the properties of the fluid. The inadequacy of modelling the valve dynamics with fixed fractions of the fill time will be demonstrated in this thesis.
Bell (1) has given a more complete description of valve geometry and flow conditions for a vortex valve responding to a step change in control flow. He measured the flow out of the valve for a change in flow conditions from essentially maximum supply flow to minimum supply flow. A model consisting of a delay of one-half the fill time and a first order log of 1.3 fill times was proposed. Since the consideration of this large signal response is beyond the scope of this thesis, Bell's model will not be considered further.

1.3 Scope of this Thesis

Since the vortex amplifier has the capability to modulate power flow, it is potentially useful in fluid power control systems. However, this control implies that the flow is to be changed to meet changing requirements, and for the amplifier to be used to its full potential, an understanding of the behavior and speed of the amplifier in meeting changing requirements is necessary.

For a fluid power control system designer, the most convenient method of gaining an initial estimate of the behavior of several individual elements connected to provide a complete system is to combine the lumped, linear transfer functions of the elements. Therefore, in order to provide a useful tool for fluid circuit design, this thesis presents a lumped linearized analytical model of a vortex valve and experimental verification of the dynamic response.

In the work that follows, a lumped parameter model for the proportional small signal behavior of a vortex amplifier is developed from an analysis of the basic flow field in the vortex chamber. In the flow field analysis, the flow in the amplifier is assumed
incompressible and turbulent. The analysis concentrates on the proportional region of the amplifier operation and in particular is developed for conditions of high swirl in the vortex chamber in which viscous effects are important. The lumped parameter model is specifically developed for an amplifier operating nominally at constant supply and exhaust pressures and with changing control pressure and changing control, supply, and exit flows. The basic analysis is compared with experimental data taken for a range of valve operating conditions. A Fortran computer program is provided so that a designer may gain an initial estimate of a prototype vortex amplifier dynamic characteristic.

For some applications, the vortex valve will be used as a bistable "on-off" valve rather than as a proportional valve. The prediction of the dynamic response in this type of application is beyond the scope of this thesis.
Chapter 2

DISTRIBUTED SYSTEM VORTEX DYNAMIC RESPONSE

2.1 Introduction

In this chapter, the development of an analytical model for the main region of a vortex amplifier is considered, starting with a simple inviscid model and then extending consideration to the complex viscous flow field. This main region of the vortex amplifier plays a dominant role in the dynamic behavior of a vortex amplifier and therefore is considered in detail in this chapter.

A schematic drawing of the region under consideration is shown in Fig. 2.1. The general radial and tangential velocities are assumed to be axisymmetric, and thus are designated as \( u(r,y,t) \) and \( v(r,y,t) \). The axial velocity is designated by \( w(r,y,t) \) and is considered to be small with respect to \( u \) and \( v \), as discussed by several investigators (15,28).

It is assumed that at the chamber outer periphery the radial and tangential velocities are uniform and are designated by \( u_o(t) \) and \( v_o(t) \). Since \( u \) is defined positive outward and \( u_o \) is inward, \( u \) at the outer periphery is equal to \(-u_o\).

The ratio of the outer periphery velocities is designated by \( \lambda = v_o / u_o \), and is called the swirl parameter. For \( \lambda < 1 \), the swirl is small and the vortex chamber flow may be characterized as nearly inviscid, while for large swirl \( \lambda \gg 1 \), the flow in the chamber depends very strongly on viscous effects (29).
Fig. 2.1 Schematic of Main Vortex Region
In the past, several studies of the flow fields in vortex devices have been made. Savino and Keshock (23) performed an experimental study of the steady state velocity distributions in a 12 inch diameter vortex chamber operating on air. Wormley (29) developed a model for the steady state flows in the chamber, using the momentum integral method, which predicted pressure distributions quite accurately. Rosenweig, Lewellen, and Ross (20) included an approximation of the effects of the exit region on the main vortex chamber in a steady state model.

While these studies have provided useful information, they have considered only steady state behavior and not the dynamic behavior which is of interest here. Deissler (4) completed a numerical study of a dynamic model, but he assumed that the effects of the boundary layers on the end walls were eliminated by suitably rotating end walls. The important effects of the end wall boundary layers are included in the following analysis to provide an improved dynamic model.

2.2 Inviscid Model

Consideration of the inviscid potential vortex can provide some insight into the vortex flow field, and can furnish a preliminary basis for the study of the full viscous model.

For inviscid, incompressible flow in the main vortex region, the radial and tangential velocities reduce to functions only of the radius and time, \( u(r,t) \) and \( v(r,t) \) and the axial velocity \( w \) is
zero everywhere. Thus, the axisymmetric, unsteady radial and
tangential momentum equations are:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} - \frac{v^2}{r} = - \frac{1}{\rho} \frac{\partial p}{\partial r} \tag{2.1}
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial r} + \frac{uv}{r} = 0 \tag{2.2}
\]

The continuity equation is:

\[
\frac{\partial u}{\partial r} + \frac{u}{r} = 0 \tag{2.3}
\]

In the case of steady flow, the radial and tangential velocities
become functions only of \( r \), and the continuity and tangential
momentum equations may be solved to give:

\[
u = - \frac{u_0 r_o}{r} \tag{2.4}\]

\[
v = \frac{v_0 r_o}{r} \tag{2.5}\]

Substituting these velocity equations into the radial momentum
equation gives the pressure gradient as a function of \( r \):

\[
\frac{dp}{dr} = \rho (\frac{v^2}{r} - u \frac{du}{dr})
\]

\[
= \rho (\frac{v_0^2}{r} - \frac{u_0^2}{r})
\]

\[
= \rho (\frac{r_0^2 v_0^2}{r^3} + \frac{r_0^2 u_0^2}{r^3}) \tag{2.6}
\]
Equation (2.6) may be integrated to give

\[ p_0 - p_e = \frac{\rho(v_o^2 + u_o^2)r_o^2}{2} \left[ \frac{1}{r_e^2} - \frac{1}{r_o^2} \right] \]  

(2.7)

This equation shows that for a given fluid, the steady state pressure drop is a function of \( u_o \), \( v_o \), the radius ratio \( r_o/r_e \), and the fluid density \( \rho \).

The transient changes in pressure drop across the valve due to changes in \( v_o \) for the case of a constant radial velocity distribution may be found by solving Eq. (2.2). Letting \( \gamma = vr \), Eq. (2.2) may be written as

\[ \frac{\partial \gamma}{\partial t} + u \frac{\partial \gamma}{\partial r} = 0 \]  

(2.8)

Combining Eqs. (2.4) and (2.8) and using the Laplace operator \( s \) to represent time differentiation, the differential equation becomes:

\[ s\gamma = \frac{u_o r_o}{r} \frac{d\gamma}{dr} \]  

(2.9)

This equation may be solved by separation of variables to give

the Laplace transform equation:

\[ \frac{r_o^2 - r^2}{2u_o r_o} s \gamma \]  

\[ \gamma \frac{\gamma}{\gamma_0} = e^{-2} \]  

(2.10)
Taking the inverse Laplace transform gives the circulation \( \gamma \) as a function of radius and time:

\[
\gamma(r,t) = \gamma_0(t - \frac{r_o^2 - r^2}{2u_0 r_o})
\]

(2.11)

This expression for \( \gamma(r,t) \) may be interpreted to mean that the circulation \( \gamma \) at any radius is related to the outer periphery circulation \( \gamma_0 \) by a pure transportation delay. That is, the circulation at any radius \( r \) is simply the same as \( \gamma_0 \) was \( \frac{r_o^2 - r^2}{2u_0 r_o} \) seconds earlier. The response to a step change in \( v_o \) at \( t=0 \) is shown in Fig. 2.2.

Thus the vortex chamber consists of two regions, one containing the "old" and one the "new" conditions. The total pressure drop is the sum of the pressure drops in these two regions, which may be written as

\[
p_o - p_e = \frac{\rho}{2} \left[ \gamma_{02} \left( \frac{1}{r_d^2} - \frac{1}{r_o^2} \right) + \gamma_{01} \left( \frac{1}{r_e^2} - \frac{1}{r_d^2} \right) + \frac{p u_o^2}{2} \left( \frac{r_o^2 - r_e^2}{r_o r_e} \right) \right]
\]

(2.12)

where \( \gamma_{02} \) and \( \gamma_{01} \) are the new and old outer periphery circulation values and \( r_d \) is the outer radius of the "old" region. For cases of interest in this study, \( v_o \gg u_o \) and the second term on the right side is negligible.

The time response of the change in pressure drop is shown in Fig. 2.3 for a radius ratio \( \frac{r_e}{r_o} = 0.1 \). As can be seen, this response can very nearly be represented by the transportation delay to the exit radius, \( T_1 = \frac{r_o^2 - r_e^2}{2u_o r_o} \).
Fig. 2.2 Inviscid Circulation Distribution Step Response
Fig. 2.3 Inviscid Vortex Chamber Pressure Step Response
The conceptual explanation for the concentration of the response near $t = T_1$ is due to two reinforcing effects. First, since most of the pressure drop occurs near the exit, the change is small until the new momentum effects reach this region. Secondly, since the radial velocity is low in the outer portion and becomes higher near the exit, the change is transported quickly across the region of the highest pressure drop. Thus, little change in the pressure drop occurs initially as the change in momentum slowly propagates across the low-pressure-drop region. The large change in pressure drop occurs as the change in momentum quickly crosses the high-pressure-drop region.

This time delay is simply the fill time of the chamber obtained by dividing the volume of the chamber by the volume flow rate through it. The fill time has been used in a number of investigations to characterize the dynamics of the vortex chamber, as discussed in Section 1.2. The usefulness of this characterization is discussed after the development of the viscous model for the chamber and after experimental results have been presented.

2.3 **Viscous Model**

In vortex chambers of interest in the present study where operation under high swirl conditions is considered the effects of viscosity become important. Near the end walls, the decreased tangential velocities in the boundary layers reduce the centrifugal force and fluid is accelerated inward by the pressure gradient. By
continuity, the increase in the boundary layer radial velocity above the core velocity is balanced by a decrease in the core radial velocity. Depending upon the valve configuration and the operating conditions, the radial velocity in a portion of the core region may go to zero, with all of the radial flow occurring in the boundary layers.

Previous experimental work (28) and the dynamic flow visualization discussed in Chapt. 4 have shown that once this core velocity reaches zero at a given radius \( r^* \), it remains essentially zero for all \( r \) such that \( r^* > r > r_e \) and all of the radial flow remains in the boundary layers for \( r^* > r > r_e \) until the exit is reached at \( r_e \).

With this physical concept as a guide, a dynamic analysis of the main vortex region may be made. In the viscous, turbulent, incompressible case, the radial and tangential velocities are functions of \( r, y, \) and \( t \) in the boundary layer, but remain functions only of \( r \) and \( t \) in the core region. The axial velocity can be shown to be small (15), but not zero or constant, as there must be axial flow into the boundary layers.

The viscous effects due to radial circulation gradients are neglected since the radial circulation gradient is very small compared with the high velocity gradients in the boundary layers. This assumption is discussed further below. Thus, all the viscous effects occur in the boundary layers at the wall.

The radial and tangential boundary layers are assumed to be equal, since the main factor in the development of the radial boundary layer is the decreased velocity in the boundary layer.
The boundary layers are assumed to start from zero at the outer periphery, and are assumed to be identical on both end plates so that the flow is symmetric about the midplane of the chamber. These conditions are illustrated in Fig. 2.4 for the four regions of the valve main chamber.

2.3.1 Steady State Viscous Model

First the steady state flow conditions in the chamber are considered. Under the assumptions outlined above, the equations describing the steady state flow conditions may be derived for each of the regions identified in Fig. 2.4.

In Region I, the radial and tangential steady state momentum equations become:

\[
 u \frac{\partial u}{\partial r} - \frac{v^2}{r} + w \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial r} \tag{2.13}
\]

\[
 u \frac{\partial v}{\partial r} + uv \frac{1}{r} + w \frac{\partial v}{\partial y} = 0 \tag{2.14}
\]

while the boundary layer radial and tangential steady state momentum equations for Region II become:

\[
 u \frac{\partial u}{\partial r} - \frac{v^2}{r} + w \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial r} + \frac{1}{\rho} \frac{\partial \tau_r}{\partial y} \tag{2.15}
\]

\[
 u \frac{\partial u}{\partial r} + uv \frac{1}{r} + w \frac{\partial v}{\partial y} = \frac{1}{\rho} \frac{\partial \tau_r}{\partial y} \tag{2.16}
\]
Fig. 2.4 Division of Valve Regions for Steady State Calculations
The continuity equation is:

\[ \frac{\partial u}{\partial r} + \frac{u}{r} + \frac{\partial w}{\partial y} = 0 \]  \hspace{1cm} (2.17)

The boundary conditions are:

at \( y = 0 \): \( u = v = w = 0 \)  \hspace{1cm} (2.18)

at \( y = \frac{h}{2} \): \( w = \frac{\partial u}{\partial y} = \frac{\partial v}{\partial y} = 0 \)  \hspace{1cm} (2.19)

at \( r = r_0 \): \( u = -u_0, v = v_0, w = 0, p = p_0 \)  \hspace{1cm} (2.20)

These equations have been solved in Reference 29 using the
momentum integral method (24). The forms of the velocity profiles
utilized in the solution are as follows:

\[ 0 \leq y \leq \delta ; \quad u = u_\delta f(\eta) + u_\delta g(\eta), \quad v = v_\delta f(\eta) \]  \hspace{1cm} (2.21)

\[ \delta \leq y \leq \frac{h}{2} ; \quad u = u_\delta, \quad v = v_\delta \]

where \( \delta \) is the boundary layer height and:

\[ \eta = \frac{y}{\delta} \]

\[ g(0) = 0 \quad \text{and} \quad g(1) = 0 \]

\[ f(0) = 0 \quad \text{and} \quad f(1) = 1.0 \]
The integrals of these velocity profiles are represented by \( a' \)'s as follows:

\[
\begin{align*}
\alpha_1 &= \int_0^1 f^2(\eta) d\eta \\
\alpha_2 &= \int_0^1 f(\eta) g(\eta) d\eta \\
\alpha_3 &= \int_0^1 g^2(\eta) d\eta \\
\alpha_4 &= \int_0^1 g(\eta) d\eta \\
\alpha_5 &= \int_0^1 f(\eta) d\eta
\end{align*}
\]

(2.22)

For simplicity, the equations are non-dimensionalized as follows:

\[
\begin{align*}
\Gamma &= \frac{v_0}{\delta} \\
\lambda &= \frac{v_o}{u_o} \\
x &= 1 - \frac{r}{r_o}
\end{align*}
\]

(2.23)

\[
\begin{align*}
\tau_{tw} &= \frac{\tau_{t}}{\rho u_o^2} \\
\tau_{rw} &= \frac{\tau_{r}}{u_o^2} \\
\bar{p} &= \frac{p}{\rho u_o^2}
\end{align*}
\]
The velocity profiles used, based on the experimental data of Reference 23, are:

\[ f(\eta) = \eta^{1/7} \]  
(2.24)
\[ g(\eta) = 1.69\eta^{1/7}(1-\eta)^2 \]  
(2.25)

Using the non-dimensional variables of Eq. (2.23) the non-dimensional differential equations describing the steady state viscous flow in the chamber are as follows:

**Continuity equation:**

\[
\left[ \alpha_5 U + \alpha_4 U_s - U \right] \frac{df}{dx} + \left[ \alpha_5 \delta + (1-\delta) \right] \frac{dU}{dx} + \alpha_4 \delta \frac{dU_s}{dx} \\
= \frac{1}{(1-x)} \left[ \alpha_5 \delta U + \alpha_4 \delta U_s + (1-\delta)U \right] 
\]  
(2.26)

**Boundary layer radial momentum equation:**

\[
-\left[ \alpha_1 U^2 + 2\alpha_2 U U_s - \alpha_3 U_s^2 - \alpha_4 U U_s + \alpha_5 U_s^2 \right] \frac{d\delta}{dx} \\
= \frac{1}{(1-x)} \left[ \frac{\alpha_1 \delta \lambda^2 r^2}{(1-x)^2} - \alpha_1 \delta U^2 - 2\alpha_2 \delta U U_s - \alpha_3 \delta U_s^2 + \alpha_5 \delta U_s^2 + \alpha_4 \delta U \right] \\
+ \alpha_4 \delta U U_s \right] + \delta \frac{dP}{dx} + \frac{2r_0}{h} \bar{\tau}_{rw} 
\]  
(2.27)
Boundary layer tangential momentum equation:

\[
\left[ \alpha_1 U + \alpha_2 U_s - \alpha_3 U - \alpha_4 U_s \right] \frac{d\delta}{dx} + \left[ \alpha_1 \delta - \alpha_2 \tilde{\delta} \right] \frac{dU}{dx} + \left[ \alpha_2 \tilde{\delta} - \alpha_3 \delta \right] \frac{dU_s}{dx} = 0
\]

\[= - \frac{\left[ \alpha_1 \delta U + \alpha_2 \tilde{\delta} U_s \right]}{\Gamma} \frac{d\Gamma}{dx} - \frac{\left[ -\alpha_1 \delta U - \alpha_2 \tilde{\delta} U_s + \alpha_3 \delta U + \alpha_4 \tilde{\delta} U_s \right]}{(1-x)} \]

\[(1-x)2r_c \frac{\rho}{\Gamma \lambda h} \frac{\tau}{t_{tw}} \]

Inviscid core radial momentum equation:

\[- U \frac{dU}{dx} - \frac{\Gamma^2 \lambda^2}{(1-x)^3} = \frac{dP}{dx} \]  \hspace{1cm} (2.29)

Inviscid core tangential momentum equation:

\[U \frac{d\Gamma}{dx} = 0 \]  \hspace{1cm} (2.30)

To reiterate, the five non-dimensional variables of interest and their definitions are as follows, and as defined in Eq. 2.23:

1. \(U\) – the non-dimensional core radial velocity, \(- u_s/u_o\)

2. \(U_s\) – the non-dimensional boundary layer secondary velocity peak, \(- u_s/u_o\)

3. \(\Gamma\) – the non-dimensional circulation associated with the core tangential velocity, \(v_s r/v_o r_o\)

4. \(\delta\) – the non-dimensional boundary layer height, \(s/h/2\)

5. \(P\) – the non-dimensional pressure \(P/u_o^2\)

In the developed flow regions, III and IV, where all of the flow is in the boundary layers, the equations are simplified by setting \(U\) equal to zero. In this case, the continuity and tangential
momentum equations may be combined to give the circulation gradient:

$$\frac{d\Gamma}{dx} = -\frac{2r_0 \alpha_4 (1-x)^2}{h \alpha_2 \alpha} \tau_{tw}$$  \hspace{1cm} (2.31)

The shear law used is similar to the shear law used by Prandtl for flow over a flat plate:

$$\tau_w = \frac{f \rho v_\infty^2}{\rho v_\infty \delta^{1/4}}$$  \hspace{1cm} (2.32)

where \( f \) is an empirical friction factor taken from Ref. (28) to be 0.021.

Thus, the non-dimensional shears become:

$$\tilde{\tau}_{tw} = \frac{C_f \lambda \Gamma v_f}{(1-x)(-v_f)^{1/4}}$$  \hspace{1cm} (2.33)

$$\tilde{\tau}_{kW} = \frac{C_f U v_f}{(\delta v_f)^{1/4}}$$

where

$$C_f = \frac{f}{\rho h u_o^{1/4}} \left( \frac{2\mu}{\rho h} \right)$$

$$V_f = \sqrt{U^2 + \frac{\Gamma^2 \lambda^2}{(1-x)^2}}$$
At the outer periphery, the theoretical values of these non-dimensional variables are:

\[
\delta = 0.0
\]

\[
U_s = 0.0
\]

\[
U = 1.0
\]

\[
\Gamma = 1.0
\]

\[
P = \frac{P_o}{\rho U_o^2}
\]

(2.34)

However, for a finite difference integration scheme, marching from the outer periphery to the exit, the initial zero value of \( \delta \) gives infinite shear stresses. Thus, the values used for small \( x \), .001 in the present study, are those given in Reference 21, as follows:

\[
\delta = (18.1 \frac{2r_o}{h} \frac{C_f \sqrt{x}}{\lambda^{1/4}})^{4/5}
\]

(2.35)

\[
U_s = 0.686 \lambda \sqrt{x}
\]

(2.36)

\[
U = \frac{(1.0 + 0.439 \delta U_s)}{(1.0 - 0.115 \delta)}
\]

(2.37)

With these equations and starting values, the values of the variables as functions of \( x \) may be found by numerical integration. The full set of equations are used to the point where \( U = 0 \), and then the reduced set of equations to \( x = x_e \).
The results of Reference 29 show that the solutions of these equations may be obtained when only two parameters, \( \lambda \) and BLC, are specified, where

\[
BLC = \frac{2r_o f}{\frac{\rho_0 h^{1/4}}{(\frac{2\mu}{a})}}.
\]

Also, the distributions of \( U \) and \( \Gamma \) are essentially dependent only on the product of \( \lambda \) and BLC, designated BLC*, while \( \delta \) and \( U_s \) are functions of both \( \lambda \) and BLC.

A plot of the distribution of the variables for a typical combination of \( \lambda \) and BLC is shown in Fig. 2.5.

Thus, the steady state flow distribution in a vortex chamber can be determined. It has been shown (28) that the pressure distributions corresponding to the flow agrees closely with experimental data. However, the conceptual model of the dynamic response requires further development.

2.3.2 Dynamic Viscous Model

In order to gain some insight into the dynamic behavior of the viscous vortex region, a dynamic flow visualization study was undertaken. A seven inch diameter chamber with a clear plexiglas cover was run with water as the fluid.

The visualization technique used was the milk injection method, as used in Reference 29. A quantity of reconstituted powdered milk was injected into the vortex valve. After a short period, the milk
\[ \lambda = 30.9 \]
\[ BL_C = 0.066 \]

*Fig. 2.5 Typical Steady State Flow Distribution Variables*
had cleared from the areas with radial flow, leaving a spinning donut of milky fluid. The control flow was then changed, and motion pictures of the changes were taken.

During the changes, the spinning donut was observed to speed up or slow down, as expected, and the milkiness remained. This indicated that the region of zero radial flow remained essentially intact during the dynamic changes, with the tangential velocity changes being due to viscous action.

A series of frames from the dynamic visualization motion pictures is shown in Fig. 2.6. As can be seen there is some disruption of the outer boundary of the milky region during the change, but that there is not a marked difference between the initial milkiness and the final condition.

A sketch of the four regions of the valve to be considered in formulating a viscous dynamic model of the vortex chamber is shown in Fig. 2.7. Region I is the portion of the inviscid core where there is radial flow and angular momentum is conserved. In Region III, there is no radial flow and the circulation function, representing the angular momentum, is decreasing. Regions II and IV are the corresponding boundary layers.

The presence of Region III with no radial flow, resulting from viscous effects, modifies the dynamic response predicted by the inviscid model. Since the major portion of the pressure drop occurs across Region III, the pressure drop cannot change until the momentum of the fluid in this region has changed. The dynamic flow visualization indicates that the radial flow remains essentially zero
Fig. 2.6 Dynamic Flow Visualization
Fig. 2.7 Valve Region Conditions for Steady State Calculations
during the dynamic changes, and the response of this region to a change in outer periphery tangential velocity must occur mainly through viscous action.

Thus the chronological response of the vortex chamber to a step change in \( v_o \), with \( u_o \) remaining constant, is illustrated in Fig. 2.8 and is as follows:

1. The new conditions established at the outer periphery are propagated through the boundary layer, Region II, and through the core, Region I, in the developing region. Because the radial flow is slower in the core than in the boundary layers, there are three regions initially.

   a) Near the outer periphery, the flow propagating through both the core and boundary layer regions, I and II, corresponds to the "new" conditions.

   b) Farther in, the boundary layer, Region II, corresponds to the "new" conditions, but the core, Region I does not, so that the flow from the core to the B.L.\(^*\), will tend to decrease the changes propagating in through the boundary layer.

   c) Even farther in, both the B.L. and the core in all four regions correspond to the "old" conditions, as in the inviscid model.

\*B.L. = boundary layer
Fig. 2.8 Conceptual Dynamic Response
2. After some time, the conditions propagating into the B.L.'s in Region IV are a mixture of the "new" conditions through the boundary layers and the "old" conditions. Gradually, these conditions will change until the propagating conditions are entirely new, both through the boundary layers, Region II, and the core, Region I.

3. As the "new" conditions propagate through the boundary layers in Region IV, they interact with Region III through turbulent viscous shear at the interface, to drive Region III to its new condition.

For this conceptual model, the shear due to the radial circulation gradient in the core has been assumed negligible. This assumption is verified in the final section of this chapter, after solutions have been found to predict the dynamic response.

In order to calculate a dynamic response based on this conceptual model, the initial and final steady state equations for a step change were solved first to provide a set of velocity distributions and boundary layer dimensions on which to base the dynamic solution. The step change in \( v_o \) is assumed to be small, and \( u_o \) is kept constant. The chamber is divided into a set of eighty finite elements, forty concentric rings in one boundary layer on the matching forty rings extending from the boundary layer to the mid plane, with each element represented by the values of the variables at the mid-point radius. The nondimensional time steps used were \( \Delta t \frac{u_o}{r_o} = 0.0002 \). This was the minimum number of elements required to represent the valve with reasonable accuracy, as judged
by trials with more and less elements. The computer program used
is presented in Appendix A.

The regions considered, and the important effects in each region,
are shown in Fig. 2.9.

Consider first a finite element of fluid in the outer region,
Fig. 2.10, extending from the wall to the mid-plane. The values of
$U$, $U_e$, and $\delta_0$ at the boundaries $j-1$ and $j$ are calculated from
the steady state distributions, as shown below. In the dynamic
case, the tangential velocity at the mid-plane of the core does not
match the maximum tangential velocity in the boundary layer. Therefore,
there are two circulation functions, $\Gamma$ and $\Gamma_c$, associated with
these velocities, which are both initially equal to the initial steady
state circulation function. This dynamic tangential velocity distribution
is shown in Fig. 2.11. The term "boundary layer" in this discussion of
the dynamic response will refer to the region up to the maximum velocity,
and will be characterized by that velocity. The term "core" will refer
to the region between "boundary layers" including the transition region,
and will be characterized by the tangential velocity at the mid-plane.

The non-dimensional flows $\tilde{q}_1$ and $\tilde{q}_2$ may be written as:

$$ \tilde{q}_1 = U_{j-1}(1 - x_{j-1})(1 - \delta_{j-1}) $$

$$ \tilde{q}_2 = U_j(1 - x_j)(1 - \delta_j) $$

(2.38)  

(2.39)

The axial flow $\tilde{q}_3$ is simply the difference between the two flows:

$$ \tilde{q}_3 = \tilde{q}_1 - \tilde{q}_2 $$

(2.40)

The non-dimensional volume of the core ring may be written as

$$ V_{cj} = (1 - \delta_j)(1 - x_j)\Delta x $$

(2.41)
![Diagram of regions I, II, III, IV with forces \( \tau_{wj} \) and \( \tau_{tw} \).]

<table>
<thead>
<tr>
<th>Region</th>
<th>New Conditions by:</th>
<th>Viscous shear</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Flow propagation</td>
<td>( \tau_{wj} )</td>
</tr>
<tr>
<td>II</td>
<td>Flow propagation</td>
<td>( \tau_{wj}, \tau_{tw} )</td>
</tr>
<tr>
<td>III</td>
<td>Viscous action</td>
<td>( \tau_{wj} )</td>
</tr>
<tr>
<td>IV</td>
<td>Flow propagation</td>
<td>( \tau_{wj}, \tau_{tw} )</td>
</tr>
</tbody>
</table>

**Fig. 2.9 Important Effects for Viscous Dynamic Response, by Regions**
Fig. 2.10 Single Finite Element for Dynamic Response Calculation
\[ \Gamma_c = \frac{v_c r}{v_o r_o} \quad \Gamma = \frac{v_{blm} r}{v_o r_o} \]

Fig. 2.11 Dynamic Tangential Velocity Axial Distribution
The rate of change of circulation within this volume will be due to two effects, flow propagation, as in the inviscid case, and viscous action. These are designated respectively as

\[
\frac{d\Gamma^{c_1}}{dt^{\prime}}_{\text{prop.}} \quad \text{and} \quad \frac{d\Gamma^{c_1}}{dt^{\prime}}_{\text{vis.}}.
\]

Thus, the circulation change equation is:

\[
\frac{d\Gamma^{c_1}}{dt^{\prime}} = \left( \frac{d\Gamma^{c_1}}{dt^{\prime}} \right)_{\text{prop.}} + \left( \frac{d\Gamma^{c_1}}{dt^{\prime}} \right)_{\text{vis.}} \quad (2.42)
\]

The rate of change of circulation within this volume due to the flow propagation, assuming the fluid in the volume is constantly well mixed, may be written as:

\[
\left( \frac{d\Gamma^{c_1}}{dt^{\prime}} \right)_{\text{prop.}} = \frac{\bar{q}_1 \Gamma^{c_1}_{j-1} - (\bar{q}_2 + \bar{q}_3) \Gamma^{c_1}_{j}}{v_{c_j}} \quad (2.43)
\]

The rate of change of momentum in the boundary layer can be calculated similarly, to give:

\[
\left( \frac{d\Gamma^{c_1}}{dt^{\prime}} \right)_{\text{prop.}} = \frac{\bar{q}_3 \Gamma^{c_1}_{j+1} - \bar{q}_4 \Gamma^{c_1}_{j-1} - \bar{q}_5 \Gamma^{c_1}_{j}}{v_{c_j}} \quad (2.44)
\]

where
\[
t^{\prime} = t \frac{u_0}{r_0}
\]

\[
\bar{q}_4 = (\alpha_4 U_{s,j-1} + \alpha_5 U_{j-1})(1 - x_{j-1})\delta_{j-1}
\]

\[
\bar{q}_5 = (\alpha_4 U_{s,j} + \alpha_5 U_{j})(1 - x_j)\delta_j
\]
The major change of concern is the change in the circulation distribution in Region I and III. However, the distribution of $U$, $U_s$, and $\delta$ also change slightly between the initial and final conditions. In order to take into account these changes, at each time step and for each element, the $U$, $U_s$, and $\delta$ values are assumed to have changed by the same proportion of their total change as the circulation changes. Thus, if $\Gamma_{ji}$ represent the initial value of the circulation for the $j^{th}$ element, and $\Gamma_{jf}$ is the final value, the proportion of the circulation change may be represented by:

$$\beta = \frac{\Gamma_{jf} - \Gamma_{ji}}{\Gamma_{jf} - \Gamma_{ji}}$$

(2.45)

where $\beta$ will initially be zero and will approach 1.0 for long times. Using the same notation, the value of $U_j$ at any time may also be written as:

$$U_j = U_{ji} + \beta(U_{jf} - U_{ji})$$

(2.46)

and the values of $U_s$ and $\delta$ may be calculated similarly.

As the new conditions propagate through the boundary layer ahead of the propagation in the core, the circulation difference causes a turbulent viscous shear which must also be taken into account. It is assumed that the effects of this viscous shear
may be approximated by a shear proportional to the square of the maximum velocity difference:

\[ \tau_{wj} = k \rho (\Delta v_m)^2 \]  

\[ = k \rho (v_{B.L.M.} - v_c)^2 \]  

From the moment of momentum equation, and assuming that the change in velocity is nearly uniform for an element in the core, the non-dimensional change of momentum in the core may be written as:

\[ \frac{d \Gamma_c}{dt} \bigg|_{vis.} = \frac{k \lambda (\Gamma - \Gamma_c) |\Gamma - \Gamma_c|}{H (1 - \delta_\tau x) (1-x)} \]  

(2.48)

where \( H = \frac{h}{2r_o} \) and \( \delta_\tau \) is the effective shear height. Similarly, the effect of this shear on the boundary layer can be written as:

\[ \frac{d \Gamma_b}{dt} \bigg|_{vis.} = -\frac{k \lambda (\Gamma - \Gamma_c) |\Gamma - \Gamma_c|}{H \delta_\tau (1-x)} \]  

(2.49)

The form of the turbulent viscous shear equation, with \( \tau_{wj} = \rho k (\Delta v_m)^2 \), was suggested by wall jet theory, first treated by Glauert (8). While this work is not directly applicable to the vortex chamber flows, it does provide an indication of the form of shear relationship.

Glauert dealt mainly with a jet striking a plane surface and spreading out radially in a still fluid. He separated the flow into two regions, divided at the point of maximum velocity. He postulated that for turbulent flow, the inner flow would be similar
to a plane turbulent boundary layer, and the outer flow would be similar to a plane free jet.

Kruka and Eskinazi (12) reported an extensive experimental work with a plane wall jet issuing from a slot into a parallel free stream. This work found that the shear stresses in the outer flow region were correlated to the square of the velocity difference $\Delta v_m$ between the maximum jet velocity and the free stream velocity.

Other authors (3,7) have treated wall jets with longitudinal curvature, but none to this author's knowledge have treated transverse curvature. Therefore, the form of the parallel straight flow shear is used in the present work.

In order to calculate the shear, a simple model of the flow was postulated. It was assumed that the maximum velocity occurred at the height of the steady state boundary layer, so that the steady state and dynamic velocity profiles in the boundary layer are similar, as shown in Fig. 2.11. As the core region is spun up, the point of maximum shear will move upward from near the steady state boundary layer height. For simplicity, it was assumed that this point of maximum shear designated $\bar{\delta}_t$ be represented by an average value of one and one-half times the boundary layer height, $\bar{\delta}$. The changes due to the shear were assumed to be uniformly distributed within each element, so that the angular momentum change is the same as that of an equivalent solid ring driven by the shear torque. This torque is assumed to be proportional to the square of the maximum velocity difference, as suggested by the wall jet literature.
Thus, the equations for the total changes in circulation in the developing regions are as follows:

\[
\frac{d\Gamma_{c,j}}{dt} = \left( \frac{d\Gamma_{c,j}}{dt} \right)_{\text{prop.}} + \left( \frac{d\Gamma_{c,j}}{dt} \right)_{\text{vis.}}
\]

\[
= \frac{q_1 \Gamma_{c,j-1} - (q_2 + q_3) \Gamma_{c,j}}{v_{cj}} + \frac{k\lambda(\Gamma - \Gamma_c) |\Gamma - \Gamma_c|}{H(1-\delta_{\tau})(1-\chi)}
\]

(2.50)

\[
\frac{d\Gamma_j}{dt} = \left( \frac{d\Gamma_j}{dt} \right)_{\text{prop.}} + \left( \frac{d\Gamma_j}{dt} \right)_{\text{vis.}}
\]

\[
= \frac{q_3 \Gamma_{j,1} + \bar{q}_4 \Gamma_{j-1} - q_5 \Gamma_j}{v_{j}} - \frac{k\lambda(\Gamma - \Gamma_c) |\Gamma - \Gamma_c|}{H\delta_{\tau}(1-\chi)}
\]

(2.51)

A single value for the constant \( k \) in the shear stress equation was selected to correlate the complete set of experimental data discussed in Chapter 4. A different ratio of \( \bar{\delta} \) and \( \delta_{\tau} \) would have led to a different value of \( k \), but the responses would have been essentially the same, as can be seen from Eqs. (2.50) and (2.51).

In the developing region, where the steady state \( \Gamma \) is constant with \( x \), the shear at the walls is accounted for implicitly through the radial inward growth of the boundary layer. This effect is represented in the dynamic case only through the change in boundary layer height \( \delta \) proportional to the change in \( \Gamma_j \) as shown in Eqs. (2.45) and (2.46).

In the developed region, where the core radial velocity has gone to zero, the loss of momentum due to the shear at the walls must also be accounted for explicitly, as the value of \( \Gamma \) decreases with \( x \). Thus, in the developed region, the boundary layer circulation change has a third component, \( \left( \frac{d\Gamma_j}{dt} \right)_{\text{wall}} \).
so that the equation becomes:

\[
\frac{d\Gamma}{dt} = \left( \frac{d\Gamma}{dt} \right)_{\text{prop.}} + \left( \frac{d\Gamma}{dt} \right)_{\text{vis.}} + \left( \frac{d\Gamma}{dt} \right)_{\text{wall}}
\]

(2.52)

In the boundary layer, Region IV, the average radial velocity is \( \alpha_4 U_s \). From this, the average amount of non-dimensional time for a particle of fluid to cross an incremental ring may be calculated to be:

\[
\Delta t_{\bar{j}} = \frac{\Delta x}{\alpha_4 U_s}
\]

(2.53)

In crossing this ring, the average rate of loss of momentum of a particle due to the shear at the wall may be calculated as follows:

\[
\left( \frac{d\Gamma}{dt} \right)_{\text{wall}} = \Delta \frac{\Gamma}{\Delta t_{\bar{j}}} = \frac{\Gamma_j - \Gamma_{j-1}}{\Delta x} \frac{\Delta x}{\Delta t_{\bar{j}}} = \frac{(\Gamma_j - \Gamma_{j-1})\alpha_4 U_s}{\Delta x}
\]

(2.54)

The loss of momentum due to the shear at the core boundary is given by Eq. 2.49, and the gain of momentum of the core is given by Eq. 2.48. Since, in this region \( \bar{q}_1, \bar{q}_2, \) and \( \bar{q}_3 \) go to zero, and \( \bar{q}_4 \) and \( \bar{q}_5 \) go to 1.0, the circulation change equations become:

\[
\frac{d\Gamma}{dt} = \left( \frac{d\Gamma}{dt} \right)_{\text{vis.}} = \frac{k\lambda(\Gamma_j - \Gamma_{c1})|\Gamma_j - \Gamma_{c1}|}{\eta (1-\xi_{\bar{j}})(1-x_{\bar{j}})}
\]

(2.55)

\[
\frac{d\Gamma}{dt} = \left( \frac{d\Gamma}{dt} \right)_{\text{prop.}} + \left( \frac{d\Gamma}{dt} \right)_{\text{vis.}} + \left( \frac{d\Gamma}{dt} \right)_{\text{wall}}
\]

(2.56)

(Cont'd.)
\[ \frac{\Gamma_{j+1} - \Gamma_{j}}{V_j} - \frac{k \lambda (\Gamma_{j+1} - \Gamma_{c1}) |\Gamma_{j+1} - \Gamma_{c1}|}{H \delta (1-x)} \]

\[ \frac{(\Gamma_{j+1} - \Gamma_{j}) \delta U_s j}{\Delta x} \] (2.56)

The pressure drop across the chamber as a function of time may be found from the static equation:

\[ \frac{dB}{dx} = -\frac{\lambda^2 - r^2}{(1-x)^3} \] (2.57)

for the case of \( \lambda > 10 \) since \( \lambda^2 r^2 \) then is of the order of 100 while \( U \frac{dU}{dx} \) is of the order of 1 and \( \frac{dU}{dt} \) is of the order of 0.1.

These dynamic equations were programmed for solution with a Fortran program, run on an IBM 360/65 computer, and listed in Appendix A. Several typical plots of the change in pressure drop across the chamber versus non-dimensional time are shown in Fig. 2.12.

If the fill time, \( T_1 = \frac{r_o - r_e}{2 u_0 r_o} \) is approximated by \( T_1 = \frac{r_o}{2 u_0} \), then \( t' = 0.5 \) represents the fill time as shown by the equivalent inviscid response. This plot shows that as the viscous effects become more and more important, the response differs more from the inviscid response, as a smaller portion of the fluid momentum is changed by flow transport and more is changed due to viscous action.

The term of the Navier-Stokes equation (24) which gives the radial shear is \( \left( \frac{\partial^2 v}{\partial r^2} + \frac{1}{r} \frac{\partial v}{\partial r} - \frac{v}{r^2} \right) \). It can be shown that this becomes \( \frac{v o r_o}{r} \left[ \frac{\partial^2 r}{\partial r^2} - \frac{1}{r} \frac{\partial r}{\partial r} \right] \). Thus, this term is identically zero for zero radial circulation gradient.

In order to check the assumption that the dynamic radial circulation gradient is similar to the static gradient, a plot of the \( \Gamma \) distribution for a series of values of \( t' \) is shown in Fig. 2.13. This plot shows that the dynamic gradient very closely
Fig. 2.12 Viscous Vortex Chamber Pressure Step Responses

a) Inviscid
b) Point 1, no radial shear
c) Point 2, no radial shear
d) Point 3, no radial shear
e) Point 3, with radial shear
\[ \Gamma = \frac{\nu r}{V_{of} r_0} \]

- No radial shear
- --- With radial shear

Fig. 2.13 Viscous Circulation Distribution Step Response
parallels the static gradient in the developed region, verifying that the radial shear may be neglected here as it was in the static case. In the developing region, the gradient is quite steep. To verify that the predominant mode of change in this region is due to transport effects rather than viscous action, a step response was run with a shear between concentric elements due to the radial circulation gradient. This shear was of the same form as the shear between the boundary layer and core, proportional to the square of the circulation gradient. The overall step response with this radial shear is also shown in Fig. 2.12, and the $\Gamma$ distributions are shown in Fig. 2.13. The change in the response is small compared with changes due to the changes in $k$, as will be shown in Chapter 4, thus in further work the radial shear term is neglected.

Thus, a model of the dynamic viscous response of the vortex flow has been developed. This model forms the basis of the development of a lumped model to represent the entire vortex amplifier dynamic response, presented in the next chapter.
Chapter 3

LUMPED MODEL

3.1 Introduction

In order to complete a dynamic model for the vortex amplifier, the vortex flow field model developed in Chapter 2 must be combined with the appropriate models for the inlet and exit ports of the amplifier and for their interaction with the vortex flow. This chapter presents the development of a dynamic model for the complete vortex amplifier.

In designing a vortex valve, the steady state characteristic may be estimated with reasonable accuracy, using the methods and graphs of Reference 30. Or, if a valve has already been built, it is a relatively simple matter to measure the steady state characteristic. However, as outlined in Chapter 1, there has been no satisfactory method of predicting the dynamic response, and even measuring the dynamic response once a valve is built is a complex and difficult task. Therefore, a method of predicting the dynamic response using either predicted or steady state information is needed.

The design of dynamic fluid power control circuits involves the interconnection of many elements to form the complete circuit. The method used for predicting the response of these total systems during the initial design stages is through the use of linear, lumped transfer function relationships. Thus, in order to be compatible
with other fluid power control component models, the lumped model presented in this chapter will be in terms of a linearized dynamic transfer function.

In general, the linearized dynamic model parameters depend upon the region of operation on the steady state characteristic, as shown in Fig. 3.1. This model, developed using either predicted or measured steady state information, will predict the dynamic parameters for small signal operation about a given operating point. It thus will provide a building block for the design of fluid power control circuits using vortex valves, and basically operating over a small region of the vortex valve steady state characteristic, such as might occur in a servomechanism regulation operation.

The prediction of the dynamic response for full range operation, switching from nearly full flow to nearly cutoff, is beyond the scope of this thesis. This range of operation would be used in circuits where the vortex valve acts essentially as a flow switch, changing between "high" and "low" flow rates.

In the work below, a lumped parameter dynamic model for a control valve is developed for which all dynamic model parameters for a given operating point may be determined directly from the distributed parameter analysis described in Chapter 2. A schematic drawing of a valve including the variables of interest is shown in Fig. 3.2.
Fig. 3.1 Regions of Dynamic Operation
Fig. 3.2 Schematic of Vortex Valve with Definition of Variables
3.2 Inlet Ports

The ideal supply and control ports of a vortex valve are short, straight passages, so that the velocity profiles are nearly uniform. Thus, for incompressible flow, these ports may be represented as quadratic orifices with the following pressure-flow equations:

\[ Q_c = c_{dc}A_c \sqrt{\frac{2(p_c - p_o)}{\rho}} \]  \hspace{1cm} (3.1)

\[ Q_s = c_{ds}A_s \sqrt{\frac{2(p_s - p_o)}{\rho}} \]  \hspace{1cm} (3.2)

where \( Q_c \) is the control flow and \( Q_s \) is the supply flow.

For small signal analysis, these equations may be linearized about an operating point to give incremental linear equations in terms of equivalent resistances:

\[ Q_c = \frac{\Delta(p_c - p_o)}{R_c} \]  \hspace{1cm} (3.3)

\[ Q_s = \frac{\Delta(p_s - p_o)}{R_s} \]  \hspace{1cm} (3.4)

where

\[ \frac{1}{R_c} = \frac{\partial Q_c}{\partial (p_c - p_o)} \bigg|_0 = c_{dc} \sqrt{\frac{1}{2\rho(p_c - p_o)}} = \frac{Q_{co}}{2(p_c - p_o)_o} \]
and:

\[
\frac{1}{R_s} = \frac{\partial Q_s}{\partial (p_s - p_o)} \bigg|_0 = \frac{Q_{so}}{2(p_s - p_o)_0}
\]

The second subscript \( o \) indicates that the quantities are to be evaluated at the operating point.

Due to the small, short passages, and the assumption of incompressibility, the effects of inertia and capacitance in these inlet chambers are assumed negligible.

3.3 Mixing Region

The supply and control flows are assumed to mix completely at the outer periphery, in a period of time which is short compared to the times associated with the vortex flow field changes. Under these assumptions, the radial and tangential velocities at \( r_o \) are uniform. The radial velocity may be expressed as the total flow divided by the outer periphery area:

\[
u_o = \frac{Q_c + Q_s}{2\pi r_o h}
\]

(3.5)

The tangential velocity may be derived from consideration of conservation of momentum. Thus, for lossless mixing, the ideal \( v_o \) may be written as:

\[
v_o^+ = \frac{Q_c v_c}{Q_c + Q_s} = \frac{Q_c^2}{A_c (Q_c + Q_s)}
\]

(3.6)
The mixing loss has been studied previously and may be represented by a loss coefficient $\varepsilon$, as determined empirically in Reference 28. This coefficient is primarily a function of the swirl, represented by the ideal ratio $v^+_o/u_o$, and is shown in Fig. 3.3.

Thus, the tangential velocity expression becomes:

$$v_o = \frac{\varepsilon Q_c^2}{A_c (Q_c + Q_s)}$$

(3.7)

and the swirl parameter $\lambda$ may be written as:

$$\lambda = \frac{v_o}{u_o} = \frac{\varepsilon A_c Q_c^2}{A_c (Q_c + Q_s)^2}$$

(3.8)

For incompressible flow, the sum of the control and supply flows is equal to the exit flow $Q_e$. Thus, the linearized equations for the incremental changes in velocity due to changes in flow may be written as:

$$\Delta u_o = \frac{1}{2\pi r_o h} \Delta Q_e = k_u \Delta Q_e$$

(3.9)

$$\Delta v_o = \frac{\varepsilon o Q_c Q_o}{A_c Q_{eo}} \Delta Q_c + \frac{\varepsilon o Q_c^2}{A_c Q_{eo}^2} \Delta Q_e$$

$$= k_c \Delta Q_c - k_e \Delta Q_e$$

(3.10)

where

$$k_u = \frac{1}{2\pi r_o h} \quad k_c = \frac{2\varepsilon o Q_c}{A_c Q_{eo}} \quad k_e = \frac{\varepsilon o Q_c^2}{A_c Q_{eo}^2}$$
Fig. 3.3 Jet Recovery Factor $\varepsilon$
3.4 Main Vortex Region

Chapter 2 presented a distributed system analysis for the dynamic response of the main vortex region. This section presents a lumped system model, in which the values of the dynamic lumped parameters are determined from the distributed system analysis.

A typical distributed dynamic response from the analysis of Chapt. 2 is shown in Fig. 3.4. There are two important aspects of this response which must be represented for any realistic lumped model. They are:

1) The time delay associated with the fluid transport of the new conditions, and

2) the response as the viscous action between the boundary layer and the core drives the spinning donut to its new state.

These two physical phenomena may be represented in terms of lumped parameters as a pure transportation delay and as a first order lag, as shown also in Fig. 3.4. Specifically, in Laplace transform notation, the response in pressure drop from \( r_o \) to \( r_e \) due to a change in \( \nu_o \), with \( u_o \) held constant, may be expressed as:

\[
\left. \Delta(p_o - p_e) \right|_{\Delta v_o} = \frac{k_1 e^{-T_1 s}}{1 + T_2 s} \Delta v_o \\
\Delta u_o = 0
\]  

(3.11)

where the total pressure drop response consists of two parts:

\[
\Delta(p_o - p_e) = \left. \Delta(p_o - p_e) \right|_{\Delta v_o} + \left. \Delta(p_o - p_e) \right|_{\Delta u_o} \\
\Delta u_o = 0 \quad \Delta v_o = 0
\]  

(3.12)
Fig. 3.4 Distributed Response with Lumped Model Response Approximation
and where \( k_1 \) represents the steady-state gain \( \left. \frac{\partial(p_o - p_e)}{\partial v_o} \right|_0 \).

In the non-dimensional time domain, this response is:

\[
\frac{\Delta(p_o - p_e)}{\Delta v_o} \bigg|_{\Delta u_o} = k_1 (1 - e^{-\frac{T_1'}{T_2'}}) \delta'(t' - T_1') \Delta v_o
\]

\[
\Delta u_o = 0
\]  

where \( \delta'(t' - T_1') \) is the unit step function delayed by a time constant \( T_1' \) and \( T_2' \) are the non-dimensional times \( \frac{T_1'}{u_o} \) and \( \frac{T_2'}{u_o} \).

The lumped approximation to the distributed response is shown in Fig. 3.4, where the values of \( T_1' \) and \( T_2' \) are determined to match the distributed responses in the following manner:

1) A tangent is drawn through the point of inflection of the distributed system response, and \( T_1' \) is determined as the zero intercept of the tangent line.

2) The value of \( T_2' \) is chosen so that the lumped and distributed responses coincide at \( t' = T_1' + T_2' \), which is the point where the response value is 0.632, which is \( 1 - e^{-1} \).

As can be seen from Fig. 3.4, this lumped model is a reasonable approximation to the distributed response and as will be shown in Chapter 4 provides reasonable agreement with the experimental data. Thus, it was not felt that a more sophisticated approximation was justified or necessary within the scope of this thesis.
In the main vortex region for operation with high swirl there is also a change in pressure drop due to a change in $u_o$. For incompressible flow, a change in radial flow must occur instantaneously throughout the chamber. The change in pressure drop due directly to the changes in radial velocity are negligible. However, changing $u_o$ changes the circulation distribution due to the different radial momentum at the outer periphery. For instance, a decrease in $u_o$ decreases the region of potential vortex flow, where the circulation is constant, as shown in Fig. 3.5. The radial flow is forced into the boundary layers at a larger radius due to the decreased radial momentum of the fluid introduced at the outer periphery.

The experimental results discussed in Chap. 4 have shown that the time required to establish the effects due to this change is small compared with $T_2$ in all of the cases considered, and therefore this time is neglected in this study. Thus, the full dynamic lumped expression for the main vortex chamber may be written as:

$$\Delta(p_o - p_e) = \frac{k_1 e^{-T_1 s}}{1 + T_2 s} \Delta v_o + k_2 \Delta u_o$$

(3.14)

The method of calculating $k_1$ and $k_2$ will be demonstrated below.
Fig. 3.5 Change in Circulation Distribution for Change in $u_o$
3.5 Exit Port

Since the exit port is small compared with the main chamber, just as for the supply and control ports, and the fluid velocities are higher than the vortex chamber velocities, this port is also treated as a static resistance. Thus, the exit port equation is:

$$\Delta Q_e = \frac{\Delta p_e - \Delta p_c}{R_e}$$  \hspace{1cm} (3.15)

3.6 Total Lumped Model

For the maximum efficiency in a vortex valve, as shown in Reference 30, the supply port resistance should be small, so that its pressure drop is small compared to the pressure drop across the valve chamber and exit port. If this resistance is small, as it should be, then a simplification of the port equations is obtained, i.e. $p_o$ may be assumed constant and equal to $p_s$. Thus, for the case of constant supply and ambient pressures, $p_s$ and $p_a$, the flow equations reduce to:

$$\Delta Q_c = \frac{\Delta p_c}{R_c}$$

$$\Delta Q_e = \frac{\Delta p_e}{R_e}$$  \hspace{1cm} (3.16)

$$\Delta Q_s = \Delta Q_e - \Delta Q_c$$

assuming incompressible flow.
The change in pressure drop across the valve is a function of the outer periphery velocities as follows:

\[-\Delta p_e = \frac{-T_1 s}{1 + T_2 s} \Delta v_o + k_2 \Delta u_o\]  \hspace{1cm} (3.17)

The velocity flow relations are given by Eqs. (3.9) and (3.10), so that the change in chamber pressure drop may be written in terms of flows as follows:

\[-\Delta p_e = \frac{-T_1 s}{1 + T_2 s} (k_c \Delta Q_c - k_e \Delta Q_e) + k_2 u \Delta Q_e\]

\[= G_1(s) \Delta Q_c + G_2(s) \Delta Q_e = - R_e \Delta Q_e\]  \hspace{1cm} (3.18)

Thus, the transfer functions for changes in flows at each valve port due to changes in the control port pressure with the supply and exit pressures held constant are given in Table 3.1.

The block diagram, which explicitly indicates the relationship between the input control pressure and the output system flows is shown in Fig. 3.6.

These equations may be solved to obtain the valve supply and exit flow responses to a sinusoidal input by letting \( s + j\omega \) in the equations, as also shown in Table 3.1. A typical frequency response plot is shown in Fig. 3.7, with the dynamic gains normalized with respect to the static gains. This analytical model is compared with the experimental frequency and step response data in Chap. 4.
### Table 3.1

<table>
<thead>
<tr>
<th>Output</th>
<th>Laplace Notation</th>
<th>Frequency Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\Delta Q_c}{\Delta P_c}$</td>
<td>$\frac{1}{R_c}$</td>
<td>$\frac{1}{R_c}$</td>
</tr>
<tr>
<td>$\frac{\Delta Q_s}{\Delta P_c}$</td>
<td>$- \frac{G_1(s) + G_2(s) + R_e}{R_c(R_e + G_2(s))}$</td>
<td>$- \frac{(A-C) + j(B-D)}{C + jD}$</td>
</tr>
<tr>
<td>$\frac{\Delta Q_e}{\Delta P_e}$</td>
<td>$- \frac{G_1(s)}{R_c(R_e + G_2(s))}$</td>
<td>$- \frac{A + jB}{C + jD}$</td>
</tr>
</tbody>
</table>

where

$$A = \frac{k_1 k_c}{R_c} \cos \omega T_1$$

$$B = - \frac{k_1 k_c}{R_c} \sin \omega T_1$$

$$C = -k_1 k_e \cos \omega T_1 + (R_e + k_2 k_u)$$

$$D = k_1 k_e \sin \omega T_1 + T_2 \omega (R_e + k_2 k_u)$$
Fig. 3.6 Lumped Model Block Diagram
Fig. 3.7 Typical Lumped Model Frequency Response
Thus, a lumped linearized model has been developed which may be used by a fluid control circuit designer to predict the dynamic response of a vortex valve in a circuit. This model has been based on the two fundamental physical phenomena of the vortex chamber, the time delay due to the transport effects and the time lag due to the viscous effects.

3.7 Calculation of $k_1$, $k_2$ and $R_e$

The gains $k_1$, $k_2$, and $R_e$ may be calculated by considering the pressure gradient described by Eq. 2.57 for $\lambda > 10$, which may be written as:

$$\frac{1}{\lambda^2} \frac{dP}{dx} = -\frac{r^2}{(1-x)^3} \tag{3.19}$$

In Reference 29, it has been shown that the $\Gamma$ distribution is essentially a function only of the parameter $BLC^*$, so that $P/\lambda^2$ is a function only of $BLC^*$ at any value of $x$, where:

$$BLC^* = \frac{2r_o}{h} \frac{v_o}{u_o} \frac{f}{\rho u_o h} \left(\frac{o}{2\mu}\right)^{1/4} \tag{3.20}$$

The relationship of $P/\lambda^2$ and $BLC^*$ is shown in Fig. 3.8. Thus, the pressure distribution and specifically the pressure at the exit radius may be found from this graph, once $BLC^*$ has been calculated, since

$$P_o - P_e = \frac{P}{\lambda^2} \left|_{x_e} \right. \left(\rho v_o^2\right) \tag{3.21}$$
Fig. 3.8 Plot of $P/\lambda^2$ vs. $BLC^*$
Thus, by calculating changes in $BLC^*$ for changes in the appropriate flows and velocities, the changes in pressures and thus the gains may be calculated.

For the calculation of the gains, it is useful to break the response up into three parts:

1) The control flow changes, changing the outer periphery tangential velocity. The change in pressure drop due to this change, maintaining a constant $u_o$, may be calculated.

2) The supply flow changes due to the change in control flow. The amount of this change is determined by the steady state characteristic, and its effects on the pressure drop across the valve may also be calculated.

3) The tangential velocity, $v_o$, changes due to the change in supply flow, which cause another change in the pressure drop across the vortex chamber.

The gain $k_1$ is associated with steps 1 and 3, while the gain $k_2$ is associated with step 2. Thus, consider the points in Table 3.2, which are the end points of these three processes for case D of Chap. 4.
Table 3.2

<table>
<thead>
<tr>
<th>Point</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qc</td>
<td>17.9 $\text{in}^3\text{sec}^{-1}$</td>
<td>20.5 $\text{in}^3\text{sec}^{-1}$</td>
<td>20.5 $\text{in}^3\text{sec}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Qe</td>
<td>57.4 $\text{in}^3\text{sec}^{-1}$</td>
<td>57.4 $\text{in}^3\text{sec}^{-1}$</td>
<td>43.6 $\text{in}^3\text{sec}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$u_o$</td>
<td>29.2 $\text{in}\text{sec}^{-1}$</td>
<td>29.2 $\text{in}\text{sec}^{-1}$</td>
<td>22.2 $\text{in}\text{sec}^{-1}$</td>
<td>22.2 $\text{in}\text{sec}^{-1}$</td>
</tr>
<tr>
<td>$v_o$</td>
<td>592 $\text{in}\text{sec}^{-1}$</td>
<td>756 $\text{in}\text{sec}^{-1}$</td>
<td>756 $\text{in}\text{sec}^{-1}$</td>
<td>1022 $\text{in}\text{sec}^{-1}$</td>
</tr>
<tr>
<td>BLC$^*$</td>
<td>1.208</td>
<td>1.539</td>
<td>2.175</td>
<td>2.935</td>
</tr>
<tr>
<td>$P/\lambda^2$</td>
<td>21.3</td>
<td>16.7</td>
<td>11.1</td>
<td>7.5</td>
</tr>
<tr>
<td>$(p_o - p_e)$</td>
<td>.836 psi</td>
<td>1.070 psi</td>
<td>0.711 psi</td>
<td>0.879 psi</td>
</tr>
</tbody>
</table>

Thus, $k_1$ can be calculated as:

$$k_1 = \frac{\Delta(p_o - p_e)}{\Delta v_o} = \frac{(1.070 - 0.836) + (.879 - .711)}{(756 - 592) + (1022 - 756)}$$

$$= \frac{0.234 + 0.168}{430} = \frac{0.402}{430} = 9.34 \times 10^{-3} \frac{\text{lb} \cdot \text{sec}}{\text{in}^3}$$

and

$$k_2 = \frac{\Delta(p_o - p_e)}{\Delta u_o} = \frac{0.711 - 1.070}{22.2 - 29.2} = \frac{0.359}{7.0} = 5.13 \times 10^{-2} \frac{\text{lb} \cdot \text{sec}}{\text{in}^3}$$

and

$$R_e = \frac{\Delta p_e}{\Delta Q_e} = \frac{0.043}{13.9} = 3.09 \times 10^{-3} \frac{\text{lb} \cdot \text{sec}}{\text{in}^5}$$
Chapter 4

EXPERIMENTAL RESULTS

4.1 Objectives of the Experiments

The objectives of the experimental work were to provide guidance in formulating a dynamic model for the vortex valve and to provide verification of that model once it had been formulated. To accomplish these objectives, both step response and small signal sinusoidal frequency tests were made using low pressure air, along with the dynamic flow visualization already discussed in Chapter 2.

4.2 Apparatus

The basic experimental vortex amplifier used in this study is shown disassembled in Fig. 4.1. It consists of five circular plates bolted together to form the chamber and its ports. The top plate contains the ducts to distribute the control ports. The second plate separates the control flow passages from the valve chamber. The third and fourth plates form the vortex chamber itself as well as containing the supply and control ports. The fifth plate contains the exit port. There is also a sixth plate which fits between the third and fourth plates to double the height of the chamber.

The diameter of the vortex chamber is 2.5 inches. The supply ports consist of four slots, each 0.10 inch high by 0.75 inches wide. The four control ports are each 0.031 inches by 0.079 inches. Two bottom plates may be used, one with a 0.25 inch diameter exit and the
Fig. 4.1 Disassembled Vortex Valve
other with a 0.188 inch diameter exit. The height of the chamber may be adjusted to either 0.25 inches or 0.50 inches with the spacer. The outer diameter of the plates is 5 inches.

The two end plates are grooved for O-rings to seal the valve in a 5 inch clear acrylic tube such that the supply ports mate with holes in the tube which passes to the supply chamber. The supply chamber is kept at constant pressure by a pressure regulator. This arrangement is shown in the schematic drawing, Fig. 4.2.

For the experiments, the control pressure signal was monitored by a Kistler piezoelectric pressure transducer. The control, supply, and exit flows were inferred from velocity measurements using Disa hot-wire probes with a constant temperature anemometer servo. The flow measurements were obtained by calibrating the output of the constant temperature anemometer for static flow conditions of the valve, and assuming that the dynamic and static velocity profiles were similar, since the dynamic changes in the flow were small compared with the quiescent flow, and there was no reverse flow. This method provides about the only reasonable method for measuring dynamic flows in the frequency range of interest for this study.

The dynamic input signal to the valve was provided by a flapper nozzle valve arrangement, shown schematically in Fig. 4.3. The flapper was a rotating disc, driven by a variable speed D.C. motor. This apparatus is shown in Fig. 4.4.

By using radial slots on the rotating disc which were slightly narrower than the nozzle, so that the effective area of the nozzle was constantly changing, a reasonable sinusoidal pressure wave was
Fig. 4.2 Schematic of Experimental Apparatus
Fig. 4.3 Schematic of Signal Generator
Fig. 4.4 Signal Generating Apparatus
generated. Using another disc with the nozzle open for half a revolution and then closed for the other half of the disc revolution, the opening and closing times are negligible compared with the open and closed times, providing a reasonable square wave for step response tests.

The variable speed D.C. motor had an attached 24:1 gear reduction unit, so that the changing from the low to high speed shaft and using the speed controller, the sinusoidal signal could be varied over a range of frequencies from 1 cps to over 500 cps.

4.3 Experimental Valve Configurations

As discussed in Chapter 5, the analytical model predicts that the two major parameters affecting the dynamic time constants are the internal flow field, as characterized by the parameters $\lambda$ and BLC, and the ratio of the height to the outer periphery radius. Thus, several different tests were run to confirm the predicted effects of these changes.

For the comparison of experimental and theoretical responses, four specific different configurations of the experimental vortex valve are considered.

The first configuration, designated A, is considered the basic configuration. The significant dimensions and ratios are as follows:

$$r_0 = 1.25 \text{ in.}$$  $$A_c/A_c = 0.356$$

$$r_e = 0.094 \text{ in.}$$  $$p_s = 30 \text{ in. } H_2O$$

$$h = 0.25 \text{ in.}$$  $$A_s/A_e = 10.9$$
Configuration B has the same physical dimensions as configuration A, but the supply pressure used was 80 inches of water, so that the basic flow rate through the valve is higher and the transport dynamics are faster.

Configuration C has a supply pressure of 30 inches of water, as the basic valve does, but the height is 0.50 inches, to verify the effect of height on the dynamic response.

Configuration D is identical with the basic configuration with the exception of the exit radius, which is 0.25 inches. This also decreases the $A_c/A_e$ ratio to 0.20.

The non-dimensional, steady state valve characteristics of these four configurations are shown in Fig. 4.5. The dynamic data for one representative operating point will be presented, and these operating points are also indicated in the figure.

4.4 Calculation of Theoretical Responses

In order to calculate analytical step and frequency responses, it is necessary to find the dynamic time parameters and the gains of the valve at the operating point. This section will give a fuller explanation of the calculation of the gains for case D discussed briefly in Chapter 3, and will list these parameters for the other cases.

Consider the two end points of the range of operation indicated for case D in Fig. 4.5. These are the two end points, a and d, of Fig. 3.8 and Table 3.2. The two intermediate points, b and c, are calculated from these points. Point b is the point which
Fig. 4.5 Experimental Steady State Characteristics
corresponds to changing the control flow \( Q_c \) and the tangential velocity \( v_o \) without changing \( u_o \) and \( Q_e \). Point c is the point which corresponds to changing \( Q_e \) and \( u_o \) without considering the effect of \( Q_e \) in changing \( v_o \). It should be noted that these intermediate conditions do not occur in the actual valve, since all three changes are taking place simultaneously. However, they are useful conceptual points for the calculation of the gains, as discussed in Chapter 3.

The gain \( k_1 \) is calculated from the changes from a to b and from c to d, while the gain \( k_2 \) is calculated from the change from b to c. The exit resistance \( R_e \) is calculated from the entire change, a to d. The other three gains, \( k_c \), \( k_e \), and \( k_u \) may be calculated directly from the difference relationships:

\[
k_c = \frac{\Delta v_o}{\Delta Q_c} = \frac{756 - 592}{20.5 - 17.9} = \frac{164}{2.6} = 63.1/\text{in}^2
\] (4.1)

\[
k_e = -\frac{\Delta v_o}{\Delta Q_e} = \frac{1022 - 756}{57.4 - 43.6} = \frac{266}{13.8} = 19.3/\text{in}^2
\] (4.2)

\[
k_u = \frac{\Delta u_o}{\Delta Q_e} = \frac{7.0}{13.8} = .507/\text{in}^2
\] (4.3)

The dynamic time constants \( T_1 \) and \( T_2 \) are solved by the computer program of Chapter 3 by considering the change from a to b. These two non-dimensional times are .181 and .321, which when dimensionalized by the time factor \( \frac{r_o}{u_o} = \frac{1.25}{29.2} \text{ sec.} = .0428 \text{ sec.} \), become \( T_1 = .0078 \text{ sec.} \) and \( T_2 = .0138 \text{ sec.} \).
The gains and time constants for the four cases are shown in Table 4.1. The gains $G_{os}$ and $G_{oe}$ are the steady state flow gains $\frac{\Delta Q_s}{\Delta Q_c}$ and $\frac{\Delta Q_e}{\Delta Q_c}$, respectively.

4.5 Step Responses

Once the lumped system parameters had been found, the analytical step and frequency responses were calculated. The experimental step responses of the change in exit flow to a step change in input control pressure are shown in Fig. 4.6, and the analytical and experimental step responses are compared in Fig. 4.7.

As can be seen, the analytical and experimental results agree reasonably well, to the extent possible considering the noisy experimental response. This noise, which was also observed in steady state operation, was due to local turbulence in the vicinity of the hot wire, rather than to overall flow changes. In order to get a better comparison between analysis and experiment, frequency responses were taken.

The step response of the entire valve depends upon the two time constants, $T_1$ and $T_2$, and upon the steady state gain at the operating point. The time delay $T_1$ of the vortex flow remains a time delay in the total vortex valve. The rise time of the vortex valve response is proportional to $T_2$, for a given value of gain. The steady state gain is a measure of the extent to which supply flow changes are due to the positive feedback effects of the supply flow on itself compared with the changes due directly to the control flow.
Table 4.1

<table>
<thead>
<tr>
<th>Case</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1 \left( \frac{\text{lb} \cdot \text{sec}}{\text{in}^3} \right)$</td>
<td>8.25(10)$^{-4}$</td>
<td>13.17(10)$^{-4}$</td>
<td>9.67(10)$^{-4}$</td>
<td>9.34(10)$^{-4}$</td>
</tr>
<tr>
<td>$k_2 \left( \frac{\text{lb} \cdot \text{sec}}{\text{in}^3} \right)$</td>
<td>9.54(10)$^{-2}$</td>
<td>1.68(10)$^{-1}$</td>
<td>1.74(10)$^{-1}$</td>
<td>5.13(10)$^{-2}$</td>
</tr>
<tr>
<td>$k_c (\text{in}^{-2})$</td>
<td>78.6</td>
<td>78.8</td>
<td>64.6</td>
<td>63.1</td>
</tr>
<tr>
<td>$k_e (\text{in}^{-2})$</td>
<td>2.45</td>
<td>20.2</td>
<td>10.94</td>
<td>19.3</td>
</tr>
<tr>
<td>$k_u (\text{in}^{-2})$</td>
<td>.507</td>
<td>.507</td>
<td>.254</td>
<td>.507</td>
</tr>
<tr>
<td>$R_e \left( \frac{\text{lb} \cdot \text{sec}}{\text{in}^5} \right)$</td>
<td>1.74(10)$^{-3}$</td>
<td>-9.47(10)$^{-3}$</td>
<td>-6.79(10)$^{-3}$</td>
<td>3.09(10)$^{-3}$</td>
</tr>
<tr>
<td>$T_1 (\text{sec})$</td>
<td>.0094</td>
<td>.0061</td>
<td>.0162</td>
<td>.0078</td>
</tr>
<tr>
<td>$T_2 (\text{sec})$</td>
<td>.0232</td>
<td>.0135</td>
<td>.0446</td>
<td>.0138</td>
</tr>
<tr>
<td>$\frac{T_1 u_o}{r_o}$</td>
<td>.147</td>
<td>.153</td>
<td>.139</td>
<td>.181</td>
</tr>
<tr>
<td>$\frac{T_2 u_o}{r_o}$</td>
<td>.349</td>
<td>.336</td>
<td>.381</td>
<td>.321</td>
</tr>
<tr>
<td>$G_{os}$</td>
<td>-2.35</td>
<td>-3.12</td>
<td>-3.33</td>
<td>-6.30</td>
</tr>
<tr>
<td>$G_{oe}$</td>
<td>-1.35</td>
<td>-2.12</td>
<td>-2.33</td>
<td>-5.30</td>
</tr>
</tbody>
</table>
20 msec/cm. for all responses

Fig. 4.6 Small Signal Step Responses
Fig. 4.7 Comparison of Theoretical and Experimental Step Responses
changes. Thus, a valve with a higher gain will be slower, since more of the response will be due to the positive feedback effect. This can be thought of conceptually by considering increments of change in flow, each taking about the same time to occur. Thus, if the initial increment due to the control flow change is a large portion of the total change, fewer increments due to the supply flow feedback will be needed, and the response will be faster.

These effects are illustrated in Fig. 4.7. Thus, the responses of A and B are similar, since the shorter $T_2$ of case B is compensated by the increase in gain. Case C is much slower because of its much larger $T_2$, while D is slower because of its higher gain.

4.6 Frequency Response

In order to eliminate the turbulent noise from the flow measurement of the sinusoidal frequency response, a Fourier decomposition technique was used.

The basic concept of the Fourier decomposition is shown in Fig. 4.8. The input signal is $\sin \omega t$, and $\cos \omega t$ is also available. The output of the system is represented by $a \sin (\omega t + \phi) + w(t)$, where $w(t)$ represents the random noise and harmonic frequency output component. Using geometric identities, the output may be written as

$$A \sin \omega t + B \cos \omega t + w(t)$$

(4.4)
Fig. 4.8 Block Diagram of Frequency Response Fourier Decomposition
where

\[ A = \alpha \cos \phi \]

\[ B = \alpha \sin \phi \]

The output is multiplied by the original sine and cosine signals, then integrated and averaged over an integral number of cycles of the sinusoid, as follows:

\[
\frac{1}{2N\pi} \int_{0}^{2N\pi} \sin \omega t(A \sin \omega t + B \cos \omega t + w(t))dt = \frac{A}{2} \quad (4.5)
\]

\[
\frac{1}{2N\pi} \int_{0}^{2N\pi} \cos \omega t(A \sin \omega t + B \cos \omega t + w(t))dt = \frac{B}{2} \quad (4.6)
\]

From these averages, the amplitude ratio \( \alpha \) may be found as:

\[ \alpha = \sqrt{A^2 + B^2} \quad (4.7) \]

and the phase shift \( \phi \) is simply:

\[ \phi = \tan^{-1} \frac{B}{A} \quad (4.8) \]

In practice, the averaging is performed by first order lag networks with time constants much greater than the period of the sinusoid.

In the experimental system a third order Butterworth filter operating at its break frequency, as shown in Fig. 4.9, was used to provide a sine and cosine which were out of phase with the input pressure by a constant angle, and which could be used for the Fourier decomposition.
Note: For $\omega_0$ equal to the fundamental frequency of $\Delta p_e$, $x$ and $y$ are equal amplitude sine and cosine.

Fig. 4.9 Butterworth Filter for Pressure Signal
The four analytical and experimental frequency responses are shown in Figs. 4.10 - 4.13. The responses for the supply and exit flows are shown, each normalized with respect to its steady state gain. The control flow response is not shown, since for the frequency range of interest, it essentially followed the control pressure, as predicted by the analysis. The phase angles are plotted as zero in the steady state, although since the gain of the valve is negative, the supply and exit flow changes are opposite in sign to the control pressure signal.

Consider first the characteristics which are common to all four of the responses. The exit flow response shows a steadily decreasing amplitude response, accompanied by a steadily increasing phase lag. The decreasing amplitude response is due to the constantly decreasing time available for the spinning donut to change conditions during each cycle. The increasing phase lag is due to the transportation delay, which has a phase lag of \( T_1 \omega \).

The supply flow response is completely different. Since the supply resistance is negligible, the supply flow is essentially just the difference between the exit and control flows. Thus, as the exit flow changes become small, the supply flow amplitude becomes equal to the control flow, and opposite in sign. These conditions are represented by an amplitude asymptote equal to the inverse of the steady state gain, and a phase asymptote of zero degrees. The peaks and valleys in the supply amplitude response occur as the exit response is in phase or out of phase with the control flow.
Fig. 4.10 Theoretical and Experimental Frequency Responses - Case A

\[ \bar{Q}_S = \frac{(\Delta Q_S / \Delta Q_c)_{\text{dyn}}}{(\Delta Q_S / \Delta Q_c)_{\text{s.s.}}} \]

\[ \bar{Q}_e = \frac{(\Delta Q_e / \Delta Q_c)_{\text{dyn}}}{(\Delta Q_e / \Delta Q_c)_{\text{s.s.}}} \]
Fig. 4.11 Theoretical and Experimental Frequency Responses - Case B
Fig. 4.12 Theoretical and Experimental Frequency Responses - Case C
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- Fig. 4.13 Theoretical and Experimental Frequency Responses - Case D
These characteristics are well illustrated by the frequency response of case A. The major difference between the different cases, in terms of this study, is the speed of response. This difference is represented effectively by consideration of the frequency at which the peak in supply flow response occurs, which corresponds to a phase shift of 360° for the exit flow, and a zero phase shift of the supply flow. For case A, this point falls at a frequency of about 82 cps. The time constants associated with this case are $T_1$ equal to just over 9 milliseconds and $T_2$ equal to just over 23 msec.

For case B, the frequency of the supply flow peak occurs at about 120 cps, while the time constants are $T_1 \approx 6$ msec and $T_2 \approx 14$ msec. This faster response is associated with the fact that the radial flow rate through the valve is 1.6 times faster, while the operating point on the steady state characteristic and the internal flow fields are similar to case A. Thus, as would be expected, for similar operating conditions, the speed of response is essentially proportional to the flow rate through the valve.

For case C, the height of the valve was doubled, with the flow rates approximately the same as for case A, so that the outer periphery radial velocity was one-half that of case A. The steady state theory predicts that the boundary layers should be about the same height as for case A, so that the core region is over twice the height of case A. Thus, $T_2$ would be expected to be longer because of the increased inertia of the spinning donut, and $T_1$ would also be expected to be longer due to the increased effect of the
core region on the boundary layers. The distributed system response gives $T_1 \approx 16$ msec and $T_2 \approx 45$ msec, while the lumped model gives the supply response peak at about 45 cps. Note that $T_1$ for case C is less than twice the $T_1$ for case A, which means it is a smaller fraction of the fill time. The experimental response indicates that the $T_1$ for case C should be even less than predicted. This example illustrates one disadvantage of using a fixed fraction of the fill time to represent the time constants, since changing the height for the same flows changes the fill time proportionately, but $T_1$ is changed less. The exact changes in $T_1$ and $T_2$ cannot be predicted by any simple relationship, but may be estimated with the use of the distributed model and computer program.

For case D, the exit hole of the vortex valve is larger, so that the basic flow rate is larger, tending to decrease $T_1$. However, the spinning donut is smaller, decreasing the effect of the concentration of the flow in the boundary layers, and tending to increase $T_1$. Compared with case A, $T_1$ is smaller with a value of just under 8 milliseconds, but is larger compared with its fill time. This again illustrates the inadequacy of using a fixed fraction of the fill time as the time constant $T_1$. In this case, the time lag $T_2$ is smaller compared with $T_1$ than in the other cases, also because of the decreased size and momentum of the spinning donut.

Thus, the effects of changes in operating point and height of the valve on the lumped model response have been demonstrated qualitatively, and have been confirmed by experimental results. These effects are discussed further in Chap. 5, and some quantitative indications of the effects are given.
4.7 Choice of Friction Constant $k$

The numerical value of the friction constant $k$ of Eq. 2.48 used in the distributed system program of Appendix A was chosen as 0.50 to provide a reasonable match with all of the experimental data. The effect on $T_1$ due to changing this constant is small, since the major factor in determining $T_1$ is the transport time. As expected, $T_2$ is changed substantially by changes in $k$, since this time constant is associated with the viscous effects. As an example, the effects of changing $k$ between 0.40 and 0.60 for case A are listed in Table 4.2. For the range of experimental data considered, the values of $T_1$ and $T_2$ for $k = 0.50$ provided the most reasonable fit.

The tangential Reynolds number $\frac{\rho v o r}{\mu}$ for all the experimental operating points was greater than $10^4$, justifying the use of turbulent shear expressions in the calculation of the friction effects.

4.8 Large Signal Step Response

Although the prediction of large signal dynamic responses, involving flow changes from nearly maximum to nearly minimum conditions, is beyond the scope of this thesis, step response experiments were run for these conditions to gain some insight into the approximate range of dynamics involved. These step responses of exit flow changes due to step changes in control pressure are shown in Fig. 4.14 for the four configurations tested. The flow changes are on the order of ten times the small signal flow changes, but the time delays and rise times are only on the order of twice the small signal times. This indicates that the large signal response could also be modelled by a pure delay and a first order lag, although the linearized analysis of
<table>
<thead>
<tr>
<th></th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 \frac{r_0}{u_0}$</td>
<td>0.143</td>
<td>0.147</td>
<td>0.151</td>
</tr>
<tr>
<td>$T_2 \frac{r_0}{u_0}$</td>
<td>0.375</td>
<td>0.349</td>
<td>0.329</td>
</tr>
</tbody>
</table>
50 msec/cm for all responses

Fig. 4.14 Large Signal Step Responses
Chapters 2 and 3 would not be valid for response prediction. The large signal dynamic behavior of vortex valves would provide a possible area of further investigation.

4.9 Frequency Response Sensitivity to Gain and Time Constant Changes

The effects of parameter changes on system response may be investigated through the use of the techniques of the next chapter and through use of a computer program to give the frequency response from the equations of Table 3.1. In order to show the sensitivity of the response to these changes, several responses have been calculated for modifications to case A. Case $A_1$ is the original case with $T_1 = 0.0094$, $T_2 = 0.0232$, and $G_{oe} = -1.35$. For Case $A_2$, $T_1$ is decreased by 20% to 0.0075, and for case $A_3$, $T_2$ is also decreased by 20% to 0.0186. Finally, for case $A_4$, the amplitude of the gain is increased by 25% to give $G_{oe} = -1.69$. These responses are shown in Fig. 4.15, where the cumulative effects of these changes can be seen.
Fig. 4.15 Frequency Responses with Gain and Time Constant Changes
Chapter 5

**DYNAMIC VORTEX VALVE DESIGN**

5.1 **General Dynamic Design**

In the design of a vortex valve for a specific application, there are many criteria by which the valve must be judged, and many parameters which determine to what extent these criteria will be met. Some of the criteria for judging the valve may include the steady state flow requirements, the gain of the valve in a proportional region, the minimum quiescent flow, the ratio of control and supply flow at an operating point, and the speed of the dynamic response. The parameters which affect the steady state performance include the size of the valve, the control port area to exit port area ratio, the fluid density and viscosity, and the ratio of the outer periphery radius to the exit radius. In the vortex flow itself, the velocity distributions are determined by the two factors, \( \lambda \) and \( \text{BLC} \), discussed in Chap. 3, where \( \lambda = \frac{v_o}{u_o} \) and \( \text{BLC} = \frac{2r_o f}{h} \),

\[
\rho \frac{u_o h}{2u} \frac{1}{2}.
\]

The dynamic time constants, \( T_1 \) and \( T_2 \), depend upon the velocity distributions, and thus are functions of \( \text{BLC} \) and \( \lambda \).

In addition, since it influences the relationship between the boundary layer and the spinning core, the parameter \( H = h/2r_o \) also affects the time constants. Since the entire spinning core responds essentially as a unit, as discussed in Chap. 2, the radius ratio does not have a strong influence on the time constants, as has been verified by results of the computer program of Appendix A.
The gains, $k_1$, $k_2$, $k_c$, $k_e$, $k_u$ and $R_e$ are functions of the steady state characteristic, and must be calculated for any particular case individually, as discussed in Chapters 3 and 4.

Because of the wide range over which the parameters BLC, $\lambda$, and $H$ may differ, it is not practicable to present here a complete set of time constants for all possible conditions. Therefore, for specific applications, a designer is urged to use the computer program of Appendix A. However, some insight into the magnitude of these effects may be gained from the data summarized in Fig. 5.1. As can be seen, increasing $\lambda$, which corresponds to operating further down the steady state characteristic, with less exit flow, decreases $T_1$ and increases $T_2$ with respect to the fill time, due to the increased region of zero radial flow. An increase in BLC has the same tendency to decrease $T_1$ and increase $T_2$ with respect to the fill time. Doubling the height of a valve and maintaining the corresponding flow rates, doubles $H$, doubles $\lambda$, and halves BLC. An example of the effect of doubling the height is going from $\lambda = 20$, BLC = 0.050, $H = 0.1$ to $\lambda = 40$, BLC = 0.025, $H = 0.2$, which shows a decrease in $T_1$ and an increase in $T_2$ as the increased height increases the effect of the core compared with the boundary layer.

5.2 Example Design

As an example of dynamic considerations in the design of a vortex valve, consider a valve with $A_c/A_e = 0.1$ and $r_e/r_o = 0.15$. From Ref. (19), the three x'ed points of Fig. 5.2 may be determined analytically and an estimate of the characteristic sketched where in the present case three approximations are sketched to illustrate the possible variations in the approximation. For a valve with
Fig. 5.1 Changes in $T_1$ and $T_2$ Due to Swirl and Height Changes
Fig. 5.2 Estimated Steady State Characteristic for Example Design
an outer radius of 1.0 in. and a height of 0.3 in, the flow at point A is 84 in$^3$/sec of air at 1.0 psig supply pressure. This same flow would occur at point B for a valve of 1.26 in. outer radius and 0.38 in height with the same supply pressure. However, the dynamic response would be different for the two valves.

The fill time for case A would be 20.5 msec while for case B it would be 41.3 msec. The full comparisons of the operating conditions for cases A and B and the alternative points are shown in Table 5.1. The step responses of the two operating conditions are shown in Fig. 5.3. This figure illustrates two relationships, the changes from the A to B points on each characteristic and the changes from one possible characteristic to the others. The changes for each particular comparison depend upon the interaction of the changes due to different $T_1$, $T_2$, and gains. Increases in each of these tend to slow down the step responses. Thus, as can be seen, the responses at the A points tend to be faster than the B points, although the quickest B response is close to the slowest A response. The changes in the T's and the gains make the alternate characteristics slower at both points.

The estimated steady state response gives a good approximation to the dynamic characteristics, within the limitations of the steady state theory. For the best estimate of the dynamic characteristics, an experimental steady state response is probably desirable.
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>A₁</th>
<th>A₂</th>
<th>B</th>
<th>B₁</th>
<th>B₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_m$ (in$^3$/sec)</td>
<td>209</td>
<td>209</td>
<td>209</td>
<td>335</td>
<td>335</td>
<td>335</td>
</tr>
<tr>
<td>$ar{Q}_{eo}$</td>
<td>.40</td>
<td>.40</td>
<td>.40</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
</tr>
<tr>
<td>$ar{Q}_{co}$</td>
<td>.107</td>
<td>.100</td>
<td>.115</td>
<td>.125</td>
<td>.116</td>
<td>.134</td>
</tr>
<tr>
<td>$\frac{\Delta Q_e}{\Delta Q_c}$</td>
<td>-13.5</td>
<td>-19.1</td>
<td>-12.1</td>
<td>-5.05</td>
<td>-4.90</td>
<td>-5.21</td>
</tr>
<tr>
<td>$\frac{T_{1} u_o}{r_o}$</td>
<td>.236</td>
<td>.251</td>
<td>.220</td>
<td>.115</td>
<td>.128</td>
<td>.102</td>
</tr>
<tr>
<td>$\frac{T_{2} u_o}{r_o}$</td>
<td>.375</td>
<td>.388</td>
<td>.390</td>
<td>.414</td>
<td>.390</td>
<td>.436</td>
</tr>
<tr>
<td>$T_1$(msec)</td>
<td>4.8</td>
<td>5.1</td>
<td>4.5</td>
<td>4.7</td>
<td>5.3</td>
<td>4.2</td>
</tr>
<tr>
<td>$T_2$(msec)</td>
<td>7.7</td>
<td>7.9</td>
<td>8.0</td>
<td>17.1</td>
<td>16.1</td>
<td>18.0</td>
</tr>
</tbody>
</table>
Fig. 5.3 Comparison of Step Responses for Example Design
Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

This study has considered the small signal dynamic response of a vortex valve to changes in control pressure, with the supply and exit pressure held constant. The analysis is valid for incompressible flows in a valve operating with high swirl conditions, such that there is a significant pressure drop across the vortex chamber due to the centrifugal flow field. A method has been presented for the prediction of the gains and time constants of the dynamic model from a predicted or measured steady state characteristic. Experimental step responses and sinusoidal frequency responses have been presented to verify the analytical model. Thus, this study has presented an initial building block in the design of fluid power control circuits containing vortex valves as dynamic system components.

The main contribution of this thesis, compared with past work (1,5,11,25,26), is the prediction of dynamic model parameters based on the fluid and geometric characteristics of the valve and the experimental verification of those parameters.

6.2 Recommendations

Although this study represents a significant step in the understanding and prediction of the dynamic response of vortex valves, there are several areas of study which would be useful to refine and extend the findings of this study.

The first area of proposed further study is working for a better understanding of the phenomena associated with the exit region
For this study, this region was represented as a linearized resistance relating the exit flow and pressure drop. A more complete representation would probably include separate consideration of the effects of swirl and axial flow on the exit pressure drop. The simpler representation used for this study was sufficient since the changes in exit flow were always associated with changes in the swirl conditions in the chamber and exit, and because the linearized resistance effects enter the lumped model transfer function in the same form as the larger effect of changes in the radial flow on the chamber pressure drop. However, for cases with non-constant supply and exit pressures, these effects are not so closely related and it is felt that a more complete model of the exit flows would be necessary for reasonable representation of the dynamic behavior.

Another area of further study, mentioned in Chapter 4, is work on the modelling of the large signal dynamic switching behavior of the valve. This involves a more complete understanding of the phenomena involved in the development and elimination of the spinning donut region, since it changes drastically in this type of operation.

The third possible area of study is further work on the prediction of the high gain region of the static characteristic. In this region, the predominant resistance of the valve is changing from the exit port resistance to the centrifugal flow field resistance, and this change tends to be unstable for valves with flows approaching the axisymmetric assumption of the static analysis. Thus a fuller understanding of the phenomena associated with this change, which would also relate to the other two areas of study indicated above, would be desirable.
These three areas of further study give only an indication of the rich possibilities for continuing research in the vast and complex area of vortex flows in general and vortex amplifiers in particular.
Appendix A - Distributed Dynamic Response Computer Program

The computer program listed on the following pages consists of a main program and six subroutines which calculate the distributed dynamic response of a vortex chamber to a step in the outer periphery tangential velocity $v_o$. The equations used are those developed in Chapt. 2.

The first subroutine, DHPCG, is a predictor-corrector subroutine, only slightly modified from the IBM 360 Scientific Subroutine package (31) to guarantee that all of the desired outputs are computed. This program automatically adjusts the integration step size to limit the maximum error, and is used to determine the steady state operating conditions.

The other five subroutines are called by DHPCG to calculate the derivatives and output results. DERIV 1 calculates the derivatives in the outer region, for $U$ greater than zero, and DERIV 2 calculates the derivatives in the central region where there is no radial flow. OUTPT1 prints out the values of the variables at the initial segment, OUTPT2 prints out the values for $U$ greater than zero and signals when $U$ goes to zero, and OUTPT3 prints the values for the zero radial flow region.

The main program reads one data card for each step response to be calculated, with the five inputs being the initial and final values of $\lambda$, the value of BLC, the height parameter $H$, and XMAX equal to the non-dimensional value of $1 - \frac{r_e}{r_o}$. These parameters are used to calculate the initial and final steady states, using the equations of Sect. 2.3.1. The initial conditions are then
re-normalized with respect to the final \( v_o \), which changes the \( \Gamma \) values, and then the dynamic equations of Sect. 2.3.2 are solved for non-dimensional time steps of 0.0002. The fraction of the exit pressure change, \( PE \), is printed at regular intervals, along with the distributions of \( \Gamma \) and \( \Gamma_c \). When the non-dimensional time reaches 1, which equals two fill times, the program stops and prints out the values of \( TAU1 = T_1 \frac{v_o}{u_o} \) and \( TAU2 = T_2 \frac{v_o}{u_o} \). From these values, the dimensional time constants may be calculated.
SUBROUTINE DHPCG(PRMT,Y,DERY,NDIM,IHLF,FCT,OUTP,AUX)
DIMENSION PRMT(1),Y(1),DERY(1),AUX(16,1)
DOUBLE PRECISION Y,DERY,AUX,PRMT,X,H,Z,DELT
N=1
IHLF=0
X=PRMT(1)
H=PRMT(3)
PRMT(5)=0.DO
DO 1 I=1,NDIM
AUX(16,I)=0.DO
AUX(15,1)=DERY(1)
1 AUX(1,1)=Y(I)
   IF(H*(PRMT(2)-X)3,2,4
2 IHLF=12
   GOTO 4
3 IHLF=13
4 CALL FCT(X,Y,DERY)
   CALL OUTP(X,Y,DERY,IHLF,NDIM,PRMT)
   IF(PRMT(5))6,5,6
5 IF(IHLF)7,7,6
6 RETURN
7 DO 8 I=1,NDIM
8 AUX(8,I)=DERY(I)
   ISW=1
   GOTO 10
9 X=X+H
   DO 10 I=1,NDIM
10 AUX(2,I)=Y(I)
11 IHLF=IHLF+1
   X=X-H
   DO 12 I=1,NDIM
12 AUX(4,I)=AUX(2,I)
   H=.5DO*H
   N=1
   ISW=2
   GOTO 100
13 X=X+H
   CALL FCT(X,Y,DERY)
   N=2
   DO 14 I=1,NDIM
   AUX(2,I)=Y(I)
14 AUX(5,I)=DERY(I)
   ISw=3
   GOTO 100
15 DELT=0.0
   DO 16 I=1,NDIM
16 DELT=DELT+AUX(15,I)*CABS(Y(I)-AUX(4,I))
   DELT=.06666666666666670*DELT
   IF(DELT-PRMT(4))19,19,17
17 IF(IHLF-10)11,18,18
18 IHLF=11
   X=X+H
   GOTO 4
19 X=X+H
   CALL FCT(X,Y,DERY)
   DO 20 I=1,NDIM
   AUX(3,I)=Y(I)
20 AUX(10,I)=DERY(I)
   N=3
   ISw=4
   GOTO 100
21 N=1
   X=X+H
   CALL FCT(X,Y,DERY)
   X=PRMT(1)
   DO 22 I=1,NDIM
   AUX(11,I)=DERY(I)
220 Y(I)=AUX(1,I)+H*({1.3750)*AUX(8,I)+.79166666666666670*AUX(9,I)
   1-.2083333333333333330*AUX(11,I)+.041666666666666670*DERY(I))
23 X=X+H
   N=N+1
   CALL FCT(X,Y,DERY)
CALL OUTP(X,Y,DERY,IHLF,NDIM,PRMT)
IF(PRMT(5))6,24,6
24 IF(N-4)25,200,200
25 DO 26 I=1,NDIM
   AUX(N+I)=Y(I)
26 IF(N-3)27,29,200
27 DO 28 I=1,NDIM
   DELT=AUX(9,I)+AUX(9,I)
   DELT=DELT+DELT
28 Y(I)=AUX(1,I)+.33333333333333333D0*(AUX(8,I)+DELT+AUX(10,I))
   GOTO 23
29 DO 30 I=1,NDIM
   DELT=AUX(9,I)+AUX(10,I)
   DELT=DELT+DELT+DELT
30 Y(I)=AUX(1,I)+.375D0*(AUX(8,I)+DELT+AUX(11,I))
   GOTO 23
100 DO 101 I=1,NDIM
   Z=H*AUX(N+7,I)
   AUX(5,I)=Z
101 Y(I)=AUX(N,I)+.4D0*Z
   Z=X+.4D0*H
   CALL FCT(Z,Y,DERY)
102 DO 103 I=1,NDIM
   Z=H*DERY(I)
   AUX(6,I)=Z
103 Y(I)=AUX(N,I)+.2969776092427536D0*C*AUX(5,I)+.15875964497103583D0*Z
   Z=X+.45573725421878943D0*H
   CALL FCT(Z,Y,DERY)
   DO 103 I=1,NDIM
   Z=H*DERY(I)
   AUX(7,I)=Z
104 Y(I)=AUX(N,I)+.218100388225920470D0*C*AUX(5,I)-3.0509651486929308D0*Z
   1AUX(6,I)+3.83286476C4670103D0*Z
   Z=X+H
   CALL FCT(Z,Y,DERY)
DO 104 I=1,NDIM
104 Y(I)=AUX(N,I)+.17476028262690370C*AUX(5,I)+.55148066287873294D0*
1AUX(6,I)+1.20553559939652350U*AUX(7,I)+.17118478121951903D0*
2H*DERY(I)
   GOTO(9,13,15,21),ISW
200 ISTEP=3
201 IF(N-8)204,202,204
202 DO 203 N=2,7
203 AUX(N-1,I)=AUX(N,I)   
204 N=N+1
   DO 205 I=1,NDIM
      AUX(N-1,I)=Y(I)
   205 AUX(N+6,I)=DERY(I)
      X=X+H
206 ISTEP=ISTEP+1
   DO 207 I=1,NDIM
      0DEL= AUX(N-4,I)+1.3333333333333333D0*H*(AUX(N+6,I)+AUX(N+6,I)-
      1AUX(N+5,I)+AUX(N+4,I)+AUX(N+4,I))
      Y(I)=DEL+-9256198347107438D0*AUX(16,I)
   207 AUX(16,I)=DEL
      CALL FCT(X,Y,DERY)
   208 I=1,NDIM
      0DEL= .1250D0*(9.D0*AUX(N-1,I)-AUX(N-3,I)+3.DC*H*(DERY(I)+AUX(N+6,I))
      1+AUX(N+6,I)-AUX(N+5,I))
      AUX(16,I)=AUX(16,I)-DEL
   209 Y(I)=DEL+-0.743801652892562D0*AUX(16,I)
      DEL=0.D0
   209 I=1,NDIM
      DELT=DELTAUX(15,1)*DABS(AUX(16,1))
      IF(DELTAUX(4))210,222,222
210 CALL FCT(X,Y,DERY)
      CALL OUTP(X,Y,DERY,IHLF,NDIM,PRMT)
      IF(PRMT(5))212,211,212
211 IF(IHLF-11)213, 212, 212
212 RETURN
213 IF((H+(X-PRMT(2)))214, 212, 212
214 IF(DABS(X-PRMT(2))-10*DABS(H))212, 215, 215
215 IF(DELT-0.02D0*PRMT(4))216, 216, 201
216 IF(IHLF)201, 201, 217
217 IF(N-7)201, 218, 218
218 IF(ISTEP-4)201, 421, 421
421 IJH = (X+0.10D0*H-PRMT(1))/H
   IKH = IJH/2
   IF ((IJH-IKH-IKH) 201, 220, 201
220 H=H+H
   IHLF=IHLF-1
   ISTEP=0
   DO 221 I=1, NDIM
   AUX(N-1,I)=AUX(N-2,I)
   AUX(N-2,I)=AUX(N-4,I)
   AUX(N-3,I)=AUX(N-6,I)
   AUX(N+6,I)=AUX(N+5,I)
   AUX(N+5,I)=AUX(N+3,I)
   AUX(N+4,I)=AUX(N+1,I)
   DELT=AUX(N+6,I)+AUX(N+5,I)
   DELT=DELT+DELT+DELT
2210 AUX(16, I)=8.962962962962962962962962963D0*(Y(I)-AUX(N-3, I))
   1-3.361111111111111111111111111D0*(HY*(DERY(I)*DELT+AUX(N+4, I)))
   GOTO 201
222 IHLF=IHLF+1
   IF(IHLF-10)223, 223, 210
223 H=.5D0*H
   ISTEP=0
   DO 224 I=1, NDIM
   OY(I)=-.390625D-2*(8.D1*AUX(N-1, I)+135.D0*AUX(N-2, I)+4.D1*AUX(N-3, I))
   1*AUX(N-4, I)-.117875D0*(AUX(N+6, I)-6.D0*AUX(N+5, I)-AUX(N+4, I))*H
   GOTO 201
224 OAU(X(N-4, I))=.390625D-2*(12.DC*AUX(N-1, I)+135.D0*AUX(N-2, I)+
   1108.D0*AUX(N-3, I)+AUX(N-4, I))-.234375D*(AUX(N+6, I)+
   218.D0*AUX(N+5, I)-9.D0*AUX(N+4, I))*H
   DHCG3040
   DHCG3050
   DHCG3060
   DHCG3070
   DHCG3080
   DHCG3130
   DHCG3140
   DHCG3180
   DHCG3190
   DHCG3200
   DHCG3210
   DHCG3220
   DHCG3230
   DHCG3240
   DHCG3250
   DHCG3260
   DHCG3270
   DHCG3280
   DHCG3290
   DHCG3300
   DHCG3310
   DHCG3320
   DHCG3330
   DHCG3340
   DHCG3350
   DHCG3360
   DHCG3370
   DHCG3380
   DHCG3390
   DHCG3400
   DHCG3410
   DHCG3420
   DHCG3430
   DHCG3440
   DHCG3450
AUX(N-3,I)=AUX(N-2,I)

224 AUX(N+4,I)=AUX(N+5,I)
X=X-H
DELT=X-(H+H)
CALL FCT(DELT,Y,DERY)
DO 225 I=1,NDIM
AUX(N-2,I)=Y(I)
AUX(N+5,I)=DERY(I)
Y(I)=AUX(N-4,I)
DELT=DELT-(H+H)
CALL FCT(DELT,Y,DERY)
DO 226 I=1,NDIM
DELT=AUX(N+5,I)+AUX(N+4,I)
DELT=DELT+DELT+DELT
0AUX(16,I)=8.962962962962963D0*(AUX(N-1,I)-Y(I))
1-3.3611111111111110D0*(AUX(N+6,I)+DELT+DERY(I))
226 AUX(N+3,I)=DERY(I)
GOTO 206
END
SUBROUTINE DERIV1(Z,Y,DERY)
DIMENSION Y(3),DERY(3),A(3,3),B(3),C(3),ALPH(5)
COMMON /DERIV/RLAM,BLC/ALL/ALPH

R = 1.*Z
U = Y(1)
US = Y(2)
DEL = Y(3)
VF = DSQRT(U**2+(RLAM/R)**2)
A(1,1) = ALPH(4)*US-(1.-ALPH(5))*U
A(1,2) = 1.-(1.-ALPH(5))*DEL
A(1,3) = ALPH(4)*DEL
A(2,1) = (ALPH(5)-ALPH(1))*U**2+(ALPH(4)-2.*ALPH(2))*U*US-
1 ALPH(3)*US**2
A(2,2) = DEL*((1.*ALPH(5)-2.*ALPH(1))*U-2.*ALPH(2)*US)
A(2,3) = DEL*((ALPH(4)-2.*ALPH(2))*U-2.*ALPH(3)*US)
A(3,1) = (ALPH(1)-ALPH(5))*U+(ALPH(2)-ALPH(4))*US
A(3,2) = DEL*(ALPH(1)-ALPH(5))
A(3,3) = DEL*(ALPH(2)-ALPH(4))
B(1) = ((1.-DEL*(1.-ALPH(5)))*U+DEL*ALPH(4)*US)/R
B(2) = (DEL/R)*((ALPH(1)-1.)*RLAM**2/R**2+(ALPH(5)-ALPH(1))*U**2+
1 (ALPH(4)-2.*ALPH(2))*U*US-ALPH(3)*US**2)+BLC*VF*U/
2 (DEL*VF)**0.25
B(3) = -(DEL/R)*((ALPH(5)-ALPH(1))*U+(ALPH(4)-ALPH(2))*US)-
1 BLC*VF/(DEL*VF)**0.25
C(1) = B(1)*(A(2,2)*A(3,3)-A(2,3)*A(3,2))+A(1,2)*(A(2,3)*B(3)-
1 B(2)*A(3,3))+A(1,3)*(B(2)*A(3,3)-A(2,2)*B(3))
C(2) = A(1,1)*(B(2)*A(3,3)-A(2,3)*B(3))+B(1)*(A(2,3)*A(3,1)-
1 A(2,1)*A(3,3))+A(1,3)*(A(2,1)*B(3)-B(2)*A(3,1))
C(3) = A(1,1)*(A(2,2)*B(3)-B(2)*A(3,2))+A(1,2)*(B(2)*A(3,1)-
1 A(2,1)*B(3))+B(1)*(A(2,1)*A(3,3)-A(2,2)*A(3,1))
D = A(1,1)*(A(2,2)*A(3,3)-A(2,3)*A(3,2))+A(1,2)*(A(2,3)*A(3,1)-
1 A(2,1)*A(3,3))+A(1,3)*(A(2,1)*A(3,2)-A(2,2)*A(3,1))
DERY(1) = C(2)/D
DERY(2) = C(3)/D
DERY(3) = C(1)/D
SUBROUTINE DERIV2(Z,Y,DERY)
DIMENSION Y(3),DERY(3),A(2,2),B(2),C(2),ALPH(5)
DOUBLE PRECISION Y,DERY,A,B,C,D,Z,R,US,DEL,VF,RLAM,BLC,ALPH,GAM
COMMON /DERIV/RLAM,BLC/ALL/ALPH
R = 1.0-Z
GAM = Y(1)
US = Y(2)
DEL = Y(3)
VF = GAM*RLAM/R
A(1,1) = US
A(1,2) = DEL
A(2,1) = -ALPH(3)*US**2
A(2,2) = -2.*ALPH(3)*DEL*US
B(1) = DEL*US/R
B(2) = (ALPH(1)-1.0)*DEL*RLAM**2*GAM**2/R**3-ALPH(3)*DEL*US**2/R
C(1) = B(1)*A(2,2) - B(2)*A(1,2)
C(2) = A(1,1)*B(2) - A(2,1)*B(1)
D = A(1,1)*A(2,2) - A(2,1)*A(1,2)
DERY(3) = C(1)/D
DERY(2) = C(2)/D
DERY(1) = -BLC*ALPH(4)*R*GAM*VF/(ALPH(2)*(DEL*VF)**C.25)
RETURN
END
SUBROUTINE OUTPT1(Z,Y,DERY,HLF,NDIM,PRMT)
DIMENSION Y(3),DERY(3),PRMT(5),X(40),U(40,2),US(40,2),DEL(40,2),
   GAM(40,2),Q1(40,2),Q2(40,2),Q3(40,2),ALPH(5),R(40)
DOUBLE PRECISION X,Y,DERY,PRMT,Z,U,US,DEL,GAM,Q1,Q2,Q3,R,ALPH
COMMON /OUTPT/X,Y,US,DEL,GAM,J,K,ALPH
   IF ((Z+0.1DO*PRMT(3)*0.5**HLF-PRMT(2)) .LT. 0.0) GO TO 40
   X(J) = Z
   R(J) = 1.0-X(J)
   GAM(J,K) = 1.00
   U(J,K) = Y(1)
   US(J,K) = Y(2)
   DEL(J,K) = Y(3)
   Q1(J,K) = U(J,K)*R(J)*(1.0-DEL(J,K))
   Q2(J,K) = (ALPH(4)*US(J,K)+ALPH(5)*U(J,K))*R(J)*DEL(J,K)
   Q3(J,K) = 1.0-Q1(J,K)
   WRITE (6,10) X(J),DEL(J,K),U(J,K),US(J,K),GAM(J,K),J
10 FORMAT (1H0,F10.4,4D16.6,16)
40 RETURN
END
SUBROUTINE OUTPT2(Z,Y,DERY,IHLF,NDIN,PRMT)
DIMENSION Y(3),DERY(3),PRMT(5),X(40),U(40,2),US(40,2),DEL(40,2),
1  G4M(40,2),Q1(40,2),Q2(40,2),Q3(40,2),ALPH(5),R(40),DGAMT(40,2),
2  DT1INV(40,2),DT2INV(40,2)
DOUBLE PRECISION X,Y,DERY,PRMT,Z,U,US,DEL,GAM,Q1,Q2,Q3,ALPH,R,
1  DT1INV,DT2INV,DGAMT
COMMON /OUTPT/X,U,US,DEL,GAM,J,K,R,Q1,Q2,Q3,DT1INV,DT2INV,DGAMT
1 /ALL/ALPH
ICHK = (Z+0.1DO*PRMT(3)*0.5**IHLF+X(1))/(5*PRMT(3))
IF (ICHK .NE. J) GO TO 40
X(J) = Z
R(J) = 1.-X(J)
GAM(J,K) = 1.00
U(J,K) = Y(1)
US(J,K) = Y(2)
DEL(J,K) = Y(3)
DGAMT(J,K) = 0.0
Q1(J,K) = U(J,K)*R(J)*(1.-DEL(J,K))
Q2(J,K) = (ALPH(4)*US(J,K)+ALPH(5)*U(J,K))*R(J)*DEL(J,K)
Q3(J,K) = Q1(J-1,K)-Q1(J,K)
DT1INV(J,K) = ((U(J,K)*ALPH(5)+US(J,K)*ALPH(4))dr5*PRMT(3))
DT2INV(J,K) = U(J,K)/((5*PRMT(3))
WRITE (6,10) X(J),DEL(J,K),U(J,K),US(J,K),GAM(J,K),J
10 FORMAT (1H,F10.4,4D16.6,16)
J = J+1
40 IF (Y(1) .GE. 0.0) GO TO 50
KCK1 = (Z+0.1DO*PRMT(3)*0.5**IHLF-X(J-1))/PRMT(3)
KCK2 = (Z-0.1DO*PRMT(3)*0.5**IHLF-X(J-1))/PRMT(3)
IF (KCK1 .EQ. KCK2) GO TO 50
IF (ICHK .NE. J) J = J+1
X(J-1) = Z
PRMT(5) = 1.0
WRITE (6,45) X(J-1),Y(3),Y(1),Y(2)
45 FORMAT (1H,F10.4,3D16.6,6X,14HLIMIT OF DONUT)
50 RETURN
END
SUBROUTINE OUTPT3(Z,Y,DERY,IHLF,NDIM,PRMT)
  DIMENSION Y(3),DERY(3),PRMT(5),X(40),U(40,2),US(40,2),DEL(40,2),
  GAM(40,2),Q1(40,2),Q2(40,2),Q3(40,2),ALPH(5),R(40),DGAMT(40,2),
  DT1INV(40,2),DT2INV(40,2)
  DOUBLE PRECISION X,Y,DERY,PRMT,Z,U,US,DEL,GAM,Q1,Q2,Q3,ALPH,R,
  DT1INV,DT2INV,DGAMT
  COMMON /OUTPT/X,Y,US,DEL,GAM,J,K,R,Q1,Q2,Q3,DT1INV,DT2INV,DGAMT
  /ALL/ALPH
  ICHEK = (Z+0.1D0*PRMT(3))*0.5**IHLF+X(1))/(5*PRMT(3))
  IF (ICHEK .NE. J) GO TO 40
  X(J) = Z
  R(J) = 1.-X(J)
  U(J,K) = 0.0
  GAM(J,K) = Y(1)
  US(J,K) = Y(2)
  DEL(J,K) = Y(3)
  DGAMT(J,K) = (GAM(J,K)-GAM(J-1,K))*ALPH(4)*US(J,K)/(5*PRMT(3))
  Q1(J,K) = U(J,K)*R(J)*(1.-DEL(J,K))
  Q2(J,K) = (ALPH(4)*US(J,K)+ALPH(5)*U(J,K))*R(J)*DEL(J,K)
  Q3(J,K) = Q1(J-1,K)-Q1(J,K)
  DT1INV(J,K) = ((U(J,K)*ALPH(5)+US(J,K)*ALPH(4))/(5*PRMT(3)))
  DT2INV(J,K) = U(J,K)/(5*PRMT(3))
  WRITE (6,10) X(J),DEL(J,K),U(J,K),US(J,K),GAM(J,K),J
  10 FORMAT (1H ,F10.4,4D16.6,I6)
  J = J+1
  40 RETURN
END
DIMENSION PRMT(5), DERY(3), X(40), US(40,2), DEL(40,2), U(40,2),
1   Y(3), ALPH(5), AUX(16,3), GAM(40,2), R(40), Q1(40,2), Q2(40,2),
2   Q3(40,2), DT1INV(40,2), DT2INV(40,2), GAMC(40,2), GAMDF(40),
3   Q1(40), QJ2(40), DT1(40), DT2(40), DTM1(40), DTM2(40), P(2),
4   TRQ1(40), TRQ2(40), PMLT(40), GAM1(40), DGAM(40,2), FRGAM(40),
5   FRMGAM(40)

DOUBLE PRECISION RLAM, BLC, ALPH, X, U, LS, DEL, GAM, R, DT1INV, DT2INV,
1   Q1, Q2, Q3, H, PDF, PE, RLMSQ, TRQ, DELT, GAMSQ, RLAM1, RLAM2, GAMAX,
2   GAMAX2, TIME, PRMT, DERY, Y, AUX, GAMC, GAMDF, GAM1, QJ1, QJ2,
3   DT1, DT2, DTM1, DTM2, GAMCG, T, TRC1, TRQ2, P, PMLT, XMAX, DGAMT, FRGAM,
4   FRMGAM

COMMON / DERIV/RLAM, BLC, ALL, ALPH, OUTPT, X, U, US, DEL, GAM, J, K, R, Q1, Q2,
1   Q3, DT1INV, DT2INV, DGAMT

EXTERNAL DERIV1, DERIV2, OUTPT1, OUTPT2, OUTPT3

ALPH(1) = 0.778
ALPH(2) = 0.350
ALPH(3) = 0.313
ALPH(4) = 0.439
ALPH(5) = 0.875

READ (5, 20) RLAM1, RLAM2, BLC, H, XMAX

IF (RLAM1 .LE. 0.0) GO TO 20C
J = 1
K = 2
RLAM = RLAM2

PRMT(1) = 0.0010
PRMT(2) = 0.01250
PRMT(3) = 0.00050
PRMT(4) = 0.00001
NDIM = 3
DERY(1) = 0.4
DERY(2) = 0.4
DERY(3) = 0.2
X(1) = PRMT(1)
US(1, 1) = 0.686*RLAM*DSQRT(X(1))
DEL(1, 1) = (18.1*BLC*DSQRT(X(1))/(RLAM**0.25))**0.8
U(1,1) = (1.0 + 0.439*DE(1,1)*US(1,1))/(1.0 - 0.115*DE(1,1))
Y(1) = U(1,1)
Y(2) = US(1,1)
Y(3) = DE(1,1)
WRITE (6,30) RLAM,BLC
30 FORMAT (1H1,5HLAM = ,F6.2,5X,5HBL = ,F3.4/1HO,6X,1HX,10X,3HBL = ,14X,1HU,15X,2HUS,14X,3HGAM,10X,1HJ/1H)
CALL DHPCG(PRMT,Y,DERY,NDIM,IHLF,DERIV1,OUTPT1,AUX)
J = 2
PRMT(1) = 0.01250
PRMT(2) = XMAX
PRMT(3) = 0.00500
DERY(1) = 0.4
DERY(2) = 0.4
DERY(3) = 0.2
CALL DHPCG(PRMT,Y,DERY,NDIM,IHLF,DERIV2,OUTPT2,AUX)
J = J-1
IF (K .EQ. 2) JM = J
JM1 = JM+1
PRMT(1) = X(J)
DERY(1) = 0.4
DERY(2) = 0.4
DERY(3) = 0.2
Y(1) = 1.00
CALL DHPCG(PRMT,Y,DERY,NDIM,IHLF,DERIV3,OUTPT3,AUX)
JMAX = J-1
P(K) = 0.0
DO 35 J = 2,JMAX
35 P(K) = P(K) - RLAM**2*GAM(J,K)**2*5.0*PRMT(3)/R(J)**3
IF (K .EQ. 1) GO TO 40
J = 1
K = 1
RLAM = RLAM1
GO TO 25
40 CONTINUE
GAMC(1,1) = 1.00
GAMAX = 0.0
GAMAX2 = 0.0
PDF = P(2)-P(1)
PE = 0.*
PE1 = 0.*
DPE1 = 0.0
DPE2 = 0.0
RLMSQ = RLAM2**2
PMLT(1) = RLMSQ*5.*PRMT(3)/R(1)**3
TRQ = 0.50*RLAM/H
DELT = 0.0002
DO 50 J = 2,JMAX
  PMLT(J) = RLMSQ*5.*PRMT(3)/R(J)**3
  GAM(J,1) = RLAM1*GAM(J,1)/RLAM2
  DGAMT(J,1) = RLAM1*DGMT(J,1)/RLAM2
  GAMC(J,1) = GAM(J,1)
  GAMC(J,2) = GAMC(J,1)
  GAMDF(J) = GAM(J,2)-GAM(J,1)
50   GAM1(J) = GAM(J,1)
      ITIME = ITIME + 1
      TIME = ITIME*DELT
DO 80 J = 2,JMAX
  FRGAM(J) = (GAM(J,1)-GAM1(J))/GAMDF(J)
  FRMGAM(J) = 1.0-FRGAM(J)
  TRQ1(J) = TRQ/((1.0-1.5*(DEL(J,1)*FRMGAM(J)+DEL(J,2)*FRGAM(J)))*R(J))
  TRQ2(J) = TRQ/(1.5*R(J)*((DEL(J,1)*FRMGAM(J)+DEL(J,2)*FRGAM(J)))*QJ1(J))
  QJ1(J) = (FRMGAM(J)*Q3(J,1)/Q2(J,1))+(FRGAM(J)*Q3(J,2)/Q2(J,2))
  QJ2(J) = 1.0-QJ1(J)
  DT1(J) = DELT*(FRMGAM(J)*DT1INV(J,1)+FRGAM(J)*DT1INV(J,2))
  DT2(J) = DELT*(FRMGAM(J)*DT2INV(J,1)+FRGAM(J)*DT2INV(J,2))
  DTM1(J) = 1.-DT1(J)
  DTM2(J) = 1.-DT2(J)
  GAM(J,2) = (QJ1(J)*GAMC(J,1)+QJ2(J)*GAM(J-1,1))*DT1(J)+GAM(J,1)*DTM1(J)
80 GAMC(J,2) = GAMC(J-1,1)*DT2(J)+GAMC(J,1)*DTM2(J)
DO 90 J = 2,JMAX
GAMSQ = DABS(GAM(J,1)-GAMC(J,1))*(GAM(J,1)-GAMC(J,1))
GAM(J,1) = GAM(J,2)+(FRGAM(J)*DGAMT(J,2)+FRMGAM(J)*DGAMT(J,1)-
1 TRQ2(J)*GAMSQ)*DELT
90 GAMC(J,1) = GAMC(J,2)+TRQ1(J)*GAMSQ*DELT
110 GAMCG = (GAM(JM,1)-GAM1(JM))/GAMD(JM)
GAMAX = (GAM(JMAX,1)-GAM1(JMAX))/GAMD(JMAX)
GAMAX2 = (GAMC(JMAX,1)-GAM1(JMAX))/GAMD(JMAX)
150 ICHK = ITIME/125
IF (ITIME-125*ICKH) 70,155,70
155 P(2) = 0.0
DO 160 J = 2,JMAX
160 P(2) = P(2)-PMLT(J)*GAMC(J,1)**2
PE = (P(2)-P(1))/PDF
WRITE (6,165) TIME, GAMCG,GAMAX,GAMAX2,PE
165 FORMAT (1H4,4HT = ,F7.4,6X,8HGAMCG = ,F9.6,6X,8HGAMAX = ,F9.6,
1 6X,9HGAMAX2 = ,F9.6,6X,5HPE = ,F9.6)
WRITE (6,170) (X(J),GAM(J,1),GAMC(J,1),J = 1,JMAX)
170 FORMAT (1H ,F10.4,2F10.4,F10.4,2F10.4,F10.4,2F10.4)
DPE1 = PE-PET1
IF (DPE1 .LT. DPE2) GO TO 180
DPE2 = DPE1
TMAX = TIME
PEMAX = PE
180 IF (PE1 .LT. 0.632 .AND. PE .GT. 0.632) TAU2 = TIME-((PE-0.632)*
1 125*DELT/(PE-PE1))
PE1 = PE
IF (PE .LE. 0.95 .AND. TIME .LT. 1.00) GO TO 70
190 TAU1 = TMAX-PEMAX*125*DELT/DPE2
TAU2 = TAU2-TAU1
WRITE (6,260) TAU1,TAU2
260 FORMAT (1H0,7HTAU1 = ,F8.4,5X,7HTAU2 = ,F8.4)
GO TO 10
260 CONTINUE
END
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