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ABSTRACT

Molecular dynamics (M.D.) simulations of myoglobin are used to

evaluate the effect of anisotropy and anharmonicity on the results of

X-ray refinement of protein structures. Coordinates sampled from M.D.

trajectories are used to calculate time-averaged X-ray structure fac-

tors. These structure factors are then treated as experimental data and

the positions and temperature factors of all the atoms in the protein

are refined against these data. The results are compared with the exact

average positions and temperature factors obtained from the simulation.

It is found that the refimment consistently underestimates the tempera-

ture factors far atoms with large mobility. Such atoms have multiple

peaks in their probability distribution functions and the refinement

fits only the ma jor peak(s), leading to errors in the refined position

and mean-square fluctuation.

The thermal expansion of myoglobin is studied by comparing the

structure of the protein at 80K and at room temperature. Relatively

large errors in the low temperature data complicate the comparison.

Neverthe less, it is shown that interatomic distances expand by about 1%.

Some of the expansion is correlated with changes in the unit cell of the

crystal betwen the two temperatures.
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The X-ray structure of CO-myoglobin has been refined at a resolu-

tion of 1.51. The C0 binds to the iron in more than one conformation.

The binding of CO causes larger changes in the structure of the protein

than the binding of oxygen ar water. The iron in CO-myoglobin is in the

plane of the heme, having moved by 0.44 relative to its out of plane

position in deoxy—myoglobin. This motion of the iron is followed by the

proximal histidine, resulting in large
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Chapter 1

Protein Refinement and Empirical Energy Functions: An Introduction

to the Thesis

A Ye Ra - 2 =
aur

The first, and major, part of this chapter consists of an introduc-

tion to the refinement of protein structures against X-ray data. Various

real-space and reciprocal-space refinement methods are described and

compared. The problems remaining in the field are identified. In the

se cond part of the chapter the use of empirical energy functions to

simulate the structure and dynamics of proteins is outlined. Finally,

the four subsequent chapters of the thesis are summarized.
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Proteins, which are linear polymers of amino acids, serve as the

messengers, controllers, catalysts, storehouses, transporters and struc-

tural elements of the living cell. A typical bacterial cell contains

about ten thousand different kinds of proteins, ranging in size from

small messenger hormones of twenty ar thirty amino acids to complexes of

catalytic enzymes or structural proteins made up of several thousand

amino acids (Zubay, 1983, Alberts et al., 1983). Each kind of protein

consists of a unique sequence of amino acids; this sequence is coded for

by a corresponding sequence of nucleic acids in the DNA of the gene

(Dickerson and Geis, 1969, 1983, Watson, 1976).

Most proteins spontaneously fold into well defined three-

dimensional structures under physiological conditions; the ability of

proteins to function is usually related to their ability to form these

specific structures (Dickerson and Geis, 1969, 1983). There is a beauti-

ful economy to this plan, which allows for the generation of these

diverse and functionally efficient three-dimensional structures by

specifying only a simple one-dimensional code. Two challenges in molecu-

lar biophysics today are to understand how the linear amino acid

sequence determines the specific three-dimensional structure and how

this structure is related to the specific function of a protein.

Knowledge of the three-dimensional structures of proteins is, of course,

essential to solving both problems.

The most intensely studied proteins are the globular proteins,

which fold up to form compact structures. Many globular proteins can be

induced to crystallize (McPherson, 1982), despite the fact that these

molecules are large and irregularly shaped, and rarely have any inter-
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nal symmetry at all. Protein single-crystals are used to obtain X-ray

diffraction data, from which the three-dimensional structure of the

molecule can be inferred (North and Phillips, 1969); the first such

structure determination was for the oxygen storage protein, myoglobin,

in 1957 (Kendrew et al., 1958,1960). Since then the structures of about

two hundred globular proteins have been determined and these include

various hormones, enzymes, storage proteins, transport proteins and DNA

binding proteins.

It is becoming clear that understanding the relationship between

the structure of a protein and its function requires that the static X-

ray structure be complemented by information about the internal mobility

and forces in proteins (Huber, 1979, Gurd and Rothgeb, 1979, Karplus and

McCammon, 1981, 1983, Levitt, 1982, Debrunner and Frauenfelder, 1982,

Clementi and Sharma (eds.), 1983, Ciba Foundation, 1983, Petsko and

Ringe, 1984, Karplus, 1985, Hermans (ed.), 1985, Stuart and Phillips,

1985). This information can be obtained from simulation techniques such

as molecular dynamics, Monte Carlo or narmal mode calculations (all of

which use empirical energy functions) and from various experimental

methods such as NMR (Lipari et al.,1982), Raman and IR spectroscopy

(Hilinski and Rentzepis, 1983, Friedman, 1985), fluorescence depolariza-

tion measurements (Lakowicz et al., 1983), inelastic neutron scattering

(Smith et al., 1986), hydrogen exchange (Woodward and Hilton, 1979) and

Mossbauer spectroscopy (Keller and Debrunner, 1980, Knapp et al., 1983).

This thesis is concerned with the problem of extracting such infor-

mation from X-ray diffraction data. Since the motion of atoms in the

protein crystal affects the scattering of X-rays, it is possible to
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obtain information about atomic dynamics from diffraction data (Willis

and Pryor, 1975, Petsko and Ringe, 1984, Stuart and Phillips, 1985).

Some information about the forces between atoms in the protein can also

be obtained by studying the response of the structure to small perturba-

tions such as ligand binding and changes in temperature. As described

below, this requires a finer level of analysis of the X-ray data than is

required to obtain the first, approximate, picture of the structure of

the molecule.

Protein structure determination by X-ray crystallography can be

thought of as proceeding in two stages. The phases of the measured

reflections are estimated and a low-resolution structure is obtained in

the first stage. More precise information about the structure is derived

in the second stage by refining the parameters of a molecular model

against the X-ray data (Jensen, 1985).

The first stage in the structure determination is relatively free

from bias in that the results obtained do not depend on any assumptions

one might make about the nature of protein structures (Richardson, 1981,

Richardson and Richardson, 1985). The phases of the structure factors

are estimated by methods such as the multiple isomorphous replacement

technique (North and Phillips, 1969, Blundell and Johnson, 1976, McPher-—

son, 1982, Watenpaugh, 1985); these enable the calculation of an elec-

tron density map. At this stage the secondary structural elements of the

protein such as alpha helices, beta sheets, turns and loops can often be

clearly discerned in the electron density map, and the architecture of

the protein in terms of these elements can usually be unambiguously

described (Richardson, 1981). However, the assumptions made in deriving
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the phases break down at high resolution and so one cannot determine

very much more than the position and approximate conformation of each

residue in the protein.

If high resolution data (3k or better) are available, least-squares

refinement of molecular models against the X-ray data significantly

improves the accuracy of the model coordinates. For refinement against

data to 2.0-1.54, the positions of individual (non-hydrogen) atoms in

the protein can be determined with accuracies typically ranging from

0.18 to 0.258 far the better determined regions (Chambers and Stroud,

1979). Individual atomic temperature factors (B-factars) can also be

refined and information about the dynamics of atoms in the protein can

be obtained in this way (Willis and Pryor, 1975).

Refinement methods are essential for determining precise struc-

tures, but the results obtained are not free from bias because simplify-

ing assumptions have to be made in the molecular model used in the

refinement. The problem is that, unlike small molecule crystals, protein

crystals do not diffract X-rays to very high resolution. Proteins are

large flexible molecules which crystallize in unit cells with very high

solvent content. The consequent lack of rigidity in protein crystals

leads to the disappearance of measurable diffraction intensity at reso-

lutions higher than 2.04 to 1.58, for most proteins. This severely lim-

1. The composition of the solvent depends on the mother liquour
used for crystallization; approximately half the solvent is disor-
dered and cannot be located in electron density maps (Blake et
al., 1983). Matthews (1968) surveyed a large number of protein
crystals and reported that the solvent content varied from 25% to
60%, by volume. Recently Wilson et al. (1981) reported that
hemagglutinin crystals contain 80% solvent, by weight.



its the complexity of models that can be used to describe proteins in

refinement procedures.

It is the flexibility of protein molecules that reduces the number

of measurable data and forces the use of simplified models in the

refinement. However, the approximations which are introduced work best

when the atoms being refined are not toomobile. The extent to which the

results of protein refinement are dependent on the model is therefore of

interest. This thesis addresses this problem by using the results of

molecular dynamics simulations of myoglobin to evaluate the performance

of the X-ray refinement method (Chapter 2). The rest of the thesis

presents the results of X-ray diffraction studies on the structural

effects of low temperature (Chapter 3) and ligand binding (Chapter 4) in

myoglobin. The errors in the X-ray structure and B-factors are also dis-

cussed (Chapter 5).

The aim of this chapter is to serve as an introduction to the

thesis and also to summarize the conclusions of the work reported here.

In Section II a fairly detailed description of refinement methods and

applications is given. Section III is a summary of the techniques which

use empirical energy functions to simulate the structure and dynamics of

proteins. This section is brief since several reviews of the field have

appeared recently (see references in Section III), including the

proceedings of a conference devoted to molecular dynamics and protein

structure (Hermans, 1985). Section IV is an outline of the thesis and

summarizes the four chapters that follow.
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Section II: X-ray Diffraction Theory and Refinement Methods

The basic idea in refinement is to vary the parameters of the

molecular model so as to minimize the deviations between the observed

and calculated data. This requires a theory that relates the measured

X-ray intensities to the parameters of the molecular model for the pro-

tein. This section describes the theory of X-ray scattering and then

proceeds to discuss various refinement methods commonly used to improve

protein models. Some remaining problems in the refinement of protein

structures are also mentione a2.

II (1) Bragg Scattering and Thermal Diffuse Scattering

There are two components to the scattering of X-rays from a cry-

stal: Bragg scattering and diffuse scattering (Amoros and Amoros, 1968,

Willis and Pryor, 1975, Stewart and Feil, 1980, Appendix to Chapter 2 of

this thesis). The former is very sharply peaked around the reciprocal

lattice points (defined by Bragg’s law) and contains information about

the average molecular structure and atomic distribution functions. These

distribution functions are a sum of dynamic contributions (due to the

motion of atoms in individual molecules) and static contributions (due

to non-interconverting differences in the structure of different

molecules). The diffuse scattering is so named because it is not res-

tricted to the reciprocal lattice points; it too can be separated into a

2. The most recent collection of papers on protein refinement are
to be found in Volume 115 of "Methods in Enzymology”, edited by
Wyckoff, Hirs and Timasheff (1985). This volume is a survey of
surrent refinement methods and it also offers a great deal of
practical advice.
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dynamic component and one that depends on static disorder (Amoros and

Amoros, 1968). The dynamic component is called "Thermal Diffuse Scatter”

(TDS) and arises because of correlations between the motions of atoms in

different unit cells (Appendix to Chapter 2).

In theoretical treatments of X-ray scattering the effects of static

disorder are usually ignored and the emphasis is on the calculation of

the dynamic properties of the molecular or crystal system. These proper-

ties are then used to calculate the Bragg scattering or the TDS (Willis

and Pryor, 1975).

The theory that is used to calculate the intensity of the Bragg

scatter is well established (James, 1948, Woolfson, 1970, Willis and

Pryor, 1975, Stewart and Feil, 1980). If the electron density in a unit

cell (averaged over time and all the unit cells in the crystal) is

known, the Bragg scatter can be calculated from the square of the

Fourier transform of the average density (Stewart and Feil, 1980). The

calculation of the TDS is much more difficult because it requires

knowledge of the dynamics of the molecular lattice and not just that of

individual molecules. In small molecules TDS has been shown to account

for as much as 35% of the measured intensities (Stevenson and Harada,

1983) and attempts are made to correct far this by using harmonic lat-

tice dynamics to estimate its magnitude (Stevenson and Harada, 1983,

Gramaccioli and Filiopini, 1983).

In protein crystallography, the effects of TDS have been noted

(Wilson et al., 1983), but so far no corrections have been made for

them. The analysis of TDS in proteins is a promising field of research



- 10

that might yield information about correlated modes and intermolecular

forces in protein crystals (Phillips et al., 1980), but it is not

treated in the wark described in this thesis (except for a brief discus-

sion in the Appendix to Chapter 2).

II (11) The Structure Factor

In relating the parameters of a molecular model to the intensities

of X-ray scattered by a crystal, the function of interest is the struc-

ture factor of the molecule, which 1s defined as follows. Define a

scattering vector, Q

e — 8.
Q = 2n —

A
(1)

where e and 8, are unit vectors along the wave vectors of the scattered

and incident radiation, respectively, and A is the wavelength of the

radiation. The intensity of scattered radiation (Bragg Scatter), I(Q),

is given by:

1(Q) =K |F(Q]? (2)

where F(Q) is the structure factor and K is a constant. The structure

factar is the Fourier transfam of the average electron density, &lt;p(r)&gt;,

in a unit cell of the crystal (Willis and Prvoar, 1975):

FQ) = fdr &lt;p(r)&gt; eiSE {*-r }

For the calculation of X-ray diffraction intensities, the average

molecular electron density can, to a very good approximation. be

represented as a superpositioning of average atomic electron densities

(Ten Eyck, 1973, 1977). The average atomic density function for the ith

atom, &lt;py(r)&gt;, is the convolution of the electron density of the atom at
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rest, Poi (EL), and the distribution function for the atom, P,(r) (Willis

and Pryor, 1975):

= *&lt;py(r)&gt; = ps (x) * P(r)
Poi (E) is assumed to be completely defined by the position of the atom

(Ten Eyck, 1977, see also Chapter 2 of this thesis). The distribution

(4)

function P;(r) depends on the complexity of the atomic motion. For exam-

ple, if the motion is harmonic P.(r) is a Gaussian distribution.

The Fourier transform of a convolution of two functions is the pro-

duct of the Fourier transforms of the individual functions. Hence, the

structure factor is given by:

N N

FQ = § Fp(r)&gt; = LFTlp, ()] . FTIP (p)] (5)
i=1 i=1

where FT stands for the Fourier transform. Numerical values for the

Fourier transform of the atomic electron density (at rest) are tabulated

far a large number of atoms and ions in the International Tables far X-

ray Crystallography (1974) 3,

For protein refinements, so far, the assumption has always been

made that P,(r) is a Gaussian distribution. The Fourier transform of

this is also a Gaussian function, and is called the atomic Debye-Waller

W,(Q)
factor: e « In the isotropic case W.(Q) is given by

__1 3 3 83 2 2W,(Q = &lt;&lt;Ar &gt;| gl = 3" &lt;Ar ds
3

where Ar,” is the mean-square fluctuation of the i-th atom and s =

3. Eqn. 5 is commonly expressed as a sum over atomic "scattering
factors”, "temperature factors” and "phase factors”. See Chapter 2
for a detailed discussion of this and the calculation of structure
factors.

‘6)

lof4x
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2 2

The term 2x &lt;Ar &gt; is referred to as Bs» the atomic B-factor or tem-

perature factor (Willis and Pryar, 1975).

Eqns. 5 and 6 allow the calculation of structure factors from a

molecular model which has four variable parameters per atom (three coor-

dinates and a temperature factor). The progress of a refinement is

usually monitored by calculating the R-factoar, R:

R

&amp;1legl = le | |
x [F]
h 0

fr.7,

where the sum runs over all the h = (h,k,1) indices of the measured

reflections. FJ and F, are the observed and the calculated structure

factors. respectively.

The R-factor faranon-centrosymmetric structure with a completely

random distribution of atoms is 59% (Wilson, 1949). Protein models

obtained by manual fitting of experimentally phased electron density

maps have R-factors around 35% or higher (Jensen, 1985). Refinement usu-

ally reduces R to around 20%. In cases where good data are available,

and a great deal of effart is put into correctly modelling the protein

and the solvent, R can be lowered to around 12% (for example, see Waten-

paugh et al., 1980, James and Sielecki, 1983). This is in contrast to

the the R-factors of 5% or less which are commonly obtained for small

molecules (Dunitz, 1979).

In most cases, the resolution of X-ray data available for proteins

is not enough to allow the use of more complicated models for atomic

motion (such as anisotropic Gaussian distributions or anharmonic correc-

tions to the distribution). However, a few proteins such as crambin
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(Teeter and Hendrickson, 1979), bovine pancreatic trypsin inhibitor

(Wlodawer et al., 1984) and avian pancreatic polypeptide (Glover et al.,

1983), diffract to bette than 1.04 resolution and anisotropic tempera-

ture factors have been refined. The only treatment for anharmonicity

that has been used so far has been to allow bi-modal distributions (i.e.

discrete disorder) for sidechains (for example: Honzatko et al., 1985,

Haneef et al., 1985a, and Chapters 2 and 4 or this thesis). Anharmonic

corrections involving the third and higher moments of single peaked dis-

tributions are used in the refinement of small molecules (Zucker and

Schulz, 1982), but simulation results indicate that in proteins disorder

(i.e. multiple peaks in the distribution) is the dominant cause of

anharmonicity (Ichiye and Karplus, 1986).

(1ii) Real-Space and Reciprocal-Space Refinement

In "real-space” refinement the residual to be minimized is the

difference between the "observed” and the calculated electron density

(see Chapter 2 for a detailed discussion of the calculation of electron

density from a model). For example, in the method of Diamond (1971,

1985), the residual, A. is of the fom:

A=1 lp, - p. | 2av (8)

where Po is the electron density calculated from the model and Pq is the

"observed” electron density calculated by combining the experimental

structure factar magnitudes with experimental or calculated phases. A

problem with this method is that Po is not a true observable (if it

dere, protein crystallography would proceed at a much faster pace).

Experimentally estimated phases (e.g. from multiple isomorphous replace-
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ment) can be used to calculate the electron density, but these are often

subject to large errors (Watenpaugh, 1985).

In "reciprocal-space” refinement (often referred to in the litera-

ture simply as least-squares refinement), the residual that is minimized

is usually of the frm:

ww) te wl - IF wi?
where the sum runs aver all the h = (h,k,1) indices of the observed

reflections; Fo and F, are the observed and calculated structure factars

and w(h) is the weight assigned to each measurement (Rollett, 1970,

1982). Here the quantity being minimized is the sum of squared devia-

—
— (8

tions from the actual measurements and is free from bias toward the ini-

tial phases. The drawback is that for most proteins the number of

observed data are not enough to over—determine the problem significantly

and so unconstrained minimizations are not possible. Also, the large

number of atoms in proteins makes a full matrix treatment (see below) of

the minimization computationally intractable at present.

The first attempts, in the 1960s, to refine a protein structure

(that of myoglobin) were not very successful because the refinement

methods and the computers then available proved to be inadequate (Bran-

den et al., 1963, Watson et al., 1963). Attempts to improve the quality

of the hand-built protein structures included difference-Fourier (also

called AF ) techniques where atoms are moved along the gradient in

difference electron density maps (Watenpaugh et al., 1973, Freer, 1985).

These methods are essentially peak-search algorithms and have a smaller

radius of convergence than real-space refinements in which Eqn. 7 is
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minimized (Diamond, 1985).

AF methods do improve the agreement between calculated and observed

structure factors, but they suffer from the disadvantage that the

refinement is done without reference to the stereochemistry of the resi-

dues. The low resolution and large errors in the density maps lead to

the refined structures often having unrealistic stereochemistry, which

then has to be improved by regularization programs (Hermans, 1985).

A natural development therefore was the introduction of ¢ onstrained

and restrained refinements?, A constrained refinement is one in which

certain parameters (such as the bond lengths) are kept fixed and not

allowed to vary. In a restrained refinement all parameters are allowed

to vary, but they are “restrained” to be near specified reference

values. The use of constraints or restraints are essential for refine-

ment of almost all proteins because the least-squares problem is not

over—determined in the absence of very high resolution data (see Chapter

2 for a discussion of this point). It is interesting, however, that the

first reciprocal-space refinement of a protein (rubredoxin) was done by

a completely unrestrained least-squares method at 1.58 resolution

(Watenpaugh et al., 1973). This will be discussed in more detail below.

R. Diamond developed a constrained real-space refinement method

(Diamond, 1971), which was successfully used to refine the structures of

many proteins, including that of myoglobin (Diamond, 1971, Takano,

4, Webster’s Unabridged Dictionary (1961) considers "restraint”
and "constraint” to be synonyms. Crystallographers, however, have
specific and different meanings for these terms. See, for example,
Sussman (1985).
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1977). Diamond's method had several advantages over the unconstrained

reciprocal-space methods that were available then. The protein is

treated as a "flexible chain” in that bond lengths and most angles are

kept fixed and flexibility is usually only allowed around certain tor-

sional angles. Because real-space refinement is local in nature, the

number of terms to be calculated in each cycle increases only linearly

with the number of atoms, unlike the n? dependence of the matrix ele-

ments in full-matrix reciprocal lattice methods.

Diamond’s method allows for the refinement of small parts of the

protein independently, which was an essential feature at a time when

computer memories and discs were not very large. In this method the

parameters for only ten residues ("the molten zone’) were refined at a

time, allowing very large molecules to be treated piece by piece (Dia-

mond, 1971). The disadvantages of the method are the ones common to all

real-space refinement; the refinement is not done against the true

observables, and there is no way to weight the different observations

relative to one another (Diamond, 1971). The use of constraints intro-

duces two further problems. First, this method is not suitable for high

resolution refinement since the constraints limit the structural infor-

mation that can be obtained. Second, since flexibility is only allowed

at a few ” joints”, errors in the structure tend to accumulate at these

pointe.

Deisenhofer et al. (1985) have compared Diamond’s real-space method

with reciprocal-space programs. They conclude that real-space refinement

is useful only in the initial stages of the refinement. A list of pro-

teins refined by this method is given.
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In the last ten years high speed computers with large memories have

become available. Along with this, reciprocal-space refinement programs

have been developed which overcome the under-determinancy problem by

including stereochemical ar energy restraints (PROLSQ: Konnert, 1976,

Konnert and Hendrickson, 1980, Hendrickson, 1985; CORELS: Sussman et

al., 1977, Sussman, 1985; Agarwal: Agarwal, 1978, modified to include

restraints by Dodson (1980); Jack-levitt: Jack and Levitt, 1978; RES-

TRAIN: Moss and Morffew, 1982, Haneef et al., 1985a). The n? dependence

of the number of operations on the number of atoms has been reduced by

using diagonal or block—-diagonal approximations in the normal matrix

(Dodson, 1980). In many cases, fast Fourier transform (FFT) algorithms

are used to speed up the calculation of structure factors and their

derivatives (Agarwal, 1978, Jack and Levitt, 1978, Dodson, 1980). Due to

advances such as these, reciprocal-space methods have largely superceded

real—-space refinement.

Real-space refinement is, however, becoming increasingly important

as a tool for building initial models for very large molecules. At

present this is usually done manually, by using a graphics software

package such as BUILIER (Diamond, 1966), GRINCH (Brooks and Pique, 1985)

or FRODO (Jones, 1982, 1985) to fit the molecular model to the density.

For the large protein structures being solved today, with many hundreds

of residues, this can be an extremely time consuming and error prone

task. Real-space refinement can be used to fit residues into local

regions of density (interactively, on a graphics system) and the com-

pleted model can then be improved by the more powerful method of

reciprocal-space refinement. Such a system, for example, has been
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developed by A. Jones and cowarkers (Jones and Liljas, 1984, Jones,

1985). An automated procedure to build atoms into electron density maps

has been described by Greer (1985).

Finally, before proceeding to describe the details of least-squares

refinement, it is instructive to consider how far crystallographic

refinement has come in the last few decades. The first structure to be

refined by least-squares, to my knowledge, is that of melamine (Hughes,

1941). The 18X18 normal matrix took two days to set up using an I.B.M.

"tabulatar” and punched cards. The normal equations were solved in four

hours. Today, the largest asymmetric unit being refined by least-squares

is that of the influenza virus coat protein, hemagglutinin, at 2.9%

resolution. The refinement is being done by D.C. Wiley and co-workers,

using the method of Konnert and Hendrickson as modified by Lewis and

Rees (Knossow et al., 1986, Konnert and Hendrickson, 1980). 49,525

independent variables are being refined far 12,381 atoms and one cycle

takes less than an hour on a CRAY-1S supercomputer (Knossow et al.,

1986), even though fast Fourier transform algorithms are not used. FFT

algorithms optimized far use on parallel processor machines have been

described by Raftery et al. (1985).

II (iv) Least-Squares Refinement: The Normal Equations

Descriptions of the principles of least-squares refinement have

been given by Rollett (1970, 1982) and Sparks (1985). The details given

here follow the recent article of Rollett (1982). The problem is to

minimize a function, M:

A —- 2
x wi IF|- IF | (10)
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with respect to s parameters (P1,P3s ees Pg) For a model with isotropic

Gaussian temperature factors for each atoms, s = 4N, where N is the

aumber of atoms. |F_(h)| is the modulus of the observed structure fac-

tor at a reflection with indices h=(h,k,1), and IF (0) is that of the

calculated structure factor (the h dependence will not be explicitly

given in the equations which follow).

We wish to find parameters p such that:
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2xpanding M in a Taylor series around p we get:

M(p+Ap) = M(p) + Xx Wo), +
1=1 °Py
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Ap 1s the shift vector to be added to the parameters to reach the

minimum. In the "Newton approximation” (Rollett, 1982), terms higher

(12)

14

than the second derivative are reglected in Eqn. 13. Setting the deriva-

tive on the left hand side of Eqn. 13 to be zero for a minimum, we get:

 Ss 3, .:
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let an = |F_|-|F_|, so that:
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and.
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In the "Gauss-Newton” approximation, the second derivatives of FI are

(17

neglected, yielding the "normal equations” (Rollett,1982):
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The normal equations are readily put into matrix farm. Let A be asXs

square matrix with elements:

alr | alr|
A, = § wh) —% —% (19°

let P and B be column vectars of length s with elements:

B, =-

= Ap,

alr _|
sw fr |-lr Dh ER
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Thus, Eqn. 15 can be written as:

A r  PW 3 (22°J

The problem of minimizing the crystallographic residual has been

reduced to solving the linear matrix equation (Eqn. 22). This method

involves only first derivatives and is the fam commonly used for struc-

ture refinement. The convergence could be improved, in principle, by

including second derivatives (as in Newton—-Raohson minimi~ation; Sparks,

1985), but this is too expensive for proteins

2
The matrix A is known as the normal matrix; it contains s elements

where s8 is the number of parameters to be refined. Each element of the
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normal matrix involves a sum of Noor terms, where Noor is the number of

reflections measured. Typically, for the proteins being refined today, s
4

is on the order of (10°) and Neer is on the order of (10 ). Computing
10

the entire normal matrix therefore involves on the order of (10 )

operations, each involving the addition and multiplication of deriva-

tives of Fo. This is prohibitively expensive, even on supercomputers, so

a common approximation is to neglect all the off-diagonal terms except,

perhaps, those that connect parameters of the same atom, or atoms con-

nected by restraint terms (Watenpaugh et al., 1973, Konnert, 1976,

Agarwal, 1978, Jack and Levitt, 1978, Dodson, 1980, Sparks, 1985).

Protein refinement programs do not usually solve Eqn. 22 by invert-

ing the narmal matrix. Instead, methods such as conjugate gradients

(Konnert, 1976) or the Gauss-Seidel algorithm (Haneef et al., 1985a) are

used. The rate limiting step in a refinement cycle is the calculation of

the elements of the normal matrix; even with the diagonal approximation

this takes up 80% of the computer time (Haneef et al., 1985a). Conse-

quent ly, the exact method used to solve the normal equations is not very

critical (Haneef et al.,1985a). The shifts obtained by solution of Eqn.

19 are inaccurate because of the linear approximation made in deriving

the equation. Refinement must therefore be continued iteratively until

convergence is obtained; usually this involves at least 10 to 15 least-

squares cycles. Also, the shifts obtained from Eqn. 22 are usually mul-

tiplied by a damping factor to obtain the maximum decrease in the R-

factor (Agarwal, 1978. Hendrickson and Konnert, 1980, Haneef et al.,

1985a).

It is common to talk about the ‘radius of convergence” of 2
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refinement; this is the maximum positional error that can be corrected

by the least-squares minimization. The radius of convergence varies in

different parts of the structure but it is approximately 0.5% to 1.54

for least-squares refinement at 1.548 resolution (the radius of conver-

gence 1lncreases with decreasing resolution). The positions of atoms

which are in error by more than this amount in the initial model are

unlikely to be improved by least-squares refinement at high resolution.

Difference Fourier maps have to be periodically examined during the

refinement to correct such errors manually. This process also leads to

the identification and placement of new solvent molecules and, some-

times, to the discovery of alternate conformations for sidechains.’ The

model is then modified to include these corrections and new features and

least-squares refinement is continued. Hence, apart from the iteration

of a number of least-squares cycles, protein refinement also involves

alternating stages of least-squares refinement and examination of

difference electron density maps (see, for example, Chapter 4 of this

thesis and Honzatko et al., 1985).

A brief discussion of the results of the first least-squares

refinement of a protein model is now given. This is followed by a

description of the salient features of several commonly used least-

5. A few years ago difference maps were examined by plotting them
out section by section and looking for peaks. Today the molecular
model and the electron density are superimposed, in three dimen-
sions, on a powerful interactive graphics device such as the Evans
and Sutherland Picture System 300. Because of the complexity of
protein structures and the relatively high noise levels in differ-
ence maps, the use of graphics systems makes a a very significant
difference in the extent to which a model can be improved (Jones,
1985).
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squares refinement programs.

II (vy) Refinement of Rubredoxin

In 1973 Watenpaugh, Sieker, Herriott and Jensen reported the first

refinement of a protein model by conventional least-squares (Watenpaugh

et al., 1973). An important feature of this work is that the authors

point out, with great clarity, several features of protein refinement

which are now known to be quite general.

Rubredoxin is a small bacterial iron—-sulphur protein with 54 amino

acids. The initial refinement (Watenpaugh et al., 1973) was against X-

ray data to 1.54% resolution, collected on a diffractometer. The Ken-

drew skeletal model built from the initial electron density map was

improved by shifting coordinates along the gradient in a AF synthesis

ia,
(an electron density map calculated using coefficients (F -F )e where

a, is the calculated phase). After four cycles of AF refinement, three

positional coordinates and one isotropic temperature factor were refined

for each atom by unrestrained least-squares using a block-diagonal nor-

mal matrix. The normal matrix was inverted to solve the narmal equa-

tions and the standard deviations of the refined parameters were

estimated in this way. In the refinement programs commonly used today

this is not possible because the narmal matrix is not inverted; also.

the use of restraints reduces the number of free parameters in an

undetermined way (Hendrickson, 1980).

The following points are mentioned by the authors (Watenpaugh et

al., 1973) as being clarified by their work. They have established that

protein structures can be improved by conventional least-squares
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techniques, despite the limited resolution of the data available. They

show that refinement leads to the emergence of structural features not

apparent in the original electron density map and that the neglect of

the disordered solvent in the refinement affects only a relatively small

number of reflections, with d&lt;104. Hydrogen atoms were shown to have a

detectable effect on the R-factor and it is pointed out that neglecting

them would lead to some error in the positions of the non-hydrogen

atoms. The modelling of surface sidechains was found to be difficult

because these are often extremely flexible or disordered.

Watenpaugh et al. (1973) also note that some atoms (usually those

with high temperature factors) refined to give unreasonable bond lengths

and angles. They suggest that this might be due to high thermal motion

or disorder and suggest that the temperature factors and standard devia-

tions for these atoms are not realistic. This anticipates the results

of the molecular dynamics "experiment" described in Chapter 2 of this

thesis.

Because of the lack of restraints, bond lengths vary considerably

throughout the structure (Watenpaugh et al., 1973). The standard devia-

tion of CaCg bond lengths is 0.204, in agreement with the value derived

from the estimated standard deviations in the coordinates. In restrained

refinements (see below) the standard deviations of bond lengths are usu-

ally between 0.028 and 0.038 (Hendrickson, 1985). The standard devia-

tions of bond lengths in the unrestrained refinement could be larger not

only due to errors in the structure but also due to systematic devia-

tions from ideal values due to motion. The errors in the atomic position

seem to be the dominant factor, at least at this stage of the
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refinement.

The resolution of the X-ray data for rubredoxin was later extended

to 1.24, which is beyond that measurable for most proteins. A new

data set was collected from « to 1.24; refinement against these data

improved the precision of the model (standard deviations of Ca=Cp bonds

de creased to 0.1%). Detailed reports of the refinement and the modelling

of the water structure and the use of anisotropic temperature factors

have been published (Watenpaugh et al., 1978. 1980).

II (vi) Various Least-Squares Refinement Programs

In this section various commonly used refinement programs are

described. These programs differ in the way they handle restraints and

whether FFT algorithms are used to calculate structure factors and their

derivatives. An early paper on restraints was that by Waser (1963), who

suggested that including stereochemical information as additional obser-

vations was a more flexible method than using Lagrange multipliers to

simultaneously improve stereochemistry and decrease the crystallographic

residual. Another method is to include an explicit energy function in

the minimization. As mentioned earlier, Volume 115 of Methods in Enzy-

mology (Wyckoff, Hirs and Timasheff, eds., 1985) contains several useful

papers on refinement.

II (yi) A: Agarwal’s Fast Fourier Transform Method

The use of FFT techniques (Ten Eyck, 1973,1977,1985) to calculate

structure factors and their derivatives speeds up the calculation by a

factor of 10 or more, but involves a considerable programming invest-
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ment. R.C. Agarwal introduced the first least-squares refinement in

which FFT techniques were used at all possible stages. No restraint

terms were included in the normal matrix (Agarwal, 1978, Isaacs and

Agarwal, 1978); the stereochemistry of the model was regularized using a

separate program (Dodson et al., 1976). The first application of the

program was to the refinement of insulin at a resolution of 1.5% (Isaacs

and Agarwal, 1978). Later, Dodson introduced restraint terms into the

program (Dodson, 1980) and, for example, the structure of actinidin (a

plant protease) was refined in this way (Baker, 1980).

II (yi) B: Jack-levitt

The requirement that the structure being refined should have good

stereochemistry and non-bonded contacts while satisfying the X-ray data

ils best met by simultaneously minimizing the internal energy of the

molecule and the crystall@raphic residual. A. Jack and M. Levitt (1978)

combined Agarwal’s (1978) method for the fast calculation of the crys-

tallographic residual and its derivatives with Levitt’s (1974) energy

minimization program. The function minimized is E + kA where E is the

internal energy of the protein (Levitt, 1974) and
— 3

A= 3 wih) (JF I-17 _D . kis a scale factor which controls the relative
H

weighting of the energy terms and the crystallographic residual.

The Jack-levitt procedure has been used, for example, to refine the

structure of two foams of citrate synthase at resolutions of 1.78 and

2.74 respectively (Remington et al., 1982). The authors point out that

refinement with an incomplete sequence dramatically improved the Fourier

map to the point that major revisions of chain conmectivity were possi-
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ble. Phillips (1980) has used the Jack-lLevitt method to refine the

structure of oxy-myoglobin at 1.8% resolution to a final R-factor of

15.9%. He has shown that, even at this resolution, the neglect of hydro-

gens in the atomic model leads to a noticeable increase in the apparent

bond-lengths and the R-factar (this was initially noted by Watenpaugh et

al., 1973). The empirical energy function used in the refinement was

also used to rationalize the observed ligand geometry and the existence

of discrete disorder in several sidechains. Phillips showed that the use

of empirical models far the disordered solvent regions leads to signifi-

cant reductions in the R-factar (Phillips, 1980).

II (vi) C: PROLSQ, KonpertandHendrickson

The most widely used refinement program far proteins today seems to

be PROLSQ (PROtein Least-SQuares), developed by J. H. Konnert and W. A.

Hendrickson (Konnert, 1976, Konnert and Hendrickson, 1980, Hendrickson

and Konnert, 1980, 1981, Hendrickson, 1980, 1985). Konnert (1976) incor-

porated the ideas of Waser (1963) regarding the use of subsidiary condi-

tions (such as stereochemical restraints) in refinement, into a least-

squares program for large molecules. Hendrickson and Konnert (1980)

extended the program to include the refinement of isotropic temperature

factors with restraints (Yu et al., 1985, see also Chapter 2 of this

thesis) and anisotropic temperature factors for which the arientation of

the thermal ellipsoid is determined by the local bonding (simulation

studies, however, indicate that this assumption is unlikely to be

correct far proteins (Yu et al., 1985)).

[he function minimized in PROLSQ is similar in principle to that
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used in the Jack-levitt program. Instead of an explicit energy function,

there are terms involving deviations from ideal stereochemistry for

bonds, bond angles, torsions and planar groups. Atoms are prevented from

approaching each other too closely by the inclusion of repulsion terms

at short interatomic distances. The dictionary of ideal values for the

stereochemical parameters is derived from crystal structures of small

molecules (Sielecki et al., 1979).

PROLSQ is the refinement program used in all the work reported in

this thesis; there are discussions of its use in all the chapters that

follow. A large number of structures have been refined using PROLSQ, and

the papers describing the refinements are a useful source of information

on strategies (far example, myoglobin (Frauenfelder et al., 1979), lyso-

zyme (Artymiuk et al., 1979, Artymiuk and Blake, 1981), arabinose bind-

ing protein (Quicho and Vyas, 1984),chymotrypsin (Tsukada and Blow,

1985), hemerythrins (Sheriff et al., 1985), lamprey hemoglobin (Honzatko

et al., 1985), a-lytic protease (Fujinaga et al., 1985), pepsinogen

(James and Sielecki, 1985) and hemagglutinin (Knossow et al., 1986)).

PROLSQ has been modified for use with nucleic acids by G. Quigley at

M.I.T. (see. for example, Westhof et al., 1985).

Two excellent descriptions of refinements using PROLSQ are included

in the reports on penicillopepsin (James and Sielecki, 1983) and lamprey

hemoglobin (Honzatlo et al., 1985). In particular, the treatment of

discrete disorder of sidechains and the weighting of restraint terms

relative to the X-ray data are discussed by Honzatko et al. (1985).

James and Sielecki (1983) present a number of criteria for judging the

convergence of a refinement and the quality of the refined structure.
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These include searching the structure for unreasonable stereochemical

parameters and examination of difference Fourier maps for unexplained

peaks.

II (yi) D: RESTRAIN, Moss and coworkers.

This program, developed by D. Moss and his colleagues (Moss and

Morffew, 1982, Haneef et al., 1985a), is very similar to PROLSQ in the

way restraints are incorporated. Some differences and improvements are

as follows. RESIRAIN allows the use of experimentally determined phases

as additional observables, which is a useful feature for refinement at

very low resolution (&lt;3). The treatment of planar groups, such as

phenyl or histidyl rings, has been improved. Haneef et al. (1985a) claim

that the planar restraints used in PROLSQ (minimization of deviations

from the current least-squares plane) tend to damp the rotation of

planes, as a whole, toward new positions. They introduce a product-

noment method which avoids this problem (Haneef et al., 1985a).

RESTRAIN allows for the refinement of anisotropic temperature fac-

tors for groups which can be approximated as rigid bodies. Rigid-body

displacements are introduced. allowing the refinement of parameters

which describe overall translational and librational motion (Haneef et

al., 1985a). Such rigid body refinements, for groups of four atoms or

more, require fewer parameters than refinements in which the motion of

each atom is described by a six-parameter temperature factor tensor

(Schomaker and Trueblood, 1968, Haneef et al., 1985a, Holbrook and Kim,

1984). Rigid body refinements have proved very useful in nucleic-acid

studies where they have been shown to yield meaningful parameters and
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reduce the noise-—level of difference Fourier maps by 20% (Holbrook and

Kim, 1984,1985).

If sufficient data are available, RESTRAIN allows the refinement of

unrestrained anisotropic temperature factors for each atom. Such a

refinement has been reported for the small hormone, avian pancreatic

polypeptide hormone (36 residues) for which data to 0.98} are available

(Glover et al., 1983, Haneef et al., 1985bh).

II (yi) E: CORELS, Sussman and Coworkers

CORELS (COnstrained REstrained Least-Squares) was developed to com-—

bine the best features of constrained and restrained refinements into

one reciprocal-space program (Sussman et al., 1977, Sussman, 1985). At

very low resolution it is preferable to treat large parts of the struc-

ture, such as entire domains or alpha helices, as rigid bodies. As the

resolution of the data increases, smaller parts of the structure can be

constrained. CORELS allows the separation of the refinement model into

rigidly constrained parts that are joined to each other by flexible (but

restrained) parameters. The refinement is done by a least-squares

sparse matrix method. and has been applied to molecules such as t-RNA

and concanavalin—-A (Sussman, 1985). The ability to refines anisotropic

temperature factors far rigid-body motion has been incorporated recently

(Holbrook and Kim, 1984.1985).

II (vii) RemainingProblemsin X-ray Refinements of Proteins

To complete this section I shall briefly list some areas in which I

be lieve more wark is required.
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(1) Treatment of atomic mobility. Two improvements over the isotro-

pic model are to include anharmonicity, in the farm of multiply-peaked

Gaussians, and anisotropy (Ichiye and Karplus, 1986). Since most pro-

teins do not diffract beyond 1.58, completely unrestrained refinements

of parameters for these models may not be possible. The most appropriate

approximations to introduce should be identified; simulation methods

might aid in this process (Yu et al., 1985, Haneef et al., 1985b, Kuri-

yan, Chapter 2 of this thesis).

(11) Estimation of errors in the structure and temperature fac—
tors. It is very difficult to relate the (known) errors in the structure

factars to real-space parameters (Luzzati and Taupin, 1984). As men-

tioned earlier, the inverse of the least-squares normal matrix cannot be

used in most cases. The "perturbation/refinement” approach suggested in

Chapter 5 might be a useful method, especially since the availability of

increased computing power will allow a large number of re-refinements to

be done from perturbed structures.

(111) Appropriate values for stereochemical restraints. Motional

averaging can cause the time-averaged structure to exhibit apparently

deviant stereochemistry. If tight restraints are applied, then the true

average structure will not be obtained. It would be interesting to

refine, without restraints, models for proteins for which diffraction

data to better than 1.08 resolution are available. The results should

then be compared with those obtained from restrained refinements and

from simulations to see if any systematic trends are observable.

17) The modelling of the solvent. Some water and solvent
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molecules are very tightly bound to the protein and are easily modelled

(Watenpaugh et al., 1973, Blake et al., 1983, North and Smith, 1985).

At the other extreme, the disordered solvent continuum can be modelled

by a constant electron density or some other empirical function (Phil-

lips, 1980, Blale et al., 1983). The problem lies in treating the large

number of water molecules which are partially disordered.

The conformations of surface sidechains need to be checked to see

if the solvent structure has been misinterpreted and partial occupancies

might need to be refined for the waters. In myoglobin, for example, some

of the surface histidines have two water molecules within H-bonding dis-

tance on opposite sides of the ring. The imidazole ring apparently flips

between states in which the Neo atom is H-bonded to one or the other

water molecule (Kuriyan, unpublished). Simulation methods might prove

useful in deciding what models to use for the loosely bound waters (Her-

mans et al., 1984, Moult and James, 1985).

(v) Simulation methods. Empirical energy functions have been used

successfully to improve structures, from the early days of protein

refinement (Levitt, 1974). However, attempts to directly use the results

of molecular dynamics or Monte Carlo simulations in protein refinement

have not been very successful (van Gunsteren et al., 1983). What is

needed is a synthesis of the two methods where the simulations are used

to provide limiting or approximate forms for the atomic distribution

functions, which can then be refined against the X-ray data.
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Section III: Simulation of Protein Structure and Dynamics

Empirical energy functions have proved to be very useful in the

analysis of protein structure as well as in the calculation of the sta-

tistical mechanical properties of these molecules. Only a very brief

introduction to this field will be given here since many comprehensive

review articles have recently been published. For a recent survey of the

literature in this area see Barlow et al. (1985).

The energy of the protein molecule, in isolation or surrounded by

solvent ar a crystal environment, is assumed to be given by an empirical

energy function of the form:

 BE oii? a (-b5)" ' lies 60-85)
&gt; 2K (ew) + 5K, (1+ cos(nf+s))

impropers dihedrals

s (12 _ Ss, A195,
pairs ri re dne,r,

(23)

(Burkert and Allinger, 198, Brooks et al., 1983, Weiner et al., 1984,

van Gunsteren and Berendsen, 1985). The first two terms are harmonic

bond and angle stretching terms. The third term ("improper torsions”) is

also harmonic and is used for chiral centers when one of the atoms of

the center is not explicitly treated, and planar groups (Brooks et

al.,1983). The fourth term is a torsional potential with multiple

minima. Atomic interaction are assumed to be pairwise additive. The

last term 1s a sum of van der Waals and electrostatic interactions

between atoms, and includes the effects of hydrogen bonding (Reiher,

1985).

[he program CHARMM (CHemistry at HARvard Macromolecular Mechanics,
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Brooks et al., 1983) was used for all the simulations described in this

thesis. Eqn. 23 is the current form of the energy function used in

CHARMM; the exact form varies from program to program. The parameters

depend on the form that is used; for example, partial atomic charges

will be different in models that have explicit H-bonding terms. The use

of empirical energy functions to study the properties of molecules is

justified and explained by Burkert and Allinger (1982). The development

of functions to study biomolecules has recently been reviewed by van

Gunsteren and Berendsen (1985) and by Pettitt and Karplus (1986).

Detailed accounts of the derivation of commonly used biomolecular

force~fields are given by Lifson et al. (1979a,b) and Weiner et al.

(1984).

Given a force field, such as in Eqn. 23, and an X-ray structure,

the structure and dynamics of the protein can be studied in various

ways. Low energy structures can be obtained, and the results of pertur-

bations examined, by energy minimization (Gelin et al., 1983, Novotny et

al., 1984). Monte Carlo simulations generate ensembles of structures at

a particular temperature; these can be used to obtain average values of

molecular properties of interest (Northrup and McCammon, 1980). Molecu-

lar Dynamics (MD) simulations also generate ensembles of structures, but

these are connected in time since they are points along a phase space

trajectory obtained by solving classical equations of motion (McCammon

et al., 1977).

MD simulations of proteins are capable of giving information about

the system in ultimate detail, but they are currently restricted to

time-scales of 100-1000 picoseconds (ps). Information about slower
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processes can sometimes be obtained by other methods such as stochastic

dynamics (van Gunsteren et al., 1981) and activated dynamics (Northrup

et al., 1982). A complete description of the dynamics in the harmonic

approximation can be obtained by calculating all the normal modes of the

protein (Go et al., 1983, Brooks and Karplus, 1983, 1985, Levitt et al.,

1985). Though more approximate than molecular dynamics or Monte Carlo

simulations, normal modes allow the estimation of changes in entropy in

a relatively simple manner (Karplus and Kushick, 1981).

The use of simulation methods to study proteins has been reviewed

by Karplus, (1981,1984,1985), Karplus and McCammon (1981,1983), Levitt

(1982), van Gunsteren and Berendsen (1982, 1985), McCammon and Karplus

(1983), McCammon (1984) and Kollman (1985). Though these simulations

give a very detailed picture of protein dynamics, they are approximate.

Energy minimization results in shifts of 0.258 to 1.08 from the X-ray

crystal structure, depending on the minimization algorithm used. The

shifts are smallest for the backbone atoms. Average structures from

molecular dynamics simulations deviate from the X-ray crystal structures

by 1.08 to 3.08. A large part of the shift occurs in the first few

picoseconds of the simulations, while the structure is being equili-

brated; thus, the structure moves away from the X-ray structure to a

new, stable, "vacuum” or solution structure. The backbone shifts are

again smaller than those far the sidechain, usually by a factor of two.

The average mean-square fluctuations calculated from the simulations are

sometimes smaller and sometimes larger than the average X-ray values.

The latter contain contributions due to static disorder (see Chapter 5),

making comparison of the absolute magnitudes a little difficult. On set-
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ting the average values to be equal, the simulation results show much

wider variation from residue to residue than the X-ray results, espe-

cially for the sidechains, though the overall patterns are often well

reproduced (see references above).

Comparison of simulation results with X-ray structures and tempera-

ture factors are complicated by the neglect of the crystal environment

in the simulation and the bias introduced by refinement (Chapter 2 of

this thesis describes an attempt to get around this). The most serious

shortcomings in the simulations, at present, include errors in the

force-field, the neglect of solvent in many simulations and the short

time scale explored by trajectory calculations. Supercomputers are mak-

ing longer simulations possible, with explicit treatment of waters (van

Gunsteren, 1985). The farce-fields are gradually being improved by com-

parison with experiment and accurate quantum-mechanical calculations

(Weiner et al., 1984, Reiher 1985).

The comparison of the results of simulations with experimentally

derived parameters such as X-ray temperature factors, NMR order parame-

ters and fluorescence depolarization rates is important for validating

the simulations. On the other hand, the exteremely detailed information

available from the simulation can lead to a better understanding of the

experimental techniques (far example, see Chapter 2 of this thesis).

Reviews of experimental studies of protein flexibility and dynamics are

given by Huber (1979), Gurd and Rothgeb (1979), Debrunner and Frauen-

felder (1982), Petsko and Ringe (1984) and Stuart and Phillips (1985).

The Proceedings of the Ciba Foundation Symposium on Mobility and Func-

tion in Proteins and Nucleic Acids (1983) is also a useful reference.
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SECTION IV: The Thesis.

Each of the chapters in this thesis is independent and includes a

fairly detailed introduction to the specific topic. All of the work

reported was done on the small protein, myoglobin, which has about 150

amino acids (depending on the species), and is an oxygen storage protein

similar in conformation to one of the subunits of hemoglogin.

An excellant introduction to the structure and function of myoglo-

bin and hemoglobin is the book by Dickerson and Geis (1983). The protein

envelopes a protoporphyrin IX (heme) group which contains an iron. The

iron is coordinated to four nitrogens in the heme group and to the

nitrogen of a histidine, known as the proximal histidine. This is the

only strong linkage to the protein; the sixth coordination site is

either unoccupied (in deoxy Fe II myoglobin) or taken up by a water

molecule (in the stable, but physiologically inactive, form at normal

ph: Fe III (met) myoglobin), or an oxygen molecule (in oxy Fe II myoglo—

bin). Several other ligands, such as carbon monoxide, azide and cyanate

also can bind to the heme iron in the sixth coordination position

(Antonini and Brunori, 1971).

The most commonly studied myoglobin is that from sperm whales;

these diving mammals have large amounts of the oxygen storage protein in

their tissues. Sperm whale myoglobin has 153 amino acids; two important

residues are the proximal histidine (93), which is bound to the iron,

and the distal histidine (64). His 64 is close to the binding site of

the sixth ligand (on the opposite, or distal, face of the heme group

from the proximal histidine) and is implicated in controlling binding of
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the ligand to the heme. Myoglobin is almost entirely helical; except for

a few short stretches of random coil (called loops), all the amino acids

are distributed among eight alpha helices, labelled A,B,...,H. A common

numbering system that is adopted is to label each residue by its posi-

tion in a helix (eg., A3, B4) or loop (eg. CD5).

Though myoglobin does not exhibit the allosteric properties that

have made hemoglobin a fascinating system to study (Perutz, 1978), it

does show an interesting, rather machine-like, behaviour on ligand bind-

ing. The iron atom is out of the plane of the heme in deoxy myoglobin.

On ligand binding it moves towards the heme plane. Strong ligands, such

as CO, cause the iron to be completely in the heme plane. This motion of

the iron towards the heme is tracked by the proximal histidine, and con-

sequently by the F helix, to which the histidine is rather rigidly

attached. Thus, ligand binding results in a small, but global, change in

the structure of the protein and makes the system a prototype of hemo—

globin, where the motion of the iron initiates much larger changes

(Dickerson and Geis, 1983).

Another reason for interest in myoglobin is that the ligand binding

pocket (the sixth coordination site) is buried in the protein. Conse-

quently, migration of the ligand from the solvent and into the binding

pocket is a process occurring over protein mediated barriers (Frauen-

felder and Wolynes, 1985). A large number of studies have focussed on

breaking the iron-ligand bond by flash photolysis and examining the time

dependance of the subsequent rebinding of the ligand or the structure of

the photo—product immediately after dissociation. Interpretation of the

results of these studies is still an area of active research, but it is
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one that is leading to an increased understanding of protein energetics

and dynamics (for example, see Ansari et al., 1985, Henry et al., 1983,

Fiamingo and Alben, 1985, Dasgupta et al., 1985).

Finally, myoglobin is a good system for crystallographic studies

because it crystallizes readily and diffracts well. The maximum resolu-

tion of the data used for wark reported here is 1.58, but data to 1.24

have been collected on met-myoglobin (Petsko and Kuriyan, 1985, unpub-

lished) and it is hoped that some form of anisotropic refinement will be

possible against these data.

Summaries of the Chapters

Chapter (2). Molecular Dynamics and Protein Refinement: In this

chapter an attempt is made to understand how motion affects the results

of protein refinement. Molecular dynamics trajectories are used to cal-

culate time-averaged diffraction data for myoglobin. Three positional

coordinates and one isotropic temperature factor are then refined

against these simulated data; the refined parameters are compared with

the exact results obtained directly from the simulation and the sources

of error are analysed. It is found that the more mobile atoms in the

protein have multiple peaks in their distribution functions and that the

refinement program invariably fits only part of the distribution,

resulting in errors in the refined positions and under—estimation of the

temperature factors. The use of stereochemical and temperature factor

restraints is also examined. A surprising result is that positional

errors far the less mobile atoms are reduced if tight stereochemical

restraints are used. The restraints on temperature factors are found to
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be too restrictive, in keeping with the conclusions of Yu, Hendrickson

and Karplus (Yu et al., 1985).

Chapter (3). The Thermal Expansion of Myoglobin: This study is

based on 80K data collected by Parak and co-workers (Hartmann et al.,

1982) and on room temperature data collected by Petsko (Frauenfelder et

al., 1979) and Kuriyan (this thesis). Despite large errors in the 80K

data it is shown that a small, but systematic, expansion in the struc-

ture of the protein occurs, corresponding to an average increase of

0.204 in CaCa distances. One component of the expansion is simply an

overall increase in interatomic distances in the protein. Another com-

ponent is more local and is probably correlated with changes in the unit

cell between the two temperatures: the changes are such that the distri-

bution of intermolecular contacts is approximately preserved.

Chapter (4). The Structure and Refinement of CO-Myoglobin: The
structure of CO-myoglobin has been refined at a resolution of 1.51. This

chapter discusses the structure of the C0-ligand, and the local and glo—

bal changes in the protein structure induced by by the ligand. The

ligand binds to the protein in more than one conformation and is dis-

torted from the linear conformation seen in model compounds; part of the

strain is taken up by the protein and there are a number of local

changes around the ligand that lead to a larger binding cavity than in

deoxy-myoglobin. The iron is in the plane of the heme in CO-myoglobin.

This motion of 0.3-0.4% relative to its position in deoxy-myoglobin

results in a compaction of the proximal side of the protein. Finally, a

possible pathway for ligand entry into the binding cavity is indicated

by the alternate conformations found for an arginine sidechain near the
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distal histidine.

Chapter (5). Estimation of Errors in the Coordinates and Tempera-

ture Factors: This chapter deals with two problems. The first is the

estimation of errors in the refined parameters for a single crystal

structure and the second is the variation of temperature factors from

crystal to crystal due to changes in the static disorder. The errors in

a particular crystal structure are estimated by perturbing a refined

structure by energy minimization (without reference to the X-ray data)

and then continuing the X-ray refinement. Comparison of the final struc-

ture with the initial one allows an estimation of the errors in the

structure. This procedure also results in a structure which fits the

X-ray data as well as the intial structure, but has a lower internal

energy. The effect of static disorder is evaluated by comparing tempera-

ture factors obtained by refinement against data from different cry-

stals, including one which was used to collect both a met- and a CO-

myoglobin data set. It is found that static disorder can cause tempera-

ture factars to vary by 35-40% and that a simple translational disorder

model (i.e.. a constant offset in the temperature factors) is inadequate

to account for the observed effects.
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Chapter 2

The Effect of Anisotropy and Anharmonicity on

Protein CrystallographicRefinement: An Evaluation by Molecular

Dynamics

Abstract

Molecular dynamics simulations are used to evaluate the errors

introduced by anharmonicity and anisotropy in the structure and tempera-

ture factors of proteins obtained by refinement of X-ray diffraction

data. 25 ps and 300 ps simulations of met-myoglobin are used to generate

time-averaged diffraction data at 1.54 resolution. The crystallographic

restrained-parameter least-squares refinement program (PROLSQ, Konnert

and Hendrickson,1980) is used to refine models against these simulated

data. The resulting atomic positions and isotropic temperature factors

are compared with the average structure and fluctuations calculated

directly from the simulations. It is found that significant errors in

the atomic positions and fluctuations are introduced by the refinement

and that the errors increase with the magnitude of the atomic motions.

Of particular interest is the fact that the refinement generally

underestimates the atomic motions. Moreover, while the actual motions go

up to a mean-square value of about 53, the X-ray results never go above

approximately 23%. This systematic deviation in the motional parameters

appears to be due to the use of a single-site isotropic model for the

atomic fluctuations. Many atoms have multiple peaks in their probabil-

ity distribution functions. For some atoms the multiple peaks are seen

in difference electron density maps and it is possible to include these

in the refinement as disordered residues, However, for most atoms the
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refinement fits only one peak and neglects the rest, leading to the

observed errors in position and temperature factor. The use of strict

stereochemical restraints is inconsistent with the average dynamical

structure; nevertheless, refinement with tight restraints results in

structures that are comparable to those obtained with loose restraints

and better than those obtained with no restraints. The results support

the use of tight stereochemical restraints, but indicate that restraints

on the variation of temperature factors are too restrictive.
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I. Introduction

It is now recognized from a variety of experimental and theoretical

studies that significant atomic motions occur in macromolecules of bio-

logical interest. Information concerning both the magnitudes and the

time scales of the motions are available (Karplus and McCammon,

1981,1983). At room temperature thermal atomic displacements are in the

range of 0,2 to 2.0 i and vary significantly for different regions of

the protein; their time scale is from 0.1 to 50 picoseconds (ps) (with

the longer time scales generally associated with the large amplitudes).

The Debye-Waller (temperature) factors evaluated in X-ray crystallo-

graphic refinements of protein structures are an important source of

experimental data concerning the magnitudes of the fluctuations (Petsko

and Ringe, 1984); this is based on the identification of the temperature

factors with the mean-square fluctuations of individual atoms. With the

assumption of isotropic and harmonic motion, temperature factors for all

the non-hydrogen atoms have been determined for many proteins and some

examples are given by Artymiuk et al. (1979), Frauenfelder et al.

(1979), Watenpaugh et al. (1980), Takano and Dickerson (1981) and Sher-

iff et al. (1985).

It 1s clear, however, from molecular dynamics simulations that the

atomic motions are highly anisotropic (Karplus and McCammon,

(1981,1983), Northrup et al., (1981), van Gunsteren and Karplus,

(1982a), Ichiye and Karplus,(1985a,b)), and, at least for some of the

atoms, strongly anharmonic (Levy et al. (1985), Mao et al. (1982), van

Gunsteren and Karplus, (1982,a,b), Ichiye and Karplus, (1985a,b)). Since

neither of these deviations from the simple model are included in most
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X-ray determinations of the structures of macromolecules, it is of

interest to evaluate the errors introduced in the refinement process by

their neglect. Such errors can involve the positions of atoms as well as

their motional properties.

An evaluation of the errors is particulary important now that

improved data sets can be obtained for macromolecules and more attention

is being focused on deducing the motional properties by refinement of

this data. With the advent of new techniques such as the use of area-

detectors (Xuong et al., 1978), low-temperature crystallography (Hart-

mann et al., 1982) and intense X-ray sources avallable from synchrotrons

(Wilson et al., 1984), significant improvements in the quality of pro-

tein diffraction data are expected. For several small proteins, such as

bovine pancreatic trypsin inhibitor (BPTI), rubredoxin and crambin, the

reflections have already been measured out to 1.2 to 1.0 3 (Wlodawer, et

al. 1985, Watenpaugh et al. 1980, Teeter and Hendrickson, 1979) and it

is also possible to collect high resolution data (i.e. 1.2-1.0 i) for

larger proteins such as ribonuclease, lysozyme and myoglobin at low tem-

perature (R.F.Tilton and J.Dewan, personal communication). This will

make it possible to probe more deeply into the nature of protein motions

and their effects on the X-ray refinement procedure. For a few proteins,

anisotropic harmonic temperature factors have been introduced, resulting

in six thermal parameters per atom (for example, see Watenpaugh et al.,

1980). Anharmonic corrections have not been used for proteins, although

they have been employed in small molecule refinements (Zucker and

Schulz, 1983).

A direct experimental estimate of the errors resulting from the
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assumption of isotropic, harmonic temperature factors is difficult

because sufficient data are not yet available for protein crystals,

Moreover, any data set includes other errors which would obscure the

analysis, and the specific correlation of temperature factors and motion

1s complicated by the need to account for static disorder in the cry-

stal. As an alternative to an experimental analysis of the errors in

ref inement procedures for proteins, we describe here a theoretical

approach. The basic idea is to generate X-ray data from the results of a

molecular dynamics simulation of a protein and to use these data to

obtain a refined structure by standard methods. The error in the

analysis is determined by comparing the results obtained from the

ref inement procedure with the known average structure and the mean

square fluctuations of the original simulation. This type of comparison,

in which no real experimental results are used, avoids problems due to

inaccuracies in the measured data (exact calculated intensities are

used), crystal disorder (there is none in the model), and due to approx-

imations in the simulation (the simulation gives exact results for this

case). The only question about such a comparison is whether the atomic

motions found in the simulation are a meaningful representation of those

occurring in proteins. A variety of comparisons (Karplus and McCammon,

1981,1983, Levy and Keepers, 1985) suggest that molecular dynamics simu-

lations provide a reasonable picture of the motions inspite of the

errors in the potentials, neglect of the crystal environment and the

finite time classical trajectories used to obtain the results. However,

as already stated, these inaccuracies do not affect the exactness of the

computer "experiments” and their interpretation given in this paper.

This strategy for analysing a crystallographic refinement model is
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similar to that used previously to analyse N.M.R. relaxation models for

proteins (Levy et al., 1981).

A 25 picosecond (ps) molecular dynamics trajectory for myoglobin is

used to carry out the test of the refinement procedure outlined above;

the tests were also done using a 300ps trajectory of myoglobin, but the

results of the shorter simulation will be the focus of most of the dis—

cussion. The average structure and the mean square fluctuations from

that structure are calculated directly from the trajectory. To obtain

the average electron density, appropriate atomic electron distributions

are used for the individual atoms in each coordinate set in the trajec-

tory and averaged. Given the symmetry, unit cell dimensions and position

of the myoglobin molecule in the cell, average structure factors are

calculated as the Fourier transform of the averaged electron densities.

The resulting intensities at the Bragg reciprocal lattice points are

used as input data for the widely applied crystallographic program,

PROLSQ (Konnert and Hendrickson, 1980). The time-averaged atomic posi-

tions obtained from the simulation and a uniform temperature factor pro-

vide the initial model structure. The positions and an isotropic, har-

monic temperature factor for each atom are then refined iteratively

against the computer generated intensities in the standard way. PROLSQ

is a restrained-parameter least-squares refinement program, and the

refinements are done with tight, loose and no restraints on the parame-—

Ler s.

Differences between the refined results for the average atomic

positions and their mean square fluctuations and those obtained from the

molecular dynamics trajectory are due to errors introduced by the
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refinement procedure. Since these differences turn out to be significant

and systematic, the simulation results concerning the magnitude, aniso-

tropy, and anharmonicity of the motions are used to examine the source

of the errors in the refinement.

Sect. II outlines the methods used in this study. The approach used

to generate the X-ray intensities from the simulation results and the

details of the procedures employed for refining the data are described.

In Sect. III the results are presented and analysed. Emphasis is placed

on the atomic positions, the stereochemistry of the structure, and the

atomic motions. The conclusions are outlined in Sect. IV.
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II METHODS

Ila The Calculation of Diffraction Intensities for a Static Structure

For a perfect crystal with no thermal motion, the intensity of

scattered X-rays is proportional to the square of the Fourier transform

of the electron density in a unit cell (Woolfson, 1970). The Fourier

transform of the electron density is called the "structure factor”,

F(Q), where Q is the scattering vector, defined by:

2n(e-€,)
A = —

=1.

(1a)

where e and e are unit vectors along the directions of the wave vectors

of the incident and scattered radiation, respectively, and A is the

wavelength of the X-radiation. In terms of the reciprocal lattice vec-

tors. a’, b° and ec, Q is given by:

Q = *2n ( ha + kb +17) = 2n H (1b)

where h, k and 1 are not, in general, required to be integral and H is

the position vector in reciprocal space (Willis and Pryor, 1975). The

structure factor, F(Q), is thus given by:

iQ.rF(Q = [arp(rre (2)

where p(r) is the electron density at r and the integral is over the

unit cell. In most crystallographic applications the molecular electron

density is approximated by a superposition of the electron densities of

the individual atoms. The electron density at a point r in the unit cell

is then given by:

N
p(ry = % p,(r-r,)

jo 1 ~~
+

%  )

where the sum runs over the N atoms of the one or more molecules in the
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asymmetric unit of the unit cell, and pylr-r,) is the electron density

at r due to an atom at r.. Substituting Eq. (3) in Eq. (2) above we

obtaia:

BW {Q) iQ.rdrp,(r-r Je =~3 Josyeor,
il iQ.r,
2. f1(Qe}

(4a)

whwhere £,.(Q is the atomic scattering factor of the ite atom:

£,(@ = [ap (peE
The atomic electron densities are obtained from ab-initio quantum

mechanical calculations and are Fourier transformed to obtain atomic

scattering factors. These atomic scattering factors are, in general,

complicated anisotropic expressions and a further simplification is

made by fitting a simple analytic, isotropic function to the ab—-initio

scattering factors. The most commonly used form is a sum of two to four

gaussians plw a constant. Defining s = lal we have

n -b ot
f(s) = § ae

a=1 ©
 $+ Te )

The parameters a, b, and c are obtained by a least-squares fit to the

ab-initio scattering factors, Parameters for a large number of atoms

and ions are available for fits using two gaussians (Moore,1963) and

four gaussians (International Tables for X-ray Crystallography, 1969).

We note that the electron density corresponding to the scattering factor

in Eq. § is a sum of gaussians plus a delta function centered at the

position of the atom.

At the current resolution limits of crystallographic data on pro-



- 62

teins, Eqns. (4) and (5) are of sufficient accuracy (F.H. Moore,1963)

and so the structure factors can be readily computed as a sum of isotro-

plc atomic scattering factors and phase factors (Eqn. 4). Such a calcu-

lation, referred to as a direct summation, is very expensive for large

molecules (Ten Eyck, 1973, Agarwal, 1978); it takes about one half hour

on a VAX 11/780 for a 1.5% resolution calculation on myoglobin. We take

an alternative approach, which is to use fast Fourier transform (FFT)

algorithms to calculate structure factors. Programs to do this have been

available since about 1973 (Ten Eyck 1973,1977, Agarwal, 1978). Such a

calculation proceeds in two steps. The first is the calculation of the

electron density in the asymmetric unit of the molecule from a superpo-

sition of atomic electron densities and the construction of an electron

density grid. In the second step the structure factors are calculated

by a finite discrete Fourier transform of the electron density grid

using FFT algorithms, In the available programs (Ten Eyck,1977) the

atomic electron densities used are obtained from the atomic scattering

factors of Moore (1963) which are in the form of two gaussians plus a

constant. Direct Fourier tranformation of Eqn. (5) to obtain an expres-

sion for the electron density would introduce a delta function into the

the expression. To avoid this, a psuedo-temperature factor, B,, is added

to each atom. This psuedo-temperature factor can be scaled out of the

structure factors after the Fourier transformation, and its inclusion is

also important for reducing aliasing errors due to the discrete sam-

pling of the electron density (Ten Eyck, 1977). The resulting model for

the atomic electron density is

~(y )
a 2

5 a exp| - ar._
3 2

a=l o¢ oc
a a

3
~ |° |

(6)
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b +B2 0
where a, b, and ¢ are the same as in Eq. 5 and oo = —&amp;— anda 4n

2 B,
Ss = an These methods are described in detail by Ten Eyck

(1973,1977) and by Agarwal (1978), and hence need not be discussed

further here.

IIb X-ray Intensities from a Molecular Dynamics Simulation

X-rays scattered from a crystal can be considered as having two

components. One of them, usually referred to as the Bragg scatter,

exists only at scattering angles that satisfy Bragg’s Law and gives rise

to the discrete spots observed in diffraction photographs (Willis and

Pryor, 1975, see also Appendix 1). The intensity of the Bragg scatter

is proportional to the square of the Fourier transform of the average

electron density in a unit cell (Stewart and Feil, 1980). The other com-

ponent is not restricted to the reciprocal lattice points and is

referred to as "thermal diffuse scatter” (Willis and Pryor,1975, Amoros

and Amoros, 1968), and to compute this one would need information about

the correlations of the motions of atoms in one unit cell with those in

another, Diffuse scatter also arises due to disorder in the crystal

(Amoros and Amoros, 1968) and, though observed in protein crystals (Wil-

son et al., 1983), its effects are generally ignored in processing and

analysing the data. The only way in which the effects of thermal motion

on X-ray diffraction data are included for protein crystals is by

assuming that the average electron density associated with a given atom

is not that obtained if the atom were fixed in position (Eq. 6);

instead, it is given by a convolution of the fixed density with a posi-

tional probability distribution function arising from the motion of the
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atom. These distribution functions, also called "thermal smearing func-

tions” (Willis and Pryor, 1975), are the Fourier transforms of the

atomic Debye-Waller factors.

In the computer "experiment” to be described here, we calculate

average intensities by using a molecular dynamics simulation, which

ylelds a trajectory that gives the position of every atom in the protein

as a function of time (Karplus and McCammon, 1981,1983). The electron

density for a given coordinate set is calculated by use of Eq. 6 for

each atom and the resulting electron densities are averaged over the

coordinate sets from the trajectory. It is important to note that no

assumed model for the probability distribution functions of the atomic

motions is used in this calculation. The averaging of the electron den-

sities over the trajectory is equivalent to convoluting the static elec-

tron density with the probability distribution functions obtained from

the simulation. This is equivalent to calculating structure factors from

coordinate sets sampled from the simulation and averaging them:

I(Q) a  [arcpie)&gt;et@-El »{1%

||
Eqn. 7 is valid if it 1s assumed that there 1s no correlation in the

motions of different protein molecules in the crystal (see Appendix 1).

This assumption, which corresponds to neglecting thermal diffuse

scattering, is the standard one made in crystal structure refinements

(Willis and Pryor, 1975). An alternative limiting assumption would be

that all protein motions are moving in phase, i.e. that at every instant

the molecules in the crystal are all identical and they all evolve
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identically in time (Appendix 1). The correlated motion assumption

yields an intensity of the form:

IQ) a &lt;|F@]|"&gt; (8)

We calculated structure factors between 10.04 and 1.54 using both Eqn. 7

and Eqn. 8. The crystallographic R-factor, R, is commonly used to indi-

cate the quality of agreement between two sets of structure factors:

sr @l-F,@1|
. 2, 1 {4

The R-factor between structure factors calculated from a 25 ps simula-

tion of myoglobin using Eqn. 7 and Eqn. 8 is 36% (Appendix 1). This is

obviously an extreme case, but does suggest that correlations may some-

times be important. Unfortunately the intermediate case is difficult to

treat for proteins, though it may be approached by analysis of the lat-

tice modes of crystals. As stated earlier, we follow standard practise

and neglect all correlations between unit cells in calculating structure

factors; i.e., we use Eqn. 7 for the calculation of data described in

this paper to approach most closely the procedure usually followed in

protein X-ray refinements.

We decided to do our "experiment” at a resolution of 1.58 as this

is comparable to the resolution of the best X-ray data currently avail-

able for proteins the size of myoglobin (Kuriyan et al., 1985a, Phil-

l1ips,1980). The myoglobin molecule was placed in a crystal lattice of

monoclinic system with the symmetry of space group P2,, and with one

molecule in the asymmetric unit. The unit cell was assumed to have

parameters a = 64.31%, b = 30.858, ¢ = 34.85%, « = 90.0".
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0 0
 Pp = 105.85, and y = 90.0 , corresponding to the experimental

parameters for met-myoglobin at 300K (Hartmann et al.,1982). The struc-

ture factors also depend on the orientation and position of the molecule

in the unit cell. To make the situation comparable to the experimental

one, the average structure from the dynamics was superimposed, by

least-squares, on the experimental structure at 300 K. A small transla-

tion of 0.352% along a, -0.0064 along b, 0.117% along c was obtained and

applied to all the coordinate sets sampled from the simulation.

Given this space group, unit cell and orientation of the molecule

in the unit cell, there are about 22000 unique structure factors (not

including Friedel pairs) between 10.04 and 1.58. Calculation of these

structure factors for one structure fram the simulation using FFT's

takes about 5 minutes, which is about 6 times faster than the direct

summation. However, much greater savings in computer time can be

achieved in calculating the averaged structure factors because the elec-

tron density calculation is fast (about 1.5 minutes per structure) and,

instead of averaging structure factors, we can average electron density

and then do just one Fourier transform at the end.

A program written by L.F.Ten Eyck was used (Ten Eyck,1977). It

employs Eqn. 6 to calculate atomic electron densities; they are superim-

posed to get the molecular electron density, from which the electron

density in the asymmetric unit of the unit cell is calculated. The elec-

tron density was sampled on a grid with 160 grid points along a, 88

along b, and 88 along c. In the P2, space group only half of the unit

cell along b needs to be included. The sampling intervals used are much
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finer than the recommended interval of one-third the minimal inter-

planar spacing of the data (0.58 in this case). This, along with a

pseudo—-temperature factor of 204° added to each atom (see Eq. 6),

serves to reduce errors due to finite sampling (Ten Eyck, 1977).

Structure factors were calculated from the electron density grid by use

of a set of FFT subroutines written by L. F. Ten Eyck and modified by G.

Bricogne (Ten Evck, 1973, 1977).

The refinement program used in this work, PROLSQ (Konnert and Hen-—

drickson,1980), uses a 4-gaussian form for the atomic scattering factors

rather than the 2-gaussian form built into the FFT calculations. The

2-gaussian form is preferable in the electron density calculation as it

leads to significant enhancement in the speed of the calculation. The

refinement program also computes structure factors by direct summation

(Eqn. 4) as the derivatives are more easily obtainable this way. To

estimate errors introduced by these discrepancies between the two pro-

grams, R—-factors between structure factors calculated using 2 and 4

gaussians and by the FFT program and by direct summation were calcu-

lated. The R-factor between the FFT and direct summation structure fac-

tors using a 2-gaussian electron density model in both cases is 0.64% .

With a 4-gaussian model in the direct summation and a 2-gaussian model

in the FFT the R-factor is 0.79%. These errors are negligible. Thus it

was concluded that no significant advantage would be gained by using the

four-gaussian form in the electron density calculation.
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ilc The Simulation used and the X-ray Data Sets Generated

Most of the work reported here is based on a 25 picosecond (ps)

segment of a 50 ps simulation of myoglobin. Some results are also

presented for refinement of data generated from a 300 ps simulation of

myoglobin. Both simulations were calculated with a version of the CHARMM

program (Brooks et al., 1984). They used identical initial structures

and parameters and have been described previously (Levy et. al, 1985).

The initial coordinates for the simulation were obtained from a refined

crystal structure of met-myoglobin at 250 K (Frauenfelder et al., 1979).

The model for the protein included hydrogens only for methyl groups and

the total system simulated included 1423 atoms (1217 non-hydrogen pro—

tein atoms, 162 methyl hydrogens, 43 heme atoms and one water bound to

the iron). No solvent molecules were included, The average temperature

of the simulations was 298K (Levy et al., 1985). No hydrogens were

included in the structure factor calculations.

The 25 ps simulation was sampled at intervals of both 0.25 ps and

0.05 ps. While sampling the simulation every 0.25 ps the structure fac-

tors were calculated and averaged in two different ways, as an internal

check. In one case structure factors were calculated for all the 100

molecules sampled from the trajectory, i.e. 100 electron density calcu-

lations and Fourier transformations were done to obtain the modulus of

the complex mean structure factors. In the other case, the structure

factors were calculated by averaging the electron density and doing only

one Fourier transform on the averaged electron density. The R-factor

between structure factors calculated in the two different ways is 1.6%

(at 1.5% resolution). Each fast Fourier transform introduces a small
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error due to finite sampling of the electron density (Ten Eyck, 1977)

and the second method, which involves only one Fourier transform instead

of 100, is expected to be more accurate. However, the differences found

here are small compared to the final R-factors of the refined struc-

tures. The structure factors calculated using 100 FFT's were used in

two of the refinements that follow and will referred to as the

[&gt;] 025set.

The 25 ps simulation was also sampled every 0.05 ps and the aver-

aged electron density obtained from the 500 coordinate sets was used to

generate structure factors. This set is referred to as the | F&gt;] 0-03

data set. Comparison of the |F&gt;] 023 and | F503 sets allows us to

check that that the results obtained using the |&lt;F&gt;|%°2° set were not

biased by poor sampling of the trajectory. The | &lt;p&gt;] 0-03 data set was

used for four of the refinements reported below. The R-factor between

data calculated using sampling intervals of 0.25 ps and 0.05 ps is 3.2%

(at 1.58 resolution). Thus, a small error is introduced by the coarser

sampling, but again this is well below the final R-factors of any of the

refinements. A 0.25ps sampling interval is adequate to calculate the

structure factors. Finally the entire 300 ps of the longer trajectory

was sampled every 0.25 ps and the average electron density was deter-

mined from 1200 coordinate sets sampled from the simulation. Structure

factors were calculated by Fourier transformation of the average density

and this data set, which is referred to as the |&lt;F&gt;]3%0 set, was used

for one of the refinements reported below.
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11d Modelling Thermal Motion in Crystallographic Refinement

As mentioned earlier, most refinements of protein structures made

to date assume a harmonic, isotropic model for the probability distribu-

tion functions. This leads to the following expression for the time

averaged structure factors (Willis and Pryor, 1975):

N 1Q.&lt;p&gt;Wi(Q)FQ = Ef(Qe Je
j=1

- 1.1;

where, as before, £,(Q is the atomic scattering factor and ry» is the
th W.(Q)

average position of the j atom. The term e is the atomic Debye-

Waller factor and in the isotropic case W.(Q) is given by

1 2 3 8 2 3 3Ww = -= = -5(@ saz lal 37 (ArOs (11)
where Ar’ is the mean-square fluctuation of the j-th atom and

lal, The term : nar) is referred to as By the atomic B-factor

or temperature factor (Willis and Pryor, 1975). Eqn. 10 is a very dif-

ferent type of model from the approach used in the dynamics in that

instead of a full averaging of the atomic electron density, as in the

dynamics, averages of the position, r.&gt;, and the mean-square fluctua-

tion, ar are introduced. The average intensity at a reciprocal lat-

tice point, which is what is measured, is proportional to the absolute

value squared of the structure factor (Eqn. 7):

1 Q) a |e &gt;? (12°

Ile Least Squares Refinement

The standard crystallographic refinement process iteratively

improves the agreement between the structure factors calculated from a



71

model structure and those derived from the measured X-ray intensities.

This is done by varying parameters in the model based on solutions to

the linearized least squares formulation of the problem (Konnert,1976).

The function &amp; minimized is of the form:

22 w@ llr @|-Ir ll
where IF,| is the experimental amplitude of the structure factor and

3 {13

Fl 1s that calculated from the model (Eqn. 7). w(Q) is the weight

assigned to the structure factor. As discussed below, Eqn. (13) is gen-

erally modified in protein refinements to allow for the introduction of

restraints on the structure.

All the refinements reported in this work were done using the

restrained-parameter least squares program PROLSQ of Konnert and Hen-

drickson (1980). Four parameters were refined for every non-hydrogen atom

in met-myoglobin: three cartesian coordinates and one isotropic tempera-

ture factor. The neglect of hydrogens is not an approximation in this

work, as no hydrogens were included in the calculation of structure fac-

tors.

The initial model used in all cases was the averaged structure fram

the molecular dynamics simulation. The average coordinates obtained by

sampling at 0.05ps and 0.25ps were identical to within 0.01} and so

just one structure was used as the initial model for all the refinements

of the 25ps data. The dynamical average structure obtained by sampling

the simulation every 0.25 ps was used as the initial structure for

refinement of the 300 ps data. A uniform temperature factor was

assigned to all the atoms at the start of the refinements.
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IIf The use of restraints in refinement

While refining a protein structure it is usually the case that the

number of structure factors experimentally measured is not enough to

ensure that the refinement will be well behaved at the desired resolu-

tion. This point has been discussed in detail by Konnert and Hendrick-

son (1980), who include stereochemical data as additional information

available to the refinement program. Table 1 shows the ratio of parame-

ters to observables for myoglobin at various minimal inter-planar spac-

ings for various numbers of refinement parameters, Fram this table it

can be seen that for isotropic B-refinement at 1.53 resolution, the

number of independant data points exceeds the number of variable parame-—

ters by a factor of 4.3, Thus it should be possible to refine coordi-

nates and isotropic temperature factors for each atom without neces-

sarily resorting to restraints.Though this is shown to be possible in

this work, it 1s much more difficult with experimental data where

errors in the measurements often limit the number of reliable data.

To incorporate stereochemical restraints, PROLSQ requires a dic-

tionary of ideal amino-acid structures. The stereochemical restraints

include 1-2 distance restraints for the bonds, 1-3 distance restraints

for the angles, planarity restraints, torsional restraints and non-

bonded contact restraints (Hendrickson, 1980, Hendrickson and Konnert

1980), In addition to these, the variation of the temperature factors of

atoms that are bonded to each other or to the same third atom are res-—

trained to lie within specified values (Konnert and Hendrickson, 1980).

Finally, the program also restrains the calculated shifts in the parame-—

ters. The restraints are added to the observational equation as
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additional "observations” and so the function that is minimized is:

) w@llF @] - |r (@ i] (14&gt;

A

ry

where w(Q), the weight assigned to the structure factors, varies

linearly with |Q| so that low resolution structure factors are weighted

more than high resolution ones (Eqn. 14, Hendrickson,1980):

dvd) = a -B (s- 7) (15)

with s = lal, The value of «a controls the weight assigned to the

structure factor data relative to the restraint terms as a whole, while

B controls the weight assigned to the higher resolution data relative to

the lower resolution data. y is the value of s at which the line defined

by Eqn. 15 is pivoted, and a value of ru. was used in all the refine-

ments described here (Hendrickson and Konnert, 1980, Hendrickson, 1980).

The values of aand B are set by trial and error during the course of a

refinement (Hendrickson, 1980). A is the deviation of a restrained

parameter from its ideal value and w, is the weight assigned to the res-

traint. The weights on restraints used in this work are listed in Table

2a, and these are similar to the values suggested by Hendrickson (1980)

and used in previous refinements of myoglobin (Frauenfelder et al.,1979,

Hartmann et al., 1982, Kurivan et al., 1985a).

The weights can be thought of as the inverse of the expected vari-

ance of A and their values can be changed to "tighten” or "loosen’ any

particular stereochemical restraint. In practice these values are used

as target values for the observed values of A and the overall weights on

the restraints are varied so as to make the refined structure conform to



74

these target values (Hendrickson, (1980), Kuriyan et al., (1985a)).

This can be done by varying the relative weights of the structure fac-

tors and the restraints during the course of the refinement by changing

the value of a in Eqn. 14, thus controlling how much the model is

forced to adhere to the restraints. One indication of the tightness of

the restraints is the deviation of 1-2, 1-3 and 1-4 distances from their

ideal values, A 1-2, 1-3 or 1-4 distance for which lal is more than 2w

shall be referred to as a "deviant distance”.

The ideal values for the stereochemical parameters are derived from

crystal structures of =mall molecules. The large amplitude motions

observed in protein crystals, both in simulation results and in refined

temperature factors (Karplus and McCammon, 1981,1983, Petsko and Ringe,

1984) might be expected to cause the average structure to exhibit devi-

ant stereochemistry (Karplus, 1981). The bias introduced by restraining

parameters is examined by doing refinements with loose restraints, tight

restraints and no restraints on the coordinates and temperature factors.

Another possible cause for deviations between the stereochemical parame-

ters in the dynamics average structure and the ideal structure is that

the parameters used in the molecular dynamics simulation, which deter-

mine the equilibrium values of the individual internal coordinates of

the molecule, are different from those used in the refinement. This

point is discussed further in the Results section.
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1Ig The Refinements

i) Refinement against | &lt;p&gt;] 023 data with loose restraints.

The initial atomic positions used as input to the refinement pro-

gram were the average positions from the simulation. Only coordinates

were refined for the initial model at 2.04 resolution with a constant

overall temperature factor of 2.0 32, The R-factor dropped from 37% to

23.7% in 7 cycles. At this stage the overall temperature factor was set

to 13.5 82 , which is the value at which the R-factor is at a minimum,

and the refinement was continued at 2.08 resolution, Merely increasing

the temperature factors from 2.0 32 to 13.542 lowered the R-factor from

23.7% to 19.2%. Then 8 further cycles of coordinate and individual tem-

perature factor refinement lowered the R-factor to 13.0% at which stage

the refinement had reached apparent convergence.

Initially, tight restraints were kept on the stereochemistry and

the number of deviant distances dropped to 171 from 1093 (see Table 3).

For the 1.5% resolution refinement, where the ratio of observations to

variable parameters was greater, the weights on the stereochemical res-

traints were relaxed and kept very loose (by increasing the value of «a

in Eqn. 15.) and the number of deviant distances increased at every

cycle. In eight cycles the R-factor had dropped to 13.6% with 1372 devi-

ant distances, At this point the R-factor did not change on continuing

the refinement, and the coordinates and temperature factors were saved

for analysis. The R-factors in various resolution shells for the dif-

ferent refinements are reported in Table 4. Final coordinates and tem-

perature factors from this set will be referred to as the F&gt;0:25 set.
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ii) Refinement against | F&gt;| 0-25 data with no restraints.

In this case the weights on all stereochemical and temperature-

factor restraints were set to zero. The refinement was started by

including all the data between 10.04 and 1.58 and the initial model was

the dynamics structure with an overall temperature factor of 15.0 2 .

The initial R-factor was 37.0% at 1.58. The number of deviant distances

increased to about 2000 in a few steps and then stayed more or less con-

stant throughout the refinement. In fourteen cycles the refinement

reached apparent convergence at an R-factor of 13.6%, with 2004 deviant

distances (see Table 3). Coordinates and temperature factors from this

0.25
refinement will be referred to as the F) nrestr set.

iii) Refinement against |¢F&gt;] 0-03 data with loose restraints:

The refinement was started with an overall temperature factor of

1542 and initially only data to 2.08 were included. 10 cycles of

least-squares refinement reduced the R-factor to 10.5% with 1326 deviant

distances. At this stage data to 1.5% were included and 9 more cycles of

refinement dropped the R-factor to 13.6%, with 1391 deviant distances.

Two further cycles of refinement resulted in no change in the R-factor

and the refinement was stopped. Final coordinates and temperature fac-

tors from this refinement will be referred to as the &lt;F y0.08 set.

iv) Refinement against |F&gt;|0-03 data with tight restraints:

This refinement was a continuation of the previous one with greater

welghts on the restraints. The R-factor increased from 13.6% to 16.6%
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but the number of deviant distances dropped from 1391 to 157. This

structure will be referred to as the E00 structure.

Vv) Refinement against |&lt;F&gt;|?*®% data with no restraints:

Ref inement was started at 1.58 and 14 cycles dropped the R-factor

to 12.9% from 37%. Three further cycles of refinement resulted in no

change in the R-factor and the final structure, with 1865 deviant dis-

0.05
tances, will be referred to as the FD nrestr structure.

vi) Refinement against | gy] 0:03 data with alternate conformations

Difference electron density maps with coefficients (2F -F exp (ic)
(Blundell and Johnson, 1976) were examined on an Evans and Sutherland

PS300 graphics system using the software FRODO (Jones, 1982). The

phases, a. and the model structure factors, Fo» were calculated from

the F295 structure. F_ is the amplitude of the observed structure

factor, i.e. the "experimental” data obtained from the simulation. On

the basis of the difference maps alone, ten residues showed clear indi-

cations of conformational disorder in their sidechains and these were

modelled by two conformations for each of the residues. In all cases

only two conformations were built and these differed only from the g,

atom outwards.

Only one variable occupancy factor was refined for each residue

with alternate conformations. All the atoms belonging to one conforma-

tions were constrained to have the same occupancy and the occupancies of

the two alternate conformations were constrained to add up to 1.0. The

refinement was started with equal weights and temperature factors
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assigned to all atoms with alternate conformations. All other atoms had

the same parameters as at the end of the F&gt;0:95 ref inement. Stereo—

chemical restraints were applied to all the atoms and refinement was

started at 2.0% to allow the atomic positions to adjust. 9 cycles of

refinement lowered the R-factor from 11.5 to 8.0%, with 1452 deviant

distances. Data to 1.5% were included at this point and a further 8

cycles of refinement lowered the R-factor from 14.1% to 12.6%. The R-

factor would not drop on continuing the refinement and the process was

stopped. The coordinates and temperature factors from this refinement

0.05
will be referred to as the F221toonf set.

vii) Refinement against 300 ps data with loose restraints:

The initial model structure was the average structure from the 300

ps trajectory with a uniform temperature factor of 15 R* assigned to

each atom. The first few cycles of refinement included data between

10.08 and 2.04, this was later extended to include all the data between

10.0% and 1.53. 21 cycles of refinement with very loose restraints

finally reduced the R-factor to 21.5% at which point the R-factor would

not drop further. The refinement was stopped and coordinates and tem-

perature factors saved for analysis; they are referred to as the (F300

nw bh «
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III RESULTS AND DISCUSSION

IIIa The R—factors of the refined structures

The R-factor (Eqn. 9) is the most commonly used indicator of the

quality of a refined model and the final R-factors of the six refine-

ments of the 25ps data are compared in Tables 3 and 4. The R-factors

range from 12.6% for the refinement with loose restraints and ten alter-

nate conformations, to 16.6% for the refinement with tight restraints.

Refinements with both loose restraints and with no restraints lead to

similar R-factors, while tight restraints increase the R-factor by about

3%. On comparing these values with the R-factor of 19.2% obtained using

the average dynamics structure (with isotropic atomic temperature fac-

tors calculated from the exact mean-square fluctuations fram the simula-

tion, using eqns. 10 and 11) we see that the average dynamics structure

and exact, isotropic, fluctuations do not yield the best fit to the

structure factor data.

The refined R-factors are all higher than the experimental refined

R-factors for small molecules, which are usually less than 5% (Dun-

itz,1979), but they are slightly lower than experimental refined R-

factors found for most proteins. A recent X-ray refinement of CO-

myoglobin, for example, resulted in R-factors of 16.5% for a structure

with loose restraints and several alternate conformations and 18.7% for

a structure with tight restraints (Kuriyan et al., 1985a). Comparisons

of R-factors should be treated with caution, however, because the R-

factor depends on the resolution of the data (usually increasing with

higher resolution data) and the ratio of observables to parameters,

Decreasing the ratio of observables to variable parameters, either by
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increasing the complexity of the refinement model or by not including

all the unique structure factor data at a particular resolution (usually

because of experimental uncertainty), generally results in a decrease in

the R-factor (Hirshfeld and Rabinovich, 1973). The CO-myoglobin model

(Kuriyan et al.,1985a) was refined against only 10,449 unique structure

factors between 10.08 and 1.54 with an observations to parameters ratio

of 1.87 whereas in the refinements reported here all the 21942 unique

structure factors between the same resolution limits were included

resulting in an observations to parameters ratio of 4.35. The R-factors

from the two refinements are therefore not strictly comparable; the R-

factors reported in this work are expected to be higher than those that

would be obtained from refinements done on a smaller subset of the same

structure factors (Hirshfeld and Rabinovich, 1973).

The high R-factors that are the converged limits of all the refine-

ments appear to be due to the neglect of the anharmonic, anisotropic

nature of the atomic fluctuations in the refinement program. That they

are not due to any kind of problem with the least-squares algorithm

itself is demonstrated both by the high R-factor of the average dynamics

structure with exact B-factors from the simulation and also by test

refinements carried out on structure factor data generated from struc-

tures with isotropic B-factors (Kuriyan, unpublished). Refinement

against test data generated from single structures with isotropic and

harmonic fluctuations always converge rapidly to a low R-factor (less

than 1.0%) and yield refined structures virtually identical to the

structures used to generate the data. The refined temperature factors

are sometimes in error by a constant amount, but this is easily detected
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and can be corrected by calculating the R-factor as a function of

overall shifts in the B-factor (Kuriyan, unpublished).

The final R-factor of 21.5 % for the refinement of the 300ps data

is significantly higher than any of the R-factors for the 25ps data. The

mean-square fluctuations of the atoms over the 300ps period are roughly

twice as great as the fluctuations over a 25ps period (see Table 5) and

the structure seems to undergo some global changes over the longer time

period (Levy et al., 1985); thus, the higher R-factor is probably due to

the isotropic, harmonic model being even less applicable to the simula-

tion results for the long time-scale. We have not investigated whether

the R-factor can be lowered by modelling disordered regions of the pro—

tein.

IIIb Restraints on Stereochemistry and Temperature Factors

The bond and angle terms are the most important of the stereochemi-

cal restraints. In PROLSQ they are both given as distance restraints,

1-2 bonded distances being restrained for the bonds and 1-3 angle dis-

tances being restrained for the angles. To assess the effect of dynamics

on the ideality of the bonds and angles, the distances were calculated

From the simulation in two different ways. In the first case the dis

tances were calculated from the average dynamics structure, i.e:

d = -13° EX wy]
and in the second case the distances were calculated fram structures

sampled every 0.05 ps from the simule:ion. and then averaged

~~ st &gt;= es rs] (17)
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The average deviations and root mean square deviations of the dis—

tances for various classes of atoms from their ideal values (as defined

by the PROLSQ dictionary) are shown in Table 2. It is seen that the

average and the root mean square of the deviations from ideality for all

distances is about a factor of 10 larger for the average structure than

for structures sampled from the simulation. The average deviations indi-

cate that the bonds and angles are systematically smaller in the average

structure than in the ideal dictionary. The deviations are smallest, in

both cases, for the backbone atoms, and largest for atoms more than two

atoms along the side chain. Comparing the root mean square (r.m.s,)

deviations for sidechain distances with the weights used in refinement,

r.m.s. deviations in the average structure are about a factor of 10

higher than the standard deviations implicit in the weights. The devia-

tions from ideality for the two different averages were also calculated

explicitly for the bond angles (instead of just the 1-3 distance) and

these results are also given in Table 2.

Fig. la shows the deviations, for both kinds of averages, as a

function of residue number for bonds between sidechain atoms. Except for

one or two residues, both averages yield uniformly low deviations (less

than about 0.04 5 for backbone bonds. For sidechain bonds the devia-

tions calculated from averages over the simulation are still uniformly

low, but those calculated from the average structure have a much larger

deviation, ranging from about 0.1% to 0.84 (see Fig la). The result for

bond angles are very aimilar, with backbone angles deviating less than

34° for both averages, but with sidechain angles deviating as much as

40°-50° in the average structure.
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In all cases the r.m.s. deviations in structures sampled fram the

simulation are smaller than or equal to the target r.m.s. deviations

from ideality (see Table 3) despite the fact that individual structures

exhibit fluctuations in the internal coordinates. This indicates that

the equilibrium values for bonds, angles, etc. in the CHARMM potential

(Brooks et al., 1983) are not significantly different, as far as res-

traints in the refinement is concerned, from the ideal values in the

PROLSQ dictionary. As expected, the regions of the protein with large

deviations in geometry in the average structure correlate well with

regions of the protein with high mobility in the simulation, (cf. Fig.

"y.

It is clear fram this analysis that if there are large scale

motions ocurring in the protein it may be inappropriate to impose

strict stereochemical restraints (Karplus, 1981, Yu et al., 1985). If

the average dynamical structure is considered to be the correct struc-

ture, then refinement with large weights on the sterochemical restraints

would clearly lead to deviations from the average structure, The r.m.s.

values of A (see eqn. 14) for four of the most important classes of res-

traints are shown in Table 2 for the average dynamical structure as well

as for the various refined structures. For 1-2, 1-3 and 1-4 distance

restraints and for planarity restraints the r.m.s. values of A are 0.15

i, 0.208, 0.161 and 0.044 respectively in the average structure, as com-

pared to 0.093%, 0.108, 0.108 and 0.05% in the loosely restrained struc-

tures and 0.17%, 0.201%, 0.181 and 0.104 in the unrestrained structures.

For the tightly restrained structure the values of A are less than or

equal to the target values of 0.031, 0.041, 0.0524 and 0.0258.
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The major difference between the structures obtained from refine-

ments with loose restraints and no restraints is that very large devia-

tions in geometry are absent in the former structure; for example, the

r.m.sS. deviation from ideality for sidechain angles is 9.9° in the

loosely restrained structure and 20.15° in the unrestrained structure.

Apart from the restraints on stereochemistry, the refinement pro-

cedure also imposes restraints on the absolute differences between the

temperature factors of atoms that are bonded together (1-2 pairs) or

bonded to the same third atom (1-3 pairs) (Konnert and Hendrickson,

1980). Based on an analysis of a 30ps molecular dynamics simulation of

bovine pancreatic trypsin inhibitor (BPTI), Yu et al. (1985) support

the use of these restraints but indicate that they are about twice as

restrictive as they should be.

Let A=¢|B_-B, |&gt; where B_ and By, are the temperature factors of the

two atoms in a 1-2 or 1-3 pair. The average values and standard devia-

tions of A for 1-2 and 1-3 pairs between backbone and sidechain atoms

are shown in Table 6 for the exact results from the simulation as well

as for the refined structures. The variation of temperature factors is

lowest for backbone atoms, as expected, and the exact simulation results

show a very large difference between backbone atoms and sidechain atoms.

For backbone 1-2 pairs A is 2.87 i? while for sidechain 1-2 pairs A is

8.58 3, The restraint value of A is 1.08” for backbone and sidechain

1-2 pairs and 1.58" for backbone and sidechain 1-3 pairs (Hendrickson

and Konnert, 1980, Hendrickson, 1980). This results in the restrained

refinements having values of A that are much lower than the exact

results (see Table 6). For the unrestrained refinements, the backbone
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values of A are relatively close to the exact results. However, for

sidechain pairs the refined values of A are only half as much as the

exact values even though no restraints were placed on them. As we show

below, this 1s consistent with a general trend that is seen in the

values of the fluctuations obtained from the refinements.

IIIc Errors in atomic positions

Root mean square deviations between all the refined structures and

the dynamical average structure, as well as deviations between the

refined structures themselves, are shown in Table 7. The overall r.m.s.

error in atomic positions ranges from 0.24% to 0.29% in the various

structures. The errors in backbone positions (0.10-0.203) are less than

for sidechain atoms (0.28-0.333% r.m.s8.). These backbone errors, though

small, are comparable to the r.m.s8. deviation of 0.21% between the posi-

tions of the backbone atoms in the refined experimental structures of

Oxy— and CO- myoglobin (Phillips, 1980, Kuriyan et al., 1985a).

The structures from the two loosely restrained refinements are very

similar to each other as are the two structures from the unrestrained

refinements. For both backbone and sidechain atoms the unrestrained

refinement results in larger positional errors than the restrained

refinement, which is surprising because one might have expected that

imposing stereochemical restraints would move the atoms further away

from the dynamical average than the unrestrained refinement; the origin

of this effect is discussed below. Some backbone atoms in the latter

refinement are in error by as much as 0.58 and some sidechain atoms in

both refinements are in error by as much as 1.08.
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The shifts in atomic positions introduced by tightening the res-

traints in the refinement (0.09% r.m.s8. for the backbone and 0.13%

r.m.s, for the sidechains) is seen to be =maller than the differences

between any of the other refined structures and the average dynamical

structure, and is comparable to the differences between the two loosely

restrained structures. Most importantly, the refinement with tight res-

traints actually results in the lowest r.m.s. error in backbone posi-

tions (0.103). The errors in sidechain positions for this structure are

comparable to those in the loosely restrained refinements (0.311) and

slightly less than the errors in the unrestrainted refinements. Refine-

ment with tight restraints results in a structure having, as expected,

stereochemical parameters very much closer to their ideal values than

for any other refined structure; yet this structure is as good as or

better than structures obtained from refinements with loose restraints

or no restraints. The correct average structure is not obtained in any

of the refinements.

The positional errors are not uniform over the whole structure,

These are plotted as a function of residue number for a loosely res-

trained ref inement (&lt;F &gt; So) and an unrestrained refinement
0.05

(&lt;F&gt; nrestr’ in Fig. 1. There is a strong correlation between positional

error and the magnitude of the mean square fluctuation for an atom, with

certain regions of the protein, such as loops and external sidechains,

having greater errors in refined position. We define a local principal

axis coordinate system for each atom, which is the coordinate frame in

which the fluctuation second moment tensor is diagonal(Willis and Pryor,

1975). The principal X-axis is taken as the axis along which the fluc-
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tuations are the largest and the Z-axis is taken as that along which the

fluctuations are the smallest. In Fig. 2(a) the dependance of the posi-

tional errors on mean-square fluctuation is shown. Fig. 2(b) gives the

distribution of positional errors along the principal X-axis for the

F&gt;0.95. structure. The errors in position are largest along the prineci-

pal X-axis, as expected, as this is along the direction of greatest

motion.

The coordinates obtained by refinement against the 300 ps data have

errors that are about twice as large as for the refinements against the

25 ps data, with backbone r.m.s. errors of 0.29% and sidechain r.m.s.

errors of 0.561. As mentioned above, the errors increase with mean-

square fluctuation and the larger errors are consistent with the larger

fluctuations in the 300ps simulation (see Table 5).

IIIdErrors in refinedfluctuations:

The refined mean-square fluctuations are systematically smaller

than the fluctuations calculated directly from the simulation for all

four refinements. Scatter plots of the fluctuations for all atoms (Fig.

3) show that fluctuations greater than ~0.7542 (B = 204) are almost

always underestimated by the refinement. Fluctuations less than 0.7582

are still underestimated more often than they are overestimated in the

restrained refinements, though this is less true for the unrestrained

refinements, This figure makes very clear the fact that the B-factors

(mean-square fluctuations) obtained from the refinement have an effec-

tive upper limit independent of the actual values calculated from the

dynamics. Fig. 4 shows the distribution of errors in the mean-square
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fluctuations for restrained and unrestrained refinement and Table 8

gives the correlation coefficients, average absolute errors, average

fractional errors and average errors between the four refined sets of

temperature factors and the values calculated from the dynamics. The

absolute errors averaged over all the atoms range from 5.5 to 7.0 B-

factor units (0.21 - 0.27 32) and the average errors range from 4.7 to

7.0 B-factor units ( 0.18 - 0.27 £2). That the average errors are so

close to the average absolute errors indicates once again that the

refined temperature factors are lower than the values calculated

directly from the simulation. The magnitudes and variation of tempera-

ture factors along the backbone are very well reproduced by the refine-

ment (Fig. 5 a) but the refined sidechain fluctuations are almost always

too low (Fig.5 b,c). Regions of the protein that have high mobility also

have large errors in refined position and temperature factor.

The average backbone, sidechain and overall B-factors for the vari-

ous refined structures are compared with the exact simulation results

and with experimental B-factors for various liganded forms of myoglobin

in Table 5. In the case of backbone temperature factors, both loosely

restrained and unrestrained refinements result in a slight lowering of

the B-factors, from 12.4 i to 11.3 i and 11.7 3? respectively. The

damping of the B-factors is much more marked in the sidechain average,

which drops from 26.84’ (exact) to 16.54" and 17.64" (restrained and

unrestrained, respectively). The effect of tightening the restraints is

to decrease the variation in the B-factors (see Table 6). This results

in the backbone average being slightly larger (12.58%) than the exact

result and the sidechain average being lowered even further than in the
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other refinements (14.58), The tight restraints also result in the

largest errors in B-factors for any of the refinements, with an average

fractional error of 36% and an average absolute error of 7.20 B-factor

units (0.278%). This is in contrast to the positional errors, where the

tight restraints resulted in the lowest errors.

The systematic underestimation of the B-factors by the refinement

increases as the fluctuations increase (see Fig. 3) and so one might

expect that the B-factors in the 300ps simulation would be greatly

reduced on refinement since the average fluctuations are twice as large

over this time-scale than over a 25ps time-scale (Levy et al.,1985) .This

is indeed seen to be the case and Table 5 gives the average B-factors

for the exact simulation results and the refinement. The backbone and

sidechain B-factors drop fram 25.61° and 48.6% to 16.88" and 21.1}

respectively.

To check for a systematic error in the B-factor (a constant

offset), R-factors were calculated as a function of a constant shift

applied to the refined B-factors. The result, for refinement of the 300

ps data, is shown in Fig. 6, which shows that there is no constant

offset to the B-factors that would improve the R-factor. This was also

the case for all the 25ps refinements. The 300ps refinement had been

started with an initial B-factor of 15.04’ which is much lower than the

exact average B-factor (Table 5). The effect of the initial B-factor on

the final values of the refined B-factors was tested by increasing all

the B-factors in the refined model by 13.5 B-factor units (0.58% )and

continuing the refinement, The final B-factors obtained this way were

higher than the previous results, with backbone and sidechain averages
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of 22.28% and 26.53" respectively, an increase of about 3,04", Once

again we checked for a whether a constant B-factor offset would improve

the R-factors and the R-factor as a function of B-factor shift is shown

in Fig. 6. This time it is seen that a B-factor shift of -3.01" reduces

the R-factor by about 1.5%. This shift is in accord with the original

B-factor values. This B-factor shift was applied to all the atomic tem-

perature factors and in Fig. 3(d) a scatter plot of these final mean-

square fluctuations against the exact results from the simulation is

presented. The underestimation of the fluctuations is an extremely

striking feature of this plot.



- 01

1lle The anisotropyandapharmonicityof the atomic fluctuations:

I1le 1) The anisotropy

In this and the following sections some of the characteristics of

the atomic probability distribution functions obtained from the simula-

tion will be discussed. The probability distribution function, pu),

gives the probability density of finding the atom displaced u from its

mean position. Probability distribution functions are characterized by
2

their mean, m, and their higher moments; the second moment, co , is the

most important one in crystallography since it is related to the tem-

perature factor. The average electron density of an atom is the convolu-

tion of its electron density at rest with its probability distribution

function. Since the atomic electron density can be considered to be

time-independent, the probability distribution function can be used

instead of the average electron density (Willis and Pryor, 1975). We

shall use oy to mean the exact mean-square fluctuation calculated from

the simulation and c op tO mean that obtained from refinement.

The anisotropy and anharmonicity of the distribution functions in

molecular dynamics simulations of proteins have been studied in detail

previously (Mao et. al.,1982; Ichiye and Karplus, 1985a,b). Rather than

carrying out an extensive analysis of the probability distributions in

the simulation used here, it will be shown that the magnitudes of the

anisotropy and anharmonicity in myoglobin are very similar to those

found in the 30ps simulation of lysozyme by Ichiye and Karplus (1985

a,b) and the approach of these authors will be used in the following

analysis. Let U _, U6 and U, be the fluctuations from the mean position
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along the principal X, Y and Z axes and

a _ 3 3 2 d 3 us
x = Up, oc, = Uy&gt; and ¢, = &lt;U,

with Oy 2 6, 2. 6,. We define one measure of the anisotropy by:

(15)

—x|
3 2

%h(o tao,)
This measures the amount by which the ratio of the fluctuation in the

a“

(16°

principal X-direction to the average of that in the other two directions

exceeds that of an isotropic distribution, for which A, is zero. We also

define another measure of the anisotropy:

2

Ss,

3 3Haron]
which measures how isotropic the motion is in the principal Y-Z plane.

wit
wis (1

A, and A, have been calculated for various classes of atoms and the

values are tabulated in Table 9, which also includes the results of

Ichiye and Karplus (1985a) for the same classes of atoms in lysozyme.

While the anisotropy defined either way is seen to be slightly lower in

myoglobin, the general trends are the same in both molecules. The

motions tend to be quite anisotropic; very few atoms (about 1.4 %) have

A, less than 0.02. 61% of the atoms have A, greater than 0.5, and 31%

have A, greater than 0.75. Atoms further out along the sidechain have

higher values of A,, but the value of A, remains uniformly low for all

classes of atoms (at about 0.15). This indicates that the most signifi-

cant contribution to the anisotropy is along the direction of largest

motion and that the motion is rather more isotropic along the principal

Y-Z plane.
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Ichiye and Karplus (1985b) have studied the errors introduced by

refining an isotropic gaussian model for the distribution function

against both analytic probability distributions as well as distributions

obtained from the simulation. The procedure they use is analogous to

real space refinement of the electron density of an isolated atom;

instead of refining a model for the electron density, they refine models

for the distribution function. The function they minimize is of the

f orm

R = | 2(pow)-p(1)du
where Pp, and p o are the actual and model distributions, respectively.

Diamond (1971) has shown that this kind of refinement is equivalent to

reciprocal space refinement where all the structure factors are weighted

equally. In the refinement procedures we used in this work the structure

factors are not weighted equally (Eqn. 14), Nevertheless, it is helpful

to use the results for lysozyme to aid in the analysis of the reciprocal

space refinements reported here.

To examine the effect of anisotropy separately from that of anhar-

monicity, Ichiye and Karplus (1985b) studied the case where Py is a

three-dimensional anisotropic gaussian and P, is an isotropic gaussian.

They found that the refined values of o are close to the actual values

niso-For larger a(o0,/0,_¢1.5).the anisotropy x! %y1 values ofonly for smal

tropies the refined values of o are always lower than the actual value.

This suggests that there should be a correlation between the values of

the anisotropy in the myoglobin simulation with the errors in the

refined values of the temperature factor. Fig. 7 shows the dependence of

the position and fluctuation errors on anisotropy for one of the
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ref inements with loose restraints. The errors in position and tempera-

ture factor increase with anisotropy, but the effects of anisotropy can-—

not be seperated from those of anharmonicity. Also, if the pdf were an

anisotropic gaussian there would be no predicted error in the refined

position; however, the error in position also increases with anisotropy.

IIIe ii) The anharmonicity.

The third and fourth moments of the distribution can be used to

characterize the anharmonicity (Mao et. al.,1982; Ichiye and Karplus,

1985a). The skewness, G,y, Where 1 is x.y or z, is defined by:

Cyq
Uy
a3 kh

(19)

and the coefficient of excess kurtosis. a,, , is given by:

Q yy  -— - 3,0
a2?
T #

(20J

Both a; and a, are zero for a gaussian distribution. The average values

of lay,| and lag, | for various classes of atoms have been calculated and

compared with the values obtained for lysozyme (Ichiye and Karplus,

1985a)., The values for the two proteins are strikingly similar (Table

10). From a detailed study of the moments of the atomic distributions

Ichiye and Karplus conclude that most atoms with large anharmonicity

have multiple peaks in their distribution functions, with each peak

being close to harmonic. They suggest that the best description of

anharmonicity for atoms with large fluctuations should be not based on

pertubations to a local gaussian distribution, but rather should include

contributions from separated gaussian distributions.
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IIIf Probability distribution functions from dynamics and refinement

It is of interest to determine whether the errors in the refinement

are localized to just a few residues of the protein and also to deter-

mine what causes the systematic underestimation of the fluctuations. In

Table 11 all the residues that have at least one atom with a refined

temperature factor 50% lower than the exact value are listed. The tem-—

perature factors used are from the refinement of the Fy0:05 data with

loose restraints. There are 77 such atoms distributed over 45 residues,

and Table 11 also includes the secondary structure elements (helices or

loops) and average solvent accessible area for these residues.

Most of the residues are in the helix regions, with only seven in

the inter-helix loops. Among the helices, the B and F helices have the

lowest number of such residues, with two each, and the A helix has the

most, with ten. Most of the residues have charged sidechains and are on

the surface, but eleven of them are partially or completely buried (with

average sidechain solvent accessibility less than 3.08%). These include

a tryptophan, a valine, four leucines, an isoleucine, a glycine, a his-

tidine, an arginine and an aspartic acid,

The probability distribution functions from the 25 ps simulation of

met—-myoglobin for about 30 such atoms have been studied in the following

way. For each atom the second mament tensor was calculated and diago-

nalized to obtain the transformation to the local pricipal axis frame.

The time-series for the 3 principal axis coordinates were calculated

from the simulation and, from the time—series, the probability of fluc-

tuations along the three principal axes was estimated by dividing the
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coordinate ranges into 25 bins and counting the number of times the tra-

jectory was in each bin. The resulting distribution was normalized to

have unit total probability. For each atom the gaussian distributions

corresponding to the simulation average position and o and the refined

position and Oper were also calculated. For every such atom studied the

simulation had two or more well separated regions of high probability

and the refinement had fit only one of the regions, neglecting the rest.

This explains both the lower refined fluctuation and the error in the

refined position, as the refinement moves the atom from the true average

position into one of the regions of high probability.

Fig. 8(a) and Fig. 8(b) show the molecular dynamics distribution

function along the principal X-axis as well as the equivalent gaussian

distribution and the refined (restrained and unrestrained) gaussian dis-

tributions for the C.1 atom in Histidine 81. The exact distribution

function has two major peaks and both restrained and unrestrained

refinements fit only one of the two peaks. The positional error in the

unrestrained refinement is larger because it has moved even further

towards fitting just one peak. Two more examples of this kind of distri-

bution are shown in Fig. 8. They are for the Cs1 atom of Leucine 69

. 8(e)). The former(Fig. 8(d)) and for the Ces atom of Leucine 11 (Fig (

has two well separated peaks and a long tail in the distribution and the

refinement fits only the major peak. The distribution for Leucine 11 is

interesting because it has three peaks and the refinement fits two of

them but not the third.

These results are consistent with the findings of Ichiye and
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Karplus (1985b). On refining molecular dynamics distributions with iso-

tropic gaussians they found that the refinement would usually fit the

major peak of a multi-peaked distribution and neglect the rest. They

also studied the refinement of a double peaked gaussian distribution

(two identical isotropic gaussians separated along the principal X-axis)

by a single isotropic gaussian. The solution to this problem is obtained

analytically (Ichiye and Karplus,1985b). For small values of the separa-

tion, 8, between the two peaks, the refinement will fit both gaussians.

However, when 573.740 where o. is the second moment of one of the two

gaussians in the double peaked distribution, the refinement will fit

only one of the gaussians with a refined o only slightly larger than G .

The distribution functions for atoms which have low fluctuations in

the simulation but have high refined temperature factors have also been

examined, Such atoms are usually close to atoms which have large mean-

square fluctuations and multiple peaks in the distribution and the

larger refined fluctuation was seen to be due to the refinement moving

these atoms towards the extra density of the disordered atoms. This

feature was most marked in the unrestrained refinement and the C, atom

of Leucine 11 is an example. The terminal atoms of this residue, Cea and

Cos» are disordered (see above), and the exact temperature factors for

the C_, C,, and Cg, atoms are 19.464,63.5 and 71.4%". The fluctua-
tions obtained from unrestrained refinement are 31.93%, 26.94", and

24,337 respectively, with large errors in the refined position of all

three atoms and with the temperature factor of the C atom significantly

overestimated. Examination of the distribution functions for this atom

along with the distribution functions for the terminal atoms clearly
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showed that c, atom moves to fit the extra density due to the disordered

terminal atoms.

Ref inement with restraints prevents atoms from moving into the den-

sity of neighboring atoms, as this would lead to violations of stereo

chemistry. The result is a lowering of the errors in well defined atoms

which are close to disordered atoms and this explains the fact that

refinements with restraints yield structures closer to the true average.

The large separation between the peaks in some of the distribu-

tions examined immediately suggested that several residues probably

needed to be modelled by including alternate conformations. The exact

distributions were not used to decide which residues to model in this

way because this information is never accessible in an experimental

situation. Instead, difference electron density maps were calculated. As

described in the Methods section, a (2F -F )exp(ia,) synthesis was used,

where the phases, a, and the model structure factors, F,, were calcu-

lated from the F&gt;0.95 structure. F, is the amplitude of the structure

factor calculated from the simulation.

For ten residues the difference map clearly showed the existence of

alternate sidechain conformations which were not accounted for in the

refined model. These alternate conformations were modelled by changing

the sidechain torsion angles and fitting the extra electron density.

For other residues the situation was not so clear and building in alter-

nate conformations would have required some judgement. This is partly

because the errors in the refined model used to phase the data affect

the quality of the difference map (Blundell and Johnson, 1976) and also
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because the limited resolution of the data (1.5%) makes it difficult to

identify the conformations that are separated by 0.58-1.58 or less.

Another difficulty in modelling the disorder is that simple sidechain

torsional isomerization may be an inadequate model of the complicated

dynamics actually taking place. Some examples are given below of resi-

dues which sample multiple conformations without undergoing torsional

transitions.

The refinement of a model including alternate conformations for ten

sidechains (these are listed in Table 11) is described in the Methods

section. The refinement works very well for residues which had very

large errors in the previous refinement. Fig. 6(c) shows the distribu-

tion functions from molecular dynamics and from the alternate conforma-

tions refinement for Histidine 81 Cee The double peaked gaussian

describes the actual molecular dynamics distribution rather well.If the

average position and temperature factor for the atom are calculated from

its two refined positions and occupancies, we see that the error in

refined position is only 0.18% and the error in refined mean-square

fluctuation is only 0.253%. Ref inement with only one conformation led to

errors of 2.0} in position and 5.782 in mean-square fluctuation.

However, the overall agreement between the refined fluctuations and

the dynamics fluctuations is not greatly improved by including alternate

conformations for just ten residues. Fig 3(c) shows a scatter plot of

all the fluctuations for the dynamics and the refinement with alternate

conformations and the effect of this refinement is seen to be an

improvement in the agreement only for atoms which previously had
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extremely high errors, The same is true of the positional errors and

Table 6 includes the correlations and errors for this refinement, which

are similar to those for all the other refinements. Fig 5(d) shows the

fluctuations as a function of residue number for this refinement. It

appears that there might be a few sidechains for which alternate confor-

mations might still be built, but for the reasons mentioned above it is

difficult to do much more with a 1.5% resolution difference map.

Refining alternate conformations for 10 residues has not lowered

the R-factor very much, The final R-factor for restrained refinement is

13.6% and for restrained refinement with alternate conformations it is

12.6%, indicating that the major inadequacies in the refinement model

have not been removed by refining alternate conformations for just a few

resi dues.

111g An examination of structural transitions

The well separated regions of density seen for residues with large

errors imply the existence of structural transitions from one local

potential minimum to another. An exhaustive analysis would require the

calculation and examination of the positional time-series of all the

atoms in question, which has not been attempted. Here two preliminary

analyses are presented, one of dihedral transitions and another of

larger scale helix deformations.

Dihedral transitions were monitored by following trajectories from

one minimum in the torsional potential to another for all the dihedral

angles in the protein, This analysis was done using the program CHARMM

(Brooks et al.,1983). A transition is defined as a change in the
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dihedral angle from one well of the torsional potential to another, the

wells in the potential being defined by the periodicity of the energy

function for that torsion (Brooks et al.,1983). A transition is counted

as such only if it involves crossing at least 30° beyond the maximum of

the barrier. Torsional angles which underwent transitions in the 45

residues with large error are listed in Table 11.

The time-series for these torsion angles have not been examined to

see if the transitions are merely transient jumps to another well or if

they actually represent significant population of two or more conforma-

tions. Nevertheless they indicate the kinds of motion that might lead to

disorder in the sidechain or backbone. Of the sidechain torsions, tran-

sitions in X, or X, lead to the largest shifts in sidechain position,

and the ten residues that were modelled by alternate conformations in

the refinement all have transitions in at least one of these dihedrals.

Many residues also have transitions in the backbone ¢ and ¢ dihedrals

and, for some, this results in the carbonyl oxygen of the backbone being

disordered. Fig. 8(f) shows the distribution functions for the carbonyl

oxygen of Aspartate 141, and once again it is seen that the refinement

fits only the major peak of a multi-peaked distribution.

Four of the residues in Table 11 actually have no transitions in

torsional angles, either for the sidechain or the backbone. However,

they too have multi-peaked distributions; Fig. 8(g,h) show the distribu-

tions for two such residues, Histidine 12, in the A-helix and Threonine

51, in the D-helix. The dynamics of these helices was examined on a

PS300 graphics system using the molecular graphics program HYDRA (Hub-

bard, 1985) and it was clear that deformations of the helices as a whole
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were leading to the large motions of these sidechains.

Examination of the trajectory on the graphics system indicated that

the A-helix as a whole was twisting about the helix axis during the tra-

Jectory, leading to large fluctuations in the positions of many

sidechains. Same of these sidechains undergo torsional transitions as

well (eg. Leucine 11, see above), leading to very complicated overall

dynamics. The dihedrals of Histidine 12, however, fluctuate very little

during the trajectory and most of the disorder is due to the sidechain

following the twist of the helix backbone.

Using the dynamical average structure a rigid body principal axis

frame 1s defined for the A-helix backbone. This is the coordinate frame

in which the moment of inertia tensor for the backbone atoms is diago-

nal. In this coordinate system the Z-coordinate of an atom is its posi-

tion along the helix axis and the X and Y coordinates specify its dis-

tance from the axis and its rotation about the helix axis. A time-series

for the rotation of the Cc atom of HIS 12 about the helix axis was cal-

culated by rotating and translating every coordinate set from the simu-

lation into the helix principal axis frame defined above and defining

the twist angle as tan” ¥, The twist about the helix axis is plotted as

a function of time in Fig. 9 along with the time-series for the posi-

tional fluctuation of the Cet atom of the imidazole ring. It is seen

that the motion of the ring atom follows the twist of the backbone about

the helix axis.
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CONCLUSIONS

Protein refinement procedures have been tested by means of data

generated by molecular dynamics simulations. It has been shown that the

use of single site isotropic models for atoms in refinement methods for

proteins leads to errors in the determination of their temperature fac-

tors and average positions. These errors are smallest for atoms with

low mobility, but can be very serious for atoms with temperature factors

exceeding about 208? (mean-square fluctuations exceeding about 0.753%).

The magnitudes of the anharmonicity and anisotropy in myoglobin are very

similar to those found for lysozyme (Ichiye and Karplus,1985 a,b), sug-

gesting that these results may be of general significance.

The neglect of solvent in the simulation is an approximation that

is likely to alter the details of the dynamics, especially for the sur-

face residues. Even though this may affect the magnitudes of the fluc-

tuations, it should not affect the conclusion of this paper that distri-

bution functions with multiple peaks are the most important cause of

anharmonicity and anisotropy in proteins and that this leads to tempera-

ture factors being underestimated and to the refined structure being

differant from the dynamical averaged structure.

The multiple peaks in the distribution function are well seperated

in some residues and alternate conformations can be picked out by

difference Fourier techniques and these can be included in the refine-

ment model. For most atoms, however, such conformations are difficult to

resolve at 1.58 resolution. Modelling disorder is further complicated by

the fact that changes in sidechain torsional angles alone might not be

enough to account for the changes in the conformation of a residue.
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The use of stereochemical restraints in the refinements leads to

better agreement with the average dynamical structure than the use of no

restraints. The inadequacy of the single site model causes unrestrained

atoms to move away from their true positions if they are close to disor-

dered regions of the protein. The positional errors obtained on applying

tight restraints on stereochemistry are not larger than those obtained

using loose restraints, while the stereochemical parameters are greatly

improved. Thus, refinement even at 1.58 resolution benefits from the use

of such restraints. The restraints on temperature factor differences,

however, are too restrictive and result in a significant damping of the

gidechain temperature factors.

Refinements of data generated from the simulation always converged

to R-factors greater than 12.0% regardless of whether restraints were

used or not. Higher resolution refinements would need to be done in

order to determine the most appropriate models to be used for protein

refinements.
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APPENDIX

To generate time averaged structure factors from a molecular

dynamics trajectory, the central assumption is that the simulation of

the dynamics of an isolated protein molecule yields an adequate descrip-

tion of the probability of atomic fluctuations in a crystal. Given no

information about the crystal lattice dynamics, one of two assumptions

can be made about the model crystal from which the structure factors

will be derived.

The first assumption, which leads to Model 1, is that at every

instant the crystal contains a large number of identical unit cells,

each of which evolves identically in time according to the molecular

dynamics trajectory. An alternative assumption is that while the molecu-

lar dynamics simulation describes the time evolution of any one unit

cell, at any instant the crystal would have unit cells which, rather

than being identical, represented different configurations along the

molecular dynamics trajectory; in other words, it is assumed that the

unit cells are all uncorrelated with each other.

The consequences of these assumptions can be analysed in terms of

simple diffraction theory. The diffracted intensity, I(Q) , at a point Q

in reciprocal space (see Eqn, 1 in the main text), 1s proportional to

the square of the Fourier transform of the electron density in the cry-

stal:

IQ) = const. || dX P(X) RERIE (Al)

where P(X) is the electron density at position X , the integral being

over the whole crystal. A more convenient form is obtained by writing
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the integral as a sum over unit cells, Let P(r) be the electron den-

sity within unit cell «a . Then, ignoring the constant term in what fol-

low".

£(Q
N iQ.(r+r )z far p,(rle a!

a=1

2

(A2 J

where X = r + rand the integral is now only over a single unit cell

and is summed over the N unit cells in the crystal.

If there is motion in the crystal then the density at any point is

time dependent. Including the time, t, explicitly, and expanding the

square, gives:

N N iQ.(r -r ))
[(Q,t = S TT e 0 oa I , , 1Q.(r-r")Qt) = 2 5 Jecfar py (Est).(r"t)e (43)

I'he time averaged intensity, which is the quantity of interest. is:

N N 1Q.(r -r’ ,) Cr
1@&gt; = 5 fe 7% [apfarco (p,t)p (rr, t)&gt;et EE na)

a=1la’'=1

The two models will now be considered separately:

Am A ~~
MOG84L a

Since the unit cells are identical at every instant:

J
nwo

fF)
£) 0

1
(r.t) for all a, a’ and t (AS)

Theref ore.

1) =
N i . =

x =e Hic “fara. rar &lt;p(r, t)p(r’,t)&gt;et8(XL)(a6)
nr.

-yZ7T J) =
Niger, ’Le app) 18 :

a=

( (A7)
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and

=2&lt;IQ)y = 2n°NS s(@-2nip &lt;[F cg.) | &gt;
where F(Q,t) is the structure factor, i.e. the Fourier transform of the

contents of one of the N identical unit cells, at time t. The steps in

(rK

going from Eqn. A7 to A8 are explained in the section on Model 2. Thus

model 1 predicts non-zero intensity only at the reciprocal lattice

points , H , and:

(I(Q)&gt; a Jeg.0r |? at Q = 2nH
This quantity can be evaluated readily from the molecular dynamics tra-

jectory by Fourier transforming the electron density at each time step

and averaging the squares of the calculated structure factors.

Model 2

In this case no two unit cells are identical, but the fact that

different unit cells are uncorrelated can be used to simplify the

sxpression, The instantaneous density can be vritten as:

Palr,t) = &lt;p (£)&gt; + Ap (r,t) (A10)

where &lt;P,(r)&gt; is the time averaged electron density at r and Ap (r,t)

is the instantaneous fluctuation in the density. The time-averaged den-

sity is constant from unit cell to unit cell assuming a homogeneous cry-

stal, and the a dependence in the first term can be dropped. Then,

N N iQ.(r -r_,) pe!
§f ye vo Jagfar &lt;ptmr&gt;&lt;ptpr ret (L E)

a=1lq’'=1
N N 1iQ.(r -r ,) '
£ fe 7 [apfanrcap (p.trap,,(pttreSEED

a=lq'=1 a

Naming the first term I and the second I, ,» 1t can now be shown that
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for a homogeneous crystal I is 0 (N%) while I, is O(N) .

Ne havw

I =
N N 1iQ.(r -r ,) _p?
£ fe 7 darfdri&lt;p(r)&gt;&lt;p(r?)re18(EEN)

gq=1a’=1
CA12)

Or

N N iQ.(r -r ,)
I, = §£ Se ¢ ma |e @&gt;]?

a=1q'=1

where &lt;F(Q)&gt; is the Fourier transform of the time-averaged electron den-

13

sity in a unit cell. If a,b, and ¢ are the direct unit cell vectors and

a,b, and c are the reciprocal unit cell vectors, then

Q = 2n (ha + kb" + 1c’) (h,k and 1 are not, in general, integral; see

Eqn.1 in the main text) and r = Ba+yb + 8c where B,y and § are

integers. Then, Eqn. Al13 can be written as:

N, 2 Ny 2 N, 2
L1(Q = Ek 5 e2nihp $s o2miky 5 o2mild

p=1 v=1 o=1
"Al. )

where N.» Ny» N, are the numbers of unit cells along the three cell

edges and Nye Ny oN, = N . By expanding the exponentials and simplify-

ing, this leads to:

3 2 2
sin (xhN_) sin (rkN. ) sin (xlN)

(Q = — —L —= |r @&gt;|?
sin (xh) sin (nk) sin (nl)

(A15 J

The function

sin’ (vbN) sin’ (nk) sin’ (x1N)
sin’ (xh)  sin’(nk) sin’ (nl)

is periodic in h, k, 1 and is called the Laue Interference Function. It

is very sharply peaked around:
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h = integer, k = integer, 1 = integer (A16)

These are the Bragg conditions which define the reciprocal lattice

points ( h,k,l) and so the first conclusion is that I corresponds to

Bragg scattering in that it proportional to the square of the Fourier

transform of the time-averaged electron density and also in that it is

sharply peaked at the reciprocal lattice points. The Laue Interference

Function must be evaluated in order to compare the relative magnitudes

of 4 and I, . If the Laue Interference Function is evaluated exactly at

a reciprocal lattice point, its value is NZ, This is because

2

sin (xhN_ ) 2 —_—
h&gt;integer sin (xh)

It is more common to write I in terms of its behaviour under integra-

\ Ae

tion. This may be done by looking at its behaviour near one diffraction

spot (h = 0, k =0, 1 = 0 ) and recognizing that the Laue Interference

Function is periodic. If we integrate I, over a volume small compared

to the reciprocal lattice cell volume (i.e. integrate near a lattice

point ,presumably as is done by a diffractometer) and treat IF]? as

constant, we get

Q+AQ 3
J dQ I(Q = |&lt;F(Q»

2-AQ
3 2 3

+Ah sin (xkN.) +Ak sin (xkN_) +Al sin (®1N)
[ —s—% 2rdh  [ —— 2rak [ ——2 2zd1 (A18)

-Ah sin (xh) -Ak sin (nk) ~-Al sin (nl)
For large N each of the sin? terms rapidly goes to zero as h, k, 1 devi-

ate from zero. i.e.. the terms go to zero for

In| &gt; lel &gt; § and lil &gt;

So, in the limit of large N ,
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a a

+Ah sin (=hN.) +o sin (nh)—_— x —J 2 2ndh = f ——2rdh = 2nN
-Ah ain (nh) —o (nth)

and similarly for the integrals over k and 1. Thus, Eqn. A18 reduces

 »

Q+AQ 3 3
J dQ I,(Q = (2n)N ||

Q-AQ
Eqn. A20 implies that I.(Q) can bt» wv—itten as:

1,(Q = (21) 'N  s(g-2m) | ®@)&gt;i

A2217)

(.21)

where 5(Q-2nH) is the Dirac delta function and is non-zero only at the

reciprocal lattive points.

To evaluate I, the fact that the dynamics of atoms in differant

unit cells are uncorrelated is used to simplify the expression in the

following way

N N iQ.(r Ir .) -—y
S se 7% farfap&lt;ap (r,t)A(p(r’,t)&gt;et® (EE) (422)

a=lq’'=1 a

5 1Q.(r-r")XE Jdrfdr &lt;p (r,t)Ap,(p',t)re =" "2 ~
a=1

UN 0.05) 1g. (zp)
i Ye fdrfdr'&lt;Ap (r,t)Ap_,(p’,t)re 3° '% %

a=lq'#a a *

Ahen different unit cells are uncorrelated. the term

Ap _(pr,t)Ap_,(p’,t)&gt; is zero for a#a’ . Hence

L,Q = near |
where AF (Q) = [ar ap(r)et8-K So now we have

tol)A242

mgm) | or (52 + ve|ar@]
H

The presence of the d-function ensures that the first term dominates the
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scattering at the reciprocal lattice points.

To summarize, there are two simple ways in which structure factors

calculated from a simulation of a single molecule can be used to derive

time-averaged diffraction intensities for crystals. In one case the

structure factors are first squared and then averaged and in the other

the structure factors are first averaged and then squared. The problem

with the first method is that it cannot be directly related to the aver-

age electron density and so attempts to use conventional crystallo-

graphic methods to arrive at a model for the intensities calculated that

way may not be very successful. When averaged intensities are calculated

using both methods and compared, a crystallographic R-factor (Eqn. 9) of

36% is obtained. A refinement of a model structure against the IE

data (i.e. assuming perfectly correlated unit cells) using the average

coordinates from the dynamics as the starting model was made. Three

positional parameters and a temperature factor were refined for each

atom, using data between 10.04 and 2.08. The final R-factor did not

drop below 24% which is actually worse than the final R-factor for many

proteins at 2.04 resolution (for well refined structures these are

around 15% to 17%). The temperature factors obtained from this refine-

ment were about a factor of 10 lower than those calculated directly from

the simulation.

These results provide evidence for the fact that of the two limit-

ing models, that assuming no correlations cells is much closer to the

truth than one assuming perfect correlation of the molecular motion in

different unit cells. However, some correlation probably does exist and



- 112-

it would be of considerable interest to examine this question in more

detail
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TABLE 1

The number of independant reflections for myoglobin as a function

of resolution.

 _— Ta

RESOLUTION
NUMBER OF DIFFRACTION DATA PER VARIABLE
INDEPENDANT PARAMETER
DATA POINTS

X,Y, 2 X,Y,2 DIHEDRALS
THERMAL B ONLY
ELLIPSOID

3.0 a

2.0 A

1.5 A

1.2 A

0.95A

Pas 1000

~ 10000

~ 22000

~ 40000

~125000

.

 4 J

* 5»

11.0

0.6

2.0

4.3

7.9

24.8
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Table 2(a) Weights on the various classes of restraints

Type of Restraint

1-2 Bond distances

1-3 Angle distances

1-4 Planar distances

; Planar groups
Chiral groups

Target standard deviation

0.030

0,040

0.052

0 025

0.150

Urat

u
g

fs
A

Temperature factor restraints:
. Backbone bonded pairs

Backbone angle pairs

Sidechain bonded pairs

Sidechain angle pairs

EY
im D

] .§

i.0

1.5

t
Le

) A

(B-factor units)

Non-bonded conta ct restraints:

Non-bonded contact pairs i _&amp;
&lt;
A

Torsional restraints:
Torsion angles

Positional shift restraints:

' B-factor shift restraint:

Occupancy factor shift restraint.

10 .t

(3

3.0

J.8

degrees

3 »
rR

(unitless)
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TABLE 2(b)

DEVIATIONS FROM IDEAL PrOLSQ STEREOCHEMISTRY
25 PICOSECOND SIMILATION

STATISTICS FROM THE ] STATISTICS DONE ALONG THE
AVERAGE DYNAMICS STRUCTURE SIMILATION

AVERAGE R. M.S.
DEVIATION
(OVER THE MOLECULE)

AVERAGE R.M.S.
DEVIATION

(OVER THE MOLECULE)
YZ?

Distances is Angstroms:
1.Backbone

Bonds -0.02 0.049
2.Carbonyl O

Bonds -0.06 0.100
»Sidechain
Bonds -0.11 0.200

4 .Backbone
Angles - 0.019 0.055

(1-3 distances)
S.Carbonyl O

Angles -0.090 0.150
(1-3 distances)

5.31dechain
Angles -0.140 0.270

(1.3 distances)

0.0007 0.015

-0.00827 0.009

0.002 0.023

0.014 0.040

0.020

~-0.005 0.040

Angles in degrees:

7 .Backbone
angles -2.39 4.05

8 .Sidechain
angles

 "34 2.12Vu
ya

i 1.090 3.31
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Table 3 Overall Statistics for the Seven Refinements

Description | R-factor | Deviant | r.m.s. delta of
of structure ' % distances!bonds angles 1-4 dist planes

Average structure | z
and fluctuations from 0.146 0.204 0.035
25 ps dynamics

Restr1l : &lt;F»0+23
with loose restraints.

Restr2 : &lt;F&gt;%:03
with loose restraints.

13.6 1391 0.080 0.105 0.105 0.050 |

a.

Trestr2: F»0-03
with tight restraints.

16.6 157 0.026 | 0.042 0.043 0.018 |

Unrestri: &lt;F&gt;0:2%
 with no restraints.

-Unrestr2: F»0:03
with no restraints.

Altconf: &lt;F&gt;0:03
alternate conformations.

13.6 2035
i

0.175 | 0.210 0.186 0.095

0.11212.9 1865 0.171 1 0.211 0.172

12.6 1478 0.090 | 0.111 0.109 0.060

300ps
with loose restraints.

21.34 1759 0.098 0.134 0.141 0.055

TARGET stereochemical
| standard deviations:

0.030 0.040 0.052 0.025
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Table 4

The final refined R-factors between various resolution limits are

given for refinements of the 0:05 data set from the 25ps simulation.

R-Factors (%) in Shells of Resolution

Resolution in 3
| 5.0 | 4.00] 3.20] 2.50] 2.00] 1.75] 1.50] OVERALL

1. Restrained
refinement 9.6 8.0 8.0 9.9 13.2 18.0 20.4 13.6

2. Unrestrained
refinement 7.3 6.0 6.6 9.4 12.9 17.7 21.7 12.9

3. Restrained
refinement with 7.0 6.2 6.4 8.5
alternate
conformations.

11.9 17 .4 21.0 12.6
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TABLE 5

B-factors for various crystal structures of myoglobin compared with

molecular dynamics values:

Sour ue Backbone Sidechain
Average Average

Temperature Factor Temperature Factor

1. Met-myoglobin,
Frauenf elder
et al. (1979).

11.8 13.1

2. Oxy-myoglobin
Phillips (1980).

1!5 i; .1

3. 25 ps
molecular dynamics

4. 25 ps
molecular dynamics 11.3
restrained refinement

5. 25 ps
molecular dynamics
ref inement with
FS orhét wmaoaatmad néa
VhaEilv LIL CoV QLliVvo

6. 25 ps
molecular dynamics 11.7
unrestrained refinement

7. 300 ps
molecular dynamics

8. 300 ps
molecular dynamics
restrained refinement

 a _—

~ og 27a)

5 £ 3

8
i 14.°

17.6

Ep ——

a“ =
 ha 3 2  nN

2 14

9. 300 ps
molecular dynamics 19.2
restrained refinement
with higher initial B

9 LKeer -~ of
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Table 6 B-factor Variation

The refinement program restrains the variation of B-factors between

1-2 and 1-3 pairs of atoms in bonds and angles. This table gives tne

average and standard deviation (in paranthesis) of |B 4B; where 1 and j

are atoms in a 1-2 (bond) pair or 1-3 (angle) pair. These values are to

be compared with the target value, o, for each class of restraint. All

values are in B-factor units 2h. The abbreviations used for the vari-

ous structures are explained in Table 7. The B-factor variations were

not restrained in the two unrestrained refinements (Unrestrl and

Unrestr2); they are given here for comparison only.

3ackbone bonds | Backbone angles Sidechain bonds Sidechain angles
 gg =1.0 o=1.5 c=1.0 g=1.5

~ Restrl 2.74 (2.39)
re 2.55 en
Fo | ~TEa

; [

Toa|

2.73 (2.28) © 4.01 (3.63)

4.26 (3.91)

1.78 (1.55)

4.40 (4.97) i 5.46 (5.69)

1.08 (0.86)

A A A f A Qax\
 “Feo t? \DsIV) JedTIT \J2eIFT)

| 2.62 (2.10)
lien

 3.83 (3.18)

 4.10 (5.94) 7 8.58 (13.30) "11.11 (18.47)
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Table 7 Positional Deviations Between Structures

The following table compares the positions of atoms in the 6

refined structures and the molecular dynamics average structure. The

backbone atoms (C_,C,N) of the structures being compared were superim-

posed by least-squares before the the deviations were calculated. There

are three entries in each box: the first entry is the rms deviation in A

between all the atoms in the two structures, the second is for just the

backbone (C,.C,N) atoms and the last entry is for all atoms that are not

packbone atoms. The following abbreviations for the structures are

used:

M.D.(25): average structure from 25ps of the simulation
restrl : refinement of E&gt; 0s with loose restraints
restr2 : refinement of &lt;F)&gt;° with loose restraints
trestr2 : refinement of @&gt;0+03 with tight restraints
altconf : refinement of &lt;F)&gt;~° with alternate conformations
unrestrl: refinement of 50:23 with no restraints
unrestr2: refinement of FO 5 with no restraints

M.D. (25) |

restri

restr?

trestr2

altconf

unrestri

restrl| restr2| trestr2 ' altconf | unrestrl ! unrestr20.242 | 0.260 | 0.258 , 0.238 | 0.286 | 0.285
0.132 | 0.137 | 0.103 0.145 | 0.181 | 0.200
0.287 ! 0.308| 0.314 * 0.277 | 0.332 | 0.320

0.116 | 0.122 | 0.149 1 0.197 | 70.222
0.063 | o0.086 | 0.064 | 0.114 | 0.151
0.14901 0.139 0.180 | 0.232 0.254

0.119 0.167 | 0.214. 70.221
0.087 ' 0.061 | 0.119 | 0.150
0.133 ' 0.204 0.253 | 0.253

0.178 ' “0.260 1 0.251
0.100 ' 0.185 | 0.159
0.211 0.294 | 0.291

0.217 | 0.218
0.107 0.142
0.260 0,252
To © 0.188

0.126
0.216
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Table 8 Comparison of B-factors

The following table compares the B-factors ot the six refined
structures and the exact B-factors obtained from the 25ps simulation.
The abbreviations used for the structures is the same as in the previous
table. There are four entries in each box:

FIRST entry: The correlation coefficient between the B-factors for
all atoms in two structures being compared

SECOND entry: The fractional error derined as:

g |s.-B,|
Fractional Error = worgrligueste X 100.0

i

where By refers to the 1th row and B, to the th column.

THIRD ENTRY: The average absolute error |3,-8,1 .

FOURTH ENTRY: The average error B,-B, .

M.D. (25)

restril

restr?

trestrs3

al tconf

unrestrl

restrl | restr2 | trestr2'altconf l unrestrl ° unrestr20.82 | 0.82 | 0.69 i 0.90 | 0.80 | 0.80
30.7 | 30.4 | 35.9 | 25.1 | 35.1 | 29.2
6.16 | 6.09 | 7.20 | 5.04 | 7.03 | 5.84
5.71 | 5.61 ' 6.27 4.53 | 6.58 4.72

0.99 I 0.93 r 0.78 1+ 0.94 0.95
5.2 | 14.2 12.1 | 14.1 12.5
0.75 | 2.03 1,73 |! 2,02 | 1.78

-0.10 0.56 -1.18 0.87 ' -0.99
0.92 0.78 + 0.94 0.96

15.1 11.4 | 14.1 | 10.7
2.18 1.64 | 2.03 | 1.54
0.66 -1,08 0.97 -0.89

0.66 ' 0.82 0.84
23.7 ! 22.9 | 22.2
3.26 | 3.15 | 3.05

1.74 1 0.31 -1.55

0.76 0.76
19.3 ' 16.2
2.99 2.51
2.05 0.19

0.96
17 .4
2.35

-1.86 Co
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TABLE 9

STATISTICS ON ANISOTROPY (for 25 ps sampled 0.05ps)

Numbers are averages over all atoms for a particular class except

that Prolines were excluded for outer sidechain averages. Numbers in

parantheses are standard deviations. The results for lysozyme are taken

from Ichiye and Karplus, (1985,a). The anisotropy given is A, as derined

in the text. The value of A, is the same (appoximately 0.15) for ail

classes ot atoms.

MYOGL OB IN LYSOZYME

ALL ATOMS 0.68(0.39) 0.85(0.55)

BACKBONE 0.57(0.28) 0.77(0.50)
SIDECHAIN 0.74(0.43) 0.93(0.59)

0.55(0.26) 0.68(0.30)
0.58(0.28) 0.76(0.45)

0.70(0.40) 0.93(0.60)
~
+

Is§

~

 Ny

3

0.59(0.30) 0.73(0.47)

0.67(0.40) 0.74(0.45)

0.72(0.46) 0.90(0.55)

0.76(0.45) 0.95(0.56)
0.85(0.47) 1.03(0.67)

0.77(0.42) 1.14(0.73)
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TABLE 10

Statistics on skewness |a,| by atom-type for myoglobin and lysozyme.

Numbers are averages are over all the atoms of a particular class

except that outer sidechain averages were omitted for Prolines. Numbers

in parantheses are standard deviations. The following results are for

met-myoglobin (25ps)

a,| by atom type for MYOGLOBIN

J
o

ALL ATOMS 0.38(0.32) 0.28(0.25) 0.21(0.21)

BACKBONE 0.36(0.28) 0.26(0.24) 0.21(0.17)

0.40(0.34) 0.29(0.26) 0.22(0.24)

0.36(0.27) 0.25(0.22) 0.20(0.18)

0.37(0.28) 0.26(0.25) 0.22(0.17)

0.41(0.34) 0.26(0.20)

0.35(0.28) 0.27(0.26)

0.34(0.30) 0.33(0.28)

0.40(0.37) 0.30(0.25)

0.38(0.34)

0.40(0.35)

SIDECHAIN

0.26(0.25) 0.21(0.18)

0.43(0.34) 0.31(0.30) 0.22(0.16)
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Table 10 contd.

The following data are taken from Ichiye and Karplus (1985a), and

ire from a 30ps simulation of lysozyme.

la,| by atom type for LYSOZYME

J J  1
7

————

All

Backbone

Sidechain

J

~
vi

3X

1

3

0.38 (0.32) 0.25 (0.23) 0.18 (0.16)

0.34 (0.28) 0.22 (0.20) 0.17 (0.14)

0.42 (0.36) 0.28 (0.26) 0.20 (0.18)

0.30 (0.25) 0.21 (0.16) 0.16 (0.11)

0.33 (0.27) 0.22 (0.21) 0.17 (0.13)

0.38 (0.33) 0.27 (0.25) 0.18 (0.15)

0.33 (0.25) 0.19 (0.17) 0.18 (0.15)

0.32 (0.24) 0.24 (0.22) 0.17 (0.14)

0.40 (0.36) 0.25 (0.20) 0.18 (0.15)

0.45 (0.38) 0.31 (0.30)

0.53 (0.51) 0.32 (0.27) 0.22 (0.20)

0.47 (0.36) 0.30 (0.27) 0.21 (0.15)
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Table 10 contd.

Kurtosis (a,b) by atom—type for myoglobin and lysozyme.

Numbers in parantheses are standard deviations. The following data

are for met-myoglobin and are calculated from the 25ps simulation.

a,| by atom-type for MYOGL OB IN

“1 1
-

ALL ATOMS 0.58(0.58) 0.45(0.46)

BACKBONE 0.56(0.406) 0.43(0.36)

0.59(0.64) 0.46(0.51)
0.53(0.51) 0.42(0.33)

0.55(0.42) 0.45(0.38)

0.56(0.67) 0.42(0.35)

0.36(0.67)

0.36(0.33)

0.37(0.30)

0.36(0.44)

0.34(0.25)

0.31(0.29)

SIDECHAIN

~
’

a 0.44(0.36)

0.52(0.61)

0.43(0.44)

0.63(0.56) 0.46(0.48)

0.68(0.71) 0.52(0.69)

0.58(0.44)

0.49(0.46)

0.60(0.75)

0.37(0.27)
~

* - 0.36(0.47)

0.48(1.75)

0.35(0.28)

0.34(0.27)
7
= 0.72(0.72) 0.53(0.53) 0.33(0.34)
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Table 10 contd.

la,| by atom-type for LYSOZYME

41.

Backbone

Sidechain

J

 Mn
-

hA

~

ls

i
ag

1
y

4]

0.56 (0.52) 0.39 (0.49) 0.31 (0.36)

0.50 (0.43) 0.33 (0.37) 0.27 (0.25)

0.46 (0.58)

0.30 (0.24)

0.33 (0.33)

0.37 (0.56)

0.32 (0.27)

0.36 (0.36)

0.42 (v.39)

0.35 (0.44)

0.24 (0.19)

0.26 (0.22)

0.27 (0.21)

0.31 (0.36)

0.28 (0.20)

0.26 (0.25)

0.65 (0.53) 0.54 (0.79) 0.45 (0.72)

0.85 (1.07) 0.61 (0.72) 0.46 (0.51)

0.67 (0.52) 0.40 (0.52) 0.41 (0.24)
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Table 11 Residyes with atoms which have large errors in B-factor

The following table is a list of the residues wnich, in the 25 ps

Simulation of met-myoglobin, have atleast one atom with a refined B-

factor less than half the exact value. The refined structure used is

from the refinement of a 8.9% with loose restraints. For each such

residue the torsion angles which undergo transitions are listed. Since

the transitions could be transient, this list does not imply tnat

arLternate conformations corresponding to different equilibrium values

for these torsions are actually sampled to a significant extent in the

simulation (see Text). The average accessible surface areas for tne

backbone and sidechain atoms in the residue are also listed. A water-

sizea spherical probe was used in the surface calculations. The residues

which were modelled by two alternate conformations in the refinement are

labelled with a r dh

Helix Residue Residue Torsional Accessible Surface areas

number type Atom transitions backbone sidechain

“NAL
Al

32

8

AG

AT

AR

i)

Tr)

11

1

R®

3)

10

11

12

30

VAL C1
SER C

B

0,

none

GLU X..
TRP

GLN

LeU

VAL

Cys {

N e2 A

Coq X,,
C
v2 X.

LEU Co2 X.
HLS C el none

ILE Ccv2 X 3

1:43

v.77

0.0

0,0

0.7

2.3

0.0

0.2

* on

NCf

17.2

18.3

17.1

0.5

14.7

10.1

0.0

2.9

1 =“ws

1 I
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~148 34

- my

» 38

Dé 48%

01 51

52%32

D3 53

4 54

) § S6

£2 50%

Ks

10

62

67

E12

E16

EF4 81s

EFS 82

74 80

6 01

G2

“G4 98+

310 109+

314 113¢

316 115

319 118

H2 126

H12 136

H13 137

96

H1S 139

LYS Ne
GLU 0.1
HIS N.»
THR Cra
GLU 0.,

+X...
K,
2.9.X,
none

Kia oe
ALA

GLU 0 4

Ce
2.4.X, , 3

LYS N ¢
SLU o_,
LYS

4X. 3 4

A -

# | -» a

THR C.s
LEU

GLY 0 i

HIS N.» X, ,

HIS N.»

LeU Cs2
GLN

none

X..
N , X, .

LYS N¢ [

LYS Ng (, .

GLU

HIS C 1

£
A

LEU Cs1
ARG

i

Nis k

ASP Os, X,
aLU

LEX Coq

0 4 X,,
n

ARG No, X,

2 71]an)

2.3

2.6

D.15

0.3

5.2

1.9

0.1

01.

0.0

2.1

0.0

0.43

D.1

0.0

0.0

0.1

4.1

0.0

D.3

2.5

0.0

2.4

6.2

0.0

13] 4

D.93

17 &lt;3pe)

9.5

14.1

18.7

10.8

38.5

8.0

15 «3

18.1

7.9

5.7

0.0

12.8

0.0

2.4

10.5

18.0

14.1

7.5

Q_5

0.0

8.9

16.0

7.7

1.-

yoo
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117 141

H19 143

H23 147

C4 152

i922 0  hk

AL A 0

LYS Ne r

GLN Cc. ®

3

n 5

~ 3

0.0

1 roF 3

‘ f Xx

2)he

 Ne
22.0

a|i

FIGURE LEGENDS

Figure i

(a) Deviation of sidechain bonds from PROLSQ ideal values. The

average bond length, dy 4 » is calculated in two ways, sampling tne 25ps

simulation every 0.05 ps. 1) 4 = l&lt;wy&gt;-&lt; pl (dotted line), ii)

d, = gyre b&gt; (solid line). (b,c) Positional error in refinement

oI the 25ps data: the deviations between atomic positions are calculated

arter the molecular dynamics average structure and the refined struc-

tures are superimposed by least-squares. The deviations for backbone

atoms ( N, C. and C, solid line) and sidechain atoms (dotted line) are

averagea over residues. Deviations are shown for a restrained refine-

ment (2:93 ) (Fig. 1b) and for an unrestrained refinement
0.05

(KF nrestr’ (Fig. 1c).

Figure 2

(a) Average positional error as a function ot s d for a res-

trained refinement of 25ps data, (&lt;F&gt;0:9% ). The error bars represent

+/- one standard deviation, but for points beyond 2.042 there are rela-

tively few points per average. (b) Distribution of positional errors

along the principal X axes for a restrained refinement or the 25ps data,
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0.05).(Petr

Figure 3

Scatter plots or mean-square fluctuations calculated from the simu-

lation and from the refinements. All the atoms are included in these

plots. The exact mean-square fluctuations, ary’, calculated directly

from the simulations, are plotted along the Y-AXIS. The refined mean-

square fluctuations, obtained from the refined temperature factors are

plotted along the X-AXiS. (a) Results of a restrained refinement

(F095) of the 25ps data, (b) Results of an unrestrained refinement

0.05)(&lt;F&gt; nrestr of the 25ps data, (c) Results of refinement of the 25ps data

0.05with ten residues modelled with disordered sidechains (&lt;F&gt; Jteonf) The

refined mean-square fluctuations for atoms with more than one conforma-

tion were obtained by averaging over both conformations. (d) Refinement

of the 300ps data with loose restraints. These results were obtained by

re-refining the model obtained from the initial refinement after

increasing ail the B-factors by 13.5 a and by scaling the B-factors to

minimize the R-fac.or (see Fig. 6 and text).

Figure 4

Distribution of errors in mean square fluctuation for a restrained

and an unrestrained refinement of the 25ps data. The error is defined

2
as On. d.” oop (a) distribution of errors in the restrained refinement

results (b) distribution oa errors in the unrestrained refinement

results.
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Figure §

Residue averages of mean-square fluctuations from molecular dy nam-—

ics (dotted line) and refinements (solid line). All plots are for the

results ot refining the 25ps data. (a) Backbone ( N, C and Co) averages

for the restrained F293 refinement (b) sidechain averages for a res-

0.05 —trained (&lt;F&gt; nrestr’ refinement (c¢) sidechain averages for an unres
0.05 -trained (&lt;F&gt; nrestr) refinement (d) sidechain averages for the refine

0.05
ment of the (&lt;(F &gt; irate’ data with alternate conformations for ten

sidechains.

Figure 6

R-factor vs. AB. The R-factor as a function of a uniform shift in

temperature factor, AB, is plotted for the initial refined structure

(300ps data) (dotted line) and the structure obtained from increasing

the B-factors by 13.5 B-factor units and re-refining (solid line). The

R-factor is given by:

R —

slr r+ |
5 I0

where Fr is given by:

QQ = FQ) e (AP) lal

F is the structure factor calculated from the refined model.

Figure 7

Errors in the positions and fluctuations vs. the anisotropy A, for

restrained refinement of the 25ps data. The errors are averaged in bins

and the values are plotted with +1 standard deviation bars. All errors
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are calculated from the refinement of ¢r»0.03 data with loose res-

traints., (a) Positional error. (b) Error in fluctuations, where error
2 ’

is given by I O raf

Figure 3

Probability distribution functions along the principal X-axis for

the 25ps data. Solid line: exact distribution function calculated from

the simulation. A spline was used to smooth the data. Large dots: The

gaussian determined by the average molecular dynamics position and

0 d /3. Small dots: The gaussian determined by tne refined position and
2

Crap! 3 Fig. 8 (a,b,c) are for the C.1 atom of Histidine 81. (a) res—

trained refinement, (b) unrestrained refinement and (c¢) refinement with

two conformations for the Histidine sidechain. The other distributions

shown are for (d) Leucine 69 Cs1’ (e) Leucine 11 PY (f) Aspartate 141

0, (g) Threonine 51 C_ and (h) Histidine 12 Cel

Figure 9

rmanoYmde?menadhelo ahd oa BS Ale ad Ap mlmdam mf TTS cad 3d me AA am dle
vorrelLduvdion Jul Vile iovlioln Ol LIE SLUCCIidllil Ul HNLSLAULIC 14 wiull

twisting or the A-helix. The twist angle (as defined in the text, solid

line) and the positional fluctuation, in 2, of the Cet atom of the imi-

dazole ring (dotted line) are plotted as a function of time. The time-

series are taken from the 25ps simulation.
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Chapter 3

The Thermal Expansion of a Protein:

The Structure of Myoglobin at 80K and 255-300K

3 —-— = Wf r

The thermal expansion of a protein, met—-Myoglobin, is studied by

refinement of structural models against X-ray data at 80K and 255-300K.

The results obtained are based on comparisons of two independently

refined structures at 80K and four structures at 255-300K, thus reducing

the uncertainty due to errors. The unit-cell expands by 5% in the tem-

perature range studied and this expansion is correlated with changes in

the structure of the protein; most noticeably, the atoms in the C and D

helices move away fram the rest of the protein on increasing the tem-

perature. There is also an overall expansion of the molecule: the Cy

atoms are, on average, further apart by 0.204 at 255-300K than at 80K

and the radius of gyration of the molecule increases by 0.201. The

linear expansion coefficient between 80K and 255-300K is calculated to

Pe, or 0be 50X10 6x 1 and is fairly constant over length scales from 5.0A to

30.04. The expansion coefficient, however, does vary considerably over

different regions of the molecule. This is presumably related to the

degree of anharmonicity of the atomic potentials of mean-force, but the

data are inadequate to draw definite conclusions about this. Finally,

the radial distribution of atoms around the center of the molecule

changes with temperature; the net change can be described as a motion of

atoms away from the centroid wnen the temperature is increased.
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Introduction

In 1979 Frauenfelder, Petsko and Tsernoglou published the first

temperature dependent study of the atomic mobilities in a protein,
1

met-Mb (Frauenfelder et al., 1979, Frauenfelder and Petsko, 1980).

This work covered the temperature range of 300K to 250K and in 1983 this

was extended to 80K when Parak and Hartmann collected X-ray data on a

flash—-frozen crystal of met-myoglobin. A model was refined against these

data, which extended to 2.0% resolution, and a comparison of the result-

ing temperature factors with those at 300K showed that considerable

atomic mobility apparently exists even at 80K (Hartmann et al.,1983).

Hartmann et al. (1983) focussed on a comparison of temperature fac-

tors at the two temperatures. However, during the course of the refine-

ment, it was noticed that the distances between some atoms increased

significantly on going from 80K to 300K. This raised the possibility of

directly studying the thermal expansion of a protein by X-ray crystal-

lography, and thereby perhaps learning something about the forces that

hold the atoms in a protein together. Extensive comparisons of the 80K

and 300K structures of met-Mb have been made by several workers (Frauen-

felder et al., 1986). The analysis included estimation of the overall

thermal expansion coefficient of the protein (the resulting value is

between those far benzene and water) and an examination of the changes

in internal cavities and packing defects,

(1) Abbreviations used: met-Mb (sperm-whale Fe(III) myoglobin-
OH2); CO-Mb (sperm whale Fe(II) myoglobin, carbon-monoxy); LT, low
temperature (80K); RT, "room” temperature, 255K-300K; rms, root-
mean-square;
2. It was shown that the expansion occurs by an increase in the
volume of the small packing defects in the protein; the four or
five large internal cavities do not change significantly (Frauen-
felder et al., 1986).
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In the original paper the conclusions about the expansion of met-

Mb relied entirely on two structures, one at 80K and one at 300K. The

magnitude of the changes observed between the two structures is small,

and some doubts were raised about whether the observed differences are

significantly above the noise level of the data. The reproducibility of

the unit-cell parameters for myoglobin needs to be assessed. The

observed change in unit cell constants between 80K and room temperature

might be correlated with changes in the molecular structure and the sig-

nificance of these changes meeds to be investigated. An estimate of the

error limits in the atomic coordinates must be made. Most of the

analysis involves comparing distances between atoms at the two tempera-

tures; the standard deviation of errors in the distances needs to be

estimated. It has to be shown that the observed changes are signifi-

cantly greater than the estimated errors in the distances.

The approach taken to estimate the reproducibility of the results

is to obtain a new structure of met-Mb at 80K by an independent refine-

ment of a new model against the X-ray data and also to collect three rew

sets of diffraction data in the temperature range of 255-300K. Having

more than one structure at low and high temperature allows us to esti-

mate the errors in atomic coordinates and also to average the results of

structural comparisons.

This approach leads to a description of the effects of temperature

with a knowledge of the inherant errors that permits its validity to be

assessed. The unit-cell volume of met-Mb expands by 5% between 80K and

255-300K. This expansion of the unit-cell is correlated with changes in

the structure of the protein that are quite localized, but nevertheless
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are the largest effects of the change in temperature. Apart from this,

there is also a smaller overall expansion of the molecule; on average,
0

the C, atoms in the protein are further apart by about 0.20A at 255-300K

than at 80K. This effect is anisotropic and is only very roughly corre-

lated with the changes in the temperature factors at the two tempera-

tures. There does not seem to be any noticeable conformational change in

the molecule; the expansion apparently occurs by small adjustments in

the positions of all the atoms rather than by large, local, changes in

the conformational torsion angles. In any case, large positional errors

in the 80K structures preclude a description of the effect of tempera-

ture in terms of individual atoms at this stage. The anisotropic nature

of the thermal expansion provides a picture of the deformable regions of

the molecule; this complements that obtained by analysis of the X-ray

temperature factors, and also provides an experimental framework within

which to test the accuracy of empirical energy calculations on proteins.

In Section II the refinements of the various structures are briefly

described and the positional errors in the coordinates are estimated.

In Section III the significance and the structural consequences of the

changes in the unit-cell on increasing the temperature are examined. In

this section the structural changes are also described in terms of the

helices and loops in the protein. In Section IV the local as well as the

global effects of the thermal expansion are described in terms of the

changes in the radius of gyration of the protein, the linear expansion

coefficient and the radial distribution of atoms. The conclusions are

summarized in Section V.
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SECTION II: Refinement and Errors in the Structures

At temperatures above 250K it is straightforward to measure X-ray

data on met-Mb to 2.04 resolution and, in the course of various experi-

ments, three independent data sets were collected, two at 290K and one

at 255K. Structural models were independently refined against these data

sets and, combined with the original 300K structure of Hartmann et al.,

(1983), this led to four independent structures of met-Mb in the tem-

perature range of 255-300K. It was not feasible to collect X-ray data at

80K at M.I.T.; instead a new model was refined against the ariginal 80K

X-ray data of Hartmann et al. (1983). In the original refinement (Hart-

mann et al.,1983), the 300K met-Mb model of Frauenfelder et al. (1979)

was used as the starting structure; in the new refinement we started

with the recently refined model of CO-Mb (Chapter 4 of this thesis).

The four refined models of met-Mb in the 255-300K temperature range

shall be collectively referred to as the met-Mb(RT) ("room” temperature)

structures. There are now four RT structures and two LT (low tempera-

ture, 80K) structures, which makes eight structural comparisons possible

instead of just the original one. All the structures used in the ana-

lyses were refined against X-ray data by the method of Konnert and Hen-

drickson (Konnert, 1976, Konnert and Hendrickson, 1980, Hendrickson and

Konnert, 1980, Hendrickson, 1980). The refinement of the original 80K

structure (met-Mb LT1) and the 300K structure (met-Mb RT1) have been

described previously (Hartmann et al.,1983).

i) The new refinement against the 80K data (met-Mb LT2)

[he X-ray data set used is identical to that used in the original
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refinement (Hartmann et al., 1983). It consists of the 4400 unique

reflections considered to be statistically significant between the reso-

lution limits of 7.0% and 2.04. This includes only about half the total

number of theoretically obtainable reflections and may be contrasted

with the new RT data sets, all of which include about 9000 unique

reflections between the same resolution limits.

The structure used as a starting model was the 255K refined struc-

ture of CO-Mb (Kuriyan et al.,1985). The carbon-monoxide was replaced by

a water molecule and all the atoms were assigned an initial uniform tem-

perature factor. The water molecules included in the CO-Mb structure

were removed and replaced by those built during the original refinement.

The strategy employed in the new refinement was to alternate a few

cycles of least-squares structure factor refinement (Konnert and Hen-

drickson, 1980) with manual examination of difference electron density

maps on a graphics system. Every residue in the protein was examined

using difference maps with coefficients (2F -F ) (Blundell and Johnson,

1976). Regions where the (2F -F) density was ambiguous were omitted

from the model and difference maps with coefficients (FF) were calcu—

lated and, if possible, the structure was rebuilt to fit the difference

map. For the RT refinements, such a procedure finally results in the

density being unambiguous and contiguous for virtually all the backbone

atoms. This was unfortunately not true in the 80K refinement; there

were several regions of the protein where the backbone density was very

poor, even at an advanced stage of the refinement.

In all, three cycles of alternating least-squares refinement and

manual rebuilding were done on the structure. The final R-factor is 20%
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and the structure has good stereochemistry (rms deviations from ideality

in all stereochemical parameters less than or equal to the target stan-

dard deviations). More than fifteen sidechains in the 80K structure were

observed to be disordered, apparently existing in more than two confor-

mations. No attempt was made to model them as such, because of the small

number of X-ray reflections included in the refinement.

ii) The new RT structures (met-Mb RT 2-4)

The refinements of the three mew RT structures (met-Mb RT 2-4) are

described in Chapter 5 of this Thesis and will not be elaborated upon

ner

iii) Errors in atomic positions and distance calculations

In characterizing the effects of temperature on the structure of

the protein there would be little ambiguity if the deviations between

the two LT structures were significantly less than the deviations

between an RT structure and an LT structure. However, re-refinement of

the 80K data has resulted in a structure which deviates almost as much

from the old 80K (LT) structure as it does from any of the RT struc-

tures. One must, therefore, be cautious in assigning particular signifi-

cance to any observed structural differences between the LT and the RT

structures. In this section an attempt is made to arrive at some crude

estimates of what would constitute a significant deviation between the

two structures. The estimates will be based on the observed rms devia-

tions between the two LT structures and also on the deviations between

the four RT structures.
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The rms deviations between the backbone and sidechain atoms of all

the eight structures have been calculated and these are given in matrix

form in Table 1, below. These deviations have been calculated by super-

imposing the backbone (N,C,C) atoms of residues 3 to 148 (the two N

terminal and four C terminal residues are omitted from all comparisons).

From Table 1 it can be seen that the backbone deviations between the LT

structures (0.334) is more than twice as large as the average rms devia-

tion of 0.144 between the RT structures. The average rms deviation

between an LT structure and an RT structure is only 0.354.

lable 1: Rms Deviations Between the Refined Structures

Upper entry: rms deviation of the backbone atoms, in 2. Only

N,C, and c_ are included.

Lower entry: rms deviation, in R, of all atoms not included in the

above category (except solvent atoms).

, LT2 | RT1 | RT2 | BRT3 | RT4 |
_|(80K) | (300K)|(255K)'|(290K) | (290K)i

i LTT | 0.33 | 0.34 | 0.37 | 0.36 | 0.35
| (80K) | 0.84 | 0.71| 0.88 | 0.84 | 0.84
[LT2 | I" 0.37 | 0.35 | 0.35 1 0.35
| (sok) | =~ I 0,91 | 0.88 | 0.8 | 0.8

RT1 | "0.20 1 0.15 1 0.15
(300K) 0.63 | o.s3 | o.s1

"RT2 10.12 ! 0.11
 | (255K) 0.36 | 0.37
" RT3 0.06°
| (290K) 0.12

To examine this in more detail, in Fig. 1 the deviations between

the backbone atoms of the two 80K structures are plotted as a function

of residue number. The deviations are clearly not uniform throughout

the structure and in certain regions the backbone atoms deviate by more
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than 1.04. These regions are seen to be those where the difference maps

either show no density above noise-level or else are uninterpretable.

These regions are not confined to the loop regions; for example the

region around residue 25 in the B-helix has very poor density (see Fig.

1). The far better quality of the RT difference density maps probably

reflects the superiority of the diffractometer data collected at the

higher temperatures over the photographic data measured at 80K. Fig. 1

also shows the rms deviations between one of the 80K structures and an

RT structure. The magnitude of the deviations are similar to that in the

first plot, though the pattern of deviations is different.

If the simplifying assumptions that the errors in all the backbone

atoms are independent and that these errors obey the same isotropic

Gaussian distribution is made, then the mms deviations between the back-

bone atoms in Table 1 can be used to obtain an estimate of the standard

deviation in the atomic coordinates. In the Appendix it is shown that

the standard deviation, o,, in any one of the three coordinates of an

atom is given by of =&lt; Ay, where A&gt; is the mean-square deviation

averaged over all the atoms. In the Appendix it is alsc shown that the

standard deviation, c., in the distance between any two atoms is given
a

by ¢_ =
3

L(A"&gt;. When comparing distances in the 80K structure with those

in the 300K structure, what is of interest is the standard deviation in

2 2 2

the difference between two distances, Opp = %n1 + Clg In Table 2 the

estimated standard deviations in the coordinates, distances. and differ-

ences betwen distances for the LT and RT structures are presented.
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Table 2: Standard Deviations inferred from rms deviations

LT (80K) RT (250-300K)
Coordinates .

4
5

Distances:

0.13 0.05 (Backbone)
0.34 0.17 (Sidechains)

i

Difference in Distance:
9
A

Ap

J.13 0.07 (Backbone)
0.48 ~~ 0.24 (Sidechatns}

0.19 (Backbone)
0.38 (sidechain)

From this it can be seen that differences in LT and RT backbone dis-

tances which are less that about 0.20% are not likely to be significant.

The distances involving sidechains are much less accurate, especially

for the surface sidechains, so just the backbone atoms will be used in

most of the analysis which follows. Also, the error limits are further

reduced in many cases by averaging over the eight possible pairs of LT

and RT structures.

Thus, comparison of the two met-Mb(LT) structures shows that the

errors in the 80K structure are two or three times larger than those in

the met-Mb(RT) structures and that the rms deviation of atomic positions

between the two LT structures is almost as large as the deviations

observed between the LT structures and the RT structures. At first this

seems to rule out the possibility of characterizing the effects of ther-

mal expansion with any degree of certainty, but, as shall be shown

below, it turns out that both 80K structures do exhibit certain marked
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differences from the RT structures. The positions of individual atoms

cannot be described accurately enough to demonstrate the effect of ther-—

mal expansion on any given atom, but less local quantities such as the

radius of gyration, the radial distribution functions and the relative

packing of helices and loops show similar changes in all the eight com-

parisons which have been done
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SECTION III: Crystal Contacts and Secondary Structure Changes

(1) Crystal packing

In Table 3, below, the unit-cell parameters for the four met-Mb

(RT) crystals, the met-Mb (LT) crystal and, for comparison, the CO-Mb

crystal (Chapter 4 of this thesis) are presented.

Table 3: Unit-Cell Parameters

~
ie

~

dy dy dy
RT1(300K) 64.31 30.85 34.85 105.85°
RT2 (290K) 64.53 30.96 34.85 105.79°
RT3(290K) 64.55 30.99 34.80 105.91°
RT4(255K)° 64.46 31,02 34.82 105.92°

RT Average 64.46 30.95 34.83 105.87°
RTe¢ =~ ~~ 0,09 0.06 0.02" ~ 0.27°

LT (80K) 63.44 30.45 34.05 105.607
A(RT-LT) 1.02 0.50 0.78 0.27%"

CO-Mb © 64.18 30.84 34.69  105.84°
ACO-Mb - Met-Mb(RT) 0.28 0.11 0.14 0,037"

It has not been possible to re-measure X-ray data at 80K and there-

fore have no estimate of the errors in the low temperature unit-cell

parameters. However, the increase in unit-cell lengths between 80K and
0

255-300K (1.04 along a, 0.5A along b, and 0.84 along c) are at least an

order of magnitude larger than the magnitude of the estimated standard

deviation in the RT unit-cell lengths. Also, this expansion is about a

factor of five larger than the increase in the unit-cell lengths

observed on changing the ligation state of the molecule from an in-plane

Fe (II)-(CO) heme to an out-of-plane Fe (III)-(OH,) heme, which is known

to involve significant changes in the molecular structure (Kuriyan et

al., 1985). Thus, the change in unit-cell lengths between 80K and 300K,

which corresponds to a 5% increase in cell volume, is likely to be
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correlated with changes in the molecular structure.

Myoglobin crystals at room-temperature are estimated to contain

approximately 600 water molecules per asymmetric unit (Phillips, 1980).

With good data and careful refinement, up to 250-300 water molecules

(many with low apparent occupancy) can be located in the electron den-

sity map (Phillips, 1980); this is typical for crystals of proteins of

this size (Blake et al. 1983, North and Smith, 1985). About half as many

water molecules can be located at 300K as at 250K, presumably because of

increased disorder in the solvent at the higher temperature (Kuriyan,

unpublished). Unfortunately, electron density maps calculated using the

present 80K data set (Hartmann et al., 1983) are too poor to locate more

than about farty solvent molecules and so the effect of temperature on

the solvent structure cannot be examined.

We examine whether the changes in the unit cell parameters are

reflected in the protein structure by calculating the intermolecular

crystal contacts between one protein molecule and all its neighbors in

the monoclinic P2, lattice at low temperature and at high temperature. A

crystal contact is defined as an intermolecular distance that is less

than 4.08, and Fig. 2(a) shows the distribution of these distances for

one of the RT structures in the appropriate RT unit cell. There are 96

contact pairs and most of the distances are greater than 3.54, the

shorter ones being favourable ionic or hydrogen bonding interactions.

The effect of temperature can be seen by re-calculating the con-

tacts for the same RT structure, using the 80K unit-cell instead of the

RT one; i.e., the protein is kept rigid while the unit-cell is allowed
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to contract. The distribution of contact distances for this situation is

shown in Fig. 2(b). The number of contacts has doubled and there is a

pronounced peak in the distribution between 3.04 and 3.58 which was

absent in the RT unit-cell contact distribution (Fig. 2(a)). Many of

the contacts in this region are due to atoms in van der Waals collision

and clearly, there must be changes in the low temperature structure

which are correlated with changes in the unit cell. This is indeed the

case, and Fig. 2(c) shows the distribution of crystal contact distances

obtained from one of the 80K structures in the 80K unit-cell. The peak

between 3.08 and 3.58 1s considerably reduced, and the total number of

contacts is only slightly more than that found for the RT structure in

the RT unit-cell. There are, however, a somewhat larger number of short

contact distances at 80K than at 300K, indicating that the intermolecu-

lar contads themselves do increase between 80K and 300K. However,

because of changes in the protein structure, this increase is much less

than that calculated using a rigid protein.

lhe correlation between the changes in the unit-cell and the pro-

tein structure is now analvsed. In Fig. 3(a) the numher af naontants nar
SR wn] ww  &amp; — as amy @ LR 4 Ad SALAM WW &amp; de WS ad WC wD Ma

residue for an RT structure in the appropriate unit-cell is plotted. All

the helices and loops, except for the B helix, have at least a few resi-

dues that are involved in intermolecular packing interactions. The larg-

est number of such interactions is in the C-D region and the N-terminal

end of the E helix, which is interesting because this region is impli-

cated in the formation of transient pathways for ligand entry into the

heme pocket (Ringe et al., 1984, Chapter 4 of this thesis). In Fig.

3(b) the increase in the number of contacts per residue when the RT
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structure is packed into the 80K unit-cell is plotted. The largest

increases are, again, in the C-D-E region and also in parts of the A

helix.

In Fig. 3(b) the protein is kept rigid while the unit-cell lengths

are decreased. In Fig. 3(c) the increase, per residue, in the number of

contacts relative to the RT crystal when an 80K structure is packed into

the 80K unit cell is plotted; in this case, the protein structure as

well as the unit-cell changes relative to the RT crystal. Fig. 3(c) has

a striking feature when compared to Fig. 3(b). The increase in contacts

in the A helix and the C-D-E region in the latter is almost completely

absent in the former; some residues in these regions actually have fewer

contacts at 80K than at the higher temperature. We shall examine later

whether this reduction in the number of contacts, over that predicted by

the change in the unit-cell alone, is a result merely of sidechain rear-

rangements on the surface of the protein, or whether they involve more

extensive backbone rearrangements as well.

In examining intermolecular contacts it is useful to know which

parts of the structure are coupled through such contacts and how this

coupling changes with temperature. In Fig. 4(a) a contact diagram for an

RT met-Mb structure is presented. Each intermolecular contact is shown

as a line connecting a residue on the left with a residue on the right.

Residue pairs which have at least one contact less than 3.18 are con-

ne cted with a dashed line; all others are connected with solid lines.

There are only six short contacts for the met-Mb RT structure in Fig.

4(a); five of them correspond to favourable ionic or H-bonding interac-

tions (see below). In Fig. 4(b) we plot a similar contact diagram for an



- 162

80K structure in the 80K unit-cell. The over-all pattern is the same in

both .diagrams; however, there are more short contacts in the 80K struc-

ture. Notice that the C-D region is mainly coupled to itself through

intermolecular contacts.

As mentioned above, the intermolecular contacts tend to be shorter

at 80K than at 255-300K; this can be seen in Fig. 4, for example. To

examine a few specific cases, in Table 4 the distances between all the

atoms involved in ionic or H-bonding interactions at 255K and at 80K are

given. The surprising thing is that there are very few such interac-

tions; the molecular interfaces seem to be stabilized predominantly by

solvent mediated interactions, rather than direct contact of protein

sidechains.

Table 4: Ionic and H-bonding Intermolecular Contacts

Contact Pair

Ala 19(ABl1) - Lys 63(E6)
Lys 62(ES) - Arg 118(G19)
Arg 139(H16) - Lys 147(H24)
Glu 136(H13) - Lys 147(H24)
Glu 109(G10) - Lys 147(H24)
Lys 96(FG1l) — Glu 109(G10)
Glu 18(A16) —- Lys 50(CD8)
Glu 41(C6) — Lys 77(E20)
Glu 38(C3) - Lys 79(EF2)
Lys 140(H17) - Leu 149(H26)
His 48(CD6) - Glu 52(D2)

Interacting Intermolecular
Atoms Distance

80K 300K

4d)
0-NZ
NZ-0
NH2-0
OE 2-NZ
DE2-NZ
NZ-CE1
OE2-NZ
OE 2-NZ
NE 1-NZ
N-0
NE2-CE2

0 0

(2) (R)
2.32 2.71
2.40 3.40
2.23 2.353

. 2.33

3.17
2.58

a

2.36
3.07

* 3.20

1.90 3.0
3.30 .
3.67 *

A

0.39
1.0
0.30

-0.22

1.1

Only five of the eleven interactions are preserved between the LT

and the RT structures. Of the five conserved interactions, one

* The distance between these two atoms is greater than 4.08.
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apparently contracts between 80K and RT; the other four expand, two of

them by more than 1.04. Many of the residues involved are disordered

and alternate conformations have not been included in the analysis (for

example, Lys 147(H24), which is observed to have two conformations at

80K, interacts with Glu 136(H13) in one conformation and Glu 109(G10) in

another; only one of the interactions is listed in the Table above).

As discussed earlier, the increase in intermolecular distances on

going from 80K to 255-300K tends to be smaller than that predicted by

the changes in the unit-cell dimensions alone. Fig. 4(c) is a contact

diagram which illustrates the adjustments made in the structure which

compensate for the change in the unit-cell. Residue pairs where the

shortest intermolecular contact at 80K is 0.25-0.754 greater than that

predicted by the unit-cell contraction are connected by dashed lines;

residue pairs where the change is greater than 0.758 are connected by

solid lines. The C-D region and the N-terminal end of the E helix show

the largest effect: they have seven residue pairs for which the inter-

molecular contacts have adjusted by more than 0.758 each.

To summarize, the unit-cell volume increases by 5% between 80K and

255-300K. The changes in intermolecular contacts are, however, smaller

than that predicted by the unit-cell changes alone because the protein

structure apparently adjusts to preserve the distribution of intermolec-

ular contacts. The largest adjustments are seen to occur in the C-D

region and the first few residues of the E helix.
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(ii) Packing of secondary structural elements

The differences in the structure of met-Mb at 80K and at 255-300K

are now examined. The rms deviation between the backbone atoms of the RT

and LT structures does not prove to be a useful indication of the struc-

tural changes because the relatively large errors in the 80K structure

obscure the analysis (see Section II). Likewise, the backbone torsional

angles, which might be expected to provide an indication of the tempera-

ture induced conformational changes, are also difficult to analyse

because of the large errors in the low temperature structure. In Fig. §,

for example, we plot the difference in the backbone ¢ and ¢ angles

between an RT structure and an LT structure. Though some of the changes

are large, it has not been considered worthwhile to analyse this

further.

We must, instead, rely on comparisons that are either averages over

a large number of atoms, or which involve examining blocks of atoms

together. The C. atoms are generally the most accurately determined,

and to study the temperature induced structural changes we have calcu-

lated the distances between all the C, atoms in the protein at low and

high temperature. The LT distances are subtracted from the RT distances

and the differences are plotted in matrix form. These "C_A-distance

matrices” illustrate which regions of the protein move apart or come

together on going from 80K to 255-300K.

Fig. 6 shows the C _A-distance matrix for a comparison of the new

BOK structure with an RT structure. The upper half of the matrix indi-

cates Cc —C, distances that expand between 80K and 300K and the lower
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half indicates those that contract. The matrix is shown in two parts.

The first part has levels at 0.15% and 0.2528 and the second part has

levels at 0.304% and 0.504. As discussed in the section on positional

errors, we estimate that a change in distance less than 0.204 is

unlikely to be significant. The overall expansion of the molecule is

apparent in Fig. 6. It is also clear that this expansion is not uniform.

The most systematic feature is the motion of the C-D region and the N-

terminal end of the E-helix away from the rest of the protein.

There are two ways in which we can demonstrate that the features of

this C A—distance matrix are, by and large, determined by the X-ray data

and not by biases introduced by the refinement or the initial structure.

Firstly, the initial structure used in this refinement is the CO-Mb

structure (Kuriyan et al.,1985). In Fig. 7 we show the C_A-—distance

matrix between CO-Mb and the same RT structure that was used in the ear-

lier matrix. The overall expansion in this matrix is very much less

pronounced and the pattern of the expansion, which corresponds to the

F-helix tracking the motion of the iron away from the heme plane in

met-Mb (Kuriyan et al..,1985). is completely different from that seen in

the met -Mb(RT-LT) C,A-distance matrix (Fig. 6), where the motion of the

F-helix is not a prominent feature. This comparison of the matrices

cefore and after refinement of the structure against the 80K data shows

that the features are very sensitive to the X-ray data used.

Secondly, the C,A-distance matrices obtained by using the original

80K structure are very similar to those obtained using the new 80K

structure. Fig. 8 shows the C,A—distance matrix obtained by averaging

over the eight matrices constructed from the two LT and four RT
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structures. The matrix clearly improves on averaging: the contraction

half of the matrix becomes sparser and the expansion half becomes

denser.

From the averaged matrix in Fig. 8 a few generalizations about the

temperature induced structural changes can be made. The matrices indi-

cate that, despite the large errors in the 80K data, the expansion of

the protein is a systematic, reproducible effect. The most pronounced

feature of the expansion is the movement of the C-D region and the N-

terminal residues of the E helix as a unit, away from the A helix, the

C-terminal end of the E helix, and the F-G-H region. Careful examination

of the blocks along the diagonal of the matrices shows that apparently

only the E helix expands internally (the N and C terminii move apart);

if the other helices do expand, this is not discernible above the noise

level of the data, contrary to what was suggested by Hartmann et al.

(1983). The observed expansion of the protein occurs mainly by changes

in the relative packing of the helices and loops.

In the previous section on crystal contacts it was pointed out that

the C-D-E region adjusts the most to changes in the unit-cell. In this

section we have shown that this region moves away as a block from the

rest of the protein on going from 80K to 255-300K, suggesting that the

changes in the backbone positions are correlated with the changes in the

unit-cell. In the next section we shall examine less localized features

of the expansion and also attempt to separate the effects of the flexi-

ble loops and the C-D region from the overall expansion of the rest of

the protein.
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SECTION IV: Overall measures of Expansion

(1) The radius of gyration

The radius of gyration and its three orthogonal components are

measures of the size and shape of the molecule. We have calculated these

for all the non-hydrogen atoms in the six met-Mb structures, assuming a

unit mass for each atom. The results are given in Table 5 below:

Table 5: Radius of Gyration for all Atoms in the Protein

] n
eo

LT(1) 80K | 21.15 ,
LT(2) 80K | 21.11
RT(1) 300K | 21.35 1
RT (2) 290K | 21.35
RT (3) 290K | 21.341
RT(4) 255k | 21.31

Average (LT) ! 21.13
Average (RT) | 21.34|

A | 0.21]

R, | Volume
:  (Ellipsoid)

10.87 | 11.79 | 13.79
10.88 | 11.73] 13.77
10.98 + 11.89 | 13.92
10.97 | 11.90 | 13.92
10.95 | 11.91 | 13.91
10.93 | 11.89 | 13.89
10.87 | 11.76 | 13.78
10.96 | 11.901 13.91 1
0.09 | 0.14] 0.13 |

The increase of 0.214 in the overall radius of gyration corresponds to

an overall linear expansion of approximately 1%. If the molecule is con-

sidered to be an ellipsoid, this corresponds to a volume increase of 3%.

Tahla &amp; aAhawa alhacea Shad Slo domino meme 2am doleo amm 32 nc. a fd oooA2mo 8 oo
LAVLT J QAUUYT OUURD Liab ude lalredase ull Jie radius oI gyraivion 18 3yS—

tematic and reproducible and that the expansion is approximately the

same in all directions. We now examine the contribution of the loops and

the C-D region by excluding all the atoms in these regions from the

radius of gyration calculation. The results are given in Table 6.



~ 168-

Table 6:

Radius of Gyration for all Atoms Except the Loops and the C-D Corner

1
~

LT(1) 80K | 19.15,
LT(2) 80K | 19.10

RT (1) 300K | 19.281
RT(2) 290K | 19.281
RT (3) 290K | 19.271
RT (4) 255k | 19.24

Average (LT) ! 19.12 -
Average (RT) 19.27 |

A | 0.15 |

|
l !

10.28 | 10.67 | 12.14
(10.21) 10.66|12.11

10.321 10.751 12.23
10.32 | 10.741 12.23
10.32 | 10.741 12.23
10.33 | 10.70 | "12.20
10.25 ! 10.67 | 12.12
10.32 | 10.731 12.221
0.07 | o0.06 | o.10]

R R
 Vv

R
”

.

Volume
(El1lipsoid)

5552.4
5668.1

The overall expansion of the radius of gyration is now only 0.8% and the

volume expansion is only about 2%. Nevertheless, the expansion is still

quite marked. Thus, even though the motion of the C-D region away from

the rest of the protein is the dominant feature of the thermal expan-

sion, there is also a smaller overall expansion of the protein.

(ii) Thermal expansion coefficients from CiCy distances

We have examined the magnitude of the thermal expansion over dif-

ferent length scales by using Cao distance scatter plots. In Fig. 9 we

compare the CaCa distances in an LT structure and an RT structure. The

distances are grouped into three ranges: (a)5-108, (b) 10-154 and

(c)20-258. All distances that differ by less than 0.25% are excluded

from the plot. In Fig. 9(a) (for distances between 58 and 108) the

expansion is seen as a small but perceptible increase in the number of

points in the expansion side of the diagram. This feature is clearer in

Fig. 9(b), for distances between 108 and 154. Finally, in Fig. 9(c¢), for

distances between 208 and 254, the number of points on the expansion

side is overwhelmingly larger.
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The distributions of differences in CaCq distances, A, for the

three classes of distances are shown in Fig. 10. All three distributions

are pealed at positive values of A, indicating the overall expansion of

the molecule. The data in Figs. 9 and 10 are based on comparison of one

LT and one RT structure. Similar results are obtained for all the other

structures; the mean values of A and the standard deviations about the

mean for the eight comparisons of LT and RT structures are given below

in Table 7.

Table 7: Average Increase in CC, distances

met-Mb(RT1) met-Mb(RT2) met-Mb(RT3) met—Mb (RT4)
(300K) (290K) (290K) (255K)

met-MhH(LT1)

met-Mh(LT2)
0.20
0.31

0.20
2.28

0.19
0.28

0.16
0.28

The fact that the average value of A scales with the distance indi-

cates that the linear expansion coefficient might be constant over all

length scales. This is approximately true, as we shall now show. We

define a linear expansion coefficient. ay is for the C atoms, asJo&amp;
fol-

lows:

a, (T,,T,) = DianZug 1iLa71517)
ij "2’"1 ry P(T,-Ty)

where ry (7) is the distance between the Ceo atoms of residues i and j at

temperature T, and ry is the average value of ry between the two

temperatures. We have calculated the value of a 4 averaged over all the

Ca Ca distances in various ranges of distances. The results are given

below, in Table 8.
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Table 8: Linear Expansion Coefficient for C, Distances

The values of a in this Table are given in units of 101

0 0 0 0Range : All 5-108 _10-15A 15-208 20-258 25-30%
LT1( 80K)
RT1(300) 51 53 50 46 49 50
LT2 ( 80K) TT
RT1(300K) 47 42 50 a4 = 4 43
LT1( 80K) TT

RT2(290K) 53 52 50 47 51 54
LT2(80K)

RT2(290K) 48 40 51 42 43 as
LT1( 80K)

RT3(290KY 50 ~~ 50 ~~ 46 = 43 48 51

LT2(80K)
RT3(290K) 45 37 © 471 © 39 39 42
LT1( 80K) ’
RT4(255K) ~ 53° 53 41 44 51 56
LT2 ( 80K) TT

RT4(255K) 47 39 ~~ 48 ~~ 39 41 46

Average 49.4 45.7 48.6 42.6 45.4 48.4
5 2.9 6.4 1.7 2.8 4.6 4.4ma—

The value of a is seen to be always lower when calculated using the

new 80K structure (LT2), but is fairly constant over all the length

Scales used in the calculations. The average values of a are close to

those obtained for the expansion of all the atoms with respect to the

nv 1n—0p—1,senter of mass of the protein (50 X 107K 14,

It would be interesting to relate a, as calculated here, to the

linear expansion coefficients of substances such as water and benzene.

For such a comparison, a has to be converted to the linear expansion

coefficient at a particular temperature; in its present form it is the

coefficient between two widely disparate temperatures. Such a conver-—

sion would require a knowledge of the temperature dependence of the

expansion coefficient for myoglobin, which is not known at present. We

shall not, in this work, estimate what the correction to a should be in
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order to relate it to the room-temperature thermal expansion coeffi-

clients of other substances.

It might not be unrealistic, given good data, to measure the tem-

perature dependence of a from X-ray determinations of the structure of

the protein at different temperatures. This is suggested by the fact

that the structure of met-Mb at 255K seems to exhibit a very small but

systematic shrinkage when compared to the structures of met-Mb at 290-

300K (see Tables 5 and 6, the radii of gyration).

(111) Variation of the Thermal Expansion Coefficient

Ihe values of a in Table 9 are averaged over the whole structure.

To look for local variation in the expansivity of the protein, we have

calculated a in spheres of radius sk and 104, centered on each residue.

The variation of a with residue number for both cases is shown in Fig.

11. For the smaller spheres, part of the large variation in a observed

is due to the small number of distances in each sample. While the 108

sphere calculation in Fig. 11(b) loses some of the local structure, it

still shows a surprising amount of variation. One rough correlation

that emerges is that a is lower in the middle of helices than at the

ends, perhaps indicating mare harmonic potentials in the centers. An

interesting result is that the value of a is low in the C-D region in

both Figs. 11(a) and 11(b); this is consistent with the C-D region mov-

ing as a relatively rigid body away from the rest of the protein.

Since the expansivity is related to the anharmonicity of the poten-—

tial of mean—-farce for each atom, we have attempted to discover correla-

tions between the variation in expansivity over the molecule with the
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B-factors and, especially, the changes in B-factors between 80K and

255-300K. Such correlations turn out to be tenuous, at best, because of

the poor quality of the data. We must once again emphasize that that we

are limited to drawing only very general conclusions about the thermal

expansion. The sensitivity of the B-factors to the errors in the data,

among other things, makes it impossible at present to reliably correlate

them with expansivity; such correlations would also require knowledge of

the temperature dependance of the B-factors.

(iv) The radial distribution function

The distribution of differences in distances of all atoms from the

center of mass of the protein at 255-300K and 80K are very similar to

the distributions for CeCe distances shown in Fig. 10 and, indeed, lead

to the same estimate of the linear expansion coefficient. We have exam-

ined the nature of the expansion with respect to the center of mass by

calculating the normalized radial distribution function around a central

atom in all six structures. The distributions are calculated for the

atom closest to the centroid of the protein, which is the CBB atom of

the heme group. The radial distributions are averaged over the two 80K

structures and also over the four RT structures. The resulting averaged

distributions are shown in Fig. 12. They are quite structured, with six

or seven peaks clearly seen.

What is interesting in Fig. 12 is that the second, third and

fourth peaks are shifted outward by about 0.54 in the RT distribution,

corresponding to an expansion in the coordination shells on going from

80K to 300K. We can compare this with the observed increase in the
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radius of gyration by calculating the radius of gyration, Rg for two

radially symmetric spherical bodies with mass distributions given by the

radial distributions in Fig. 12. On doing so we find that N is 21.254

for the 80K distribution and 21.464 for the RT distribution. This

increase of 0.20% in R, is the same as that calculated using all the

atoms in the structure.

SECTION V: CONCLUSIONS

Myoglobin exhibits a small but systematic thermal expansion in the

temperature range of 80K to 300K. The challenge in the present work has

been to characterize this expansion despite the relatively poor quality

of the low temperature data. This has been done by re-refinement of a

new model against the 80K X-ray data, using a different set of initial

coordinates. The room temperature data have also been extended by col-

lecting three new X-ray data sets in the temperature range of 255-290K.

Certain overall features of the thermal expansion then emerge as sys-—

tematic, reproducible, differences between the low temperature and room

temperature structures.

The volume of the unit-cell increases by about 5% on going from 80K

to 255-300K. However, expansion in the inter-molecular contacts is not

as large as that predicted by the expansion in the unit-cell alone

because the protein structure adjusts to the changes in the unit-cell.

The largest adjustments occur in the C-D region and in the N-terminal

residues of the E helix. On examining the temperature induced changes in

the structure of the protein, the largest change observed involves the

motion of the C-D-E region away from the rest of the protein. Thus one
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picture of the thermal expansion which emerges from this work is that of

localized regions in the protein undergoing expansions that are corre-

lated with changes in the packing of the molecule in the unit cell. The

solvent probably plays an important role in this since the protein

interfaces are mainly stabilized by protein-solvent interactions rather

than protein-protein interactions; however, the data are not good enough

to examine this phenomenon in any depth.

A complementary picture of the thermal expansion emerges on examin-

ing the radius of gyration of the molecules at the two temperatures:

there is a small overall expansion of the molecule that is independent

of the motion of the C-D region and the loop regions. On examining
0

CaCa distances it is seen that they move apart by about 0.204, on aver-—

age, between 80K and 300K; the expansion in the distances increases with

the distances, resulting in a linear expansion coefficient that is rea-

soma bly independant of length scale. The linear expansion coefficient,

however, varies in different parts of the molecule. Careful temperature

dependent studies are required to extract information about the atomic

potentials of mean force from the variation in expansivity; the data

used in the current wark are by no means adequate.

On examining radial distribution functions around a central atom in

the proteln it is seen that there are several "coordination" shells

around the atom. The structure of the coordination shells changes on

increasing the temperature; some of the shells move outward by about

0.58. This motion outward is equivalent to an increase of 0.24 in the

radius of gyration and provides a picture of the thermal expansion as a

global movement of atoms outwards from the center of the protein.
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That such a clear picture of the shrinkage emerges from the

present 80K data set bodes well for future temperature dependence stu-

dies of the structure of proteins. Another promising feature is that

there seems to be a small, but noticeable, difference in the structure

of met-Mb at 255K from that at 290-300K. This difference has largely

been ignored in this work, but it indicates that X-ray diffraction stu-

dies at 2.04 resolution might be sensitive to the changes in protein

structure that occur due to a 40K change in temperature. These studies

can readily be extended to at least 1.5% resolution, especially with the

use of area detectors, and so we look forward to some advances in this

ar”C2

Crystallographic studies in which thermodynamic parameters such as

pressure or temperature are varied provide a means of identifying the

deformable regions in proteins; in met-Mb, for example, the temperature

dependence study described in this chapter has shown that the C-D-E

region is very flexible and can move by about 0.54 in response to

changes in the temperature and/or crystal packing. Recent molecular

dynamics simulations of CO-Mb (Kuriyan and Karplus, in progress) indi-

cate that the fluctuations in this region are directly coupled to the

ligand binding site and that the motion of the C-D region away from the

protein might be a mechanism for the formation of transient channels for

ligand entry into the binding pocket. In the crystal, large motions of

this region are limited by the intermolecular contacts. The behaviour

of the C-D region when the protein is in solution is of great interest.
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APPENL. WV,

Positional Errors in Atomic Coordinates Inferred from Two Refinements of

the Same Data.

Two independent refinements of the same diffraction data result in

a mean-square deviation, A&gt;, averaged over all the atoms in the struc-

ture. In this appendix we relate this mean-square deviation to the stan-

dard deviation, Cs in the atomic coordinates and to the standard devia-

tion, S,., in the distance between any two different atoms in the

molecule. To do this we make the following assumptions:

i) The errors in each of the three coordinates of any atom are indepen-

dent and the error in the position of any atom is uncorrelated with that

of any other atom.

1i) The errors in the positions of all the atoms in the molecule obey

the same isotropic normal distribution; alternatively, this could apply

to certain classes of atoms. such as those in the backbone.

Results

a) The standard deviation, oy» in any one coordinate of an atom is

related to the mean-square deviation, ats, between the two refined

structures by:



149”

-
~~

FIER 2.3%= &lt;A &gt;" =» 0.41 &lt;A &gt;Hh

b) The standard deviation, S. in the distance between any two different

atoms in the molecule is given by:

Pr-| OE

- As%~ 0.58 (A &gt;A

a) The relation between o_ and &lt;A &gt;

The two refinements result in two structures, 1 and 2. The square-

deviation for any atom is defined as:

J

5 X2 Par 7 2g) (1a)

Denote the (unknown) true or mean value of the oth coordinate by x.

Then.

£1 = X, + AX 4 and

Xo £ + AX ,

{(.b)

(1c)

where AXat is the error in the ott coordinate of the atom in the first

or second structure. Therefore:

A” 3 2

x Ma - AX 2) v2)

The mean-square deviation is obtained by averaging Al over the whole

structure. Because of assumptions (a) and (b) given above, this is

equivalent to averaging the errors over the single Gaussian distribution

which describes the errors. Hence,

A
= a$ [&lt;AX ?5 tO AX) - 2K 0% 0] ( 3)
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Since the errors are assumed to be independent, the cross term in Eqn. 3

vani shes, Also, the error distribution is assumed to be isotropic, and

“a
—

ag
YY CAX 4° = (ARq &gt; for a,p = 1,2,3 and for 1, 1,2 (4)

Hence,

2(A*&gt; = 66° and o = + a"H¥
X X ct

5)

which proves the first proposition. The relation in Eqn. 5 was checked

by a computer simulation in which two met-Mb structures were generated

from one of the refined structures by introducing random, Gaussian,

errors into the atomic coordinates. In this case the standard devia-

tion, Co» in each atomic coordinate is known, and the rms deviation

between the two corrupted” structures is indeed that predicted by

Eqn.S.

2
b) oc, in terms of &lt;A &gt;

Method 1 - Propagation of Errors:

Suppose there is a set of variables, {x}, for which the standard

deviations, Cy for each X;, are known. Then the standard deviation, Ops

to first order, of any function f(x) is given by:

4

[&amp;]xq
where the "T" indicates that the derivatives are evaluated at the "true”

pr

or mean values of the variables.

Let the distance between two atoms, 1 and 2, be denoted by r:
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” ;SX x
21 al X 2)

be ill ry

2 x 2

dX 2
al r

Hence, using Eqn. 6:

_ 1 3 X y* 2 - (x X y? 2
- Trey (X01 a2 X41 al “a2 a2 |

Using Eqn. 4, this simplifies to:

5

3

Oy 3 2

2 2¥a go) = 2cLL

But, from Eqn. 5, o, =
i 1

=&lt;A &gt;, and so,

 YT 3%~&lt;A)
u,

(7)

(8a)

(8b)

which proves the second proposition.

Method 2: o_ evaluated by Taylor expansion.

The error propagation formula, Eqn. 6, is derived using a Taylor

expansion for f(x) in terms of the errors in X;. We can also derive Eqn.

8 by directly applying the Taylor expansion method to the distances,

which has the merit of providing a clearer geometrical picture. Let the

true position of atom 1 be (X,Y,Z) and that of atom 2 be (0,0,0). Let

the measured position of atom 1 be (X+AX, , Y+AY, ,Z+AZ,) and that of atom

2 be (AX,,AY,,AZ,). Let the distance between the true positions of the

atoms be r and that between the measured positions be r’, o., the vari-

ance of the distance between atoms 1 and 2, is given by:
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2
s,, = &lt;(r-r') &gt; (9a)

Expanding the square, we get:

3 fm? &gt; - 2rir’) (9b

where r' is given by:

3 [ 2 2
+J [ar (AX ,) ]

2 c X -
% o (AX 4 AX 5)

3
§ AX _AX

a=1 al™"a2

(10)

The last two terms in the above expression vanish on averaging, and so:

3 2
(pr!5=p+fa (11)

To evalaute the last term in Eqn. 9b, we need to expand r' in a Taylor

series in (aX 51. The terms which are first order in AX 4 will vanish on

averaging. Likewise, among the second order terms, all the cross terms

will also vanish on averaging. The Taylor expansion for r'’, keeping only

the second order self terms, is:

-..]

p23 ge :
r+ nk &gt; " (AX;)= =1 rya d(AX ,) [*at 0

de 112°7

We can write, from Eqn. 10.

ve » Ey

r /  Hh (13®

3 3 2 2

| (8X gy) + (AX,)]

X (AX _;-AX ,)
» A
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J
5 = 2 Ma18%4,

We can evaluate the derivatives as follows:

’ 2

ih = dete gE anal

3 3

ar’_1.2%. yh dy 1)dyaax®, 20 amt, Alaa
rnd al a

Por i=1 (the first atom),

dyTAK = 2MX , + 2X - 2XXal a a A a2

(rp +y)

(14°

(15)

( 16: )

For 1=2 (the second atom),

and, fori=1and2.

dy _ _ _

ax 2X, 2X - XX

2

dy _ 5
2

AX

( 16 J)

(1™ J

Using Eqns. 16 and 17 in Eqn. 15 and evaluating the expressions at

AX 4 7 0

:

2

Hence, using Eqn. 18 in Eqn. 12.

_L_%
= rAX ,=0) 2

oa 2 3 xoy
Fr, 3 1 3 AX ”=1 q=1 r

(18)

19 3)

Averaging, and using the assumption of a single isotropic error distri-

bution for all the atoms, we get:

4
a y =p4

a

20,
- e—

fe (20)
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Using Eqns. 11 and 20 in Eqn. Yb we obtain:

“

- 2

2r + 60

=)  Oo
-

2
20. |

- 2 + =
i

) - {21)

which is the same expression obtained using error propagation in Eqn.

X Zo
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FIGURE LEGENDS

Figure 1

RMS deviations between backbone atoms of the two 80K structures

(solid line) and an 8UK structure and an RT structure (dotted line).

The RMS deviations are averaged over residue. The structures being com-

pared are superimposed on the backbone (N,C,C), atoms of residues 3 to

148. The circles mark the residue numbers.

Figure 2 a,b,c

Pistribution of crystal contact distances. a) RT structure in RT

unit cell. b) RT structure in 80K unit cell c) 80K structure in 80K unit

cell.

Figure 3

TOP: Number of contacts vs. residue number for RT structure in RT

anit cell.

MIDILE: Increase in the number of contacts when the same RT structure is

placed in the 80K unit cell.

BOTTOM: Increase in the number of contacts (with reference to the figure

at TOP) when the 80K structure is placed in the 80K unit cell.

Figure 4 a,b,¢ Contact Diagrams

4a. Intermolecular contacts made between residues in the met-Mb 255K

structure. The secondary structure elements are shown in the two verti-

cal bars. Intermolecular contacts are represented as lines connecting
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residues in one bar to residues in the other. Solid lines represent con-

tacts between 3.1% and 4.04. Dashed lines represent residue pairs where

at least one contact is less than 3.11.

4b. Intermolecular contacts between residues in an 80K structure, as in

4a above.

4c. Intermolecular distances which adjust to the change in unit-cell.

The shortest intermolecular distance for every residue pair is con-

sidered for this Figure. Contacts in the 80K structure which are

between 0.254 to 0.754 greater than that predicted by the change in the

unit cell parameters are shown by a dashed line. Contacts which are more

than 0.754 greater are shown by a solid line

Fig. 5 € and ¢ deviations

The deviations in the backbone torsion angles &amp; and ¢ between an RT

structure and an LT structure are given as a function of residue number.

Solid line: deviation in #, Dashed line: deviation in d.

Figure6a,b

CA distance matrix for the new 80K structure vs. an RT structure.

The entries below the diagonal represent contraction on going from 80K

to 300K; the entries above the diagonal represent expansion on going

from 80K to 300K. a) 0.15 and 0.25 3 levels. Db) 0.30 and 0.50 3 lev~

als.



185 ~~

Figure 7

CA distance matrix, as above, for CO-Mb vs. the same RT structure

used in Fig. 4. Levels are at 0.15 and 0.25 :.

Figure 8 a,b

CA distance matrix, averaged over the eight comparisons of 80K

structures with RT structures. a) 0.15 and 0.25 2 levels. b) 0.30 and

0.50 } levels.

- atter plotsFigure 9 C. C, distance scatter plots

The three figures compare Ca=C, distances in an LT structure with the

corresponding distances in an RT structure. All distances which deviate

by less than 0.25% between RT and LT are excluded in the plots. The com-

parison is done in three ranges of distances: (a) 5-104 (b) 10-15 3 and

(c) 20-253.

Figure 10 a,b,c Distributions differences SsFigure 10 a,b,c Distributions of differences in C. distance

Histograms of the differences between C,-C_ distances at 80K and 300K in

the three ranges of distances used in Fig. 9.

Figure 11 a,b coefficients of expansion

The coefficient of expansion, a, as defined in the text is calculated

and averaged over all the C, atoms in spheres of radius 5.04 (Fig. 11a)

and 10.03% (Fig. 11b), centered on each residue. The comparison is done

for one RT structure and one LT structure.
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Figure 12 averaged radia] distribution functions

The spherically averaged radial distribution of atoms around the CBB

atom of the heme is calculated and averaged over the two LT structures

(solid line) and the four RT structure (dotted line).
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Chapter4

Ihe X-rayStructureand Refinement of CO-Myoglobin at
1.5 A Resolution

Abstract

The structure of CO-myoglobin at 260K has been solved at a resolu-

tion of 1.54 by X-Ray diffraction and a model refined against the X-ray

data by restrained least-squares. The CO ligand is disordered and dis-

torted from the linear conformation seen in model compounds. At least

two conformations, with Fe-C-0 angles of 140° and 120°, are required to

model the system. The heme pocket is significantly larger than in

deoxy-myoglobin because the distal residues have relaxed around the

ligand; the largest displacement occurs for the distal histidine

sidechain, which moves mare than 1.4% on ligand binding. The sidechain

of Arg 45 (CD3) is disordered and apparently exists in two equally popu-

lated conformations. One of these does not block the motion of the

distal histidine out of the binding pocket, suggesting a mechanism for

ligand entry. The heme group is planar (root-mean-square deviation from

planarity is 0.08%) with no doming of the pyrrole groups. The Fe-N_,

(His 93) bond length is 2.24 and the Fe-C bond length in the CO complex
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is 1.98, The iron is in the least-squares plane of the heme, and this

leads to the proximal histidine moving by 0.44 relative to its position

in deoxy-myoglobin (Takano, T., J. Mol. Biol., 110, 569-84). This shift

correlates with a global structural change, with the proximal part of

the molecule translated towards the heme plane.

Introduction

Small, well characterized, molecules such as co, and Hy are model

systems for the development of new theoretical and experimental tech-

niques in physical chemistry. Small, well characterized, proteins such
1

as bovine pancreatic trypsin inhibitor and sperm whale myoglobin (Mb)

are playing a corresponding role in biophysical chemistry. Myoglobin, in

particular, is of great interest because of its known functional impor-

tance in the storage of oxygen and the ease of studying the dissociation

reaction by photolysis techniques. More than twenty years after the

three dimensional structure of the met form of sperm whale myoglobin

was first described (Kendrew et al., 1960), it continues to be the sub-

ject of crystallographic investigation. New crystal structures of this

form (with an S=5/2 ferric iron), as well as of the physiologically

important high spin deoxy (S=2, Fell) and low spin oxy (S=0, Fell) forms

have been obtained and refined (Takano, 1977a,b, Frauenfelder et al.,

1979, Phillips, 1980, 1981). It has become clear that a knowledge of the

atomic coordinates at the highest possible accuracy is essential for a

functional description of the molecule. Moreover, it is only from care-

1. Abbreviations used: Mb, myoglobin; CO-Mb, carbon-monoxy (Fe II)
myoglobin; Oxy-Mb, O, (Fe II) myoglobin; met-Mb, OH, (Fe III) myo-globin; Hb, Hemoglobin.



fully refined high resolution structures that reliable information con-

cerning the atomic fluctuations can be derived.

Because of the instability of the oxy form in aqueous solution at

normal pH, a number of spectroscopic and kinetic studies have relied on

the more stable carbon-monoxy (CO) form of the molecule as a model for

the liganded, low spin, Fe II state of the protein (see,for example,

Austin et al, 1975, Alben, 1978, Henry et al., 1983, Powers, et al.,

1984). Such studies have raised questions about the geometry of the CO

ligand when bound to the iron in the protein. There is evidence that the

CO ligand binds to the protein in more than one conformation, (McCoy and

Caughey, 1971, Churg et al., 1978, Makinen, et al., 1979, Brown et al.,

1983) and one goal of a crystallographic structure determination is to

delineate the possible stable structures of the ligand. It is also

important to examine how the structure of CO-Mb differs from that of

model compounds and the other liganded farms. Such information can pro-

vide a structural basis for the spectroscopic differences observed

between the different liganded form. Moreover, it is important for

understanding how ligand binding results in tertiary structural changes.

Such tertiary structural changes are thought to be involved in the

cooperativity of ligand binding in hemoglobin (Gelin and Karplus,

1977,Baldwin and Chothia, 1979, Gelin et al., 1983). Myoglobin serves as

a simpler, non-cooperative, system for study and for comparison with the

structural results for hemoglobin.

In the development of theoretical approaches to proteins, the

availability of good structural data is important for testing simulation

methods such as energy minimization and molecular dynamics. Accurate
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structures can also aid in the parametrization of the force fields used

in such simulations. The magnitude of atomic fluctuations in the protein

can be deduced from the crystallographic temperature factors (Willis and

Pryor, 1975, Petsko and Ringe, 1984) and can be correlated with the

fluctuations calculated from molecular dynamics (Karplus, 1981, Karplus

and McCammon, 1983, Levy et al., 1985) and normal mode simulations of

the protein (Brooks and Karplus, 1983, Go et al., 1983, Levitt et al.,

1985). There is a fundamental interest in the structure and dynamics of

myoglobin because migration of the ligand from the solvent to the buried

binding site in the heme pocket, and subsequent binding to the iron, is

the best studied example of a reaction involving potential barriers in

the protein matrix (Austin et al., 1975, Case and Karplus, 1978,1979,

Henry et al., 1983, Ansari et al., 1985).

A need clearly exists for a refined structure of CO-Mb that is com-

parable in accuracy to that of the available met , deoxy and oxy forms.

The structure of CO-Mb has been solved previously by neutron diffrac-

tion, at a resolution of 1.88 (Norvell et al., 1975, Hanson and Schoen-

born, 1981), and refined by a real space constrained method (Diamond,

1971). The ability to locate hydrogen and deuterium atoms from the neu-

tron data has provided a great deal of information about the protonation

states of the titratable groups, the location of slowly exchanging pro-

tons and details about the solvent and protein hydrogen bonding. Unfor-

tunately, apparent disorder at the ligand binding site prevented the

unequivocal determination of the ligand geometry (Hanson and Schoenborn,

1981). Also, the use of real-space refinement makes it difficult to com-

pare the results with those for met- and oxy-Mb which were refined in
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reciprocal—-space.

Wereport here the determination of the structure of CO-Mb at a

resolution of 1.51%, by X-ray diffraction. The structure determination

was done at low temperature (260K) to aid in characterizing the possible

disordered ligand conformations. Refinement against the X-ray data was

done by a restrained least-squares method (Konnert and Hendrickson,

1980) in which all internal degrees of freedom of the molecule are

allowed to vary, subject to stereochemical and other restraints.

Although a completely unrestrained structure determination is not pos-

sible at this resolution, the Konnert-Hendrickson method is expected to

introduce less bias than constrained refinement, where the number of

internal degrees of freedom are greatly reduced. Also, this method

allows the assignment of individual isotropic atomic temperature factors

(B-factors) which are more reliable than those obtained by real-space

refinement.

This paper focuses on three aspects of the X-ray structure of CO-

Mb. The conversion of met-Mb crystals to CO-Mb, the data collection and

the refinement are described in Section I. The structure of the heme-CO

complex and the local effects of CO binding are discussed in Section II.

The more global changes in the tertiary structure observed on CO binding

are examined in Section III. In the last two sections much of the

analysis is based on comparisons of the X-ray structure of CO-Mb with

that of deoxy-Mb (Takano, 1977b, Phillips, 1981), the coordinates of

which were obtained from the Brookhaven Protein Data Bank (Bernstein et

al., 1977). The conclusions are summarized in Section IV.
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1 Methods

i) Crystal Preparation

Sperm whale met-myoglobin (Sigma Chemical Company) was crystal-

lized in the normal monoclinic form by the usual methods (Kendrew and

Parrish, 1956). The crystals were stored in 75% saturated ammonium sul-

phate, pH 6.0 with 0.1 M phosphate buffer (hereafter referred to as the

mother liquor). To convert these crystals to those of the carbon-monoxy

derivative of the protein, they were suspended in 9 ml of the mother

liquor in a round bottomed flask equipped with a side—arm and stopcock.

The top of the flask was sealed with a rubber gasket. The atmosphere

inside the flask was deoxygenated by flushing with nitrogen for one hour

at room temperature. The nitrogen was then replaced by carbon-monoxide

and the crystals were equilibrated overnight at room temperature. After

twelve hours, the flask was brought to 4°C and a syringe was used to

inject 1 ml of a 20 mg/ml deoxygenated, CO-equilibrated, solution of

sodium dithionite through the rubber gasket into the mother liquor.

Dithionite was introduced slowly, over a two hour period, to a final

concentration of 2 mg/ml. During this time the colour of the smaller,

thin crystals was observed to change from reddish brown to bright red.

Following a second overnight incubation with CO at room temperature, a

crystal of size comparable to that used for data collection was removed

from the flask under a nitrogen atmosphere in a glove bag and dissolved

in 0.1 M phosphate buffer, pH 6.0. Ultraviolet and visible absorption

spectra were run immediately. The characteristic bands of CO-Mb

(Hanania et al., 1966) were present and there was little indication of

contamination from the met form (less than 2%)
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A large flawless crystal was then removed from the flask under

nitrogen in a glove bag that had been sealed around a stereo microscope.

The crystal was mounted in a 1mm quartz capillary tube and a column of

machine oil was inserted at either end of the tube to prevent contamina-

tion of the nitrogen atmosphere by room air if the seals leaked. Sealing

of the tube was done with five minute epoxy; the assembly was left in

the glove bag under nitrogen for three hours to insure proper hardening

of the resin. The capillary tube was then mounted on a conventional

goniometer head. On completion of the data collection the crystal was

dissolved in pH 6.0 phosphate buffer; the UV and visible spectra

(Hanania et al.,1966) revealed that no significant conversion to the met

form had occurred during data collection.

ii) Data Collection

Data were measured on a Nicolet P3 diffractometer equipped with a

modified LT-1 low temperature device. All measurements were made at

260K. Low temperature was used to reduce radiation damage (Petsko,

1975) and to minimize X-ray induced conversion of CO-Mb to the met form.

It was decided not to employ a cryoprotective mother liquor, which would

have permitted a lower temperature to be reached, since the use of one

would have complicated comparisons of the structure with that of met-,

oxy— and deoxy-Mb, all of which were solved in their normal aqueous

mother liquor at temperatures between 255K and 300K. Since reflection

profiles indicated that peak shape was uniform throughout reciprocal

space, Wyckoff scans were used for reflection measurements (Wyckoff et

al., 1967). A moving omega—-step—scan of 11 steps of 0.03° each was taken

across the top of the reflection profile; the highest 7 consecutive
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steps were summed as the peak intensity. The background correction was

estimated from a curve of background vs. ¢ and 20, measured after the

completion of the entire data set. The 26 dependance was typical (Wyck-

off, et al., 1967). The ¢ dependance matched that of the empirical

absorption curve (North et al., 1968), so the 20 curve was measured at

the ¢ angle of maximum transmission, and the absorption correction was

applied to the data prior to the background correction. Scan rates were

selected so that the data acquisition rates averaged 2200 reflections

per day.

Radiation damage was monitored from repeated measurement (every 300

reflections) of the intensities of five strong reflections chosen to be

well distributed over reciprocal space. Decay of these reflections

showed the radiation damage to be linear in time and isotropic. The

total damage was observed to be 16% after 120 hours of data collection.

We chose to collect the entire 1.58 data set on one crystal rather than

merge data sets collected on different crystals, thus avoiding errors

caused by variation in the unit cell parameters and static disorder from

crystal to crystal (Kuriyan, unpublished) at the expense of increased

radiation damage. This is in contrast to other workers who have minim-

ized the effects of radiation damage, usually by rejecting crystals with

more than 10% radiation damage; for example, nine crystals were used to

obtain the 1.64 data set for oxy-Mb (Phillips, 1980), seventeen for the

2.08 data set for the cyano derivative of a monomeric lamprey Hb (Hon-

zatko et al.,1985) and five far the 1.48 data set for CO derivative of

the momomeric insect hemoglogin, erythrocruorin (Steigemann and Weber,

17]  yg
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iii) Data Reduction

A total of 18520 measurements were made from a single crystal of

CO-myoglobin; the data set covered a range of 28 from 2° to 60°. These

data were corrected for radiation damage (a linear decay model was

used), absorption (North et al., 1968), background, and Lorentz polari-

zation effects. Measurements where the reflection intensity, prior to

any correction, was less than twice its estimated standard deviation

were re jected as unreliable. The final reduced data set consisted of

10448 unique reflections from 104 to 1.53 resolution, corresponding to

77% of the total.

iv) Refinement

The refinement method used is a restrained-parameter least-squares

method implemented in the program PROLSQ (Konnert, 1976, Konnert and

Hendrickson, 1980). Three positional coordinates and one isotropic tem-

perature factor (Willis and Pryor, 1975) were refined for every non-

hydrogen atom in the protein. The refinement improves the agreement

between experimentally observed structure factors, F_(h,k,1), and those

calculated from the model, F,(h,k,1), subject to stereochemical, thermal

factor and shift restraints (Konnert and Hendrickson, 1980). The various

restraints and their associated weights are given in Table 1. The agree-

ment between the model and the data is monitored by the crystallographic

R-factor. R

£ Le)-Ir1 |
r = bed =

nk.1] ©
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The initial model used was the met-Mb structure at 300K (Frauen-

felder et al.,1979). A difference Fourier map using coefficients

FF ye oC (Blundell and Johnson, 1976) was calculated, where the

structure factors, Fos and phases, a,, were obtained from the the met-

myoglobin structure with the water bound to the iron deleted. The

difference map clearly showed the CO ligand in the distal pocket. The

density for the oxygen of the CO could not be fit by assuming a unique

conformation for the ligand, and so it was modelled by two alternate

positions for the oxygen atom. The Fe-C and C-0 distances were res-

trained in the refinement to 1.858 and 1.241, respectively. No other

stereochemical restraints were placed on the ligand. The iron was not

restrained to be in any plane, though the iron - pyrrole nitrogen dis-

tances were restrained to 2.014.2 The four pyrrole groups were each

separately restrained to be planar. No restraints were placed on the

heme proximal-histidine linkage, nor on the overall planarity of the

heme group.

0Refinement against structure factor data between 10.04 and 1.5A was

started by including only protein and heme atoms in the model. The

refinement was started with loose stereochemical restraints and several

cycles of refinement dropped the R-factor to 20.8%, from the initial

value of 30.5%. Difference Fourier maps with coefficients (F -F) and

(2F -F ) and phases from the refined model were calculated and examinedoO eo

1. These values, used in the restraint dictionary for refinement,

are slightly in error. It was intended that the festrainss on theFe-C and C-0 bonds be set to the values of 1.78% and 1.128 found
in a model compound (Peng and Ibers, 1976).

The Fe — N (pyrrole) distance in a model compound (Peng and Ibers.,
1976) is 2.02+0.03A.
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on a PS300 graphics system using the FRODO software (Jones, 1982). The

strategy employed in examining difference Fourier maps was to first

examine a 2F -F map on a residue by residue basis. Residues that seemed

to be in doubt in this map were removed from the model and an FoF, map

calculated from the partial model, thus removing any bias in the phases

for that region. Segments as large as ten residues could be removed from

the model and useful information obtained from the difference Fourier

map. A few sections of the protein needed rebuilding and many solvent

molecules were placed on the basis of the difference maps. Several resi-

dues were seen to exist in more than one conformation and in seven of

them the density was clear enough to warrant building in two conforma-

tions for the sidechain. The modelling of the disordered residues is

discussed in more detail below.

Refinement was continued by alternating several cycles of least-

squares refinement with examination of difference Fourier maps and

manual rebuilding of sidechains or solvent molecules on the graphics

system. After three such iterations the refinement was stopped at a

stage where the difference maps within the protein boundary had no peaks

above 0.2e/4’ and least-squares refinement resulted in no further drop

in the R-factor, which had converged to a final value of 17.1%, with

good stereochemistry. The final model includes 136 solvent molecules

(presumably waters) and one sulphate ion, which is bound at the end of

the E helix as in other myoglobin structures (Phillips, 1980). No sul-

phate ion is seen near the distal histidine, unlike met- or deoxy-

myoglobin. The model for the solvent could be improved since no variable

occupancies were refined at any stage for the solvent and no solvent



-219~

correction (Phillips, 1980) was added to the calculated structure fac-

tors. No hydrogen atom positions were refined, even though this has been

shown to improve the accuracy of the internal coordinates (Phillips,

1980).

One problem with restrained refinements such as this is that it is

difficult to decide the relative weights to be assigned to the res-

traints and the structure factor data. The usual goal is to reduce devi-

ations of the model from ideal stereochemistry as much as possible.

However, atomic motion causes the time averaged structure to exhibit

deviant stereochemistry (Karplus, 1981, Kuriyan et al., 1985). If the

restraints on stereochemistry are very loose, the refinement tends to

move well determined atoms that are near regions of high mobility away

from their true positions. The use of tight stereochemical restraints

prevents this and has been shown to yield better structural results than

loose restraints (Kuriyan et al., 1985).

The statistics of the restrained parameters in the final model are

shown in Table 1. The rms deviation from ideality for angles, planar 1-4

distances, chirality and sidechain temperature-factors are slightly

higher than the target values, while those far bonds, planar groups and

mainchain temperature-factors are less than oa equal to the target

values. Continuing the refinement for a few more cycles with higher

weights on the restraints results in a structure in which the ms devia-

tions from ideality for all classes of parameters are less than the tar-—

get values, but the R-factor increases to 18%. The overall shift in

atomic position is small (less than 0.058 rms), and the significance, if

any, in the difference between the two structures is not clear. We base
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all subsequent analysis on the structure with lower R-factor (17.1 %).

¥) Modelling sidechain disorder

Seven sidechains and the CO ligand were modelled with two distinct

conformations. The refinements were done using a modified version of

PROLSQ, which allows the occupancies of the disordered sidechains to

vary, but refines only one variable occupancy, Q, per residue (Kuriyan,

unpublished). The sidechains were modelled as being disordered only

beyond the Ca atom, and all the atoms in a particular conformation had

the same variable occupancy, Q, and the occupancies of both conforma-

tions were constrained to sum to unity; i.e. one conformation had the

occupancy Q and the other (1-Q).

Because of the coupling between occupancy and temperature factors,

they are difficult to refine simultaneously (Watenpaugh et al., 1980).

In an attempt to minimize this problem, shifts for the occupancy and the

temperature factors were applied in alternate cycles, as suggested by

Hendrickson (1980). Nevertheless, the refined occupancies and tempera-

ture factors for disordered groups are approximate. Test refinements of

computer generated "perfect” data has shown that the B-factors and the

occupancies compensate far errors in each other. The calculations indi-

cate that the occupancies and B-factors for disordered groups are

correct, at best, to within 15% and 10%, respectively (Kuriyan, unpub-

lished).

The bonds, angles and planar groups in the two conformations for

the disordered residues were restrained in the usual way, and no non-

bonded contact restraints were allowed between the atoms in the same
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sidechain. Torsional restraints were applied to only one of the confor-

mations. This was necessitated by the fact that the program allowed

disorder only from the c atom outwards. A few of the alternate confor-

mations required small changes in the backbone positions as well and the

lack of flexibility in the backbone resulted in some sidechain dihedrals

taking on unrealistic values (see Table 2 below).

The seven residues that were modelled with two alternate conforma-—

tions for the sidechains are Arg 45 (cp3) *, Leu 61 (E4), Ile 75 (E18),

Gln 91 (Fé), Lys 96 (FG2), Met 131 (H7) and Lys 147 (H23). The average

B-factors, refined occupancies, and torsional angles for the disordered

parts of the sidechains are given in Table 2, below. One of the confor-

mations for Met 131 (H8) has an occupancy of 14%, which is close to

estimated noise level of the density. The significance of this conforma-

tion is therefore questionable, but it has been retained in the model

because the difference electron density indicates that the residue is

disordered to some extent.

(vi) Refinement of Arg 45 (CD3)

Since the possible consequences of the disorder of Arg 45 (CD3)

form the subject of discussion below, we describe in detail the model-

ling of this residue. The two refined conformations of this residue, as

well as the electron density in a difference map (calculated by amitting

the residue from the model) are shown in Fig. 1. [In this, and all the

maps that follow, the electron density is given on an absolute scale of

1. The alpha-numeric codes refer to the position of the residue
within the helices and loops (Dickerson and Geis, 1983); see Table
Y_



“22,

electrons/4’ e/8’) by scaling F so that Fr = (F,&gt;. The F's are cal-

culated on an absolute scale.]

At the contour level of 4o (0.4/1), shown in Fig. 1(a), there is

no density for the atoms beyond the Cs atom, an indication that the

residue is disordered. At a contour level of 0.3¢/4° there are several

peaks rear the Cs atom. These can be fit by modelling the residue with

two conformations. On dropping the contour level to 20(0.2¢/8%), both

conformation are seen to be in observable density (Fig. 1b).

The refined occupancies and average temperature factors for the

disordered part of the sidechain are 55% and 11.342, respectively, for

one confarmation (confarmation A, which is similar to the conformations

seen in met-, deoxy- and oxy-Mb) and 45% and 12.742 for the other (con-

formation B, which has not been observed before). The sidechain B-

factors far both conformations are close to the average sidechain B-

factors of 12.64% for the whole protein. These refined occupancies and

temperature factors indicate that the mew conformation is appreciably

populated. An alternative interpretation is that the extra density is

due to ordered solvent and not to an alternate conformation for the

sidechain. We have tentatively ruled out this possibility because the

density at 20 is contiguous with the sidechain density and is not close

to the polar atoms of the sidechain.

The electron density in a difference Fourier map for a region not

included in the phase calculation is reduced to approximately half its

value (Blundell and Johnson, 1976). This, coupled with the fact that the

true electron density for the weaker alternate conformation is already
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reduced by 50% or more, can make it difficult to interpret the electron

density far disordered regions of the protein. To test the reliability

of the refined occupancy, the following control refinements were done.

The sidechain of another arginine, Arg 139 (H15), was modelled as

having two conformations. The difference Fourier maps did not show any

unaccounted density around this residue. The test conformation was built

into a crevice on the surface of the protein in such a way that the

atoms in the sidechain did not have any bad contacts. Refinement was

started in the usual way, with both conformations assigned initial occu-

pancies of 50%. In just two cycles the occupancy of the test conforma-

tion dropped to 13%. Further refinement did not reduce the occupancy,

suggesting that an occupancy of 13% is indistinguisable from the noise

level of the map and that the new confarmation for Arg 45 CD3, at an

occupancy of 45%, represents some real feature of the electron density.

In another test, Arg 45 (CD3) and Arg 139 (H15) were both modelled

by single conformations. For Arg 45 (CD3) this was the conformation at

45% occupancy (conformation B) and for Arg 139 (H15) this was the (non-

existent) test conformation. Refinement against the X-ray data was

started with B-factors of 10.08 assigned to the atoms in both

sidechains. In three cycles the sidechain B-factors for Arg 139 (H1S5)

increased to more that 35k’ for the atoms beyond Ce However, after

eleven cycles of refinement, the average B-factor, beyond C.. for Arg 45

(CD3) in conformation B is 2082. This is another indication that this

conformation is significantly populated.

The existence of two or more significantly populated conformations
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for a protein sidechain is not uncommon (Steigemann and Weber, 1979,

Palmer et al.,1984, Honzatko et al., 1985), In fact, as the resolution

of protein structures improves, increasing numbers of alternative con-

formations are observed. In oxy-Mb, Phillips (1980) has reported alter-

nate conformations for four sidechains (Val 13 (A11), Leu 86 (F1), Leu

89 (F4) and Gln 128 (H5)). Based on the neutron data, Hanson and Schoen-

born (1981) have also reported alternate conformations in CO-Mb, but far

four different sidechains (Lys 16 (A14), Lys 47 (CDS), Lys 78 (EF1l) and

Asp 122 (GH4)).

There are no residues in common between the eight reported earlier

and the seven reported as being disordered in this work. Difference

2nia,
electron density maps, with coeffecients (F-F le were calculated

from the X-ray CO-Mb data and the refined structure with these residues

omitted. Lys 16 (A14) and Asp 122 (GH4) have no density for the terminal

atoms even at low contour levels thus making it impossible to model

these residues adequately. Val 13 (A11), Lys 47 (CD5) and Leu 86 (F1)

show evidence far disorder but in each case the alternate conformations

ava Antu waalbrly rari Taéa Ad Teva "7Q (DIV1) Tats OO (DAY AamA NY 1470 (LIEN
al’€ Ch.iy WwWeakuiy pPOPULElEles LYS Jo \LE1j, LEU O07 (f4) and ual 120 (iJ)

are in good density and there is no evidence for any disorder. Of the

alternate conformations in the X-ray CO-Mb model (this work), that for

Met 131 (H8) is of doubtful significance since the refined occupancy of

14% is barely above the noise level. The electron density, however, can-

not be satisfactorily fit by a single conformation.
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II Local Structural Effects of Ligand Binding.

There are two major questions regarding the ligand binding site in

CO-Mb. The first concerns the stereochemistry of the CO ligand in Mb and

its effect on the packing of distal atoms around the binding site. The

second concerns the structure of the heme group and the heme proximal-

histidine linkage.

In crystal structures of carboxy—porphyrins, the Fe-C-0 group is

linear and perpendicular to the heme plane (Peng and Ibers, 1976); this

is presumed to be the minimum energy conformation of the CO. In contrast

to this, the CO is bent away from the heme narmal in various globins

such as the annelid bloodworm CO-Hb (Padlan and Love, 1974), CO-

erythrocruorin (Steigemann and Weber, 1979), human CO-Hb (Baldwin, 1980)

and CO-Mb (Hanson and Schoenborn, 1981). EXAFS measurements on CO-Mb

have determined that the FE-C-O angle is 127+4°, (Powers et al., 1984),

similar to that in a "pocket” porphyrin, FePocPiv(1-MeIm)(CO) (Collman

al., 1983).

The details of the CO defarmation are of interest because it

represents a balance between the strain in the protein and in the ligand

(Case and Karplus. 1978) and also because it is believed to be responsi-

ble far the lower affinity of Mb and Hb for CO relative to that of iso-

lated porphyrins. Oxygen, on the other hand, binds to both heme proteins

and isolated porphyrins in a bent confarmation (Phillips, 1980); Mb and

Hb therefore appear to discriminate against CO in favour of 0,. The

structure of the CO ligand in the X-ray structure of CO-Mb is discussed

in Section II (i) below. The extent to which the protein limits the con-
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formations of the ligand is examined using empirical energy functions

with the program CHARMM (Brooks et al., 1983) in Section II (ii) below.

In Sect II (iii) the disorder of Arg 45 (CD3) is related to a possible

pathway far ligand entry into the heme pocket.

In Hb the allosteric transition between the T (deoxy) and R

(liganded) quaternary structures is triggered by the motion of the iron

towards the heme plane on ligand binding (Perutz, 1978). In oxy-Mb the

iron is 0.18% from the mean heme plane (Phillips et al., 1980). Baldwin

and Chothia (1979) have speculated that the lower oxygen affinity of Mb

with respect to R-state Hb is due to the fact that the structure of Mb

prevents the iron from being in the heme plane. However, it is shown

below that in X-ray structure of CO-Mb, as in the neutron structure

(Hanson and Schoenborn, 1981), the iron is in the least squares plane of

the heme.

In this connection it is important to know the extent to which the

motion of the iron on ligand binding is tracked by the proximal his-

tidine and how the ligand binding changes the heme proximal-histidine

linkage. In Hb this linkage is implicated both in the transmission of

the effects of the ligand binding to the subunit interface and in the

reduced oxygen affinity of the T-state of the molecule with respect to

that of the R—state (Gelin and Karplus, 1977, Baldwin and Chothia, 1979,

Gelin et al., 1983, Friedman 1985) .The structure of the heme group and

the heme proximal-histidine linkage in the X-ray structure of CO-Mb are

described in Section II (iv) below.

The changes in Mb on CO binding are analysed with reference to the
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structure of deoxy-Mb. Most of the analysis is based on the 2.04 struc-

ture of deoxy-Mb at pH 6.0, which has been refined by Takano (1977b) to

an R-factor of 23.3% using the real-space refinement procedure of Dia-

mond (1971). Phillips (1981) has refined a model for deoxy-Mb at pH 8.5

by the reciprocal-space method of Jack and Levitt (1978) against X-ray

data to 1.4% resolution. This structure is expected to be more accurate,

but the details regarding the refinement and the final R-factor have not

been published yet. The structure has been obtained from the Brookhaven

Protein Data Bank and is used to verify the conclusions drawn from the

Takano (1977b) structure. The r.m.s. deviation in backbone (N, C, c,)

atom positions between the two structures is 0.258, excluding the N- and

C-terminal regions.

II (1) The stereochemistry of the CO ligand.

Fig. 2 shows the heme group and the nomenclature used to identify

the atoms. We characterize the possible CO confarmations by the dihedral

angle ¢ between the 0-C~Fe and C-Fe-NC planes (see Fig. 2) and the angle

8(Fe-C-0); #6 = 0° corresponds to the CO eclipsing the Fe-NC bond and

0
8 = 180 corresponds to a linear Fe-C-0 angle. Initially two conforma-

tions were built with ¢ = 10° and ¢ = 90°. These refined to structures

with ¢ = 20° and © = 154° (conformation A) and ¢ = 93° and &amp; = 120°

(confarmation B). At a later stage of the refinement it became clear

that a confarmation at ¢ = -60° was also required to fit the density

(see Figs. 3 and 4(a)). Rather than refine mare than two conformations

for the CO, conformation B was removed from the model and a new confor-

mation at ¢ = -60° was added. Refinement was continued and the final

0 0
values of ® and © are ® = 60 and © = 141 (conformation C, with a
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refined occupancy of 78% ) and ¢ = -62° and 6 = 120° (conformation D,

with a refined occupancy of 22%). The carbon atom was never modelled

with more than one position. The value of ¢ for the oxygen ligand in
0

oxy-Mb is 20 , close to conformation A of the CO ligand. Phillips (1980)

has noted that the terminal oxygen atom might have more than one posi-

tion in oxy-Mb.

Fig. 3 shows the electron density at the ligand binding site, cal-

culated using a difference Fourier synthesis with coefficients

Rye oC, The phases, @,,» and the structure factors, F_, are calcu-

lated from the final refined structure without including the atoms of

the CO. The density in Fig. 3 is at 3 and 5.5 o (0.3 and 0.55¢/8’) above

the average density of the map; at these levels other regions of the

difference map within the protein boundary are completely featureless.

We have modelled the oxygen of the CO with two positions; the two final

conformations of the CO group are shown in Fig. 3.

There is no density for one of the positions of the oxygen atom at

5.5 o. This conformation has refined to an occupancy of 22% which is

close to the noise level of the map (13%, see above). However, the B-

factor of the oxygen atom is low (6.38%). Electron density maps calcu-

lated using an independantly collected 2.04 CO-Mb data set (Kuriyan,

unpublished) with the CO atoms omitted from the phase calculation, show

very similar density around the the ligand. The refined occupancies for

the two conformations in the independantly refined 2.0} structure are

65% and 35%, verifying that the population of the second conformation is

significant. There is no evidence for a water molecule in the heme cav-

ity in either data set, in contrast to oxy- and deoxy-Mb (Takano 1977b,
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Phillips, 1980).

The only stereochemical restraints on the CO ligand involved the

Fe-C and the C-0 bond lengths, which were restrained to values of 1.851%

and 1.204% (see note in Section I). The carbon atom has refined to a

position directly above the iron, on the heme normal, even though no

such restraint was placed on it. The refined Fe-C distance is 1.9218.

EXAFS measurements on CO-Mb at 4K indicate that the Fe-C bond length is

1.93+0.021% (Powers et al., 1983). The agreement between the value

inferred from EXAFS and the X-ray diffraction value is probably coin-

cidental because the latter is sensitive to the restraints used. On con-

tinuing the refinement for a few cycles with no restraints on the Fe-C

bond, the bond length increased to 2.274.

Steigemann and Weber (1979) have remarked on the anomalously large

Fe-C bond length (2.48) in CO-erythrocruorin and suggest that this is

due to repulsion between the C atom (which is 0.3% away from the heme

normal in their structure) and the N atom of pyrrole ring 2 (see Fig. 2

for heme nomenclature). However, Yu et al. (1984) claim that the Fe-C

bond length reported by Steigemann and Weber (1979) is in error. Reso-

nance Raman measurements indicate that an upper limit on the Fe-C bond

for CO—erythrocruorin in solution is 1.8% (Yu et al., 1984). Inadequate

modelling of the ligand disorder could cause the refinement to move the

carbon away from its true position; such behaviour for atoms near disor-

dered regions of the protein has been noted earlier (Kuriyan et al.,

1985) and might be responsible for the apparent lengthing of the bond in

both CO-Mb and CO—erythrocruorin.
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The Fe-C-0 bond angles were not restrained. The final refined

values are 141° for conformation C and 120° for conformation D. The oxy-

gen atoms in these conformations are displaced by 0.8} and 1.08%, respe c=

tively, from the heme normal. The CO bond length is 1.174 in conforma-

tion C and 1.208 in conformation D. EXAFS measurements (Powers et al.,

1984) indicate a value of 127+4° far the Fe-C-0 angle, which is between

that found in the two refined conformations. Recent experiments using

X-ray near-edge spectroscopy (XANES) indicate that the Fe-C-0 angle is

150° in MbCO crystals and in solution (Bianconi et al., 1985).

The situation with modelling the CO can be summarized by plotting

the overlap of calculated and observed density as a function of 6 and ¢.

This is done in Fig. 4(a) for a difference electron density map calcu-

lated using coefficients FoF.» committing the CO atoms from the calcula-

tion of F_. The confarmation at 9 = 60° and 8 = 140° is seen to be dom-

inant one.

An alternative model far the CO could have the Fe—-C-0 angle linear,

out tilted with respect to the heme narmal. If the oxygen positions are

kept the same as in conformations C and D above, the carbon atom would

have to be displaced by 0.5% and 0.754, respectively, in order to form

linear Fe-C-0 angles. Such displacements lead to shorter Fe-C bond

lengths (1.748 and 1.4%), but would place the carbon atom outside the

electron density. Bent Fe-C-0 structures are more consistent with the

electron density, but at this resolution X-ray diffraction alone cannot

conclusively establish which model is better
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II (ii) Empirical Energy Calculations of Ligand-Protein Interactions.

Case and Karplus (1978) have examined the stereochemistry of

carbon-monoxide binding to myoglobin by using empirical energy functions

to calculate the potential energy as a function of ligand position in a

plane within the heme cavity. Their calculations showed that a linear

perpendicular conformation would be unfavourable because of van der

Waals repulsion between the oxygen of the CO ligand and the No atom of

His 64 (E7), the distal histidine. Phillips (1980) has calculated the

protein - 0, interaction energy in oxy-Mb as a function of rotation

around the Fe—-0 bond (i.e., as a function of #) and has showed that the

ligand non-bonded energy is low in the region -60° &lt;9 « +60", which is

consistent with the extent of disorder observed in CO-Mb.

In order to compare the results of Case and Karplus (1978) and

Phillips (1980) with our results, we have done two types of calcula-

tions. In one we calculate the van der Waals interaction energy between

the ligand and the protein as a function of both ¢# (NC (heme) - Fe - C -

0) and 6(Fe-C-0). The protein is kept rigid while ¢ and © are varied

through 0-360" and 90-180", respectively. In this calculation we ignore

electrostatic effects (because of uncertainty regarding the partial

charges on the CO), as well as the internal energy of the ligand; In

CO-Mb the distal histidine does not form a strong H-bond with the

ligand, unlike in met- or oxy-Mb (Norvell et al., 1975, Phillips and

Schoenborn, 1981). The consequences of this are discussed under Ligand

Binding Pathways. Section II (iii)

The other calculation is similar to that of Case and Karplus
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(1978), where the potential energy of the oxygen atom of the CO is cal-

culated in a rigid protein at various positions in a plane 2.5% above,

and parallel to, the heme plane. This is the elevation of the oxygen

atom in conformation D and is somewhat lower than that used by Case and

Karplus since it corresponds to a bent ligand. While Case and Karplus

(1978) used the structure of met-Mb (Takano,1977a) to calculate their

energy maps, we have used the final refined coordinates of CO-Mb

obtained in this work as well as the coordinates for deoxy-Mb (Takano,

1977b). This allows us to study the effect of the ligand on the protein,

since, as pointed out by Case and Karplus (1978), the strain on ligand

binding that leads to distortion of the CO is likely also to result in

structural changes in the protein. However, they did not examine the

extent to which the protein would relax.

IT (ii) a. Protein-Ligand Energy for CO rotation and bending.

Fig. 4(b) shows the two dimensional van der Waals energy surface

far the bending and rotation of the CO ligand in CO-Mb, with the protein

kept rigid. The non-bonded energy is low for values of ¢ between 60° and

60° i.e., the ligand is restricted to point towards pyrrole ring C of

the heme. This is similar to the result obtained for oxy-Mb by Phillips

(1980). The minimum energy conformation has the oxygen directly over the

Fe-NC bond (fp = 0°) and bent (6 = 130-140"). The potential energy

minimum is very shallow along both © and ¢; the two refined conforma-
0

tions, though separated by 120 in ¢ are within 3 and 6 Kcal/mole of

the minimum energy conformation (Fig. 4b). The broad, shallow minimum in

the ¢-6 energy map is consistent with the observed disorder in the CO

ligand (Fig. 4a). The difference in van der Waals energy between the
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minimum energy bent conformation and the linear conformation is about 12

kcal/mole. Though higher than for the bent conformations, this is much

Lower than the value of 90 kcal/mole obtained by Case and Karplus (1978)

for a linear CO in met-Mb. The energy of CO rotation has also been cal-

culated using the deoxy-Mb structure where both conformations are in

regions of very high energy (Fig. 4c), indicating that the protein atoms

have relaxed around the CO in CO-Mb.

II (ii) b. Energy Surfaces for the ligand in a plane above the heme.

Fig. 5(a) shows a 10d by 10} section of the energy map calculated

for an oxygen atom inside the deoxy-Mb structure (the map was calculated

without including the carbon atom of the ligand). The ligand was moved

through the region of the map in steps of 0.2548 along X and Y, and the

van der Waals energy of interaction between the protein and the oxygen

atom was evaluated at every step by the program CHARMM using standard

energy parameters (Brooks et al.,1983). The projections of the distal

histidine (64 E7) and Val 68 (E11) in the plane of the map, as well as

that of the two initial and two fimal conformations of CO, are also

shown in the Figure. The heme pocket is quite restrictive in deoxy myo—

globin, and the range of conformations apparently accessible to the CO

ligand would be of high energy if the protein matrix did not relax.

Quite different results are obtained when the rigid protein energy

map is calculated using the coordinates of CO-Mb instead of the deoxy

structure (Fig. 5(b)). The region of low potential energy in the map is

significantly larger, indicating that the protein has relaxed around the

binding site.
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It is of interest to compare the interaction energies of the four

conformations for the CO (A,B,C and D, see above) in deoxy-Mb and in

CO-Mb. In the deoxy-Mb structure, B and C (¢ = 93° and 60°) have very

high interaction energies (2400 Kcal/mole and 270 Kcal/mole respec-—

tively). The other two conformations, A and D, (¢ = 20° and -62° ,respec-

tively) have smaller, but still repulsive, energies, mainly due to non-

bonded contacts between the oxygen atom of the ligand and the sidechain

atoms of residues His 64 (E7) and Val 68 (E11). In the deoxy-Mb struc-

ture, the most stable conformations are A and D (Fig. Sa). With the

refined CO-Mb coordinates conformations A and C have net attractive van

der Waal's energies of -3.0 Kcal/mole and -2.8 Kcal/mole respectively.

The energy of confarmation D is slightly repulsive, due to a close con-

tact with Val 68 (E11), but at 1.0 Kcal/mole it is somewhat more stable

than in the deoxy structure. Conformation B is relatively unstable,

with an energy of 6.0 Kcal/mole, but its energy is more than 2000

Kcal/mole lower than in the deoxy structure.

Thus, in the CO-Mb structure, the two final refined conformations

(C and D) are quite stable with respect to interactions with the protein

and their relative energies (-2.9 Kcal/mole and 1.0 Kcal/mole) are con-

sistent with their refined occupancies of 78 and 22%. The observed

disorder of the CO is also consistent with the larger binding site in

CO-myoglobin. Relaxation of the protein around the binding site has

resulted in all four conformations examined being relatively stable

(their energies lying within approximately 10 Kcal/mole of each other).

These energies are only approximate, however, because no minimization of

the protein-ligand system was done to relax strain due to errors in the
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atomic coordinates (Gelin et al., 1983).

II (ii) c. Changes in protein structure around the ligand.

The heme groups in deoxy- and CO-Mb were superimposed by least-

squares in order to calculate the energy maps in Fig. 5a and 5b, i.e.,

the maps in Figs. 5a and 5b are in the same arientation with respect to

the heme. On binding CO, the center of the heme group moves by 0.244

into the heme pocket and the entire heme group rotates by a small amount
0

(2 ) about an axis close to the NB-ND vector. The effect of this small

motion is to move the ligand away from the distal histidine and Val 68

(E11). This change is similar in magnitude to that seen in the monomeric

globin CO-erythrocruorin (Steigemann and Weber, 1979). It is, however,

smaller than that observed in the R-T transition in hemoglobin where the

hemes move into the heme pocket by 0.58 in the a subunit and 1.58 in the

B subunit (Baldwin and Chothia, 1979).

Superimposed on the movement of the heme into the heme pocket is

the effect of changes in the sidechain packing around the heme group.

The largest of these is the motion of the distal histidine away from the

ligand. On superimposing the main chain atoms of CO- and deoxy-Mb

(Takano, 1977b), the N_, atom of the distal histidine moves by 1.74,

most of this motion being away from the ligand (see Fig. 6).

The results discussed so far have been based on comparisons between

the X-ray CO-Mb structure and the deoxy-Mb structure of Takano (1977b).

Similar results are obtained when using the high pH deoxy-Mb structure

of Phillips (1981). In the Table below the positional changes that occur

between deoxy-Mb and CO-Mb in residues within 8k of the CO carbon in
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CO-Mb are given. The heme groups of the two deoxy-Mb structures were

individually superimposed on the CO-Mb heme group; the deviations

between the CO- and deoxy-Mb structures given in the Table therefore

have contributions due to the shift of the heme group into the heme

pocket on ligand binding, as well as due to changes in the relative

positions of the atoms. The shifts have not been decomposed into com-

ponents away from the ligand since the ligand disorder makes such a

decomposition difficult.

The magnitudes of the deviation observed for each residue are very

similar for the two deoxy-Mb structures. Most of the residues surround-

ing the heme pocket have deviations that are much larger than the 0.243

shift of the heme group into the heme pocket, i.e., the contribution due

to sidechain rearrangement is significant. The largest changes are seen

in Phe 46 (CD4), Arg 45 (CD3), His 64 (E7) and Thr 67 (E10).

II (iii) Pathways for Ligand Entry Into the Heme Pocket.

It is well known that in the X-ray structures of myoglobin and

hemoglobin there are no paths for a ligand to enter the binding pocket

from the solvent (Case and Karplus, 1978). In Fig. 5 (a) and 5 (b), for

example, passage from the binding cavity to the protein exterior in the

upper left hand corner of the Figure is blocked by His 64 (E7) in both

deoxy— and CO-myoglobin. Case and Karplus (1978), on the basis of ener-

getic calculations on the flexibility of His 64 (E7) and Val 68 (E11),

suggested that a channel could be opened for ligand entry between the

distal histidine and Val 68 (E11) by rotations of 15 and 100° in X,

for these two residues. On binding phenylhydrazine, a different channel
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opens up in the protein to accomodate the bulky ligand (Ringe et al.,

1984). The distal histidine swings out of the distal cavity, opening a

channel between itself, Phe 46 (CD4) and pyrrole rings 1 and 4 of the

heme group. Normally, this outward motion of the histidine is prevented

by steric interaction with the sidechain of Arg 45 (CD3). In the binding

of phenylhydrazine, the histidine is displaced by interaction with the

ligand, which in turn "pushes” the arginine outwards into the solvent

(Ringe et al., 1984).

Figure 7a is an energy map of the XX, surface for His 64 (E7) in

CO-Mb. The energy of the sidechain as a function of x, and X, is calcu-

lated with the rest of the protein kept rigid. This map is similar to

that obtained by Case and Karplus (1978) using the structure of met-Mb

(Takano, 1977a). The value of X, is restricted to lie between approxi-

mately 180° and 250° because of collisions with the ligand (for X, less

than 180°) and Arg 45 (CD3) (for X, greater than 250°).

As discussed in Section I, the sidechain of Arg 45 (CD3) is disor-

dered in CO-myoglobin (see Fig. 1).The positions of the terminal atoms

of the sidechain are separated by more than 4.04 in the two conforma-

tions because of large changes in the dihedral angles (X 1 through X 5

change by 18°, 57°, 161°, 157°, and 10°, respectively). The new confor-

mation seen in CO-Mb is quite different from that seen in the

phenylhydrazine-Mb structure, in which the arginine sidechain moves away

from the distal histidine into the solvent. In CO-Mb the conformaion B

of the sidechain packs into a crevice on the surface of the protein,

close to the distal histidine, and is much more buried than the original

(i.e., that reported in all myoglobins) conformation A.
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Both conformations have potential H-bonding interactions with sur-

rounding atoms in the protein and the solvent; these are listed in Table

4. Some of the contacts are very short, which could be a consequence of

the disorder. Apart from these interactions, the NH1 atom in confarma-

tion B interacts closely with the face of the aromatic ring of Phe 46

(CD4) (Fig. 8). It has recently been shown, using ab-initio quantum-

mechanical calculations, that charged groups such as the ammonium ion

interact favourably with aromatic molecules like benzene with stabiliza-

tion energies comparable to those of conventional H-bonds (Deakyne and

Meot-Ner, 1985). The interaction between the positively charged guani-

dinium group, with a 0.25 electron charge on the nitrogen atom, and the

aromatic ring of the phenyl group is therefore likely to stabilize the B

conformation of Arg 45 (CD3). It is interesting to note that the dis-

tance of the terminal nitrogen (NH1) of Arg 45 (CD3) (conformation B)

from the center of the aromatic ring of Phe 46 (CD4) is 3.08, which is

within the range of 2.91-3.10 ! reported by Deakyne and Meot-ner (1985)

as being the optimal distance of approach by the ammonium nitrogen

along the normal to the ring. Since conformations A and B for the

arginine are on the surface of the protein, calculation of their rela-

tive stabilities would require treatment of the solvent contribution to

the free energy. Such a calculation is planned.

Arg 45 (CD3) is a residue in the flexible CD corner of myoglobin.

Same of the residues in the loop regions (BC, CD, EF, FG and GH) undergo

large shifts in position in CO-Mb relative to that in deoxy-Mb. On

superimposing the two structures by their backbone atoms, the average

backbone displacement for Arg 45 (CD3) is 0.5%; larger displacements are
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seen only in a few other loop residues. In conformation A, which is the

closer of the two to the conformation in deoxy-Mb, the sidechain atoms

are displaced, on average, by 0.9% relative to their positions in

deoxy-Mb. For confarmation B, the average sidechain shift (from deoxy)

is 2.3%, with the terminal nitrogen atoms displaced by 5.0% and 3.51.

The two conformations, some of the neighboring residues, and the heme

group are shown in Fig. 8.

A consequence of this alternative conformation for Arg 45 (CD3) is

that the motion of the distal histidine away from the heme pocket is no

longer blocked when the arginine is in conformation B. Fig. 7b shows the

X,.X, energy map for the distal histidine, this time with Arg 45 (CD3)

in conformation B. In this map the value of X1 for the distal histidine

is no longer restricted to be less than 250° and, in fact, a low energy

region of the map has opened up around X, =~ 280° and X, = 275°. This

conformation for the histidine is close to that seen in the

phenylhydrazine-Mb structure (Ringe et al., 1983). A map of the ligand

energy in a plane above the heme with the histidine in this conformation

shows that a channel opens up between the surface of the protein and the

binding site (Fig. 5(c¢)).

While difference electron density maps for CO-Mb show no evidence

for a significantly populated alternative conformation for the distal

histidine, comparison with maps for met-Mb indicate that the histidine

is relatively more mobile in CO-Mb than in met-Mb. Difference electron

density maps far met-Mb (Kuriyan, unpublished) also indicate that Arg 45

(CD3) is not disordered in the met form of the protein. A sulphate ion

which is bound to the distal histidine and Arg 45 (CD3) in met-Mb is
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absent in the neutron structure of CO-Mb (Schoenborn et al., 1981) as

well as in the two X-ray structures of CO-Mb. There is no significant

change in the Arg 45 (conformation A) - distal histidine interaction

between met-Mb and CO-Mb in the region where the sulphate is bound, and

so the disappearance of the sulphate ion is probably connected with the

disorder of Arg 45 and the increased flexibility of His 64 (E7). Neutron

diffraction studies have shown that the distal histidine is hydrogen

bonded to the ligand in met- and oxy-Mb, but not in CO-Mb (Norvell, et

al., 1975, Phillips and Schoenborn, 1981).

The increased mobility of the histidine that is implied by the lack

of hydrogen bonding to the ligand, the disorder of Arg 45 (CD3), the

poor electron density and the lack of a bound sulphate ion is confirmed

by a comparison of the atomic temperature factors for His 64 (E7) in

met-Mb (Kuriyan, unpublished) and the two CO-Mb structures (Table 5).

The average backbone B-factors of the new CO-Mb structure are very much

higher than those for the first two structures, presumably because of a

larger static disorder contribution; this can, however, be treated as a

constant offset in the B-factors (Kuriyan, unpublished). The difference

in the sidechain mobility between met-Mb and CO-Mb is made clearer by

subtracting the average backbone B-factor for the residue in each struc-—

ture from the sidechain B-factors. The results are given in Table S§.

The trend is clear. In met-Mb the sidechain B-factors are essen-

tially the same as for the backbone. In both CO-Mb structures, the

sidechain B—factors are increased by about 5.58%, This increase in B-

factors 1s greater than the average backbone B-factors for the distal

histidine in met-Mb.
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The results presented in this section suggest that a possible reac-

tion coordinate far ligand entry might involve a combination of Arg 45

(CD3) and His 64 (E7) sidechain torsions. It would be of interest to

estimate the relative free energies of the different conformations far

the two residues, as well as the barrier between the two conformations,

taking into consideration the effects of solvent and crystal environ-

ment.

II (iv) The heme group.

When a least-squares plane of the 24 central porphyrin atoms is

defined (the heme plane), the iron is within 0.03% of the plane in CO-—-

Mb, and 0.504 from the plane in met-Mb (Takano, 1977b). The rms devia-

tion from planarity for the 24 porphyrin atoms is 0.088 in CO- and 0.124

in deoxy~Mb The iron is exactly in the least-squares plane of the four

porphyrin nitrogens in CO-Mb, and 0.458 from this plane in deoxy-Mb.

Fig. 2 shows all the atoms that deviate more than 0.1% from the heme

plane in CO-Mb, and compares these deviations with those seen in deoxy-

Mb (Takano,1977b). The lack of any doming in CO-Mb results in very few

atoms deviating significantly from the heme plane. The outer atoms of

pyrrole 1 tip towards the proximal side and those of pyrrole 3 tip

towards the distal side. These displacements are similar to those seen

in deoxy-Mb (see Fig. 2), indicating that they arise from similar pack-

ing constraints in the heme pocket. The two vinyl groups are signifi-

cantly non-planar, with the Cg atoms twisted from the heme plane by

about 13. This non-planarity of the vinyl groups is due to van der Waals

repulsion between their terminal atoms and the adjacent methyl substi-

tuents in the planar confarmation.
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Various parameters for the heme group and the proximal histidine

are compared far two deoxy-Mb structures, (Takano, 1977b, Phillips,

1981) CO-Mb (this work), oxy-Mb (Phillips, 1980) and met-Mb (Kuriyan,

1985) in Table 6. The asymmetry of the heme-proximal histidine linkage

in hemoglobin has been implicated as an important element in the initia-

tion of the tertiary and quaternary structural changes on ligand binding

(Gelin et al., Freidman, 1985). In the human deoxy-hemoglobin A a chain,

for example, the difference between the His 93 F8 Cet - NA (heme) and

His 93 F8 C,, — NC (heme) distances is 0.84, and this difference is con-

siderably reduced in CO-hemoglobin due to tilting of the heme group as

well as a motion of the F-helix across the face of the heme (Baldwin and

Chothia, 1979, Gelin et al., 1983).

In Mb this asymmetry is small in the deoxy state (the two distances

being 3.508 and 3.44%, respectively, in the Takano (1977b) structure and

3.204 and 3.4614 in the Phillips (1981) structure; the significance of

the difference between the two structures is not known since the refine-

ment of the latter structure has not yet been published). In CO-Mb both

distances decrease to 3.108 and 3.078, respectively, showing that the

proximal histidine follows the motion of the iron towards the heme

plane; its orientation with respect to the heme narmal is also somewhat

more symmetric in CO-Mb than in deoxy-Mb.

The distance between the centroid of the imidazole ring of the

proximal histidine and the heme plane decreases by 0.4% in CO-Mb with

respect to the Takano (1977b) structure of deoxy-Mb. If the backbone

atoms (N,C_,C) of deoxy-Mb and CO-Mb are superimposed by least squares,

the vector between the centroids of the heme groups is almost entirely
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in the plane of the two hemes (the out-of-plane component is less than

0.02% while the in-plane component is 0.248). Thus the change in the

proximal-histidine heme linkage on ligand binding is best described as a

motion of the histidine toward the heme plane rather than the reverse.

Since the proximal histidine is rather rigidly attached to the F-helix,

both through the backbone and by a hydrogen bond between the Ns atom and

the carbonyl group of Leu 89 (F4) (Gelin et al., 1983), the motion of

the proximal histidine is expected to be coupled to the F-helix. It is

interesting to note that Leu 89 (F4) is one of five residues in the pro-

tein that are conserved between the globins of organisms as diverse as

sharks and man (Dickerson and Geis, 1983); the carbonyl group involved

in the H-bond is not, of course, unique to leucine and one might specu-

late that the packing of the residue against the heme group is somehow

important for function.

III Tertiary Structural Changes

The binding of CO to Mb initiates two specific local changes: (i) a

perturbation in the proximal side of the heme caused by the out-of-

plane deoxy iron moving into the heme plane and (ii) one on the distal

side caused by the atoms surrounding the distal pocket moving away from

the ligand, the largest motion being that of the distal histidine. The

motion of the iron into the heme plane is tracked by the proximal his-

tidine; with respect to Takano’'s (1977b) deoxy-Mb structure the his-

tidine moves by 0.43 towards the heme. This motion is about twice as

large as that seen in oxy-Mb or met-Mb, where the liganded iron is not

in the heme plane (see Table 6). The consequences of these specific
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local changes on the tertiary structure of the protein are now examined.

The structures of deoxy- and CO-Mb were examined on a PS300 graph-

ics system using the software HYDRA (Hubbard, 1985). This program allows

one to interactively superimpose various parts of the molecules by

least-squares, and simultaneously display the structures. The ability to

{lash between the two structures being compared greatly facilitates the

analysis of the large-scale changes in the structure.

The motion of the distal histidine and other residues near the

ligand, though large, is essentially local in nature. Except in the loop

regions (see below) there are no significant systematic changes in the

distal part of the molecule. However, on the proximal side, the motion

of the iron and the proximal histidine does result in a large scale and

widely distributed shift of atoms. In CO-Mb, relative to deoxy-Mb, an

overall motion of most of the atoms in the proximal side towards the

plane of the heme was perceptible on the graphics system. This effect

was seen relative to both deoxy-Mb structures (Takano, 1977b, Phillips,

1981).

The N-terminal and C-terminal regions of the protein (residues 1-3

and 149-153) are excluded from all the calculations that follow because

these are usually not well determined. Fig. 9 shows the average backbone

(N, C, Cy) displacements, per residue, obtained by superimposing the

backbone atoms of CO-Mb and deoxy-Mb (Takano, 1977b). The rms devia-

tion of backbone atoms is 0.291. From Fig. 9 it is seen that the regions

of large displacement are the CD loop, the F helix, the FG loop, the GH

loop and the H helix. To determine whether these deviations, which range
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from 0.344% to 1.08, are significant or merely represent errors in the

positional coordinates, the secondary structural elements are superim-

posed separately. The results are shown in Table 7.

All the helices, when superimposed individually, show uniformly low

rms deviations (average value 0.174) and the deviations of atoms in the

F helix are not higher than in others. The loop regions also have low

rms deviations, (the average value, excluding the single residue AB

loop, is 0.244). This indicates that the larger deviations seen in Fig.

9 are due to changes in the relative packing of the helices and loops in

deoxy- and CO-Mb. This is in accord with the results of Chothia and Lesk

(1985) far different hemoglobins and that of Elber and Karplus (1986)

for a molecular dynamics simulation of Mb.

The large displacement of the CD corner has already been remarked

upon as having changed the position of Arg 45 (CD3) relative to the heme

group. The GH loop, which also undergoes a large shift (Fig. 9), is

well removed from the heme group. However, in the crystal packing of Mb

(in the P2, space group), the GH loop of one molecule packs close to the

CD loop of another molecule. In the crystal the loops do not make direct

contact, but rather interact through several ordered water molecules.

This suggests the possibility that the water transmits the effect of

structural transitions in one molecule to the other. It would be

interesting to investigate this by molecular dynamics simulations of the

protein in the crystal lattice. However, it should be noted that the

loop regions are the least well-determined parts of the molecule, with

the highest temperature factors and concomitant positional errors.
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When all the backbone atoms of the two molecules are used in the

least-squares superpositioning (instead of just a few helices) the

effect is to decrease the apparent shift of regions with large differ-

ences and increase the apparent shift in others, although the trends are

unaltered (Baldwin and Chothia, 1979). Consequently, it is useful to

superimpose the structures on the basis of only parts of the molecule.

Table 7 lists the rms deviations of the secondary structural elements of

deoxy—- and CO-Mb based on least-squares superpositioning of the backbone

atoms of the A,B,C and G helices, the B,C and G helices and the distal

part of the molecule. In all of these, the deviations between the 500

atoms in the proximal part of the molecule involve a large component

that is towards the heme plane in going from deoxy- to CO-Mb. The resi-

dues in the proximal part of the molecule form part of the A-helix (4 A2

-5 A3), the E helix (74 E17 -77 E20), the G helix (100 G1 -105 G6), the

H helix (133 H9 to 148 H24) and the entire EF loop, the F helix and the

FG loop.

To demonstrate the overall shift of this region towards the heme

plane, the two structures are superimposed on the B.C and G helices

(which are almost entirely in the distal part of the molecule and do not

appear to undergo large changes in structure) and the component of the

shift along the narmal to the heme plane in CO-Mb is calculated. Fig. 10

shows histograms of this component far all the atoms on the proximal

side of the heme, and also far just the backbone atoms. Both histograms

are peaked at about 0.25% towards the heme and more than 75% of the

atoms have shifts that are in the direction of the heme plane in going

from deoxy- to CO-Mb.
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This large scale change in the structure can also be demonstrated

Dy a method which is independent of the relative orientations of the two

molecules. The distances between all the Ce atoms in the two structures

are calculated and every residue pair far which the Ca=Cq distance

changes by more than 0.258 between deoxy-Mb and CO-Mb is identified in a

Co A-distance matrix (Fig. 11). On going from deoxy-Mb to CO-Mb

extremely few C -C_ distances increase by more than 0.254 (these are

shown in the lower half of the matrix). However, a large number decrease

by more than 0.253 (the upper half of the matrix); the pattern of

changes is similar for comparisons of CO-Mb with both deoxy-Mb struc-

tures (Takano, 1977b, Fig. 11a, Phillips, 1981, Fig. 11b) and

corresponds to atoms in the E-F corner, the F-helix, the F-G, the G-H

corner, parts of the H helix and the C terminal end of the molecule mov-

ing towards the rest of the protein.

On comparing the structures of oxy-Mb (Phillips, 1980) or met-Mb

(Kuriyan, unpublished) to deoxy-Mb and CO-Mb, the former two structures

are seen to be intermediate between CO-Mb and deoxy-Mb. This is con-

sistent with the out-of-plane iron in both structures (Table 6). To

demonstrate this the CO-Mb and met-Mb structures are compared in a

C,, A-distance plot in Fig. 11lc. The motion of the F-helix can be dis-

cerned, but the effects are smaller than in the comparison of deoxy-Mb

and CO-Mb.

The changes in the tertiary structure on CO binding to Mb described

here, though significant, are much smaller than the tertiary structural

changes associated with the R-T quaternary transition in Hb, where the

F-helix is translated across the face of the heme by about 1.01% as well
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as being tilted with respect to it (Baldwin and Chothia, 1979). The

changes described here might be comparable in magnitude to the differ-

ences between the ligated and unligated state of an Hb subunit in one

quarternary structure. However, significant differences would be

expected due to the fact that Mb is unconstrained while in a given

quaternary structure the tertiary structure of a given Hb chain is

expected to be constrained. There is considerable interest in under-

standing these changes as a means for interpreting the results of fast-

time scale photo-dissociation experiments in Hb and Mb (Martin et al.,

1983, Friedman, 1985)

Conclusions

This X-ray diffraction study of CO-myoglobin has shown that the

ligand binds to the protein in more than one stable orientation. This

makes it difficult to obtain reproducible structural parameters for the

ligand since such estimates depend on how the ligand is modelled during

refinement. Nevertheless, energy calculations as well as refinement of

ligand conformations have shown that the range of conformations accessi-

ble to the ligand are limited to values of ¢(NC-Fe-C-0) between, approx-

imately, -60° and 60° and 6(Fe-C-0) between 120° and 150°. Two conforma-

tions at ¢ = 60° and -60°, respectively, are adequate to fit the elec-

tron density.

The distortion from the preferred linear perpendicular binding

geometry is a consequence of steric interaction with the residues lining

the distal pocket, especially His 64 (E7), Thr 67 (E10) and Val 68

(E11). The strain introduced on ligand binding results in changes in the
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protein as well as the bending of the ligand. The sidechain of the

distal histidine shifts by more than 1.44 relative to its position in

deoxy-myoglobin (Takano, 1977b). This, coupled with other smaller

changes in the region of the binding site, results in a larger distal

cavity in CO-Mb than in deoxy-Mb. The disorder inferred from the elec-—

tron density for the ligand is consistent with the larger binding cavity

in CO-myoglobin; the range of conformations observed would not be possi-

ble if the tertiary structure remained that of deoxy-myoglobin.

There are large changes in the positions of atoms in the CD loop

region, including Arg 45 (CD3), which is disordered. Two conformations

far the sidechain of this residue have been identified in difference

Fourier maps and refinement indicates that both are significantly popu-

lated. One conformation, which is similar to that seen in deoxy-

myoglobin, blocks the movement of the distal histidine out of the distal

pocket, whereas the other does not. The static crystal structure does

not have any pathway for the ligand to enter the distal pocket; the

disorder of Arg 45 CD3 could be connected with a mechanism for ligand

entry by allowing the distal histidine to move out of the distal pocket.

There is no evidence in the electron density for two discrete conforma-

tions for the distal histidine; however the sidechain is significantly

more mobile in CO-Mb than in met-Mb. The hydrogen bond between the

distal histidine and the ligand in met-Mb is absent in CO-Mb. Arg 45

(CD3) is not observed to be disordered in met-Mb.

The iron is in the least-squares plane of the heme, as observed in

the neutron diffraction study of CO-myoglobin (Hanson and Schoen-

born,1981). This shift of the iron atom 0.40} relative to its out-of-
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plane position in deoxy-myoglobin (Takano, 1977b) is tracked by the

proximal histidine and the F-helix. The result is that a large number of

atoms in the proximal half of the molecule shift towards the heme plane,

relative to their positions in deoxy-myoglobin. This overall change in

structure is larger than that seen in oxy- or met-myoglobin, but is

smaller than that observed in the T to R transition in hemoglobin

(Baldwin and Chothia, 1979).
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Table 1: Restraints in the refinement.

This Table gives the target standard deviations (co) and the final

standard deviations for the deviations from ideality in the restrained

parameters. See Hendrickson (1980) for a discussion of the various

terms. The values of the target standard deviations are those of Hen-

drickson (1980) with minor modifications.

Bond distances
Angle distances

Planar distances

Planar groups

Chiral groups

Torsion Angle Rest-oz® A

Trrget o Final o

).33Y 0.030
0.040 0.047

0.052 0.057

0.025 0.016

0.150 0.170

Unit

2
x

3

3’

Planar

(0,180) 5.0 AREot degrees

Staggered

(+-60,180)

Orth onormal
B-factor Restraints :
Backbone bonds

Backbone angles

Sidechain bonds

Sidechain angles

. &amp;§ J 20.0

15.0 34.0

| ,J To) -

4 0 1.1

0 1.1

-

oo 1.90

I.
g3

22
ga

Shift Restraints:

Positional 0.3 2
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B~-factors

Occupancies

3,0

0.05

J 2
ey
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TABLE 2A. Occupancies and average temperature factors of disordered

sidechains

Only two conformations were mod&lt; led for each disordered residue.

The occupancies (Q) were constrained to sum to unity every atom in the

same conformation had equal occupancy, thus only one occupancy factor

was refined per residue. The temperature factors are averages from the $

C sub gamma $ atom out. Notice the very low B-factors for certain resi-

dues. The overall temperature factor of the structure is lower than that

for other myoglobin structures.

i Conformation 1

Q {B&gt;

Confromation 2

Q {(B&gt;

Arg 45 | 0.55 i 11.3 1 0.45 | 12.7

Leu 61 | 0.51| 0.9 - 0.49) 0.9
 —_—
Ile 75 | 0.29 | 3.5 , 0.71 3.6 -—
Gln 91 | 0.58 | 10.5 | 0.42 | 10.4

| ~ . fo

Lys 96 | 0.41 | 10.5 1 0.59; 12.4
a

Met 131 | 0.86} 5.5 | 8.14 § 3.6
-
Lys 147 | 0.41 | 7.9 | 6.89 | 9.9
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Table 3: Shifts in atomic positions around the ligand binding site

Average
Backbone
Deviation

8 Average |
Sidechain
Deviation

Maximum 1
»

Deviation

Atom
with

Maximum
Deviation

v
A

Resi due
Leu 29 (B11)
Leu 32 (B13)
Phe 33 (B14)
Phe 43 (CD1)
Arg 45 (CD3)
Phe 46 (CD4)
His 64 (E7)
Gly 65 (ES)
Thr 67 (E10)
Val 68 (E11)
Leu 69 (E12)
Ala 71 (E14)
Ile 107 (G8)

LZ
0.7 0.6
0.5 0.6
0.7 0.7
0.5 0.5
0.7 0.3
0.9 0.6
0.7 0.7
0.7 0.6
0.4 0.5
0.5 0.4
0.6 0,5
0.5 0.5
0.4 0,2

|
r

L 2

0.7 0.6
0.5 0.5
0.7 0.7
0.3 0.4
1.1 1.1
0.9 0.6
1.4 0.9
0.8 0.6
0.8 0.8
0.5 0.4
0.3 0.8
0.5 0.6
0.5 0.4

1 2
0.9 0.7
0.6 0.7
0.8 0.8
0.5 0.5
1.6 2.6
1.2 0.9
2.0 1,2
0.8 0.7
1.4 0.9
0.5 0.5
0.8 0.7
0.5 0.5 |
0.9 0.3 1

“D1

0
NH2

0
NE2

N
G2
G1
CD2
CB

CG2

Notes: The comparisons in the columns marked (1) are with respect to
Takano'’s structure of deoxy-Mb (Takano ,1977b) and those in the columns
marked (2) are with that of Phillips (1981).
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Table 4: Potential H-bonding interactions for Arg 45 (CD3)

distance in 3
Conformation A:

45 NH2 - Heme 02D
45 NH2 - Water 259
45 NH1 - Water 259
45 NH1 - Asp 60 OD2
45 NH1 - Asp 60 OD1

2.9
3.2
2.3
3.4
3.2

Conformation B:

45 NH1 - Water 260
45 NH2 - Water 260
45 NH2 - Heme O1D
45 NH2 - Heme 02D

3.4
2.6
2.2
3.3
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Table 5(a): Temperature factors for the Distal Histidine in met-Mb and

CO—-Mb

The B-factors being compared are from the 1.54 structure of CO-Mb

(at 260K, this work), the 2.0} structure of CO-Mb (255K, Kuriyan, 1985)

and a new 2.0} structure of met-Mb at 255K (Kuriyan, 1985). For the

last two structures, the met-Mb data were collected first and then the

crystal was converted to CO-Mb.

© Ape1 TC

r~
2

1

1
"i

~

 ~

 rv

-

Vs1
“82
[a|
“

el

i
-¥

&gt;

net-MB (255K, 2.08 ) CO-Mb (260K, 1.51%)

B{ Y
&amp; B¢A 2,

5.36 F Q8

5.23 7.30

5 .15 6.76

5.02 6.44

5.97 9.35

6.04 11.02

5.12 12.11

5.55 12.02

5.71 12.30

5.81 12.54

CO-Mb (255K, 2.04)

2,
13.88

14.12

13.42

13.64

16.14

18.40

19.66

18.94

19.63

19.41
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Table 5(b): Sidechain B-factors with Backbone B-factors subtracted.

ATOM met-M3 (255K, 2.08 )  co-Mb (260k, 1.58) co-Mb (255K, 2.04)
BA") BAYH BAA)

Average
Backbone 5.20
Backbone

Subtracted:

Za 0.77

~
~

Ap 0.84

Ns 1 -0.08

Cs2 0.35

Cet 0 51

N D.4&amp;1

€ wr
le 6

2.75

4.42

5.52

5.42

5.71

“ Q4

13.77

2.37

4,63

5.89

5.17

5.86

&amp;
— oo. 54



-265-

Table 6: Heme geometry in various myoglobins

deoxy deoxy
Mb Mb
1) (2)

Co
Mb

(3)

oxy
Mb

(4)

met
Mb

(5)

Tpstances:(A)
Fe —-NA
Fe —NB
Fe —-NC
Fe —ND
Fe— 93NE2
93CE1 - NA

93CD2 - NC

ms
deviation
of Plane 1
Ye — Plane 1
Fe — Plane 2

93 Imidazole
ring centroid
- heme normal

93 Imidazole
ring centroid
- Planel

Angles
{degrees)
93CE1 - 93NE2 -Fe 128
93CD2 - 93NE2 -Fe 122
93NE2 —- Fe — NA 102

93NE2 —- Fe - NB 92

93NE2 - Fe - NC 102

93NE2 - Fe - ND 111

Dihedral
(degrees)
93CD2-93NE2-Fe—-NC 24 2

2.00 1.99 2.00 1.99
1.97 1.90 1.90 1.99
2.03 1.99 1,91 2.01
2.09 2.00 2.00 2.01
2.10 2.19 2.06 2.01
3.20 3.10 3.32 3.36
3.46 3.07 3.20 3.32

0.12 0.07 0.08 0.11 0.09
0.50 0.35 0.03 0.19 0.21
0.42 0.30 0.00 0.18 0.18

0.28 0.22 0.15 0.35

372 3.61 3.35 3.43 3.60

130
120
100

96
100
100

130
119

87
91
93
29

130
121
103

91
94
94

137
113

88
96

101
Qs

-4 2 2

Notes: deoxy—-Mb (1) is the structure of Takano (1977b) and deoxy-Mb (2)
is the structure of Phillips (1981), Plane 1 refers to the mean plane of
the 24 porphyrin atoms and Plane 2 refers to that of the four pyrrole
nitrogens alone.
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Table 7. Bagkbone positional shifts by secondary structure

The final refined structure of CO-Mb is compared with the structure
of deoxy-Mb (Takano, 1977b). Only the backbone atoms (N,C and C ) are
included in comparison. The helices and loops are defined by thé fol-
lowing residue ranges: A helix (3-18), AB loop (19), B helix (20-35), C
helix (36-42), D helix (51-57), E helix (58-77), EF loop (78-85), F
helix (86-94), FG loop (95-99), G helix (100-118), GH loop (119-124) and
the H helix (125-148). Each column in the Table lists the deviations
for the loops, helices, the distal part of the molecule, the proximal
part of the molecule and the whole molecule (excluding the terminal
regions) for superimposing backbone atoms in each segment individually
(labelled "Each”), in the whole structure ("4-148"), in the A, B, C and

G helices only ("A-B-C-G"), in the B, C and G helices only ("B-C-G") and
in the distal part of the molecule only ("distal”). The proximal and
distal regions of the molecule are defined with repect to the mean heme
plane.
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aan 1-148  A-B-C-G 5~-C-G distal

4-148 0.29 0.29 0.30 0.33 0.31

distal 0.29 0.30 0.31 0.29 0.29

proximal 0.23 0.28 0.28 0.32 0.36

0.18 0.21 0.21 0.31 0.23

0.05 0.46 0.50 0.60 0.47

0.17 0.20 0.18 0.18 0.19

0.14 0.20 0.20 0.20 0.21

0.22 0.35 0.33 0.39 0.33

0.15 0.25 0.24 0.24 0.23

0.19 0.22 0.25 0.28 0.23

0.17 0.26 0.29 0.39 0.34

0.17 0.40 0.46 0.48 0.49

0.27 0.38 0.42" 0.43 0.47

0.17 0.24 0.23 0.20 0.23

2 X 2 0
A

1H 0.33 0.74 0.71 0.62 0.73

- 0.22 0.23 0.26 0.32 0.31
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FIGURE LEGENDS

Figure 1

Electron density for Arg 45 CD3. The density shown is from a

difference Fourier (FF) map calculated without any contribution from
Arg 45 CD3. The final refined conformations for the residue are also
shown in the figure. 1a. Electron density at 4c (0.4e/A ) above the
average, where o is the standard deviation of the map. 1b. Electron den-
sity at 2¢ (0.2e/4) above the average.

Figure 2

The heme group, and deviations from planarity. The nomenclature
used for the atoms of the heme are shown. The deviations of atoms which
deviate by more than 0.14 from the plane of the 24 central porphrin
atoms (not including the iron) in CO-Mb are indicated. The figures in
parentheses are the deviations for deoxy-myoglobin. The dihedral angle
® used to describe the CO conformations are shown in the figure.

Figure 3
03

Electron density for CO, 3a. Density at 5.50 (0.55e/A ). 3b. Den-3
sity at 3.00 (0.3e/A ). 3c. Density at 3.00, orthogonal view. The two
final conformations for the CO are shown in the Figures.

Figure 4

(a) Overlap of calculated and observed density for the CO ligand as

a function of ¢ and 6. The observed density was calculated using a FoF,
synthesis, ommitting the CO atoms from the calculation. To determine
which values of ® and © best fit this density, atomic coordinates for
the ligand were generated for values of ® between 0° and 360° and ©
oetween 90° and 180°, using an Fe-C bond-length of 1.924 and a C-0 bond
length of 1.174. Electron density was calculated from these coordinates,
using the formula given by Ten Eyck (1977). For each conformation, the
overlap was estimated by summing the product of the observed and calcu-
lated density over all the grid points in a 104X104X 104 box around the
ligand carbon atom. The contours in the Figure are at different values
of the overlap, expressed relative to the minimum overlap. Dashed lines:
Density overlap at 1.25, 1.50, 1.75 and 2.0 times the minimum overlap.
Dot-Dashed lines: Density overlap at 2.25, 2.5 and 2.75 times the
minimum overlap. Solid lines: Density overlap at 3.0, 3.25, 3.50, 3.75,
4.0, 4.25, 4.50 and 5.0 times the minimum overlap. The two crosses mark
the final refined conformations (C and D, see text).

DV) 6 —- ¢ energy map far CO in the CO-Mb protein structure.
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bending and rotation. CO structures were generated as described above
and van der waals interaction energies between the ligand and the pro-
tein were calculated using the program CHARMM (Brooks et al.,1983).
There are ten energy contours between -5 Kcal/mole and 8.5 Kcal/mole
(solid lines) and 10 between 10 Kcal/mole and 23.5 kcal/mole (dashed
line).

(c) 8 — @ energy map for CO in the deoxy-Mb protein structure. CO
structures were generated as above, except that the center of the por-
phyrin ring (rather than the Fe atom) was used as the origin. The pro-
teln structure used was that of Takano (1977). Energy contours are as in
Fig 4(b), above.

Fig. 5 (a,b,c) Energy maps for oxygen in a plane 2.54 above the
heme plane. There are 10 energy levels from -5.0 Kcal/mole to 30.0
kcal/mole. Sa. Deoxy-myoglobin energy map. 5b. CO-myoglobin energy map.
In Fig. 5a. and 5b., the positions of the four refined conformations of
the oxygen atom are marked with an X. The sidechains of His 64 E7 and

val 68 E11 are also shown. 5c. CO-myoglobin energy map with X, and X,
of His 64 E7 changed to 280° and 275°, respectively, corresponding to
the new minimum in Fig. 6b. The ring of the distal histidine is now out

of the range of the map. The backbone atoms of the histidine, which are
more that 9A above the plane of the heme, are shown for reference.

Figure 6

The heme group, CO, the distal histidine and the proximal his-
tidine. Comparison of structures in deoxy- (thin line) and CO-myoglobin
(thick line). The structures were superimposed using all the backbone
atoms.

Figure 7

Xx, -— X, energy map for His 64 E7. Total energy of the residue is
calculated as a function of X, and X, with the rest of the protein kept
fixed. There are 10 contour levels from -10.0 to 100.0 Kcal/mole. 6a.
Arg 45 CD3 is in conformation A, The X-ray conformation on His 64 E 7 is
marked with an X. 6b. Arg 45 CD3 is in conformation B. The conformation
of His 64 E7 that was used in calculating the energy map in Fig. 4d is
marked with an X.

Figure 8

Two views of the two conformations far ARG 45 CD3.
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Figure 9

Backbone deviations between deoxy- and CO-myoglobin. The two
molecules are superimposed on all the backbone atoms. The deviations

are averaged over the backbone N,C, Ca atoms.

Figure 10

Histograms of shifts between CO- and deoxy-myoglobin. The two
molecules are superimposed on the B, C and G helices and the component
of the shift in the direction of the heme group (in CO-myoglobin) is
calculated for every atom on the proximal side of the heme group. A
negative shift indicates a motion towards the heme group on going from
deoxy to CO-myoglobin. 9a. Backbone atoms only. 9b. All atoms.

Figure 11

C,A—distance matrices at the 0.254 level. (a) CO-Mb vs. deoxy-Mb
(Takano, 1977b) (b) CO-Mb vs. deoxy-Mb (Phillips, 1981) (d) CO-Mb vs.
met-Mb (Kuriyan, 1985).
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Chapter 5

The X-ray Structure and Refinement of CO-Myoglobin:

Errors in the Structure and B-Factors

pr~NLraocr

The errors in the refined parameters for the 1.548 X-ray structure

of CO-myoglobin are estimated by combining energy minimization with

least-squares refinement against the X-ray data. The minimization pro-

vides perturbed structures which are used to re-start X-ray refinement.

The resulting structures have the same R-factor and stereochemical

parameters as the original X-ray structure, but deviate from it by 0.13%

rms for the backbone atoms and 0.3113 rms for the sidechain atoms. The

error in the B-factors is estimated to be 15%. This technique also

results in structures that have a lower energy than those obtained by

{-ray refinement alone. Comparison of the B-factors in different crystal

structures of myoglobin shows that lattice disorder can lead to large

(35% to 40%) differences in the B-factors. These differences cannot be

accounted for by translational lattice disorder alone; a component which

might be ascribed to rotational disorder causes the disorder contribu-

tion to change with the magnitude of the B-factor.
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(1) Introduction

In this chapter the reproducibility of the refined coordinates and

temperature factors (B-factors) of CO-Mb at 1.54 are examined by a

method which involves energy minimization of the refined structure fol-

lowed by least-squares refinement against the X-ray data. In addition,

the deviations in the atomic temperature factors for the protein atoms

in different crystal structures of myoglobin are studied by comparing

the B-factors in CO-Mb with those in oxy-Mb (Phillips, 1980) and in four

different structures of met-Mb (Frauenfelder et al., 1979, Kuriyan, this

thesis).

While the backbone B-factors in the 300K structure of met-Mb

(Frauenfelder et al., 1979) and the 260K structure of oxy-Mb (Phillips,

1980) are very similar in magnitude, those of CO-Mb show large devia-

tions from the met- and oxy-Mb values in some regions of the protein.

The similarity of the met- and oxy-Mb backbone B-factors and their non-

uniform deviations from those in the CO-Mb structure suggests that the

differences could be due to changes in the internal dynamics of the pro-

tein on CO binding. However, the atomic B-factors include a component

that is due to static disorder in the crystal and not to the motion of

atoms in a particular molecule (Frauenfelder et al., 1979). This com-

ponent depends on the quality of the crystal and is presumably affected

by parameters such as the pH, the ionic strength and the degree of

mechanical shock that the crystal is subject to during mounting.

(1) Abbreviations used: Mb, myoglobin; CO-Mb, carbon-monoxy (Fe
II) myoglobin; oxy-Mb, O, (Fe II) myoglobin; met-Mb, OH, (Fe III)
myoglobin; rms, root-mean-square.
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In order to study the variation of the atomic B-factors from cry-

stal to crystal, three new data sets to 2.08 resolution were collected

for met-Mb and models refined against them. The resulting B-factors are

identical to within experimental error, but significantly different from

those in the original met-Mb structure of Frauenfelder et al. (1979) and

the oxy—-Mb structure of Phillips (1980).

An attempt was made to separate the effects of ligand binding from

those of lattice disorder by collecting data on the met and CO forms of

Mb on the same crystal; it was assumed that the effects of lattice

disorder would be the same in both data sets. This assumption proved to

be invalid, but these experiments did demonstrate conclusively that the

differences noticed earlier between CO-Mb and met- or oxy-Mb are not due

to changes in the ligation state of the molecule. The backbone B-factors

in the new met-Mb structures are identical, within experimental error,

to the original 1.54 CO-Mb B-factors, but deviate significantly from

those in the new 2.0% CO-Mb structure.

The results of the energy minimizations and re-refinements of the

CO-Mb structure are discussed in Section II. Section Il (a) describes

the energy minimization method used and the refinements of the minimized

structures. In Section II (b) the deviations between the coordinates and

B-factors obtained by X-ray refinement alone and those obtained by com-

oined energy-minimization and X-ray refinement are discussed. In Section

III the atomic B-factors in different myoglobin structures are compared.

The experimental details regarding the data collection are given in Sec-

tion III(a). The refinement of models against these data sets is also

described in this section. In Section III (b) the refined temperature
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factors obtained are compared with those of the 1.54 CO-Mb structure

(Chapter 4 of this thesis) and other myoglobin structures. Section IV

summarizes the conclusions of this chapter.

II (a) Estimation of Errors in the Refined Parameters

In principle, an estimate of the errors in the refined coordinates

and temperature factors can be obtained from the inverse of the least-

squares normal matrix (Hendrickson and Konnert, 1980). However, in the

Konnert-Hendrickson method, several approximations introduced into the

normal matrix make it difficult to obtain a reliable estimate of the

errors. These approximations are: (i) the neglect of most of the off-

diagonal terms in the matrix, (ii) the use of restraints, which reduces

the number of degrees of freedom of the system in an undetermined way

and (iii) the use of an approximate weighting scheme for the structure

factors (Hendrickson and Konnert, 1980).

A commonly used method to obtain an upper limit on the coordinate

errors 1s that due to Luzzati (1953) (see, for example, Baker, 1980,

Phillips, 1980, James and Sielecki, 1983, Honzatko et al., 1985). Luz-

zatl (1953) assumed that the discrepancies between the observed and cal-

culated structure factors are due entirely to errors in the coordinates

of the atams. Assuming that the molecule consists of a large number of

identical atoms, and that the distribution of errors in the structure is

Gaussian. he derived a relation between the overall error in the coordi-

nates and the dependence of the R-factor on resolution (Luzatti, 1953).

The assumptions used to derive this result are probably not valid for

protein structures. The wide range of temperature factors found in pro-
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tein molecules (Petsko and Ringe, 1984) causes the assumption of identi-

cal atoms to break down. The dependence of the R-factor on resolution

can be ambiguous, since it depends on several adjustable parameters such

as the relative weights assigned to the high and low resolution terms.

Finally, the method results in only an overall estimate of the error;

comparison of different structure determinations of trypsin has shown

that the errors in the coordinates vary from region to region in the

protein and are correlated with the atomic B-factors (Chambers and

Stroud, 1979).

The approach we have taken to estimate the errors in the refined

structure is to perturb it by energy minimization without reference to

the X-ray data. The perturbed structure, with uniform temperature fac-

tors assigned to each atom, is then used as a starting model for least-

squares refinement against the X-ray data. Refinement is continued until

a structure is obtained with the same R-factor and restraint parameters

as for a structure obtained using crystallographic refinement alone;

comparison of the two structures yields an estimate of the reproducibil-

ity of the coordinates and temperature factors. Since the energy minimi-

zation is done without reference to the X-ray data, this is similar to

introducing small random shifts in each atom and then continuing the

refinement.

Experience has shown that the radius of convergence of refinement

at 1.5% resolution is between about 0.54 and 1.04. If the atomic posi-

tions are shifted by more than this amount, refinement alone is unlikely

to move the atoms back to their true positions and rebuilding of the

structure on the basis of difference electron density maps will be
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necessitated. To avoid this the energy of the protein was minimized by a

restrained method (Bruccoleri and Karplus, 1985). The resulting atomic

shifts were =mall enough that examination of difference electron density

maps indicated that no rebuilding of the structure was required prior to

least-squares refinement.

The sidechain of Arg 45 (CD3) is apparently disordered in CO-Mb

(Chapter 4 of this thesis). One conformation is more buried than the

other and it might be expected that atoms around this residue would

adjust their positions depending on the conformation adopted by Arg 45

(CD3). These adjustments, if they occur, are too small to be clearly

discerned in the electron density maps, but they might be reflected in a

larger uncertainty in the coordinates of the surrounding atoms. Two

energy minimizations were done on the X-ray CO-Mb structure, one with

Arg 45 (CD3) in conformation A (minimization A) and one in conformation

B (minimization B). In both minimizations only water molecules within

6.58 of the Arg 45 (CD3) sidechain were included and only one of the two

conformations for each of the seven disordered residues and the CO

ligand was included. The minimized structures were then separately

refined against the X-ray data.

The initial structure used for the energy minimization was an

intermediate one in the refinement of CO-Mb (Chapter 4 of this thesis),

with rather poor stereochemistry (see Table 2, below). Hydrogen atoms on

polar groups, which were not included in the X-ray model, were built by

the program CHARMM (Brooks et al., 1983), using an algorithm developed

by Brunger and Karplus (1985). The minimizations were done using the

program CHARMM and the ABNR algorithm (Brooks et al., 1983). For the
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first 120 steps harmonic restraints of 50.0 Kcal/mole/} were used for

the waters and Arg 45 (CD3); restraints of 20.0 Kcal/mole/} were placed

on all the other protein atoms (Bruccoleri and Karplus, 1985). The

reference structure for the restraints was initially the X-ray struc-

ture; it was reset to the current structure every 40 steps. After 120

steps the restraints were reduced to 20.0 Kcal/mole and 10.0 Kcal/mole

for the two classes of atoms, respectively. Minimization A was continued

for 250 steps and minimization B for 370 steps. The initial and final

energies and deviations from the initial structure are given in Table 1,

bel ow.

TABLE 1 Energy minimjzation of CO-Mb

Minimization A I
Initial Final= hailWaitin

250 Steps
Energies:

(in Kcal/mole)'
Total |
Bonds
Angles

Dihedrals |
Van der Waals |
Electrostatics|

rms deriv.
"rms deviations

1403.7|1899.6|1307.6|314.3
2005.5

-4359.5
64.1

-5535.0 |.
31.4 |i

223.4
148.2 |

-694.3
-5341 .4

0.21

(in }) I |
backbone | 0.0 0.19.

of. dachaine | 0.0 0.42

Minimization B
Initial Final

275.5!
1886.51307.5,353.3,

832.4~4340.8|
324.5

-5712.0|
30.8 |

231.2
151.1 ,

-673.7
-5521.0

0.1"

0.0ool 0.2:
0.8K

The initial energies of the two structures are different because of

differences in the conformation of Arg 45 (CD3) and the number of water

molecules included. The larger initial values of the van der Waals

energy and the rms gradient in minimization A are mostly due to close

contacts between the hydrogen atom of a water molecule and the terminal
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nitrogen of Arg 45 (CD3).

Difference electron density maps were calculated using phases

derived from the two energy minimized structures. These maps indicated

that even the charged surface sidechains, which moved the most during

the minimization, did not need to be rebuilt before least-squares

refinement against the X-ray data. Three parallel, but independent,

least-squares refinements were started at this point.

In the first refinement the initial model was the refined structure

of CO-Mb prior to energy minimization. As described in Chapter 4 of this

thesis, the model includes 136 water molecules, one sulphate ion and

two alternate conformations for seven residues. The initial R-factor was

16.5% with poor stereochemistry (see Table 2, below). Increasing the

weights on the restraints, and continuing the refinement for 12 cycles

resulted in a structure with an R-factor of 16.7% and better stereochem-—

istry, which will be referred to as CO-Mb(X1). The refinement was then

continued with higher weights on the restraints and four cycles resulted

in a structure with very good stereochemistry, and an R-factor of 18.7%

(see Table 2). This structure will be referred to as the CO-Mb(X2)

structure.

The initial model for the second refinement was the structure

obtained in minimization A. The water molecules and alternate conforma-

tions which were not included in the energy miminization were taken from

the structure prior to energy minimization. The intial R-factor was 26%.

8 cycles of least-squares refinement reduced the R-factor to 16.7%,

which is the same as that for CO-Mb(X1). The stereochemical parameters
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are also comparable to those for CO-Mb(X1). This structure will be

referred to as CO-Mb (Al),

The structure obtained in minimization B was used for the third

refinement. 11 cycles resulted in a structure with an R-factor of 16.7%,

which will be referred to as CO-Mb(Bl). The stereochemical parameters

are once again comparable to those for CO-Mb(X1) and CO-Mb(Al). To exam-

ine the effect of tighter restraints on the structure the refinement was

continued for four more cycles to obtain a structure, CO-Mb(B2), with

stereochemical parameters similar to CO-Mb(X2). Surprisingly, the R-

factor for CO-Mb(B2) (18.0%) is significantly lower than for CO-Mb(X2)

(18.7%). This result is of interest, since the energy-

minimization/refinement method has resulted in a "better” structure

(lower R-factor with comparable stereochemistry) than straight crystal-

lographic refinement. The final refined structure of CO-Mb used for the

analysis in Chapter 4 was obtained from CO-Mb(B2) by continuing the

ref inement with looser weights on the stereochemistry it will be

referred to as CO-Mb(B3).

The final R-factors and the rms deviations of bond, angle and

planar 1-4 distances and planes from ideality are given in Table 2,

below.

(1) I forgot to mention this in the Chapter 4 on CO-Mb refinement;
this will be corrected before the final draft.
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Table 2 Overall Statistics for the Refinements
a-

r.m.s. delta otf

angles 1-4 ast planesI

a LR E11
Initial X-ray 0.051 0.070 0.079 tt 0.027

1 Structure. {

~ CO-Mb(X1) 0.167 | 0.044 | 0.063 | 0.072 0.023,
I CO-Mb (A1) Im 0.167 1 0.047 | 0.065 | 0.073 ; 0.023|
"CO—Mb (B1) \ "70.167 1 0.044 | 0.064 | 0.070 0.023 |
| CO-Mb(X2) 0.187 0.025 | 0.043 | 0.050 | 0.013

CO-Mb (B2) 0.180 0.025 0.043 0.051 | 0.013
| CO-Mb(B3) 0.171 | 0.0301 0.047 | 0.057 | 0.016 |
| TARGET stereochemical - | 0.030 0.040 0.052 0.025|
| standard deviations: ! | |

"R-factor
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II (b) Comparison of the various refined structures of CO-Mb.

To summarize the results of the last section, three refinements

were done, starting from the same initial coordinates. In one, the

least-squares refinement against the X-ray data was continued in the

normal way, resulting in two structures, CO-Mb(X1) (loose restraints)

and CO-Mb(X2) (tight restraints). In the other two refinements, two

energy minimized structures (with Arg 45 in conformations A and B,

respectively), were used as the initial models, to obtain CO-Mb (Al) and

CO-Mb (B1) (loose restraints), and CO-Mb (B2) (tight restraints).

In this section the overall deviations between the structures are

calculated, and it is shown that the deviations increase with B-factor

(Section IIb (i)). The deviations of atoms around Arg 45 (CD3) are also

examined (Section IIb (ii)). The energies, as evaluated using the

CHARMM program (Brooks et al., 1983), of two X-ray structures with loose

restraints are compared in order to determine whether the energy-

minimization/refinement procedure results in a more stable structure

(Section IIb (iii)). Finally, the B-factors of the five structures are

compared and their errors estimated (Section IIb (iv)).

IIb (i) Positional deviations

Table 3 compares the refined positions of atoms in the following

six structures: the initial X-ray structure (which was the starting

point for the energy-minimizations and refinements) and the five refined

structures (CO-Mb X1, Al and Bl, with loose restraints, and CO-Mb X2 and

B2, with tight restraints). The structures were oriented by least-square

superpositioning of the backbone atoms (C,N,C) before the deviations
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were calculated. The first entry in each box is the rms deviation of

backbone atoms, in i, and the second entry is the rms deviation of the

sidechain atoms, in i.

Table 3: Positional Deviations Between Refined Structures

Initial |

X1

Ya

Ton

AL Al Al Bl B2

0.037 | 0.068| 0.123| 0.137] 0.133]
0.056 | 0.089| 0,240] 0.311] 0.309

B | 0.069] 0.122] 0.135] 0.130]
I 0.108] 0.240] 0.309] 0.307}

0.118| 0.1321 0.122]
0.2401 0.3091 0.304}
TT 0.078 | 0.07¢]0.175! 0.177! t 5.0361

| olose
The structures obtained from the A and B minimizations are closer

to each other than the structures obtained fram purely crystallographic

ref inement. Increasing the restraints brings the X and B structures

closer together only slightly; i.e., the shifts required to improve the

stereochemistry are smaller than the differences between the X and B

structures. In Fig. 1 the maximum backbone and sidechain deviations

between CO-Mb(X1l) and CO-Mb(Bl) for each residue are plotted. The back-

bone deviations show only a small variation over the structure, the max-

imum deviations being less than 0.53. The sidechain deviations are

larger and show more variation. In Fig. 1 the sidechains are separated

into three classes: buried (with average sidechain accessible area (Lee

and Richards, 1971) less than 3.0%? for a water sized probe), partially

buried (with average accessible surface areas between 3.0}? and 15.08%)

and exposed (with average accessible surface areas greater than 15.08%).

Among the residues with deviations greater than 0.53, there are many
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that are buried or partially buried (Fig. 1), showing that the large

deviations between the structures are not confined to the completely

exposed surface sidechains.

Fig. 2 shows a histogram of the deviations in position between CO-

Mb X1 and Bl. The distribution is peaked at around 0.15% and there are

few atoms with deviations greater than 0.41. The deviations between the

two CO-Mb structures are approximately three times smaller those

observed between CO-Mb and deoxy-Mb (Chapter 4 of this thesis).

The deviations between the structures can be used to estimate the

overall standard deviations, o., in the coordinates. If all the atoms

in a particular class, such as the backbone atoms, are assumed to obey

the same Gaussian error distribution, then o, = A’ where A is the

mean square deviation between the atoms (Appendix to Chapter 3 of this

thesis). Based on the deviations between the X1 and Bl structures, for

0
example, o is 0.14 for the backbone and 0.24 for the sidechains. It

would be interesting to see whether unrestrained minimization of the

structure (followed by rebuilding with reference to difference electron

density maps, if necessary) and subsequent least-squares X-ray refine-

ment would lead to a significantly larger estimate of the errors,

The deviations between the various structures are largest for atoms

with large B-factors. Table 4 gives the average positional deviation and

the standard deviation in the positional deviation for atoms with vari-

ous magnitudes of B-factors.
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Table 4: Positional deviation between CO-Mb X1 and Bl vs. B-Factor

The average deviation in a particular range of B—factor for the two

loosely restrained structures CO-Mb (X1) and CO-Mb (X2) are given

pelow. The errors appear to be independent of B-factor for small B-

factors (less than gh ) .

B-factor rarc= tverage Deviation| Standard Deviation Number
inA in

uy
A of atom:

J) —- 2.0 9 TP hi

« Bp 0 11

2.0-4.0
"74.0-6.0
6.0-8.0
"8.0-10.0
10.0-12.0

"12.0-14.0

14.0-16.0

0.12 3.07 125

0.13 0.13 230

0.14 0.08 201

0.18 0.11  167

0.19 0.12 134
——

 0.20 0.17
—_—

102

—

0.20 0.12 00

16.0 — 18.0 0 °3oy 0 21 cs

Sy 20.0
—

0.5
p—

"70.66 T1192
i

IIb (ii) Deviationsof atoms around Arg 45 (CD3)

In the X1 refinement the arginine sidechain was modelled with both

conformations (A and B) while the Al and Bl refinements were done with

the sidechain in conformations A or B alone, respectively. This distinc-

tion is important because the Konnert-Hendrickson refinement program
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imposes non-bonded contact restraints which prevent atoms from approach-

ing each other too closely. In the Al refinement the sidechain was not

in conformation B, thus allowing surrounding atoms to move towards the

vacant space. The Al and Bl structures are compared in Table 5 below.

Both the X1 and the Bl refinements had the sidechain in conformation B;

the non-bonded contact restraints imposed by the refinement are similar

for the surrounding atoms in both refinements, and differences in the

structures are due to the effects of the energy minimization. The X1 and

Bl structures are also compared in Table 5, below.

Table 5: Deviations of atoms within 6.0 i of Arg 45 CD3

The structures being compared were superimposed on the backbone

atoms before the coordinate deviations were calculated. The table

includes deviations only for those atoms that are within 6.04 of the

centroid of the guanidinium ring of Arg 45 (CD3) in the Bl structure and

which deviate by more than 0.2% in either of the two comparisons. The

B-factors of the atoms in the X1 structure are also given.
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Table 5

Distance

from Arg 45

Resi lue Atom guanidium

F

Phe 43 (CD1) Cg 4,35

Arg 45 (CD3) Cq 2.57

v

- 2.62

“8 1.68

\j
a

0.69

D+
x 1.07

NH1 1.78

NH2 2.24

Phe 46 (CD4) Can 3.44

C1 3.87

~~

e2 2.97

"

“&amp; 3.33

) 4.9%HN 05,Asp 60 (E

His 64 (ET) Cea 4.62

Heme "AD 5.26

oBD 4.45

GD 3.91

J1D 3.73

2D 4.31

Deviation Deviation

X1/B1 A1/B1

]
A

0.28 0.05

0.15 0.26

1.16 0.26

1.56 0.52

0.77

0.91

0.73

1.78

3.82

4.94

1.05 4.65

0.20 0.24

0.20 0.11

0.32

0.21

0.37

0.217

0.32 0.06
0.27 0.07

0.27 0.06

0.51

0.28

0.17 0.38

0.35 0.20

B-Factor

7.2
 —

9.4

9.8

10.4

10.0

10.0

9.6

8.4

I|

5.5

3.0

6£§.0

2 2

10.7

5.9

0 4

10.8

10.6

12.2
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The average sidechain B-factor in the X1 structure is 11.58%. All

the atoms in Table 5, except the 02D atom of the heme, have B-factors

lower than this. Nevertheless, the deviations in Table 5 are among the

largest seen in the structure (Fig. 2). The large change in the struc-

ture of the B conformation of Arg 45 (in the X1/B1 comparison above)

shows that there are errors in the modelling of this residue which are

probably associated with the lack of disorder in the model for the back-

bone and Cg atoms. Significant shifts in position are also seen in the

two phenyl residues that interact with conformation B of Arg 45 (CD3),

in Asp 60 (E3), which is H-bonded to conformation A of the arginine, in

the distal histidine, and in the heme propionic acid sidechain. This

group is H-bonded to both conformations of Arg 45 (CD3) and apparently

changes its conformation to follow that of the arginine.

IIb (iii) Energies of the refined structures

Protein structures obtained by X-ray diffraction are used as the

starting point in a number of different simulation techniques such as

energy minimimtion, molecular dynamics, normal mode calculations and

Monte Carlo calculations. In most cases the first step of the simulation

1s an energy minimization of the X-ray structure to reduce the large

initial farces due to errors in the structure as well as in the empiri-

cal potential energy function; this results in shifts of about 0.258 to
0

0.5A in the backbone atom positions. In this section the energies of two

equivalent X-ray structures (X1 and Bl) of CO-Mb are calculated using

the program CHARMM (Brooks et al., 1983) and it is shown that the struc-

ture obtained by energy minimization followed by X-ray refirement is
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more stable than the original X-ray structure. This is perhaps to be

expected, since the energy minimization was done with reference to the

CHARMM potential, but it is of interest to quantify the extent to which

the energies differ.

Table 6, below lists the energies and rms gradients of the energy

(the average force on each atom) far the X1 and Bl structures. The

electrostatics and van der Waals terms in the energy function require

that the polar hydrogen atoms be present explicitly in the structure.

The positions of these hydrogens were calculated from the X-ray struc-

tures by the program CHARMM (Brooks et al., 1983) and the energies given

for these two tems include the hydrogen atom contributions. For the

other energy terms in Table 6, the hydrogens are excluded since their

positions were not refined.
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Table 6: Energies of the Refined Structures

Enerevy

» -

13 n
A

{7 B1

Kcal/Mole N Kcal/mole

Total -674.9 -1507.1

Hydrogens

Excluded:

Bonds

Angles

Dihedral

Impropers

1463.2 1509.0

1120.2 1013.2

273.6 250.1

194.2 188.9

Hydrogens

Included:

van der Waals

Electrostatics

521.5

-4247.6

-125.7

-4342.6

rms derivatives:

(Kecal/mole 1
Non-bonded

Others

“4 i)

47.0

22.6

47.0

The Bl structure (energy-minimization/X-ray refinement) is mare

stable than the X1 structure (X-ray refinement alone) by 830 Kcal/mole

(approximately 0.7 Kcal/mole per atom). Most of the stabilization comes

from lower van der Waals and electrostatic energies (including H-bonding

contributions). The bonds are the most tightly restrained parameters in
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the X-ray refinement and the restraint values are slightly different

from .the CHARMM equilibrium values (Kuriyan et al., 1985); the bond

energies are actually higher in the Bl structure than in the X1 struc-

ture. All the other energy terms are lower in the Bl structure.

The rms gradient of the energy for the non-bonded terms is lower by

50% in the Bl structure, while that for the other energy terms is

approximately the same in both structures. The two X-ray structures have

not been minimized to see whether the shifts in atomic positions

required to get a small rms energy gradient are significantly different

in the two structures, but this would be of interest.



- 313-

IIb (iv) Errors in the Temperature Factors

I'he B-factors in the various refined structures are compared in

Table 7. All the atoms were used in the comparisons and in each case

four statistical parameters were calculated. The first entry in each box

is the correlation coefficient (from a linear regression) between the

B-factors of the two structures. The second entry is the fractional

error, defined as:

s |8,-B.}
Fractional Error =— 1 X 100.0

5

where B, refers to the iF row and B, to the 44 column in Table 7. The

third entry is the averag absolute error |8,-8,| and the fourth is the

average error Bi-B;. The last term indicates whether there is a constant

offset in the B—factors being compared.

Table 1: B-factor Comparisons
———

————

Initial |
k

X1

X2

Bl

B2

x1 x2 © Bl | B2 | Mm
0.998 | 0.976 | 0.949 | 0.947 | 0.963
3.3 | 10.6 | 15.5 | 14.8 | 14.0
0.290 | 0.925 | 1.360 | 1.303 | 1.223]

-0.015 | 0.097 | -0.715 | -0.574 | -0.695]
o 0.979 1 0.950 I~ 0.952 | 0.9621

0.3 | 15,6 | 13,7 | 14.1
0.816 | 1.3631 1.207] 1.247]
0.112" -0.699| -0.559 | -0.6801

0.926 I 0.954 1 70.9361
19.5 | 13.7 | 18.5 |
1.689 | 1.19011 1.6011

-0.812 ' -0.6781-0.7931
0.984 1 0.986
9.5 | 7.1 |

0.907 | 0.671]
0.147 0.020

0.968
12.4
1.158

Increasing the restraints is seen to have a large effect on the B-

factors (see comparison of X1 and X2 or Bl and B2): the fractional error
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in the B-factors is 9%-10% between loosely restrained and tightly res-

trained structures. The backbone and sidechain B-factors have been com-

pared and it can be shown that the backbone B-factors increase and the

sidechain temperature factors decrease with tighter restraints. The

program restrains the difference in temperature factors between atoms

that are bonded to each other ar to the same third atom (Konnert and

Hendrickson, 1980). Yu et al. (1985) have shown that these restraints

are in qualitative agreement with the results of molecular dynamics

simulations, but are too restrictive. This is consistent with the

increase in sidechain temperature factors observed on relaxing the res-

traints.

The correlation coefficients are high in all the comparisons,

showing that there are no large, systematic, deviations in the B-factors

between any of the structures. There are constant offsets in the B-

factors between different structures, but these are small. The frac-

tional error in the B-factars between two structures is largest for the

X1 and Bl structures (16%) and decreases slightly with tighter res-

traints (14% between X2 and B2).
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III Variation in the B-factors in Different Crystal Structures of Mb

In the first part of this section the experimental details regard-

ing data collection and refinement are presented. In the second part the

B-factors of the different Mb structures obtained in this wark are com-

pared with those of met-Mb (Frauenfelder et al.,1979) and oxy-Mb (Phil-

lips, 1980). The errors in the coordinates of the new met-Mb structures

are discussed in Chapter 3 of this thesis. They are similar in magnitude

to the errars estimated for CO-Mb in the first part of this chapter.

IIIa Data Collection and Refinement

IITa (i) Data Collection on Three met-Mb Crystals.

The crystallization procedure differed from the method of Kendrew

and Parrish (1956) which was used to obtain crystals far the 1.54 CO-Mb

data set described in the last Chapter. Instead of using pH 6.0 phos-

phate buffer (Chapter 4), the crystals were obtained by adding 250 ml of

a 48 mg/ml solution of Mb (Sigma Chemical Co., filtered through glass

wool) to 750 ml of 75% satd. ammonium sulphate, without using buffer

{Takano 1977a). Three data sets to 2.04 resolution were collected on

three crystals, two at 290K (room temperature) and one at 255K, on a

Nicolet P3 diffractometer. The data collection and processing method is

essentially the same as that described in Chapter 4 of this thesis,

except that background-peak-background scans were used instead of Wyck-

off scans. The empirical absorbtion curve (North et al., 1968) in each

case was collected before the data set. The total data collection time,

the extent of radiation damage (averaged over five check reflections)

and the number of reflections above 2 standard deviations are given in
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Table 8, below. All the data sets are to 2.04 resolution and there are

approximately 9000 unique reflections between 10.04 and 2.04.

Table 8: Statistics on Data Collection

Total Exposure Radiation Damage Number of reflection’
(hours) (over total time) &gt; 20)

met-Mb (1) 39 13% 8613
290K
met-Mb (2) 111 Te

| 290K
| met-Mb (3) 37
| 255K
! CO-Mb (4) ;

255K

Ai

10% $9

28% 7

The counting times per reflection were different for each data set.

Faster counting times result in less radiation damage but at the cost of

decreased precision in the data

IITa (ii) Data collection on CO-Mb

The method used to convert met-Mb crystals to the CO form is the

same as that described in Chapter 4 of this thesis. One of the crystals

used for the 290K met data sets was converted to the CO form and used to

collect a 2.08 data set at room temperature, After data collection the

crystal was dissolved in deoxygenated phosphate buffer (pH 6.0) and UV

and visible spectra were run. The spectra indicated that a significant

amount (“30%) of the protein was in the met form (Hanania et al., 1966).

Refinement of the data led to the iron atom moving out of the plane of

the heme, intermediate between the in-plane iron of CO-Mb and the iron

in met-Mb, which is about 0.23 out of the mean heme plane (Chapter 4 of

this thesis). This confirmed that the contamination due to the met form

was present during data collection and the data set was rejected.
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The crystal used for the low temperature (255K) met data collection

was: then treated with dithionite and CO in the same way, except that

equilibration with a CO atmosphere was allowed to proceed for two days

rather than one. A test crystal of size comparable to the one required

for data collection was removed from the reaction vessel and dissolved

in buffer solution. UV and visible spectra showed that conversion to the

CO form was not complete (Hanania et al., 1966). The entire procedure,

including the addition of dithionite, was then repeated. Spectra run on

a test crystal removed at this stage showed no trace of met contamina-

tion and the crystal required for data collection was removed under a

glove bag and mounted as described in Chapter 4. After completion of

data collection at 255K the crystal was dissolved in buffer. The UV and

visible spectra showed no peaks due to met-Mb.

As shown below, the refined B-factors in this CO-Mb structure are

significantly higher than in the met-Mb structure obtained from the same

crystal. In the data reduction step for the CO-Mb data set no correction

was made for the radiation damage already sustained by the crystal dur-

ing the collection of the met data set. Burley et al. (1986) have shown

that in ribonuclease radiation damage as high as 50% of the initial

intensities results in no significant increase in the B-factors and so

the neglect of the intial 10% damage due to the met data collection is

not likely to be the main cause for this increase. A more likely expla-

nation is that the mechanical shocks suffered by the crystal when break-

ing the capillary tube, transferring the crystal to the reaction vessel

and finally remounting it in a new capillary tube were sufficient to

increase the disorder in the crystal.
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IIIa (iii) Refinement of the 2.0 } met- and CO-Mb structures

The initial model used for the met-Mb refinements was the 300K

structure of met-Mb (Frauenfelder et al., 1979). The refinement of the

two 290K structures proceeded without much rebuilding and the final

models in both cases include 75 water molecules and 2 sulphate ions. A

larger number of solvent peaks were seen in difference electron density

maps using the 255K data; the final model includes 117 water molecules

and three sulphate ions. No attempt was made to model disordered resi-

dues with more than one conformation in any of the met-Mb refinements.

The initial model used for the CO-Mb refinement was the final 1.5%

refined structure (Chapter 4 of this thesis). No rebuilding of the

sidechains was necessary and the same number of solvent molecules and

sidechains with alternate conformations was included in the final model

as in the 1.53 structure, The final R—-factors and stereochemical parame-

ters for the four structures are given in Table 9 below:

Table 9: OverallStatisticsfortheRefinements

Structure

‘met-Mb (1)
i 290K

' met-Mb (2)
290K
met-Mb (3)

i 255K

CO-Mb
| 255K
* TARGET stereochemical

standard deviations:

rms deviation from ideality of \

bonds , angles | 1-4 dist planes

gE 1}
0.185 . 0.024 *' 0.045 ° 0.047 0.011

mt. | ere rere reer
0.182 1 0.026 0.048 f 0.052 0.012 |

i :

serge ssf, pr———————
0.182 | 0.026 0.040 0.052 0.012

( ;
» E———— tt —————— ' a—————————in Soni eee esoeee ite Artartm

0.189 | 0.030| 0.049 | 0.058 I 0.013
or

| 0.030 0.040 | 0.052 | 0.025



-3109-

I1Ib Comparisons of B-factors

IIIb (i) Comparison of the B-factors from the 1.5 k Structure of CO-Mb

with those from oxy-Mb and met-Mb

The backbone B-factors for met-Mb at 300K (Frauenfelder et al.,

1979) and oxy-Mb (Phillips, 1980) are similar, both in magnitude and in

the variation from residue to residue. Fig. 3a compares the residue

averaged backbone B-factors for the two structures. The average backbone

B-factors are 11.58” for the 300K met-Mb structure and 11.94” for the

260K oxy-Mb structure. The sidechain B-factors are, however, signifi-

cantly larger in oxy-Mb than in met-Mb (300K); the sidechain average B-

factor is 17.147 in the former and 13.14% in the latter. The average

backbone and sidechain B-factors are given in Table 10 below.
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Table 10: Average B-factors for various Mb structures

Average B-factor (in i*)

Structure

CO-Mb (260K)

Backbone Sidechain All Atoms

or ~~ ~
 . Q 7

1.53

CO-Mb (255K)
— -

13.8 14.8 14...

2.0}

net-Mb (300K) 11.0 3.1 -

A  6

1 sk

(Frauenfelder, et al., 1979)

net-Mb (290K)
a

J&amp; 11.3 «
2 i) 3

&gt; ol}

met-Mb (290K)

2.0}

met—-Mb (255K)

Q A

R .8

10.8

10.1

B
- fr 3

» od

The met-Mb structure was refined by the Konnert-Hendrickson method

with restraints on the B-factor variation (Frauenfelder et al., 1979),

while the oxy-Mb structure was refined by the Jack-Levitt method,

without such restraints (Phillips, 1980). This is reflected in the

sharper variation of the B-factors from residue to residue in oxy-Mb

(Fig. 3a). The correlation coefficient between the two sets of backbone

B-factors is 0.76 and the fractional error (defined in Section IIb (iv))

is 21%. The agreement between the backbone B-factors for the two
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structures would be reduced if the oxy-Mb structure were refined with

B-factor restraints, since this tends to increase the backbone B-

factors, the increase being greatest for residues with very mobile

sidechains. Thus, the agreement between the met-Mb (300K) and oxy—-Mb B-

factors is to some extent fortuitous.

On comparing the backbone B-factors of the 1.5% structure of CO-Mb

(260K) (Chapter 4) with met-Mb (300K) and oxy—-Mb (260K) the fractional

errors are 35% and 40%, respectively. In Fig 3b the backbone B-factors

for the CO-Mb structure and the met—-Mb structures are plotted as a func-

tion of residue number. The magnitude of the B-factors in the loops are

similar in both structures, but the B-factors in helix regions are

reduced in CO-Mb., Fig. 3c¢ plots the difference in backbone B-factor

(averaged over five-residue segments) between met-Mb and CO-Mb. The

differences are not uniform over the structure (i.e., they cannot be

removed by adding a constant offset to the B-factors in one structure)

and they vary in magnitude, in the helix regions, from 24? to 58°. In

Section II of this chapter the overall error in the B-factors for CO-Mb

a - A a 3 A * . i att Ll 1 + 2 3 Aa 1 2 ~92 ~~ Te}

Was estimated TO pe apout 15%, wnich corresponds to about ZA [or the

backbone atoms. The differences in Fig. 3c are larger than this,

IIIb (ii) B-factors from Refinements of the New Data.

It was originally thought that the differences in the B-factors

described above could be due to changes in the internal dynamics of the

protein on CO binding. However, comparison of the CO-Mb B-factors with

those in the new met-Mb structures shows that this is not the case; the

new met—-Mb B-factors for the backbone are identical, within experimental
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error, to the CO-Mb backbone B-factors. Fig. 3d compares the backbone

B—-factors in the new 255K structure of met-Mb with those in the 1.5%

structure of CO-Mb (260K). The also agreement, with a correlation coef-

ficient of 0.93 and a fractional error of 18%, is better than that

between met-Mb (300K) (Frauenfelder et al., 1979) and oxy-Mb (260K)

(Phillips, 1980). The B-factors of the three new met-Mb structures agree

very well among themselves, with fractional errors for the backbone

atoms ranging from 12% to 15% (comparable to the errors estimated in the

CO-Mb B-factors).

While the B-factors in the 1.58 structure of CO-Mb and the three

new met—-Mb structures agree well, the new 2.08 CO-Mb structure has B-

factors that are significantly higher. Fig. 3e compares the backbone B-

factors for the 2.0% 255K met-Mb structure and the 2.08 CO-Mb structure.

Both structures were refined against data collected on the same crystal,

yet the average backbone B-factor for the met-Mb structure is 8.83

while that for the CO-Mb structure is 13.84%.

To summarize these results, the differences between the 1.53 260K

CO-Mb backbone B-factors and those in the 300K met-Mb structure arise

not from the change in ligation state but from differences in the cry-

stals. For example, Fig. 3f plots the backbone B-factors for the 300K

met—-Mb structure (Frauenfelder et al., 1979) and the 290K structure of

met-Mb (this work). The difference between the two is similar to that

shown in Fig. 3b, between CO-Mb and met-Mb.
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IIIb (iii) Linear Regression Analyses between sets of B-fagtors.

Fig. 4a shows a scatter plot between the two sets of CO-Mb B-

Factors (260K and 1.58, 255K and 2.08). Though there is a great deal of

scatter, a large source of the deviations between the two sets of B-

factors is a constant offset of the temperature factors in one with

respect to the other. Fig. 4b shows a scatter plot of the B-factors in

the 1.53 CO-Mb structure and the 300K met-Mb structure (Frauenfelder et

al., 1979), In this case there is a constant offset as well as a non-

unity slope in the best fit line through the points, i.e., the differ-

ences between the B-factors changes with the magnitude of the B-factors.

Examination of such scatter plots shows that the deviations between

the B-factors between different crystal structures have two components.

One is a linear deviation between the two sets of B-factors, which can

be corrected for by the intercept and slope of the least-squares line

through the points in the scatter plot. The other is the essentially

random scatter of points about the least-squares line. The magnitude of

this scatter does not seem to be significantly larger than the estimated

error in each set of B-factors (Section II). Hence, the slope and

intercept of the least-squares line can be thought of as the systematic

deviations between the two sets of B-factors whereas the scatter about

the least-squares line reflects the intrinsic error in the B-factors.

Linear regression analyses on the B-factors have been performed on

various pairs of structures. For each pair being compared the following

statistical parameters were calculated: r, the correlation coefficient;

the fractional error &lt;el&gt; (where ¢ is the deviation between the B-
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factors without any corrections); the rms error, € ms? the average

error, &lt;g&gt;; the intercept of the least-squares line, a; the slope of the

least-squares line, B; and 0,» the scatter of points around the least-

squares line. Table 11 gives these parameters for comparisons of the

1.5% 260K CO-Mb structure with various other structures:
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Table 11: Comparison of 1.58 CO-Mb (260K) B-factors with other struc-

tures.

CO-Mb(2) (255K)

All atoms

backbone

FE"
Tt res~

3

0.89 52% 5.4

0.90 5 0% 5.5

3 3 -

(A) :A* YH (2%)
i aeo’Sl

—-4.9 6.4 0.9 2.2

-5.0 6.3 0.9 2.1

met—-Mb(1) (300K)

All atoms

backbone

met—Mb(2)(290K)
all atoms

backbone

met-Mb(3) (290K)

all atoms

backbone

0.92 35% 3.8 -3.1 6.1 0.7 1.5

0.94 38% 3.7 -3.1 5.8 0.7 1.2

0.93 20% 2.4 -1.2 1.3 1.0 2.1

0.96 17% 2.0 -1.2 1.3 1.0 1.5

0.92 17% 2.2 -0.8 1.3 1.0 2.0

1 15% 1.7 -0_8 1.4 1.0 1.8

met—Mb (4) (255K)
all atoms

backbone

0.89 20% 2.6 -0.1 0.25 1.0 2.6

0.93 18% 1.9 0.0 0.43 1.0 1.9

oxy-Mb (260K)

backbone

all atoms 0.69 64% 8.9 -5.8 3.4 1.2 6.7

0.76 40% 4.7 -2.8 3.8 0.9 3.7

The slope of the least-squares line is unity for the three new met
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structures, as expected from the comparisons described earlier. The

slope is 0.7 for the comparison with the 300K met-Mb data, but the

scatter of points around the least-squares line is small. The scatter

of points around the least-squares line for the comparison with oxy-Mb

is large, because the B-factors were unrestrained in the refinement of

the latter structure, resulting in a larger variation from atom to atom

than in the other structures.

These results show that the scatter of points about the least-

squares line is approximately the same for all structures refined by the

Konnert-Hendrickson method; the magnitude of the scatter is similar to

the error in B-factors deduced for CO-Mb by the energy-minimization/

refinement method in the last section. This also indicates that though a

simple offset in the B-factors is not always enough to account for the

variation of B-factors from crystal to crystal, a two parameter linear

model seems adequate. A physical basis for this model might be obtained

by decomposing the static disorder into two components, a translational

one and a rotational one. The translational component affects all atoms

sanallv. and could he the anurce of the ononatant of fast in the R-—

factors, The effect of the rotational component increases with distance

from the centroid of the molecule; so do the B-factors, and hence this

could be the source of the deviation of the slope of the regression line

from unity.

Hartmann et al. (1983) have estimated the magnitude of the disorder

contribution to the B-factors by comparing the mean-square displacements

of the iron in Mb as calculated from the X-ray B-factors and from

Mossbauer measurements. They assume that the lattice disorder is purely
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translational and estimate that a correction of 3.617 should be sub-

tracted from the B-factors. The results discussed above indicate that a

rotational component to the disorder is required as well.

The results presented in this section clearly show that a change in

the ligation state of the iron in Mb does not result in a detectable

large scale change in the atomic temperature factors. There are, how-

ever, some specific changes that do take place. Though the lattice

disorder makes comparisons of B-factors between two different structures

difficult, it is possible to detect changes in the mobility of atoms by

comparing their B-factors relative to other parts of the molecule. Such

a comparison has been done for the distal histidine sidechain relative

to the backbone, and it has been shown that the sidechain is more mobile

(or disordered) relative to the backbone in CO-Mb than in met-Mb

(Chapter 4 of this thesis).
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SECTION IV Conclusions

(1) Refinement of perturbed structures

The use of restrained energy minimizations in crystallographic

refinement has been shown to have two advantages. One is that it pro-

vides a means of perturbing the X-ray structure slightly; re-refinement

of the perturbed structure results in a different X-ray structure which

can be compared to the original one in order to estimate the errors in

the positions and B-factors. The advantage of this method over merely

introducing random shifts in the structure prior to re-refinement is

that the resulting X-ray structure is energetically better than the ori-

ginal structure. This may be of some advantage if the X-ray structure is

to be used as a starting point in simulations of protein dynamics. This

method has been used to show that structures refined against the same

1.53 data set for CO-Mb differ by 0.144 rms in the backbone coordinates,

0.313 in the sidechain coordinates and 15% in B-factors.

The other advantage of the method is that it provides a way of

investigating the structural consequences of disorder in proteins. The

results presented here are only preliminary, but they indicate that the

disorder in the sidechain of Arg 45 (CD3) results in increased uncer-—

tainty in the positions of the neighboring atoms, especially those that

interact with it through H-bonds which differ in the two conformations.

Energy minimization provides a way of generating energetically feasible

conformations of the surrounding residues which can then be used as

starting points for X-ray refinement.

There are however, some problems with the approach as it has been
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used in this chapter. Energy minimization results in small shifts in

regions of the protein where the stereochemistry is good to begin with

and the packing of atoms involves no bad contacts. These shifts might be

smaller than the actual error in the coordinates, leading to an underes-

timation of the errors, Another problem is that only a small number (two

or three) of independent structures can be generated by energy minimi-

zation of a single starting structures (these different structures can

be obtained by using different minimization alogrithms). Therefore,

only a small number of re-refined coordinates can be obtained and the

statistics for individual atoms are poor.

Both these problems can be overcome by randomizing the X-ray struc-

ture in some way s0 as to obtain a large number of perturbed coordi-

nates. These perturbed structures can then be refined against the X-ray

data to obtain good estimates of the errors in the structure. It is

important that the random shifts introduced into the original coordi-

nates be large enough that realistic estimates of the errors are

obtained, but small enough that the atoms are within the radius of con-

rercanne nf the laasaet-—annaraa ref inamaent Al an tha nartimhad atruntiireaa
Vv wa Oss ww fd Wei whe Yu Goh bat WF Sef wed 4 wf ad &amp; Wi de AMUNLAW @ 4hades WINS J whe Ww nd WW VRE WW A ht WE MAWWWWEWw

should not have very bad stereochemistry; if the bonds, angles and other

restrained parameters are too far from their ideal values the refinement

may not be able to improve the structure.

These perturbations can probably best be introduced by molecular

dynamics simulations. To prevent the atoms from moving too far away fram

the original structure, but at the same time preventing too much bias

towards it, square-well potentials can be introduced around the initial

positions of the atoms. The width of the square well could be set to a
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value approximately that of the estimated radius of convergence of the

refinement. Rapid refinement of 10-15 perturbed structures should be

possible with the use of supercomputers, such as the CRAY, making this a

feasible project for a protein the size of myoglobin. It is estimated

that one least-squares cycle for myoglobin at 1.53 will take one minute

of central processor time on a CRAY-1S.

(ii) Variation in the B-factors

Comparison of B-factors from different crystal structures of myo—

globin has demonstrated that lattice disorder can lead to deviations of

35% to 40% in the B-factors. Regression analysis of the various data

sets has shown that the effect of disorder can be corrected for by a

model with two parameters: the intercept and slope of the least-squares

line. That the slope of the line is non-unity in many cases indicates

that the contribution due to rotational disorder might be larger than

assumed earlier (Frauenfelder et al.. 1979).
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FIGURE LEGENDS

Figure 1

Residue averaged deviations between the X1 and Bl structures after

superimposing the backbone atoms. (see text). Solid line: backbone

deviations (N,C,C). Dashed line: sidechain deviations. For the

sidechains, the following symbols are used to indicate solvent accessi-

bility: circles: buried residues (average accessible area less than

3.08%); crosses: partially buried (average accessible area between 3.0}

and 15.08%); triangles: exposed (average accessible area more than 15.0

3%). The vertical dotted lines demarcate the helix and loop regions.

Figure 2

Histogram of positional deviations in 3 between the X1 and B1

structures after superimposing the backbone atoms.

Figure 3

Backbone (N,C,C ) atom B-factor comparisons. Fig. 3a: B-factors

for oxy—Mb (Phillips, 1980) and met-Mb (Frauenfelder, 1979). Fig. 3b:

B-factors for met-Mb (Frauenfelder et al., 1979) and CO-Mb (260K, 1.5

i. Fig. 3c: difference in backbone B-factors between met-Mb (Frauen-

felder et al., 1979) and CO-Mb (260K, 1.5 1) averaged over 5 residue

segments. Fig. 3d: B-factors for 255K met-Mb (2.0 &amp;) and 260K CO-Mb

(1.5 3. Fig. 3e: B-factors for 255 met-Mb and 255K CO-Mb, both

refined against data on the same crystal. Fig. 3e: Fig. 3f: B-factors

for 300K met-Mb (Frauenfelder et al., 1979) and met-Mb (290K).
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Figure4

Scatter plots for the B-factors. All the atoms are included. Fig.

4a: CO-Mb (255k, 2.08, "B-factor(1)*) and CO-Mb (260K, 1.53, n"B-factor

(2)"). Fig. 4b: met-Mb (300K, Frauenfelder et al., 1979, "B-factor(1)")

and CO-Mb (260K, 1.58, "B-factor (2)").
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a} Light thickens ... "

(Macbeth)


