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A.bstract

In this thesis, I analyze the economics of three different contracting problerrls. TIle first
cltapter considers the contracting problem facing multiple principals, each of whom de­
sires to contract with the same agent. If the agent has private infonnation regarding his
gains froDl the contracting activity and the con~racting activities in tIle principal-agent
relationships are substitutable (coDlplementary), the principals will typically extract less
(more) infonnation rents in total and induce less (more) productive i~lefficiency in the
contracting equilibrium than if there were a sillgle principal contracting over the SaIne

activities. This analysis is subsequently applied to various environments, illcluding joint
ventures, exclusive-dealing relationships, and regulation between conflictillg governInen­
tal agencies.

The second chapter considers the potential use of liquidated damage clauses under
asymmetric infonnation. Courts typically allow parties to stipulate the damages each
will pay the other in event of breach, providing that such liquidated damage tenllS do
not greatly exceed actual losses. This restriction acts as a ceilin.g, however, as couI1s
generally enforce tenns that are equal to or below actual losses. This anomaly can be
explained when bargaining occurs under asymmetric infonnation. Here, the liquidated
damage clause serves a dual role, both promoting efficiellt breach and signaling a party's
valuation of trade. I show that it is always optimal for parties to set damages at or below
valuation, thereby providing a consistent theory for tile eOl1rts' asymmetric treatment of
contractl1al damages: When damages are significantly below actual losses, courts may
plausibly maintain the presumption that the contract is the result of rational bargaining.
But when damages exceed losses, they must consi<ler the likelihood of otller eletnents
such as mistake and fraud.

The final chapter examines the problem of procurement and secolld sourcing. Wilen
the government procures an item, ideally it would like to pay no more than tile minimum
possible cost. But in practice the government does not know all of the techrlological
possibilities, everl if it could perfectly alldit most incurred costs. As a consequence,
suppliers who know they have sllperior technology can earn extra profits - comrnonJy
known as "infonnation rents". A standard way to reduce information rents is to use
competitive sealed-bid tenders, which in effect award the contract to the l1est producer
at the second-best bidder's break-even cost. One problem with the preceding rnetho(f
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is that only one source may be techllically qualified to bid. If government wants tll0re
competition, it must "generate" it thrOUgll licensing or sonle otller fonn of technology
transfer. Conventional cost analysis \visdom asserts that transfer is nlerited if and onJy if
the second source's direct costs plus the costs of transfer are less than tile fU'st source's
direct costs. Chapter 3 s~!')WS that teclmology transfer offers an additional potential
gain: reduction of infonnation rents. To provide appropriate incentives, technology
sllould perhaps be transferred even when the second source is less efHcient than the
first. Additionally, when developer moral hazard exists with respect to investments ill

cost-reducing teclmology, the optiInal auction will make the developer's success in the
auction more sensitive to the developing finn's anno\lnced costs.

Thesis Supelvisor: Jean Tirole
Title: Professor of Economics
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Illtroduction

The 'theory of business' leads a life of obstruction, because theolists do not
see the business, and the men of business will llot reason out the theories.

- Walter Bagehot

A contract is nothing more than an enforceable agreement between two or more

parties regarding some activity by which they are all affected. 'fhis broad definition is

perhaps too encompassing to be descriptive; indeed, contracts govern most economic

activity. Even two agents who agree to trade at a price set by a marketplace Walrasian

auctioneer are contractual partners.

Contracts, however, are potentially much more interesting than simple marketplace

activity in at least two dimensions. First~ contractual activity may involve agreements

made at dates which are not simultaneous with the economic activity under consideration.

For example, investments may be sunk or outside opportunities may arise after contracts

are written, but before money is exchanged. Additiollally, infonnation regarding an

agent's effort or t}-pe may appear after the contract is signed. Second, the tenus of

contracts may be written by one or both parties rather than an anonymous marketplace.

For example, sellers may offer prices to buyers which exceed marginal cost and buyers

may demand prices below their valuation. In tltis respect, the study of economic contracts

which differ from simple marketplace transactiOJlS has considerable interest. This study

is largely what economists have in mind when they refer to contract theory.

If we wish to construct a "theory of business" that is a reflection of the real world,

we are naturally cOlnpelled to examine contractual relationships. Buyers frequently in­

teract with sellers in a setting unlike an impersonal marketplace. Relationships witltin

organizatiolls as well as between finns often involve a few rational agents making eco-
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nomic arrangements anlong themselves. Even regulation of business enterprise by the

government can be thought of as a contractual relationship between agent and principal.

The three essays in this thesis are examples of the application and extension of

COIltract theory to help understand real economic problems. The first essay considers the

contracting problem facing multiple principals, eacll of whom desires to contract with the

same agent. If the agent has private infonnation regarding his gains from the contracting

activity and the contracting activities in the principal-agent relationships are substitutab}e

(complementary), the principals will typically extract less (more) infonnation rents i.n

total and induce less (more) productive inefficiency in the contracting equilibriuITl thatl

if there were a single principal contracting over the same activities. I apply this analysis

to various environments, including joint ventures, exclusive-dealing relationships, and

regulatioll between cOltflicting governmental agencies.

Toe second essay considers the potential use of liquidated damage clauses under

asymmetric infonnation between buyers and sellers in contracts. Courts typically allow

parties to stipulate the damages each will pay the other in event of breach, providing that

such liquidated damage tenns do not greatly exceed actual losses. This restriction acts

as a ceiling, however, as courts generally enforce tenns that are equal to or below actual

losses. Bargaining under asymmetric infonnation can explain this anomaly. Here, the

liquidated damage clause serves a dual role, both promoting efficient breach and signaling

a party's valllation of trade. I show that it is always optimal for parties to set damages

at or below valuation, thereby providing a consistent theory for the courts' asymmetric

treatment of contractual damages: When damages are significantly below actual losses,

courts may plausibly maitltain the presumption that the contract is the result of rational

bargaining. But when damages exceed losses, they must consider the likelihood of otller

elements such as mistake and fraud.

The third essay examines the problern of procurement and second sourcillg by the

government. When the government procures an item, ideally it ~lould like to pay no more

than the minimum possible cost. But in practice the government does not know all of

the technological possibilities, even if it could perfectly audit most incurred costs. As a

consequence, sJJppliers WllO know tlley have superior technology can earn extra profits -

12



commonly known as "infonnation rents". One standard way to reduce infonnation rents

is to use com~titive sealed-bid tenders, which in effect award the contract to tile best

producer at the second-best bidder's break-even cost. One problem with the preceding

method is that only one source may be technically qualified to bid. If government

wants more competition, it must "generate" it through licensing or some otller fonn of

technology transfer. Conventional cost analysis wisdom asserts that transfer is merited

if and only if the second source's direct costs plus the costs of transfer are less than

the first source's direct costs. The third essay shows that techtlology transfer offers

an additional potential gain: reduction of iItfonnation rents. To provide appropriate

incentives, technology should perhaps be transferred even when the second source is less

efficient than the first. Additionally, when developer moral hazard exists witlt respect to

investments ill cost-reducing technology, the optimal auction will make the developerfs

success in the auction more sensitive to the developing finn.'s announced costs.

It is my hope that the reader will find that these three essays succeed in ftlrthering

our knowledge of both the theory and practice of contracts.

13



Chapter 1

Mechanism Design Un.:ler Common

Agency

'The question is,' said Humpty Dumpty, 'which is to be master that's all.'

- Lewis Carroll

1.1 Introduction

Mechanism design has proven to be a fertile area of research for the economist studying

the role of infonnation in economic exchange. Since the methodology was first developed

by Mirrlees [1971], it has been applied to numerous contexts. Theorists have subsequently

extended the use of mechanism design to problems with multi-dimensional type spaces1 ,

multiple agents2 , and infonned principals.3 But to date, we know very little about tile

problem of mechanism design with mlutiple principals and a single agent - wllat lIas

been tenned the problem of common agency.4

Common agency contracting under adverse selection is ubiquitous. Wherever 'udderl

infonnation and some degree of competition among principals exists for a set of agents,

lSee Rochet[1985], Laffont, Maskin, and Rochet [1987], and McAfee and McMillan [1988].
2see Myerson[1981], Demski, Sappington [1984], Demski, Sappington, and Spiller [1988], and Ma,

Moore, and Turnbull [1988].
3See Myerson[1983], and Maskin and Tirole [l99Oa,l990b].
4David Martimort [1991] has independently studied many of the issues in this paper and obtained

similar conclusions.
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we will generally find an environment where nlechanism design under ~ommon agency

is appropriate. Often the assumption that a single principal completely controls tile

contracting environment with an agent is not r~aljstic as the following examp!es illustrate:

• ~ifll1tipl~ regulators. Several agencies may Ilave authority to promulgate regula­

tions affectillg a single agent. To the extent th.at each reglliator (principal) wishes

to el:tract the agent's information rents '1 an analysis of mechanism design under

common agency is appropriate. 6

• CODlmon Marketing Agency. Manufacturers frequently choose to use the sar,le

marketing agency for their wares. Such agencies typically have private infonnation

about marketing and distribution costs, as well as their effort levels. 6

o Price discrimination. Duopolists selling differentiated products to the SaJlle con­

sumers may find it optimal to employ second-degree price discrimination, but must

take into account the effect of their rival '8 nonlinear screening contract. 7

• Exclusive Supply Contracts and Joint 'Ventures. Finns may decide to fonn joint

ventures with one another to create an exclusive input supplier for nlembers of

the venture. In one sense, a joint venture allows finns to coordinate tlleir sep­

arate contracts into a single cooperative cootrar " with an agent. In the absence

of a joint venture (or aitematively an exclusive supply contract) the finns may

non-cooperatively contract with the same agent and fail to take into account the

5Related research by Baron [1985] considers a Stackelberg game of regulating a public utility with
emission abatement regulation by the EPA (the leader) and rate regulation by a hKnl public utility corn ..
mission (the follower). This paper ehtends Baron's approach to a large class of simultaneous contrnetinl;
games.

6This situation was originally considered by Bernheim and Whinstoo [1985] in an environlllcnt of
moral hazard. A more general treatment of COlnmon agency tmder conditions of moral ha7.ard is found
in Bernheim and Wbinston[ 1986]. Recent work by Villas-Boas [1990) exarnines the infonnation costs of
finns using the same advertising agency, whele an agent may tell the "secrets" of one principai to the other.
Neither, however, considers adverse selection with common agency. Oal-Or [1989] has also eXnIll!ned a
special case of common agency between two principals using the same marketing agent 'llhere the utility
the agent derives from the relationship with one of the principals is independent of the contract \vith the
other principal. Tnis case is briefly considered in Section 2.3.

7Competition with nonlinear tariffs was considered by Oren, et at [1983], but in a nl01~ limited
framework where players are restricted to taking the choices of the agent from the rival principld '8 contract
as given.
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externalities which they impose on one another. An analysis of COnlm()n agency

illuminates some of the benefits of joint ventures and exclusive Sllpply contracts. 8

• Franchise Contracts. Franchisors frequently contract with nonexclusive franctlisees,

such as automobile dealerships, which have contracts with multiple franchisors. TIle

nature of the equilibriutn contracts ill the nonexclusive environment sheds !~gllt on

the benefits of exclusive control.

• State and Federal Taxation. Following Mirrlees [1971], an obvious eX,tension of tJle

optimal theory of taxation would consider the effects of two principals (State and

Federal revenue departments), each attempting to minimize the distortioll introduced

by its taxation while maximizing its own objective.

Following the work of Bernheim and Whinston [1986] on conlmon agency under

moral hazard, we Ilote that environments with common agency can either be delegated

or intrinsic. Under delegated common agency, the choice of COlltractual relationship is

delegated to the agent who can choose whether to contract willI both, one, or none of

the principals. TItis is a natural setting for examining such phenomena as seco:1d degree

price discrimination by duopolists, where tile consumer ultimately decides from whom

to purchase. Alternatively, when common agency is intrinsic, the agent's choice is lnore

limited: the agent can choose only between contracting with both principals or contractil1g

\vith l:either. A common example of S1.1ch a setting is industrial regulation by multiple

regulators. The regulated finn's only choice beside regulation is to leave th~ market and

forego profits altogether.

The distinction between these t\vo environments is less important Whetl the contracting

activities of the two principals are complementary in tenns of the common agent's utility:

In any equilibrium where the agent finds it attractive to contract exclusively witll either

principal~ the agent will fillct it desirable to contract witll both. Altllough t.lis is not the

case when the activities are substitutes, we choose to focus on intrinsic common agency

8Related models which have examined organizational and market stnJC,1UfeS from a common agency
perspective with moral hazard are Bravennan and Stiglitz [1982], \vhich considers sharecroppers responsible
to both landlords and creditors, and Stiglitz [1985], which considers cotporate managers 88 agents 10 both
stockholders and cotporate creditors.
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as a first step toward a more general theory on commOll agency under adverse selection.

Nonetlleless, as the applications in this paper demonstrate, a large set of interesting

economic questiolls are addressable within tlus class of models.

The main focus of this paper is twofold. First, we develop techniques for studying

common agency contracts with mechanism design. Second, using these new tools, vIe

consider some of the economic ramifications of a common agency setting. Section 2 of

this paper introduces a general model of contracting ullder common agency, and proceeds

by characterizirlg the contracts for two benclunarks: the cooperative (or single principal)

solution and the case of contractual independ~nce (where the agent's marginal utility

derived from the contract with one principal is unaffected by the contract widl the other).

Two fundamental problems are encountered wilen one attempts to apply traditional

mechanism design tools to common agency problems in absenc~ of contractual inde­

pendence. First, the simple cllaracterization of incentive compatibility and participation

constraints used in single principal contracts is no longer available. Instead, we find a

more complicated analog in our two-principal setting ·wVhen we consider common agency

implementability in Section 3. With two principals, each of whom observes orlly the

report meant for her, we require more thaIl that the agent finds it incentive cOInpatible to

report truthfully to principal i given he reports truthfully to principal j: It nlust also be

the case that lying to both principals (with perhaps differing reports) is not beneficial to

the agent. A significant contribution of this research is to explicitly cllaracterize tile set of

commonly implementable contracts. Second, when searching for a Nasll equilibrium in

contracts among principals, OIle cannot invoke the revelation principle without exercising

care. Each principal will typically find it rational to attempt to induce the agent to report

falsely to a rival and thereby extract a larger share of the agent's infonnation rel1ts. Of

course in equilibrium, all contracts are incentive conlpatible so tllat suell attelnpts are

useless, but their possibility imposes constraints on the set of eqllilibrium contracts. This

problem is also taken up in Section 3.

Section 4 analyzes the set of pure-strateg)' differentiable Nash equilibria in tl'le contract

game for the cases of contract complements. Section 5 analogollsly considers equilibria

with contract substitutes. We find that the presence of comrnon agency results in eactl
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principal creating a contractual externality. When the contracting activities are comple­

mentary, equilibria in the simultaneous contracting game have each principal introducing

too much distortion in an effort to extract rents from t.he agent. With substitutes, the

reverse typically OCCllfS and too little distortion is introduced from each princillal's POi!lt

of view. The results are in accord with our notions of Nash equilibria in prices between

competing duopolists in a differelltiated product marl!'et. Wilen the goods for sale are

complements, each duopolist prices excessively relative to tlle monopoly solution; when

the goode; are substitutes, each duopolist sets prices closer to marginal cost, introducing

a smaller distortion. In Section 6 several applications of COlnlnon agency contracting in

environments of adverse selection are presented as a motivation to the preceding analysis.

Ser;tion 7 concludes.

1..2 The Model

1.2.1 The Contracting Framework

For simplicity we consider a COl1tracting environment with two principals, i = 1, 2, and

one agent. Although our model is quite general, for exposition we take each principal i as

a potential purchaser of some good, Xi, which the agent produces. Tile agent Ilas private

information, or type, (J in some compact set 0, which we take to be the interval (1 = [!l.,O].

Furthennore, it is common knowledge among the principals that (J is distributed according

to the differentiable density function f( I)), where f( fJ) > 0, 'V(J E S, with corresponding

cumulative distribution function F(O), and with 1-/. nonincreasing in O. Without loss of

generality, we consider direct revelation mechanisms ill whicll the agent annOhnces his

type to eacll principal separately, although as indicated care nlust be teken in tIns regard

when considering deviations by each principal from the equilibrium.

We assllme that each principal obseIVes only the report meant for her, and denote

the reports for each principal as 01 and 92, respectively. Various motivations exist to

justify this approach. First, antitrust laws rnight deal harshly with collusive activities to

coordinate contracts and reports from the agent, particularly given our results in SectioIl
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5 regarding the potential anticompetitive effects of StIch coordination. Second, even if

principals could jointly obselVe the agent's report, the possibility of secret side contracts

between each principal and the agent before the agent's type is announced may render

such joint observations useless.9 Fif'~Y, at least in the regulatol)' context, it may t,e

legally impossible for one agency to contract on the decision variable of another, even

thOllgh it nlay be publicly obseIVed (e.g., the local public lltility commission cannot make

allowed rates of return an arbitrary function of pollution abatemellt and the EPA cannot

choose levels of allowable pollution as a functioll of local rate making).

Each principal chooses an allocation or contract, Yi(·), which consists of a decision,

Xi(·), that belongs to a compact, convex, nonempty subset X C R+ , and a monetary

transfery ti(·), paid by the principal to the agent: Yi( Oi) = {Xi(8i ), ti(8i )}. We suppose the

decisi"'ln choice of each principal '8 contract is one-dimensional to simplify the analysis

although, as in Guesnerie and Laffont [1984], it is possible to gelleralize the results to

choices over vectors of decisions.

The principals have von Neumann-Morgenstern utility functions that are given by

Vi( Xl, X2, ti), i = 1,2, which are thrice continuously differentiable, decreasing in t i , aIld

have partial derivatives up to the third order which are unifonnly bc~nded on any given

compact subset of ;\:'2 x 3l+. Initially, we let Vi depend upon x j as in the case where

each principal i buys inputs Xi from the agent and sells them in tIle same downstream

product market.

We have chosen to model each principal '8 tltility as a function only of tile two contract

variables and the transfer to the agent. The agent's type does not affect the principal's

welfare. It is straightforward to make each principal's utility a function of (} as well as a~ 1

and X2, although the assunlptions used in this paper must be modified to ellsure concavity

in the principal's problem and monotonicity in the resulting menus of allocations. Suell

an extension would be appropriate, for example, in the multiple regulators context. In

such circumstances, each regulator may place some weight on the agellt's w~lfare (e.g., a

9If, however, the side contracts are negotiated under asymmetric infonnation, a role may nonetheless
~xist for common contracts. See the work of Caillaud, Jullien, and Picard [1990], which Rhows in a nlulti..
principal and multi-agent framework that if secret cootmcts are feasible, initial contracts may be useful
when asymmetric infol.nation exists during side contract negotiation.
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public utility's profits may have a positive weight of less than one attached to it), Wllich

renders principal i's payoff a function of Xl, X2, 0, and t.j as well. Nonetheless, we

make the SimplifyUlg assumption for ease in exposition. Because each principal's utility

depends upon both Xl and X2, the contract between the agent and one of the principals will

directly affect the well being of the other principal. More interestingly, to tIle extent that

U~1~2 f= 0, one principal's contract will affect the agent's marginal utility, and therefore

indirectly affect the cost of contracting with the other principal. Later in this paper \ve

will make a further simplification that each Vi is independent of x j in order to focus on

this second affect.

We assume the agent has a von Neumann-Morgenstern utility function given by

which is also thrice continuously differentiable, strictly increasing in aggregate transfers,

t l + t 2 , and has unifonnly bounded partial derivatives up to the third order on any given

compact subset of ;\.'2 x 3l. We also suppose there are no fixed costs of production by

the agent: U(O, 0,0,8) = o.
We nonnalize the agent's outside opportunities to zero and assume that the principals

have all of the bargaining power and simultaneously offer take-it-or-Ieave-it contracts.

Because we analyze intrinsic agency, we suppose that the agent is forced either to accept

both contracts or to refuse to contract with both principals.

Given a contract pair. {y( On = {Yl(Od, Y2(82)}6;ee,i=1,2. we can represent an agent's

indirect utility as a function of reports and type by

which we will frequently use wIlen no confusion should result. Additionally, subscripts

denote partial derivatives with respect to direct arguments and primes denote derivatives

with respect to a single argument at all points where such derivatives exist.
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1.2.2 The Cooperative Benchmark

As a comparison, we iItitially consider the situation where both principals choose contracts

that depend upon a single report by the agent and that maximize their joint utilities. 10

[The reader familiar with the theory of mechanism design may wish to skip to Section

2.3.] Alternatively, we can think: of the situation as one of a single principal tllat contracts

over both activities of the agent. As a consequence, we can restrict ourselves to a simple

mechanisms y(8) = {t(8), xl(9), X2(O)}, where 8is the single report b)' the agent. Given

an allocation, we may denote the agent's utility as a function of type and report by

CI(O, IJ) =U(Xl(O), x2(8), t(tJ), 0).

Definition 1 A decisionfunction,::c : 0 ~ X 2 , is implementable if there exists a transfer

function t(.) such that the contract satisfies the incentive conzpatibility (Ie) constra;"t:

A contract is feasible if the decision function is implementable, and the transfers addi­

tionally satisfy the participation (or individual ratiolzality} constraint:

lbroughout this paper we will restrict o11rselves to continuous decision functions

which have piecewise continuous first derivatives (i.e., are piecewise Gf t ). Following tIle

methodology in Mirrlees [1971] we may characterize the set of feasible meChatllSms in

the following two theorems. 11 Although the results of Theorelns 1 and 2 are standard,

we present them in the Appendix for completeness and comparison with the proofs used

in characterizing implementability and feasibility under common agency.

lOIn the general case where lJ is not linear in transfers, we may look for a Pareto optimum such thRt
AV·1 + (1 - A)V 2 is maximized for some weight, A. When U is quasi-linear we may consider the simple
sum of the principals' payoffs. Here we focus on the latter.

IlThis section closely follows the development in Oucsnerie and Laffont [1984]. For another exposition,
combined with a more recent review of the literature, see Fudenberg and Tirole [1991, chapter 7].
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Theorem 1 (Necessary Conditions.) A piecewise a1 decision function is implenJ£lltable

only if

and

2

IJ t (Xl,X2,t,8)t'(B) = - LUa:i(X1,X2,t,O)x~(8),
i=l

(1.1 )

!-- (U~1(Xl,x2,t,e)) x~(e) +!-- (UZ2 (X 1 ,X 2,t,O)) x~(a) > 0 (1.2)
aD Ut (Xl,X2,t,8) o/J Ut (X1,X2,t,8) - ,

for any f) sllch that Xi = Xi( 9), t = t( /J) are differentiable at (), lvhich is tire case except

at a finite number ofpoints. In addition, an allocation is feasible only if

(1.3)

Before proceeding with the sufficiency the(lrem, we make two assumptions.

Assumption 1 Constant sign ofthe 1narginal rate ofsubstitution. On the relevant domain

,~ t d fJ 8 (UCj(ZltZ2ttt6)) 0 - 1 2 Adt~.. II h ' -,-oJ Xl, m2, , an , 88 U
C
{a:l ta:2t t ,6) > ,7, = ,. uitlona y, t e agent s utllty

increases in (): US(Xl,x2,t,9) > O,'tXl,x2,t,8.

Assumption 2 Boundary bellavior ofU(.). For any (Xl,X2,t,iJ) E X 2 x ~ X 0, there

exists a K > 0 such that

uniformly in Xl, X2, and 8, where 1Ilt'11 = sup lep(8)1.
BEE>

Assumption A.I is the well known Spence-Mirrlees sUlgle-crossing condition; this

partial derivative exists because U is 0 2 and strictly increasing in t. Without loss of gen­

erality, we assume the signs are positive. The conditiol1 that the agent's utility increases

in 8 is nantral in most economic environments where the marginal rate of substitution

between activity and transfer is positive. We take A.I as given tluoughout this paper.

Assumption A.2 is a Lipschitz condition which assures us that the Rlarginal rates of

substitution between decisions and transfers do not increase too fast when the transfer

increases. With preferences that are linear in transfers, this condition is trivially satisfied_

We now state the sufficiency theorem.
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Theorem 2 (Sufficient Conditions.) Give!l assumptions A.I-A.2, al'Y piece»'ise Gil deci­

sion profile for which x~( fJ) ~ 0, VB E 0, i = 1, 2, is inzplelnentable by a transfer funct;()n

satisfying (1.1). Furthermore, given that a piecewise a1 allocation satisfies condition

(1.3), the allocation is also feasible.

The traditional approach to mecllanism design takes (1.1) and (1.3) above and chooses

a mechanism which maximizes the principal's utility. It is then checked that the resulting

mechanism is monotoIle. In the event that it is not, an algoritlun such as that in Guesneri.e

and Laffont [1984] is employed which monotonizes the decision functions in an optimal

manner. In the present case of cooperative contracts, we may proceed accordingly. First,

however, for tractability in the principals' optimization problem, we nlake additional

assumptions regarding the contracting environment.

Assumption 3 (a) Agent's preferences are quasi-linear: U(Xl,X2,t,(J) = U(Xl,x2,lJ)+t.

(b) Principals' preferences are quasi-linear: Vi (Xl' X2, ti) = Vi(Xt, X2) - tie

(c) The range of allowable decision functions, X, is the illterval [0, xl, where (x, x) is

greater than any (Xl, X2) E arg max {U(Xt, X2, 8) +Vi (Xl' X2)},jor i = 1,2 alld greater
~1 ,:1:2

{
- t 2}than any (Xl,X2) E argmax U(Xl,X2,lJ) +V (Xl,X2) +)J (Xt,X2) .

:1:1,:1:2

Assumption 4 Concavity and 1nonotonicity.

(a) The following function (the principals' virtual surplus) is globally strictly concave in

Xl and m2, and for all (J attains an interior maximum over X 2 :

additionally, Uss(Xt, X2, 8) ::; O.

(b) For i = 1,2, and for any Xl, X2, 8,

[V~ja:j +V;ja:j +U~;a:j - 1f~\O)Ua:ja:j6] [Ua: i 6 (1 - :e (1 f~\O)) ) - l-i~\e)Ua:;68] ~ O.

Altll0Ugh assumption A.3(a)-(b) is strong, it allows us to get to the heart of the

issues of adverse selection under common agency without introducing additional tecll..lical
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assumptions. Nonetheless, it should be clear to the reader how one proceeds v/hen

preferences are not quasi-litlear. In our context of two principals buying products from

a single Sllpplier (agent), U represents the costs of production and is negative, while t

represents revenues from the principals. A.3(c) additionally requires that the principals

are not specifically prevented from implementing the first-best level of activity.

A.4(a) assumes that the principals' incomplete-information problem is well-behaved.

This assumption is met whenever the full-information optimum is globally strictly conca\'e

(as is the case in many economic problems) and the uncertainty of () is relatively small.

In the absence of A.A.(a), it is possible that comer solutions as well as random scllemes

may be desirable. The condition that USB::; 0 ensures that at the optimum, the expression

in A.4(a) is increasing in B.

Unless a particular economic environment is considered, assumption A.4(b) is not

naturally satisfied. A.4(b) (in combi~ationwith A.I, A.3, and A.4(a) requires that the

unconstrained solution to the principals' incoDlplete infonnation problem have increasillg

decision functions. This simplifies our task considerably, as we do not have to consider

such issues as bunching. Sufficient (but not necessary) conditions for A.4(b) to hold are

U:Ci tJ6 ::; 0 and U%1%2 fJ ~ o. Section 6 provides motivating economic applications that

satisfy A.4(b).

Given the additional assumptions A.3-A.4, we can no\v state the solution to the

principals' cooperative contracting problem.

Proposition I Given assumptions A.3 and A.4, the contract which maximizes the sun1 (if

the principals' utilities has decision functions which satisfy 'VfJ E [9;, 8], i = 1, 2

and ve E [~, 6;), Xi( lJ) = 0, where 8; is defined by
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if the resulting 9; > tt, and 0; = ~ otherwise. Moreover, the tran~fer function in the

optimal contract satisfies VI) E e.

(1.5 )

The proof of the proposition is standard and provided in the appendix. Proposition 1

indicates that the contracted levels of Xi are below the efficient level for all () < 8. The

intuition behind the result is straightforward. The principals contract for levels of x i for

a given f) such that the marginal expected efficiency gain from rait;ing the level of Xi,

i.e. (V~i + V;i +Ua:i )f(6), is equal to the marginal loss of rents which must be given

to agents with types better than fJ to induce incentive compatibility, i.e. U:Cis[l - F(B)].

Of course, when the principals have unaligned preferences (i.e., l1either principal cares

about maximizing the joint surplus) and the contracts are chosen nOllCOoperatively, dlis

restIlt is fundamentally altered.

In the noncooperative contracting game in which the principals have different prefer­

ences for contracting activities, the presence of externalities alters the result in Proposition

1. Two channels exist for the transmission of externalities. First, when vj depends on Xi,

principal ~ will not take into account V j when maximizing her payoffs and may choose Xi

inefficiently from the point of view of maximizing joint surplus. We examine tltis effect

in the following section. The second channel which exists even if V i is independent of

Xi, is both more interesting and more subtle. To the extent that U~1~2 =I 0, the contract of

one principal may change the marginal disutility to the agent from the other principal's

contracting activity, thereby affecting the equilibrium contracts offered by each principal.

The examination of this second channel is undertaken in the remainder of this paper.

1.2.3 The Noncooperative Bellchmark with Contl·actuallndependence

We now depart from the earlier analysis where we assu~~d that the two principals could

coordinate contracts with the agent, and where each principal learned of both reports.

Instead we suppose a common agerlcy environment where eacll principal may condition

her contract only upon the report meant for her that is sent by the agent. Each principal's
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mechanism t Yi(·) = {Xi(·),ti(·)}, is a function only of Oi. Such a representation is

equivalent to the nonlinear tariff contract where ti = ti(Xi), and ti is independent of Xj.

Under full-infonnation, a set of equilibrium contracts which maximizes the principals'

joint sUlpIns exists where each principal makes tIle agent the residual claimant for her

profit, thereby internalizing the externalities the principals would otherwise impose upon

one another. When infonnation is private, we must again address the issue of in,centive

compatibility.

As before, given a pair of contracts and our assumption of quasi-linear payoffs, we

can denote the utility of an agent with type IJ who makes reports 8i to principal i as

With this definition, we can define incentive cOlnpatibility for the common agency con­

tracting environment.

Definition 2 A pair of decision functions, {~1(·),X2(·)}' where Xi: 0 ~ X, is com­

monly implementable if there exists a transfer function ti( .) : 0 .-t ~ for each principal

such that the pair of contracts satisfies the common incentive compatibility (CIC) con­

straint:

A pair of contracts, y : 0 2 t---+- ;\:'2 X ~2, is commonly feasible if the decision functions

are implementable, and the transfers satisfy the participation (or individual rationality)

constraint:

U(9, (), 9) 2 0, VO E 8.

For completeness we consider the simple case of contractual independence itl agent's

utility as a benchmark. When the agent's utility from contracting with one principal is

independent of the contracting activity with the other (i.e., Ua:ta:2 = 0 for all Xl, X2, 0),

the equilibrium of the common agency contracting game is readily calculated. With

contractual independence, we abstract away from concerns imposed by global incentive

compatibility which manifest themselves whenever the agent can make two different
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reports - one to each principal. This benchmark, however, is intriguing as it highlights

the strategic interactions which result from our assumption of intrinsic agency and the

contracting requirement of individual rationality.

Because tIle activities are independent from the agent's viewpoint when UCC1 :e:l = 0

and A.3(a) holds, Theorems 1 and 2 still apply with only slight modifications in their

statements.

Theorem l' (Necessary Conditions.) Suppose Um1m2

function is implementable only if

o. A piecewise 0 1 decision

and re~(e) ~ 0, for any () such that Xi = rei(lJ), t = ti(fJ) are differentiable at 6, which is

the case except at a finite nunJber ofpoints. In addition, an allocati01' is feasible only if

Theorem 2' (Sufficient Conditions.) Suppose that UrDt :e2 = o. Any piecewise 0 1 decisiol1

function, ~i,for which ~~(9) ~ 0, is implementable by a transfer function, ti(·), satisfying

the differential equation in Theorem ]' above. Furthernlore, given that a piecewise 0 1

allocation satisfies condition the necessary individual rationality condition in Theorem ]',

the allocation is also feasible.

The proofs follow those from Theorems 1 ano 2. Note, however, that the necessary

individual rationality condition in Theorem l' requires principal i '8 contract to satisfy

a global participation constraint. This in an artifact of our intrinsic agency frame\vork.

With delegated agency, this condition would be replaced with the participatioll constraint

specific to principal i: U( Xl (iJ), X2( 9), fJ) + ti(9) ~ U(O, X2( (J), 8). With intrinsic agency,

however, we have the possibility that one principal may pay less than her implicit share

for the agent's production. This will have an affect on the characterization of equilibrium
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contracts.

To proceed with our examination of the contractual independeilce equilibrium, we

modify A.4 as follows:

Assumption 4' Concavity. (a) In addition to A.4(a) holding, the following functioll

(principal i's virtual surplus) is globally strictly concave in Xi, and for all Xj and (J

attains an interior maximum over X:

(b) For all :Cl,:C2,8, i = 1,2, j =1= i,

· · [ · 1- F(6) ]
~3 (reI, re2, 0) - .,p3 (rel, re2, 6) V~illli (reI' re2) + Ulllillli (Xl, X2, 0) - f( 0) Ullli:lliO( reb re2, 0)

",i(Xl,X2,(J)V~lm2(~1,X2) 2:: 0,

where

· 1-F ~j [ d (1 -F)] 1-F
(V~j - f' U9111j) det n + 1 -- dO f U8 -- f UBB ~ 0,

where n is the Hessian of the expression in A.4'(a).

A.4 has been modified in three ways in order to deal with the strategic interactions

induced by the externalities Lll.herent in the principal '5 payoffs. First, concavity is assumed

over an individual principal's objective function. Second, in A.4'(b) conditions related

to concavity have been assumed to ensure that ~~(9) > o. These latter conditions are

satisfied if, for example, Umi88 S 0 and V~1~2 is 110t too negative relative to V~imi+UaJi:ei; in

this sense, A.4'(b) is akin to sufficient concavity of the full information collective suxplus.

28



Third, A.4'(c) effectivel~ requires that principal j's virtual profit~ be nondecreasing in 8.

The condition is satisfied, for example, whenever U" ~ 0 and any negative externality

born by prin~ipal i from x j is smul O~.: t~ margin compared to the informativa'l rents

paid to the agent. With A.4' satisfied, we can now state our result.

Proposition 2 Given assumption A.4' and 11rl~2 =0, \Ix I ,x" a. any pure-strategy Nash

equilibrium in the sin",ltal't(}U,C; contracting game satisfies \I(} E [0;,0]

(1.6)

if the resulting 8; ~ fl., and 8; = P. otkern';se. Moreover, the transfer fUflction in the

optimal c:o.'1tracl satisfies V8 E [8;, 8]

ti(O) = i~ Ull:i(:r;t(S),:r;2(S),S):r;~(s)ds - U(:r;t(O;),:r;2(O;),O;) - tj(O;), (1.7)
t

and t i ( 8) = 0 for ail 8 E [~, 9;).

The proof is analogous to that of Proposition 1 and is discussed in tile Appendix.

Two principals ~imultaneouslymaximize their payoffs. Depending upon the relatiollship

between the principals' payoffs, the resulting contracts can either require greater or lesser

contracting activity. If 1,,'~. < 0, a principal '8 contract introduces a negative externality,,
and production is greater under common agency than under the cooperative contract.

The opposite COnCl\lSion holds for V~. > o. This result is related to the work of Gal-Or
J

[1989l s who argues that common agency may impose a cost on ttle prirtcipals in a comrnon

marketing relationship. Increased sales of one principal's product by a marketing agent

hurts tile second principal through reductions in demand.

An additional difference with the result in Proposition 1 in,'olves the Iloture of tIle

cutoff types, 0;. Because intrinsic agency requires that each principal'rJ contract satisfy
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I

global participation, it is possible that multiple equilibria exist. Supposing that principal

i pays only a small fraction of U(Xl(!l), x2(fl),!!.), prillcipal j may find it wortllwhiJe

to contract only with 8 2 8j. That is, it may be too costly for principal j to pay the

difference in order to satisfy the global participation constraint for () < 8;. Consequently,

the equilibrium share, Qi, of U(xl(fl), x2(f),f) that principal i pays may be required to

lie inside a subint~.iVal of [0,1] in order for all types to be contracted. We can say more

about the nature of such shares as the following corollary suggests.

Corollary 1 Suppose eac/t princip.:z!'s contribution to the joint surplus is positive at ~

for a pair of decision functions Xl, 2.'2 which satisfy (1.6) above: i.e.,

Then there exists t 1 , t 2 such that Xl, ~2 is a Nasr equilibriunJ and n; = Qfor i == 1,2.

Proof: For 8; = fl, it must be that

for i = 1, 2. Since U(O, O,~) = 0 811d UZ1Z3 =0, U( Xl (fl.), X2(!!.), ft) = U( Xl (~), 0, fl.) +
U(O, X2(!), !). Setting (li =U( Xi(ft), 0, fl)/U( Xl (fl.), X2(f!..) ,!l), andI

I
I we satisfy the required condition for i = 1,2. o

I
I
I
~

The proof uses an Cti set equal to the ratio of principal i '8 production cost to tile total

production cost so as to obtain &111 contacting by both principals. In fact, an interval for

Oi defined by

[
U(Xt,X2,(}) +Vi(Xt,X2) - =mfUS (Xt, X2,(}) =mfUS(Xt,X2,(}) - Vi (Xll X2)]

U('Ct,X2,iJ) '-U(Xl i X2'O)
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exists at each IJ such that, for all Cti contained in the intelval, all types of agent greater

than () are contracted with by the principals. Any (}i which lies in the interval defined at

! will support tile Nash equilibrium given by (1.6) and I); = fl..

In order to more fully understand the ramifications of commOll agency in contexts

of adverse selection, we now focus our attention to the more subtle problem of nOll­

independent contracting at;tivities.

1.3 Incentive Constraints under Comrrlon Agellcy

1.3.1 Implementable and Feasible Contracts

As in Section 2.3, ViC s~ppose a common agency environment where each principal may

cOlldition her contrc1~t only upon the report meant for her: a principal's mechanism,

{Yi(Oi)} = {xi(Od,ti(Od}'i€0' may depend only upon 0,. In this Section we characterize

a set of necessary and sufficient conditions for conlffiOIl incentive compatibility and

participation wilen Urz:1 Z 2 =F 0, but for simplicity we assulne no externalities between the

principals' payoffs (i~e., V~. = 0). Beca.use each principal's contra~t can only depend
J

upon ai, the necessary and sufficient conditions will be stronger than in (1.1)-(1.3) above.

With conditions similar to (1.1)-(1.3), we can only guarantee that an agent will not make

consistent reports, 81 = 62 , that differ from IJ. Stronger conditions must be satisfied to

guarantee in addition that the agent will not gain from makiJlg inconsistent lies.

We proceed-with two theorerns .. analogous to the Ilecessity and sufficiency theorems

presented in Section 2.

Theorem 3 (Necessary Conditions.) A pair ofpiecewise efl decision functions are conJ­

monly implettlentable only if, for i = 1, 2,

U9i 9 ( f} , lJ, (}) +U'112 ( fJ , {} , (J) ~ 0,

U",(9,O,9)U",(9,9,O) +U;,8,(9,O,9) (Ue, ,(O,9,O) +UI,,(9,9,O)) 2 0,

31

( 1.8)

(1.9)

(1.10)



for any :ti(8), ti(8), 8 E 0 such that Xi is differentiable at e. In addition, a pair oj­

piecewise C1 contracts is commonly feasible only if

U(fl, fl., fl.) 2 o. (1.11)

Proof: As in Theorem 1, using a Taylor expansion and revealed preferellce t it can

be sllown that piecewise C J decision functions imply that transfer functions are also

piecewise Cl.

A necessary condition for mnimization by the agent is the satisfaction of first-order

and local second-order conditirns at 81 = 82 = 8, at all points of differentiability. This

implies

UI, ( (J, (J, IJ) = 0, i == 1, 2,

['8j1i(8,0, fJ) ~ 0, i = 1,2,

Ubt6t (8,8, (J)UI262 ((J, (J, 8) - (Ubt82 ((J, (J, (J)f 2 0,

'VfJ E (H.,8). The first expression is (1.8) above. Totally differentiating this expression

witlt respect to f} yields U1iii(8, 9, 8) + U;i8(IJ~a,9) +U'1 12(9,9,9) == 0, i = 1,2, winch

allows us equivalently to express the local second-order conditions (the second and third

expressions above) as (1.9) and (1.10).12 Finally, feasibility implies (1.11) trivially. 0

Using the implication of quasi-linearity that U t = 1, we can equivalently state (1.8)­

(1.10) in simpler fonn.

Corollary 2 A pair ofpiecewise 0 1 decisionfuncti()'JS are com'1,only inJplelnentable ollly

if
(1.12)

(1.13)

12Becallse z. is piecewise C 1 , we know that U" exists everywhere but at a finite set of points.
Additionally, with A.3, U"a =UIll1Illa(:lll, 2:2, 9):llH6~:ll~(9) which also exists everywhere but at a finite
set of points. Thus, a Taylor expansion of U" around (J yields the existence of U"I, at all but a finite

number of points.
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(1.14 )

for any :Ci(9), ti(9), () E 0 such that Xi is d~'ferent;ab/e at 0, where the argume1Z(S of U

are understood to be xl(8),X2(8),8.

In what follows, it will be useful to distinguish between tvlo cases of contractual

spillovers: contractual complements and substitlltes. UZ1 .'l:2 > 0 corresponds to the case

where the agent's activities are contract complemelJts, while U~Ia:2 < 0 cOITesponds to

the case of contrar:t substitutes.

Following Theorenl 3, we can say something about the characteristics of COlllI11()111y

implementable contracts.

Corollary 3 If the contracting activities are complements, a pair of piecewise G'l de­

cisiol' functions are commonly implementable only if each principal'l~ decision function

has a nonnegative derivative at all points of dif!erentiabilit)'.

Proof: Suppose otherwise. Suppose without loss of generality that only :c 1 is decreasing

over some interval of S, while Z2 is nondecreasing. By UaJtZ2 > 0, (1.13) is violated.

Suppose instead that each Xi is decreasing over some intelVal of 0. (1.9) implies tllat

UZt a:2 x~ x~ 2 -Uz1 9X i. (1.14) implies that

which contradicts our assumption that UZi 6 > o. o

When the contracting activities are substitutes, the analysis is slightly more compli­

cated. The necessary conditions in Theorenl 3 are insuffi.cient to prove that botll decision

functions are monotonically increasing. Instead, it is possible tllat one schedule may be

decreasing if the other is sufficiently increasing. We can only be certain at this point that

both functions may' not be decreasing over the same interval. We will find in Section 5,

however, that under some simplifying conditions on preferences and the ilistribiJtion of

oboth decision functions will be increasing in equilibrium.
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(1.15 )

The corollary makes clear that in a common agency environment with cOffiI,lements,

a cost Dlay exist from the principals net being able to pool their monotonicity constraints.

In the cooperative contract regime, (2) indicates that it is possible that one decision func­

tion decreases over a range provided that the other increases sufficiently to conlpensate.

Because of the complexity of analyzing the costs of Dlonotonicity constraints on principals

under common agency, we do 110t consider the issue explicitly in this paper, but instead

focus attention on environments where the initial cooperative contract is nondecreasing

in each argument over 0.

In order to prove sufficiency hi the comOlOll agency setting, we will need a rrod­

ificaiion uf assumption A.2 to hold, or altem3tively, we can assume A.3 holds for the

remainder of this paper. We choose to do the latter. 13 We are now prepared to provide

an equivalent condition for common implementability and feasibility.

Theorem 4 Any pair of piecewise efl decision functions is commonly implementab/e if

and only ifV(6t ,82,f)) E 0 3

i82 191 18218 ( )Us i (t,s,(})dtd,q + U'S (t,s,t) +Us s(t,s,t) dtcl3
8 8 12 8, 12 2

+i81 l' (U8182 (8,t,t) + US1 ,(s,t,t)) dtds ::; 0,

and (1.8) [equivalently, (1.12)J is satisfied. In addition, if and only if (l.ll) holds, the

contract pair is commonly feasible.

P.-oof: Following an identical argument to that in the proof of Theorem 2, quasi-linearity

guarantees the existence of transfer functions which satisfy (1.12) at all points where

Xi( 8) is differentiable. See Hurewicz [1958, Ch. 2, Theorem 12].

To prove incentive compatibility, we suppose to the contrary that there exists some

lSSuch a modification would require for any (Zi, ti, 8) E X 2 X ~ X a, there exists a [( > 0 such that

unifonnly in ~1, 2'2, and 8, where IIcpll = sup lep(8)1.
see
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Integrating we obtain

(1.8) impiies that U,;(s,s,s) = 0 "Is E (~,O), i = 1,2, and so

Integrating again yields

ii
2i'l l 82 19

( )~; e (t,s,iJ)dtds + Us I (t,s,t) + Us s(t,s,t) dtds
6 (J 12 d. 12 2

which contradicts our initial assumption.

Given (1.8) and A.I, we know the agent's lltility is nondecreasing in 9. Together

with (1.11) this implies that the participation constraint of the agent is satisfied and the

contract pair is feasible. o

The condition in (1.15) illustrates the additional problems involved in comnlon agency

contract design. Under the cooperative contract, providing the contract functions are

monotone, the sufficient condition for incentive compatibility is Umi 9 > O. l'his is the

Spence-Mirrlees single-crossing property: better types find it marginally cheaper to pro­

vide Xi. Under common agency, our first instinct is to suppose that some genemlized

fonn of the single-crossing property is sufficient. For example, taking x j( .) as given,

th~ single-crossing analog in the common agency setting is Ua:i6 +Uz1z2 Xj((}) > O. If
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principal i can be assured that principal j's contract is always incentive compatible (for

example, principal j actually observes 8), tIleD this is sufficient, as (1.15) indicates. For

instance, take 81 = 8 an<162 :f 8. Then ol'Jy the second tenn of (1.15) nlatters, which

must ~ negative if our generalized single-crossing property holds. But even if this gen­

eral single-crossing property is true for both contracts, the first tenn in (1.15) m.ay still

be positive when 01 # (} i= O2• In particular, if U:l: 1:l:2 < 0 and Oi < (J < OJ, or ifU:l:1 :l:2 > 0

and either 61 , 82 > IJ or 81 , 82 < (), the first tenn may be sufficiently positive to violate

the condition in (1.15).

U:1fortunately, unlike the simple monotonicity conditions in the cooperalive contract­

ing environment, our global incentive compatibility condition under common agency is

complicated. Wid) ass1lmptions restricting the magnitude and sign of various third par­

tial derivatives, however, we can find sufficient conditions for the satisfactioll of (1.15).

Technically, by restricting the change of U2:t:t:a when evaluated at different points in the

domain of e x ;r2, we can verify (1.15) by using more convenient limits of integration.

In our analysis of common agency, the complements case is the simplest to examine as

there is an easily discernible set of conditions which are sufficient for the validity of

(1.15).

Theorem 5 Let UZ1Z2 > 0 and U:J:I Z 28 ~ 0 for all Xl, X2, fJ. Then any pair of pieclrn1ise

a1 contracts.for which xi(8) 2 0 and (1.12) are satisfied is com,,.,only implementable.

The proof of the theorem is provided in the appendix. Providing that the contracts

which we analyze in the complements contracting game have nondecreasing decision

functions, the simple condition that U:%1:r2 does not increase in () is s\lfficient for incentive

compatibility.

Incentive cOD1patibillty with substitutes is more difficult to characterize. iiele, we

shall also make use of restrictions on UZ1 Z2 ~ but we shall use slightly stronger restrictions

to obtain a characterization theorern.

Theorem 6 Let UZ1f1J2 < 0 and suppose the cross-partial derivQtives of U are co"stant

(i.e., UZlaJ2(:t:1,~2,(J) = U12, UZ1 S( re 1,X2,(J) = U18, and UZ2 S(:Cl,X2,(J) = U~6). Then tile
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necessary conditions in (1.12)-(1.14) are sllfficient for common implementability if x 1 and

X2 are nondecreasing.

The proof for this theorem is also provided in the appendix. Note that the above

conditions on UZ1 (e2 8 in both theorems are not necessary for incentive compatibility and

are only used for convenience. To the extent tilat an agent's utility (e.g., production

function, etc.) is satisfactorily approximated by a second-order Taylor expansion, we

may rest content with the above simplifications. If not, utility functions with higher

order tenns may be dealt with by a direct check on the integral conditions contained in

(1.15).

1.3.2 Strategic Revelation Effects

We now tum to an examination of the conditions for Nash equilibrium in contracts in the

pmlcipal's contracting game. We initially note that each principal will typically attempt

to induce the agent to report falsely to her rival and thereby extract a larger share of

the ag~nt's infonnation rents. In equilibrium, all contracts are incentive compatible so

that such attempts are useless, but their possibility imposes constraints on the set of

equilibrium contracts.

If instead of studying direct-revelation mechanisms we analyzed nonlinear (tax) sched­

ules, ti : X r-t 3l, the rent-competition effect can be thought of as follows. Principal

1 may decide to change her nonlinear schedule in such a way so as to induce & ~ype-B

agent to choose a contract pair, {x~,t~}, from Principa12 meant for type-6 ' , - a clloice

which Principal 2 had not originally intended. In this manner, Plincipal 1 may act as

an accomplice in helping tile agent retaill additional infonnation rents from Principal 2.

Some of these additional rents are, in tum, extracted by Principal 1'8 new contract.

If we wish to use the direct revelation mechanism design methodology in the cOlnmon

agency setting, we must introduce additiollal constructions. Suppose that the decision

functions are continuous and U is strictly concave in reports so that we may define the
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following functions: 14

Note the functional dependence of each 9i on the mechanisms offered to the agellt. Hold­

ing Principal 2's contract fiy~d, a chwlge in Principal 1's contract w!~l affect the report

of the agent to Principal 2. For notational ease, \ve will at times write 81 [iJ1X2(0)] and

82[8Ixl((J)], since agent preferences are quasi-linear; with such notation it is understood

that the offering principal's contract is incentive compatible (i.e., 82 = ein the first case,

and 81 = (J in the second case). Of course, each function depends on all elements of

both contracts even though notatiol1a1ly we have only explicitly recognized dependence

on the offering finn's decision function.

In our direct-revelation Nash eq\lilibrium contracting environment, each principal

chooses her contract offer taking the offer of her rival as fixed. When maximizing over

decision functions, the principal also considers the effect of her contract on the agent's

choice from her rival '8 contract.

In equilibrium all contracts are incentive compatible and we can characterize the effect

of a change in one principal's contract on the reports of the agent to the other principal.

Theorem 7 In any pure-strategy differentiable Nash equilibrium, ViJ1 ,82 E (~, 6) with

Z j strictly increasing

If xj(9) = 0, then 8!~~.l = o.

Proof: Suppose that {Xl, X2, t1 , t 2 } is a piecewise 0 1 pure-strategy Nash equilibrium.

Then we know that the agent's first-order condition (1.12) holds for each principal's

14The continuity of the decision functions is bnplled by the strict concavity of each principal '8 pointwise
objective function together with a few technical asswnptions, which we take up in the next two section!~.

Por now, however, we take continuity as given.
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contract for all but a finite set of o. Fix finn 1 t s contract and consider the effect of a

change in finn 2 '8 menu. A necessary condition for iJ l to be chosen by the agent given

his true type is f} and principal 2 contracts with the type-9 agent for x 2( fJ) is that

From (1.12), this condition becomes

where principal 1 expects principal 2 to offer :x;( fJ) in her contract with the agent.

If Xl strictly iIlcreases in (J, the bracketed expression must be equal to zero. Totally

differentiating this expression with respect to x 2( tJ) and 81 yields

UZICC2(Zl(81), :C2(lJ), 9)dx2 =

[U1Il111l1 (Xl (81), x;(81), 81)x~ (81) - Ur::l 11l1(Xl (81), X2({)), {))x~ (81 )+

UlIll11l2(Xl(81), x;(8d, 8dx;'(8d +UlIl19(XI(8d, x;(8t}, 8d] d81 •

In a pure-strategy Nash equilibrium, X2( 8) = x2(fJ) and, without loss of generality, the

agent tells the troth to each principal so we evaluate this total differential at 81 = 82 = (}.

Simplification immediately results in the expression of the theorem. Vlhen x i( fJ) is con-

stant, a local change in X2 can have no effect on 8It and so aS1
['] = o. f.J

:l:2

TIle expressions in Theorem 7 represent the marginal effect that an il1crease in one

principal's contract menu has on the revelation of the agent to the principal's rival.

By characterizing the effects of one contract 011 the incentive compatibility of another,

the expression in Theorem 7 will greatly facilitate our searcl1 for Nash equilibria in

the contract game. One caveat, however, must be made. The validity of '"fheorenl 7

is restricted to the interior of e. As a consequence, each principal must additionally

consider whether there is a gain to inducing the agent to choose the comer contract from

her rival '8 offer. In a Nash equilibrium, ~ principal must not find it beneficial to create
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bunching at the comer of her rival's contract, where the agent's first-order conditions

rnay not hold with equality. With complements, this willllot be a concern; in the case

of substitutes, we will require an additional assumption.

Theorem 7 inlplies that if (1.15) holds and the decision functions are increasillg,

then the sign of the report function's delivative is the same as the sign of Urcl~2. III

~ equilibrium with complementary goo1s, an increas~ in the contracted activity b)' on~

principal will result in an nlcrease in the activity of the other by inducing the revelatioll

of a higher type. The reverse is true when the goods are substitutes. Consequently,

examining the cases of complements and sllbstitutes separately iR in order.

1.4 Analysis of Equilibria with Contract Complements

By decision complements we mean that Ua:l Z 2 > 0 for all values of Xl, X2 and O. That is,

an increase in Zl raises the marginal value (or lowers the marginal cost) of an lllcrease in

X2. Situations in which the agent's technology possesses economies of scope or positive

spillovers (e.g., learning by doing) are cases where an analysis of contract complements

is appropriate. We will need an additional technical requirement before we present a

partial characterization of the pure strategy Nash equilibrium contracts set.

Assumption 4" The following function is globally strictly concave and has an interior

maximum over :Xi/or i=1,2, Vf} E e andfor xj(8),tj(iJ):

Vi(.) U(· .(Li.[fJl!l!·]) (J)_1-F(0)8U(xi,xj(Oj[Olxi!),0) t·(f}".[OJ .J)x, + X"X) fl) .... , , /(0) 80 + ) ) XI ,

where 8Ij [9Iz .1 = U""'a " and 8
2
1;[9Jz.l = 8IJslz;] (UC1 "3!L +Ua: z m.x'.) . lit addition,

8a:i UfJj"+U*'l "2 rei Brei 8:ei U"'l fC2 1 2 , J

we restrict ti ~ 0, and assume that Vi(Xi) +U(Xl,X2,0) - IjfJ:1Us(xt,x2 ,O) ~ 0 and

U68(Xl,~2,(J) ~ ofor aliI} E e andfor all Xl,X2 E ;\:'2.

Assumption 4" is a nlodification of A.4(a) which guarantees us that each principal's

maximizatioll program will be pointwise concave in x i and involve some positive trade
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with the agent. Consequently, our concerns with 0; in Section 2 will not arise. Even

a zero contribution (negative transfers are not allowed) by principal i will not result in

principal j refusing to serve some types in 0. 16 A.4" may have to be checked ex post,

as the condition depends upon the signs and magttitudes of third-order partial derivativ{;s

and the decision functions' derivative which in tum depend endogenously on the clloice

of Xi by each principal. The assumption, however, is met whene'ver the full-infonnation

maximization program is sufficiently concave and the degree of uncertaillty about (J is

sm~l. A1temative~y, it is also sufficient if the agent's utility function is quadratic in Xl

and X2.

We are now prepared to obtain results for equilibrium existence and characterization.

Proposition 3 Suppose the contractillg activities are complements, A.4" is satisfied, and

Uzt :e2 9 ::; O. Furthermore, suppose a pair of decision functions exists which satisfies the

following system of differential equaticns such that x~(.) 2 0, 'tIXl, :£2, (J E 0:

(1.16)

Given our suppositions, these decision functions constitute a pure-strategy dijfere"tiable

Nash equilibrium of the common agency contracting game. In such a case, the transfer

functions satisfy for i = 1,2,

(1.17)

for some Cti such that at + <l2 = 1.

The proof is presented in the appendix. Unfortunately, we cannot generally show that

a nondecreasing solution to the differential equ.ations will exist. Additionally, when such

solutions do exist it is quite possible that multiple equilibria arise - differing in both

contract levels and transfers- as in 11leorem 8 below. We can, however, indicate simple

16As in Bemheim-Whinston [1986], we wish to focus on equillbriain which positive acti"it)' by the agent
occurs. As a consequence of intrinsic agency, a Nash equilibrium always exists in which both principaL~

offer contracts vJrnch induc:e non-participation by the agent. We ignore this equilibria in the analysis which
follows.
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circumstances in which we will indeed have pure strategy differential equilibria.

Theorem 8 In a symmetric contracting game wJlere VI =V2 and U( s, t, 0) == U( t, 8, 9),

Vs,t, and where, for all XI,X2,9, (U:r:itCi lJ +U:r:l:L::JO) ~ 0, UaJt :J:2 6 ~ 0, and U:Jji 69 :::; 0, a

continuum of symmetric differentiable Nash equi:ibria exist.

'Ihe proof is in the appendix. The conditions on the third delivativ~s of U are

sufficient, but not necessary. They merely simplify the anal}'sis in the proof. In the case

of symnletric equilibria in symmetric games, there is one equilibrium which is Pareto

superior from the prirlcipals' viewpoint. 16 It is the contract whose contractual offering

for! is equal to ~~oOP(ft), the contractual offering to the lowest type under the cooperative

solution. This contract introduces the least distortion from the cooperative contracts. As

we shall see, this contract is also the one most preferred by the agent.

In general~ solving for the differential equations in (1 J 16) is not always straightforward

and may require the use of numerical methods. Nonetheless, we can say something about

the properties of equilibria which satisfy the differential equations in (1.16) with two

corollaries to Proposition 3.

Corollary 4 Suppose that A.4'(a) holds. The equilibrium contracts in the common

agency game with complementary activities IUlve the property that \If), rei( iJ) S :v iOOP ( 9),

where ~~oop( IJ) is the contract offered by principal i in the cooperative contracting game.

Proof: Define z~oop(zj(8),8) as the solution to

which is uniquely defined given the condition on strict concavity in A.4'(a). Thus

x~oop(8) = x~oop( ~jOOP(8),8). \Vith nondecreasing contracts, Theorem 3 implies that the

tenere is actually an infinite number of such equilibria, but all share identical decision functions; they
differ only in transfers via the choice of (rj. Such a distinction is of minimal economic interest, and so we
loosely refer to this situation as one with a unique equilibrium.
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right hs'!d side of (1.16) is positive, and so x~OOP(:l~j(O),0) 2 x;(O). If contracts are

symlvletrict we are done. Suppose the contract~ are not symrnetric and that tIle Corollary

is falre. That is,

C()mplementarity implies ~~'~ "> O. and so it is also the case that
J

Because xi(8) > x~oop(8)) it must be ulat K~(Xi,xiecP,tJ) < O. By (1.16), we knO\"I that

[(i(Xi,Zj,6) 2:: O. Thus, by continuity and the mean-value theorem, ther~ exists an Xj

sn:h that Ki (z" Xj, 8) = 0, where xj E (xjoor, xj]. Similarly, there exists a Xi E (X~OO1', Xi]

. such ,hat Ki(zj,Xi,l}) = 0- We can a.'i a cons~~uence define COlltinUOUS mappings,

<pi: [xjOOP,Xj] t-+ (re~O<tp,x.d, fori = 1,2, and hence by Brouwer's Theorem there exists a

fixed point that lies in (x~oop, Xl] x (~~oop, X2], such that [{l (Xl, Z2, IJ) = K2( Xl, X2, 8) = o.
But by A.4', there is a unique fixed point which satisfies the first-order cOlldition<J for a

coope......ti.ve contract, and that fixed point differs from x coop(8). o

Corollary 5 Both principals and the agent weakly prefer the cooperative contract relati\Je

to the outcome in the common agency environment.

Proof: The fact that the two principals are weakly worse off is a trivial implicslion of

the noncooperati'!e setting. To understaIld the agent's demise, note that the ageiltts utiliry

is given by

Because U~i' > 0, the integrand abo'le must be less under COf'lffiOn agency thWl under

tIle cooperative contract (given our result in Corollary 4). o

Corollary 4 indicates that the distortions introduced b}T each principal are greater in

the common agency envirotunent. The explanation is straightforward. Equation (1.16)

he.s an additinnal inforrnatiofl rel!t distortion on the right hand side that is not present in
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the cooperative contract of Section 2.2. This term represents the rent effect introduced

by competition among principals. First, note that tllere still is no distortion for the

agent with type 8. Second, since U:r.l~2 > 0, the economic activities of the agent are

complements, and the distortion introduced by the principals increases. The dependence

of the rent effect on the economic nature of the agent's activities is intuitive: In the case

of complements, a principal will decrease its exchange of Xi with the agent to attempt to

decrease the agent's exchange of Xj \vith its rival contractor as this allows principal i to

elicit truth telling more chellply from tlle agent. Of course, in equilibrium each principal

attempts to extract as much rent as possible with the result that the competition for the

agent's activity decreases the agent's infonnation rents.

The right hand side of (1.4) in Proposition 1 reflects the effect of x i on the infra­

marginal rents which must be paid to all types greater than (J. The rigllt hand side of

(1.16) itl Proposition 3 also reflects the effect of Xi on tille inframarginal rents, but the

existence of a strategic complementarity adds to Ua:i 9 and increases the rents which must

be paid for an increase of ~i. That is, an increase itl Xi directly increases the agent's in­

framarginal rents through U~i" but it also indirectly increases rents by fPjsing the choice

of x j by the agent, which in turn raises U, still further. Hence. in equilibrium the l~vel

of Xi is correspondingly IO"Ner than in the cooperative case.

Corollary 5 presents another interesting result under common agency with contract

complements - all parties are worse off. Common agency makes infonnation rent re­

duction by each principal more profitable on the margin, which in turn hurts the agent.

The conclusion Is analogous to the familiar result with product differentiated duopolists

competing in prices: when products are complenlents, each duopolist charges a price in

excess of the monopoly price and consumers are hanned by the presence of cOlnpetition.

In our case, the existence of asymmetric infom18tion (together with tlte possibility of se­

cret contracting) prevents the t1tree parties from eliminating the externalities which th~y

impose upon one another.

The work of Laffont and T1role [1990] on privitization is relatet.i to this point. Their

model examines the costs and benefits of govemm.ent ownership of a firm compared to

the regulated environment where both the government and stockholders offer manage~
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noncooperative contracts. The benefits of regulation over public ownership are better

incentives for managers to make investments hl the finn beca\lSe the lack of government

o\vnership is a fonn of commitlnent not to appropriate managerial inputs. 011 tt!e other

hand, the effect of common agency is to produce less powerful incentive schemes fur

cost-reduclllg effort with greater distortions fi"om efficiency. In Laffont-Tirole, ho\vever,

only one activity by the agent is contractible and there is conflict between the objectives

of the government and tile stockholders. To understand the intuition of their results

regarding the costs of common agency with a single contractible good, consider the. case

where Ua:lcr:2(~1,~2,(J) ~ 00 (i.e., U(Xl,X2,(J) is approximated by a Leontief functiorl).

In such a case, there is effectively one contractual activity and the right hand side of

(1.16) approaches 2Ua;(J. With a single activity under common agency, the resulting

distortion from the first-best full information case increases two-fold in absence of payoff

dependencies between the principals t objectives.

A final remark about the relationship 1)et\veell intrinsic atld delegated agency is in

order. When contracting activities are complements, in equilibrium it will never be th~

case that the agent prefers to contract with only one principal rather than both. As a

consequence, there is no loss in generality in exanlining the case of intrinsic agency for

this class of models. With decision complements, it is never profitable for one principal to

offer a contract that induces the agent to deal exclusively with her, leaving her cOinpetitor

without any trade. With complements, we do not have to consider the constraints which

an ilkduced exclusive dealing contract would impose on the equilibrium contracts.

1.5 Analysis of Equilibria with Contract Substitutes

Decisions are substitutes when UaJ1QJ2 < 0 for all Xi and 8. As was tile case witil our

discussion of complements, we do not directly prove the general existence of equilibrium

decision contracts which satisfy (1.15). Rather, we make a weaker proposition regarding

the characteristics of such functions when they exist in our simple differentiable setting.

Even this is problematic, however, as our previous use of tile first-order approach by

principal i when considering the effect of her COlltract on the agent's report to principal
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j is questionable without further assumptions. Specifically, it is arguable that principal i

may fuld it worthwhile to induce an agent in some interval of 0 to always choose the

comer contract from principal j's menu (i.e., report eitller fl. or (j to principal j). If, for

example, principal i's ideal offer of Xi for the agent choosing ~j = xj(f) from principal

j' nlenu is such that the first-order condition for the agent choosing ~j is slack, principal

i might prefer to induce comer choices by the agent. Such an offer by the principal is

not discovered using the first-order approach in her maximization program because tile

set of incentive compatible allocations may not be a subset of those satisfying the agent's

first-order condition for ~ and 8. This was not a concern in the case of complements

where the first-order condition of the agent always binds in an optimal contract. Witll

substitutes, the following assumption is sufficient to remove the problem.

(1-11 U7fJP))U:z:1,(Xh Xt,8) - !7fJPU:z:189(XI, X2,8) > U:z:2,(XI,X2,8)

V~l:Z:l (xd + U:Z:1:Z:1(Xl, X2, 8) - IJfJr)U:z:1Z1'(Xt, X2, 8) - UZIZ2(XII X21 8)'

Roughly speaking, A.S requires that the joint surplus of principal i and the agent is

sufficiently concave relative to the substitution teIDl, U=l z ;a, and third-order tenns are Ilot

sufficiently large in absolute value. Follo\ving the analysis in Section 4, we Call now

state the following Proposition.

Proposition 4 Suppose UZ1Z2 < 0, A.4" and A.5 are satisfied. Furthermore, suppose

suppose U has C01,stant cross-partials, and suppose that a pair of p;ecel1';se (,'1 llecisiolJ

junctions exists which satisfies (1.15) and the following system of differential equations,

VXt,x2,8 E 0, i = 1,2,

(1.18 )

Given our suppositions, these decision functions constitute a pure-strategy Nash equilib·
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rium in the contracting game. Additionally, the transfer functions satisfy .for i = 1,2,

(1.19)

for some Qi such that 01 + ((2 = 1.

The proof essentially follows Proposition 3 except that we concern ourselves with the

possibility that one principal may desire to induce bunching on the comer of her rival's

contract. This problem is taken up in the Appendix.

Equation (1.18) has an additional information rent distortion on the right hand side tllat

is not present in the cooperative contract of Section 2.2, which represents the rent effect

introduced by competition amollg principals. There still is no distortion for the agerlt

with type 8, and since the economic activities of the agent are substitutes, the distortion

introduced by the principals decreases. A principal will increase her excllange of Xi witll

the agent to decrease the agent's exchange of Xj with her rival as this allows principal i

to elicit truth telling more cheaply from the agent. In equilibrium each principal attempts

to extract more rents on the margin with the result that the total sum of the extracted

information rents is red\lced together with an increase in productive efficiency.

The righthand side of (1.18) in Proposition 4 reflects the effect (,f x i on the infra­

marginal rents. Additionally, the existence of a strategic substitutability affords principal

i the opportunity to reduce thfJ rents which must be paid to the agent by decreasing x j.

An increase in Xi directly increases tile agent's inframargilw rents thrOllgh U:ri S, but it

also indirectly decreases rents by lowering the choice of xj by the agent, whiell in tllrn

lowers U,.

When both the preferences and the equilibrium contracts in Proposition 4 are sym­

metric, the equilibrium common agency contract lies almost everywhere above tIle co­

operative contract due to the infonnational externalities which each principal ilnposes

upon the other. Each principal prefers to offer a more powerful incentive structure to

the agent to reduce the agent's activity with her rival and thereby reduce infonnation

rents. In equilibrium, the principals offer sufficiently efficient contracts so thHt 011 the

margin nothing is gained by reducing a rival's activity with the agent. WIlen contracts
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are not symmetric, the nature of the distortions from the efficient level is more difficult

to ascertain. Along these lines, we have the following corollary.

Corollary 6 The commonly implementable contract pair in the pure-strategy contract

substitutes equilibrium defined by (1.18), if it exists, must necessarily have

where x~oop( ~j( (J), 8) is the cooperative contract solution by principal i when facing x j(.),

and where x~J I (x j(0), 9) is the efficient .fu/l-information contract solution by principal i

given Xj( .). Furthermore, providing that for a/I values of Xl, X2, Xl, X2, (} the following

conditions hold:

(1.20 )

(1.21 )
1/1JflUzI6(XI, X 2,8) > 1'{':1 Z2(Xll X2,8) - UZlz29(~l,X2,e)

UZ2S ( XI, X2, 8) - V;2 Z2(Xll X2, 8) +UZ2Z2 (Xll X2, 8) - UZ2Z2S( X17 X2, 8) l/fJf) ,

then the agent is always weakly better off (and the principals are always l~'eakly worse

off) with common agency relative to the cooperative solution.

Proof: The principals are necessarily weakly worse off cOlnpared to the cooperative

contract. By (1.9) in Theorem 3, we know that

which in tum implies that V~i(Xi) +UZi -- 1/fJ:1Uzil ::; 0. and so Xi is chosen above

the cooperative levels given Xj: xi(8) ~ x~OOP(xj(9),8). By (1.10) in Theorem 3, we

knO\V that the righthand side of (1.18) must be nonnegative for all 8, and so Xi is chosen

inefficiently low given the choice of Xj. That is, xi(9) ~ x~ff(Xj(6),lJ).

The agent's rents from the contracting relationship are given by
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Because Ua1" > 0, a higher level of contracting activity leads to a larger integrand and

hence greater rents for the agent, To see that tlte agent is at least weakly \vorse off with

the cooperative contract, consider as a reference point in X 2 the cooperative COl1tract

for a given (): {x~oop(8),x~OOP(f))}_ The agent's indifference curve through this point has

slope SL = -~'. The functions X~OOP(X2'O) and X~OOP(XbO) also pass through this
d:r:l "2' M

VI +U U I-lP U U I-P" .· b t -th 1 f 171 17 1 111"1- 1I1 111'I d 1l11l~- 1l1 C :t 6 Ipomt, U WI S opes 0 -- I-P an - 2 I-p, respec-
U"1"2 -UC1 c2'~ VC21D2 +Ue2c2 -U"'C2'~

tively_ As a consequence of our assumptions, the set of all {Xl, X2} which lie above the

curves x~OOP(Xj,9) are preferred by the agent compared to the cooperative equilibrium. 0

Although the set of all allocations that are Pareto superior (as judged by both principals

and the agent) is a convex set supported by the agent's indifference curve and therefore

weakly preferred by the agent, we cannot say that the common agency contracts lie ill

this convex set. It may be that when preferences and equilibria are not symmetric and

the degree of substitution between Xl and :-t2 is high, that an equilibrium exists outside

this set. As the degree of substitution approaches zero, however, the common agency

contracts must become efficient relative to the cooperative equilibrium.

We still have not proven that common agency equilibria as given by (1.18) actually

exist. IT, however, we are content with second-order approximations to preferences, and

if the underlying uncertainty about type is generated by a process whose hazard rate

can be approximated by a linear function, we can make considerably stronger statements

about the contracting equilibrium, as we can analytically solve for the contracts given by

(1.18). First, we posit the following definition.

Definition 3 We say that a random process belongs to the cluss of linear inverse hazard

rate distributions (UHRD) if /(0) = ~(9 -- !r~(O - 0)7.

A probability distribution that belongs to such a class has a hazard rate given by

1ffJ)> = 'Y(O - 0). Such a family of probability functions contains the uniform distribution

(, = 1), as well as arbitrarily close approximations to any exponenti&1 distribution. 17

17An exponential function defined by parameter (3 overJOt 00) can be approTJmatedju the linear inverse
hazard rate family by choosing u.. = 0 and letting 'Y -+ 0, 8 -+ 00 while maintaining 'Y8 = {3. TIle resulting
inverse hazard rate is {3.
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We can now state our result for qlladratic preferences.

Theorem 9 Suppose that the distribution of (J belongs to the UHRD class with 1 > 0,

the preferences of the principals and the agent are quadratic, and

V~iZi .+- U~i:r:i

Ua:lt'C2

> 2(1 + )U3':i6

- 1 U ':Dj8
i,j = 1,2, (1..22)

then there exists a unique linear pure-strategy Nash equilibrium in the common agency

game {x1Q
( • ), Z2Q

( • )} such that the agent is weakly better offand the principals are weakly

worse off than under the optimal cooperative contruet.

The result is provided in the Appendix.

1.6 Applications

As we have indicated, many contracting environmel1ts are confounded by the presence

of common agency_ When two or more principals find themselves contracting with the

same agent, they generally find themselves worse off because of their failure to cooperate

and offer a coordinated set of agency contracts. Understanding the nature of these costs

is a requisite first step in our understanding of complex common agency arrangements.

We have included here two short anal)"ses of economic problems which involve some

fonn oi common agency. The treatments are necessarily incomplete, focusing essentially

on the cost aspects of common agency, but they illuminate the broad themes contained

in this paper. The first economic problem we address is determining the gains from

internalizing transactions to eliminate the costs of common agency in market situat;'ons.

We eXamitle two manifestations of this concern: the gains to downstream m811ufacturers

from coordination of contracts when dealing with a single input supplier, and the benefits

to a finn from using an internal sales force rather than contracting with an independent

agency_ In a second problem area, we consider the situation of two regulators v..ith

imperfectly aligned preferences and ask the welfare question of who gains and who loses

from fragmented regulatory authority.
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1.6.1 Internal versus External Organization

For the putpOses of discussion, we refer to exclusive-agent contracts as interru'J1 con­

tracting arrangements; in contrast, we say common agency transactions are market-based

or external arrangements. hlternal arrangements are contracts where the parties to the

agreement can prevent external forces (such as other principals) from interfering with

their relationship. External arrangements are characterized by the absence of sl1,ch pro­

tections. For expo~ition, we consider joint ventures between finns for the supply of inputs

and in-house employees (as opposed to outside ~6ents) as two examples of relationships

designed to overcome the externalities of common agency. We recognize that a joint

venture is neither necessary nor sufficient for cooperative contracting, and in-house labor

is neither necessary nor sufficient for exclusive dealing contracts. Although cooperation

could arguably be accomplished tIuough simple contracts between the principals, the

existence of additional legal obligations and duties to one another imposed by a joint

venture Dlay provide a more effective organization. Similarly, the employee relationship

may be a more effective fonn of internal contracting. Masten (1988), for instance, has

emphasized that the legal treatment of employmetlt contracts by courts provides more

authority to employers over their employees than a finn could ordinarily have over an

independent contractor.18

Much has been written on the question of when firms prefer such restricted internal

relationships (joint ventures, exclusive long-term contracting, internal labor markete, etc.)

to unrestricted external transactions. Williamson [1985] indicates gains from internal re­

lationships exist when investment is important but capable of being expropriated in a

transient market relationship and internal arrangenlents can prevent such opportunism.

On the other hand, Williamson notes that such organizational form is plagued widl in­

ternal contracting costs, bllfeaucracies, etc., which result in low-powered incentives, in

comparison to the market. Williamson concludes that internalization of market activities

18We do not wish to make too much of these institutional differences between various alternative orga­
nizational fODDs. If one takes the view that any particular organization is simply a set of "standardized
contracts" and is distinguished from other organizations only by the teons of those contracts, the interest­
ing questions focus on the costs and benefits of the various possible contractual temls. Our analysis can
thought of 88 an examination of the economic costs and benefits of exclusive-agent versus common-agent
teons.
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occurs when the benefits exceed these costs.

As we shall see below, Williamson's claim that internal contracts are less powerful

dlall market schemes is consistent with common agenc)' under contract substitute&. If

effort or productivity of an agent is not observable and the agent's activities are partially

substitutable between the two principals' projects, market-based (i.e., external) transac­

tions will be associated with high-po\\'ered incentives; exclusive-agent contracts will be

associated with low-powered incelltives. But here the low-powered internal incentives

are not the cost of internal organizatiol1, but rather the benefit. Without the influence of

8110ther principal's contract, the principal will take advantage of low-powered schemes

which are more profitable. It is the presence of excessively powerful market-based

schemes that drives the choice to internalize transactions. With complements, we find

the implication for the power of schemes is reversed. Mark.et-based transactions are

low-powered relative to the internal contracts winch would be offered. This affords us

a test to detennine the importance of a common agency theory of internal transactions.

A comparison of the schemes from internal and external relationships across finns with

varying degrees of economies of scope and scale would be telling in this regard.

Economies of Scope and Contract Complements

Consider a very simple model of a vertical supplier relationship where economies of

scope exist in input supply. Two downstream manufacturers, i = 1,2, must each contract

for a differentiated input, Xi, which has a constant marginal benefit to manufacture i '8

profit of unity. That is, each finn's (principal's) preferences can be summarized as

for i = 1,2, where ti is the payment to the supplier. The supplier's (agent's) preferences

exhibit complementarity in production: there are economies of scope available in the

production of Zl and ~2. For example we suppose
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where C E [~, 8], 8 has cumulative distribution function F( I)), {J > 7J and a: is a measure

for the economies of scope. For concreteness, let [f,81 = [0,1] and F(8) = () (i.e., () is

unifonnly distributed on [0, 1]), and let a = 1 and f} = 2. Then following Propositions

1 and 3 we can derive the optimal contracts under full-infonnation, re~fl(e), incomplete

infonnation with cooperation, x~oop((}), and incomplete infonnation with conlmon agency,

xiQ (9).

Result I The first-best contract and the cooperative contract are given by the following,

respectively:

x,!/J(fJ) = _I_
I 2 - 0'

The Pareto-dominating common agency equilibrium is defined by the following differential

equation
dz~tI(O) = _ zitl(O) [1 - (3 - 26)Xi4(8)]

dB 2 - (J 1 - (4 - 36)xiQ
( 9)

These contracts are illustrated in Figure 1. Here, common agency introduces more varia­

tion in the decision variables, although the quantity/quality spectrum remains unchanged

under the Pareto superior equilibrium contract.

Now consider the decision to internalize the supply transaction. Suppose that principal

1 is already committed to contracting with the agent because of the high cost of alternative

arrangements. Principal 2~ however, has a choice: she eaIl contract with the same agent,

or setup her own input supplier with whom she will exclusively contract. tJnder the

latter internal contracting relatioIlship with an exclusive agent, the agent's preferences

are given by

where f3 E [O,!] measures the degree to which the principal can capture the scope

economies through internal production. If f3 = l, the principal can convert all of the

economies of scope which existed in the common agency framework to economies in
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FIGURE 1: CONlRAcruAL RELATIONSHIPS wrm COMPLEMENTARY PRODUCTION
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producing :C2 alone. Alternatively, one can think of f3 as the, degree to which spillovers

continue to occur between two internalized vertical relationships. The unlmown marginal

cost parameters of each agent are assumed to be independently distrib~!ted. We have the

following result.

Result 2 There e.,tists a value of f3. E (0, ~) such that the manager will prefer to inter­

nalize production whenever f3 ~ {3*.

The result follows from Proposition 3. In the symmetric model under study, {3 = ~

corresponds to the principal obtahring the same level of profits as in the cooperative

contracting case. Because there are positive losses associated with common agency in

our model, profits under the internalized organization must be greater. Because profits

are increasing and continuous in (3, we have the result.

Contract Substitutes

Related to this work is that of Holmstrom and Milgrom [1990] who consider a similar

question: When does a manager find it desirable to use an internal sales force rather

than an independent contractor to sell her products? Assuming that internal sales forces

can be monitored so as to prevent an agent from working for two princi.pals (while an

independent agent cannot), they argue that the independent agent's option of exerting

effort selling another finn's products may make an internal sales force more desirable. 19

An internal force can be expected to expend a minimal amount of time on the finn '8

own sales; an independent sales force must be given high-powered incentive schemes to

induce the correct level of effort. Their theories regarding the optimal job-task design are

closely related to this work on adverse selection. Common agency applied to corporate

organization can be thought of as a special case of activity desiglt for an agent; the choice

is whether to allow the agent two activities (common agency) or only one (exclusive

dealing). With adverse selection and substitutes, tlle common agency story told here

19Again, for exposition we have supposed that a finn cannot write an exclusive-dealing contract with
an independent agent. Alternatively, we could define agents with exclusive employment contmcts to be
internal employees and agents with unrestricted contracts to be independent agents without affecting our
analysis.
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reaches sinillar concll1sions: It may be desirable to exclude the agent from the Dlarket

in order to allow lower-powered, more profitable contracts. 1bis story, as well as that

of Holmstrom and Milgrom, is consistent with the empirical work by Anderson and

Schmittlein [1984]. They find that uncertainty caused by difficulty in equitably measuring

individual perfonnance among sales people in the electronics industry is statistically

significant in explaining the extent of vertical integration with a finn '8 sales force.

We now consider a related model which addresses the question: When does a finn

find it optimal to use an internal sales force if sales effort is substitutable across the

principals' product lines and the productivity of the sales force 1s private infonnation.

Specifically, we consider the case of common agency under adverse selection and moral

l1azard using a model similar to that in lMIont and Tirole [1986] but with two principals.

Consider a production environment with two risk-neutral finns (principals) and a risk­

neutral sales person (agent). The question at iSSlle is the magnitude of the gain that a

finn will obtain from inte,malizing its sales force rather than contracting with a comnlon

agent.

The sales force sells units, Xl and X2, for each finn, which are a fimction of an

intrinsic productivity parameter of the agent, 8, and the agent's effort, ei: Xi = 8 + ei.

The agent's cost of effort is convex and quadratic, and effolts are substitutes: 1/;{e1, e2) =
l7P11e~ + ltP22e~ + 'l/J12 e1e2, where "pI1 > 0, 1/'22 > 0, and 'l/J12 > o. 8 is distributed

unifonnlyon [0, 1].

The payoffs of the two finns are Vi( Xi, ti) =ViXi - ti, i = 1, 2, where ti is the

transfer paid to the employee for the sales of Xi, and Vi is the per unit profit a firm

earns on each sale. The finns do not compete on the product market. Their only

interactions are through a common agent's marginal costs. Substituting out the agent's

effort from his utility function using the sales function results in agent's payoffs that

are U(~1,X2,tl,t2,8) = t1+ t 2 -1/'(~1 - (J,:.c2 - 9). With this cost, the full-infonnation

efficient contract would set

~Jf(Ll) _ !JJ _ (J. _ vrtPjj -1/J12V j
e, f7 - X, , - itI. itI. ...1.2·

.,..,11.,..,22 - 'f'12
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In a joint venture, finns can coordinate an"j offer one <:ontract to the suppHer which

optimally trades off production distortions against infonnation rent reduction. Pollo\\'ir!g

Proposition 1 in Section 2.2, me solution to the join! venttlre contract is easil}' deriv~-d.

Result 3 The optimal joint venture contract for a conlmon sales force has e~(}OP((J) .. ­

x~oop(O) - 8 = e~/J(8) - (1 -0), i = 1,2, \/0 E [0,1].

In order to compare the costs and benefits between ust~lg a common ageJlt 8.rl0 using

one's own sales force, we need to be precise about the nature of the sul.,stitutes under

the internal arrangem~ntwhere one finn uses its own agent exclusively. Ther!: are two

possible benefits from exclusive agen.-:y. First, if finn 1 hired its own exclusive s"Jes

force and the agent's cost fun,ction remained unchanged, there would be a reduction ill

sales costs driven by X2 = O. Second, and more interestingly, more inff)rrnution rel1ts

are extracted from the agent absent common agency. In ('rder to fOCllS on the ~con(i

point~ we a..~~.lm~ th.!'"!.t ,,·:hen a fuiil empioys its own agency, the costs of sellirlg the

principal's product ar~ still negatively affected by the levei of sales activity ilnden&ken

by the other pri:lcipal's agent. The omy change' in the ertvironrllents is that }Jrincipal

i cannot influence agent j's report to principal j through the ~hoice of her contraCl.

Consequently, the cooperative outcome is identic&! to th~ outcoflle when fimlS decide to

train and employ their own sales forc~.

When an indepelldent saleR force is commonly contracted \Vlth by both principals,

Theorenl 9 provides the following result. 20

Reshlt 4 TJtere exists a unique linear pure..~trategy Nash equilibrit!rll in the cotnnJon

age/Icy contract game.

A comparison of the (.lifferent contracti.llg envirollnlents is prcjltided in FiglJre 2 \~,hen

parameter values are 1f'1 ,. = 3, tP22 = 3, 1/)12 = ~, 1'1 = 7.5, and ?'l :=: 5. Finn 1 contracts

for a higher level of sales due to its higller per unit profits. liere, because etfons are

substitutes, Rales are distorted downward more under the internal contractiJtg environment

20We &'JSUme tha( "'ii/V'12 ~ 4(tPH + 1/'12)/(1/.'jj .~. "'12) for i,i = 1,2, so as to satisfy the conditions of
Theore,n 9.
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thali under common agency. This distortion, however, is profit nlaximizing for tile finns.

High-powered contracts are less profi~ab!e.

FIOURE 2: INTERNAL YBRSUS ExTERNAL SALES FORCE.

· · .. Ft111-Information Contracts
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Now supp',se more realistically that there are etartup costs, I t to trftining and employ­

ing a sales force. Such costs must be completely bolD by the finn with Wl internal salr:s

force, but are sh81\~d by both cooperative and noncooperative common-agency principals.

Let ?ri:zt, 1rfGOp, and 1rfa be the p~ofits, excluding setup costs, 8830ciated with an exclusive

sales force~ j(lint ventl!!e (i.e., cooperative arrangenlent), and common agent (i.e., nonco­

operative arratlgement), respectively. Vie know that It"foop = 1ri:r > 1rfo. When, 11owever,

setup costs are such that 0 < I < (1r~OOP - 1rfO), the cooperative arrangement is preferred,

followed by an exclusive sale! force, and then the non-cooperative common agency re­

latiollSlup. As a consequence, when costs are low, even though principals prefer to sllare
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the fixed cost associated with a sales force, they would prefer to expend the extra costs

necessary to isolate their agents from their contracting rival when they cannot cooperate.

1.6.2 Multiple Regulators

Consider the problem of two regulatory agencies, each having power to regulate some

aspect of an agent's (e.g., a public utility's) operation. This environment is tite rule

rather than the exception when it comes to administrative law in tile United States.

Nevertheless, this problem has received little study. One notewort1'.y exception is the work

of Baron [1985]. Baron considers the problem ()fthe dual regulators. In his example, the

Environmental Protection Agency (EPA) regulates the level of pollution which a public

utility produces and a loeL Public Utility Commission (PUC) sets rates and production

levels for, say, electricity. The EPA has the ability to move first, promulgating some

regulation before the PUC has an opportunity to set rates. We consider a simplified

version of the same problem, but with simultaneous contracts.

Let ~1 be the level of pollution abatement which the finn achieves. The EPA tlas

simple preferences:

Analogously, the PlJC has preferences ill accord with local consumers who essentially

are unaffected by ttle utility's pollution (e.g., a coal plant produces acid rain which has

no effect on local consumers).

We could, of course, make the preferences of the EPA and the PUC each a function of

the firm's profits as well (Le., make them parti.ally accountable to industry), but we have

110t done this so as to keep the preferences completely independent.

It is natural to assume that the marginal cost of reducing pollution il1creases with

the level of output. In this case, the contract activities are substitutes. Specifically,

let the agent's preferences be like those of the supplier in Section 6.1.2. Tile agent's
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final production of Xi is ei + ~6, where 9 is some unknown cost-reducing productivity

parameter. We assume that () is unifonnly distributed on [1, 2J. The agent's preferences

are

Following Propositions 1 and 4,21 we have 2 sinlple results.

Result S In a cooperative regulatory regime, Xi are chosen to satisfy

~xi! - (Xl + X2 - 9) - (1 - 9) = O.

Result 6 In a symmetric equilibrium with fragmented regulafion, the EPA and the local

PUC choose each ~i in excess of what they would choose witl, coordinated reglllat;ol1

(i.e., with joint preferences of V(Zt,Z2) = fti + VX2 - t). They each choose Xi to

satisfy

This is illustrated in Figure 3. Common agency reduces the distortion in the decision

variables which coordinated regulators would otherwise implement. This has several

interesting implications for the problenl we are examining. First, local consumers and

the national constituency for the EPA rue worse off. 1bis is due ~o the costs of commOll

agency. Second, both the firm and environmentalists are better offfrom ttte higll-powered

incentive schemes. The firm enjoys more infonnation rents; environmentalists (\vho we

suppose prefer less pollution than the EPA's constituency, perhaps because they pay less

taxes) enjoy a more efficient (i.e. lower) level of pollution. 1bis perverse alliance

corresponds to that in Laffont-Tuole [1989] where low-powered incentive scheme$ result

from regulatory capture by environmentalists and the regulated finn. In t118t case botl}

parties gain from collusive arrangements with the regulator to hide infonnation about the

finn's costs.

21 A.5 for Proposition 4 is actually violated in this example. Nonethel~c;s, a numerical examin'ltion of
the equilibrium contracts reveals that the sufficient coradidon of ~ I(~j' 8) ~ 1';D01 (~j t 8), for nil 8, which
is used in the proof to Proposition 4, is met. A.5 is merely a sunpler sufficient condition (not necessary)
to guarantee that the inequality holds.
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FIGURE 3: THE EFFBcrs OF MULTIPLE REGULATORs
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1.7 Conclusion and Further Remarks

Common agency is as prevalent as a lay person's reading of the tenn would imply. The

main focus of this paper has been to develop a theory of teclmiques to study common

agency and to consider the economic effects of common agency on contractual relation­

ships. We have shown that in such environments, if the agent has private infonnation

regarding his gains from the contracting activity and the contracting activities in each

possible principal-agent relationship are substitutable (complementary), the priJlcipals will

typically extract less (more) infonnation rents in total and induce less (more) productive

inefficiency in the contracting equilibrium than if there were a single principal contracting

over dle same activities ..

The underlying theme of the r~sults presented is that commOll agency entails costs

for the principals. These costs, in turn, can help explain many economic phenomena

which we observe. Additionally, as the analysis on substitutes has suggested, common

agency may result in high-powered contracts which extract very little of the agent's

infonnation rents. Since typical contracting environments have multiple prillCipals, when

the contracting activities are substitutes we should expect to see little use of distortionary

contracting to reduce infonnation rents. Consequently, even though an environment might

be ideal for selection contracts, such contracts may not be observed due to competition.

In identical environments with a single principal (e.g., internal organization of a finn),

we would expect such contracting schemes. The fact that we do not see many selection

contracts may be e',idence of healthy competition rather than an oversight by individuals

in the marketplace.
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Appendix

Proof of Theorem 1: First we show that incentive compatibility implies that t(0) is piecewise
ct. By revealed preference

U(8 -r b.8, (} +~8) - U(8 +A6, 0) ~ U(O + 6.8, (J +AO) - U((J, 8) ~ U(8, (} +L1(J) - U(O,O).

Dividing by tJ.(J > 0 and taking limits as tJ.(J - 0 yields dU5:·9) = Uo(%11 %2, t, 0). Thus,
incentive t:ompatibility implies that the total differential of U((J, 0) exists everywhere~ We can
use a Taylor expansion at all but a finite number of points and write

U(8+ aO,8+ A8) - U(8,8) = U~1(Xl,z2,t,O)~~(8)~8+ U:e2(Zl'~2,t,9)~~(O)60

t(8 + LlB) - t(O) 2+ Ut ( %11 %2, t, (J) tJ.(J tJ.(J +O( l\(J ),

for all dO. Dividing by A(} we have

111e limit on the righthand side exists everywhere but at a finite set of points given the piecewise
continuity of z~(9), and thus t(.) is itself piecewise CI.

A necessary condition for maximization by the agent is the satisfaction of first-order and local
second-order conditions at iJ =8, at all points of differentiability:

U,(8,O) =0,

Uil (8, 8) ~ 0,

'riO E 0. The first expression immediately gives us (1.1) above. Totally differentiating this
expression with respect to 8 yields UII(8,8) +U;,( (J, 8) = 0, which allows us alternatively to
express the local second-order condition as

at all points of differentiability. Equivalently,

for all but a finite set of 8 in 0. Using (1.1) to eliminate t'(O) and simplifying yields (1.2).
Finally, feasibility implies (1.3) by definition. [1

Proof of Theorem 2: We proceed by showing that there exists a function t(.) satisfying (1.1).
Because ~i is piecewise (/1, there exists a finite set of intervals of 0 on which (U~i/Ut)"~~

is defined and continuous. Piecewise continuity and the boundedness of Z i allows us to take
the closure of these intervals and extend the function over each of these compact subsets of 0.
Ft'llowing Hurewicz [1958, Ch. 1, Theorem 12], A.2 and U E C 2 implies the existence of a
solution which satisfies (1.1~ over each of the open inten..tls, and thus at all points where Xi is
differentiable.

To prove that the resulting contracts are globally incentive compatible, suppose otherwise. Let
iJ f; 8 be the optimal report for an agent of type 8. By revealed preference, U(O, 8) -- U(8, 0) > O.
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Equivalently,

i l
U1(", O)d" > O.

Using the fact that (1.1) holds everywhere except at a finite number of points yields

But A.I, together with the assumption of monotonic decision functions, guarantees that U19 (iJ, 0) ~
0, ,,'hich implies that the preference inequality is violated and we obtain a contradiction. Thus,
the contracts are commonly implementable.

Given (1.1) and A.I, the agent's utility is nondecreasing in 8. Therefore, (1.3) is sufficient
for participation by the agent and the contracts are feasible. 0

Proof of Proposition 1: Following Mirrlees [1971], we use the agent's indirect utility function:
U(8) == U(Zl((J), z2(8), t(8)). Incentive compatibilit}t implies (1.1) which allows us to write

U(O) = k'U,(Zl(")' Z2(S), ")d,, +U(!!,).

A.3(a) implies that t(6) = U(lJ) - U(~1(8), z2(8), 0), and so A.3(b) implies that the sum of the
principals' utilities equals

That is, the principals' joint surplus equals the total gains from trade less information rents which
accrue to the agent. Note that partial integration yields

From Theorem 2 and A.1, we know that incentive compatibility and agent participation is satis­
fied if (1.1), (1.3) and monotonicity hold. We have already used (1.1) to substitute out transfers
from the maximization problem. Once we obtain the optimal decision functions, we use (1.1)
to determine the transfer function, which exists by A.2. This yields (1.5) in the Proposition.
It is clear that the maximization of principals' utility requires that (1.3) be binding; it is never
profitable to leave information rents to the lowest type agent. Ignoring monotonicity and bound­
ary considerations (i.e., ~i E X), the principals' relaxed problem reduces to maximizing the

expectation of their joint virtual utility

Because the integrand is continuous over a compact set X, a solution exists for eacll 9. Maximiz­
ing the integrand pointwise in 8 yields (1.4) VO E [01,8], and :Cj(8) =0 VO E [~, 0;). A.4 implies
that the integrand is globally concave in Zi, and so the first-order conditions are Hufficient. Note
that the joint virtual utility evaluated at (1.4) is increasing in (J because U" ~ 0 (A.4).
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Suppose 0i :5 8;. Then 8; is chosen to satisfy

This completely defines ~2 over 0. We now choose 8i to satisfy

This completely determines ~ lover 0. A similar exercise is used when 8i > 9;. In either case,
the choice of 6; satisfy the conditions of th~ Proposition.

We now check that the monofonicity and boundary conditions are satisfied. Totally differen­
tiating (1.4), together with A.4, imply that each Xi is nondecreasing in (J, thereby satisfying (1.2).
Because each ~i is nondecreasing in (), A.4(b) implies that the maximum value of each Z i is in
X. 0

Proof of Proposition 2: (Sketch) Proposition 2 follows from the arguments used in Proposition
1, with the exception of proving monotonicity of ~ i the existence of a single pair of cutoff types,
e;. Supposing that Zl,~2 satisfy (1.6) over [6;,8], we need to show that z~(8) ~ 0 and that a
cutoff point, Ot, exists such that if and only if 0 ~ 8; are principal i's profits nonnegative.

(1.6) provides a system of two equations tlv1t define z 1, Z2. Totally differentiating this system
with respect to Zl, Z2, and (J, and using Cramer's role to solve for ~~(8) yields ~~(0) ~ 0 in light
of A.4'(b). Furthermore, given the condition in A.4'(c) which requires

· 1- F I 1- F [ d (1- F\](V' - --)U,- z .(9) - --UIiLi + 1 - - -.- I UIJ > 0
ct:j f ""2 J f vv dO f J v - ,

principal its objective function increases in fJ. o

Proof of Theorem 5: Following Theorem 4, it is sufficient to show that (1.15) is satisfied for
any pair of nondecreasing decision functions. That is,

{d2 {i1

A(Ob02' 8) - 18 19 UZ11l:2(s,t,8)zH8)Z~(t)d"dt

{i1 {8
+ 18 1. [UZ111l2 (S, t, t)zH" }z~(t) +Uz1 6(S, t, t)zi(,,)j dtd"

+ 19218
[U1Il1 11:2('" t, s)zi(s)z~(t) +UII:28(S, t, s)z~(t)] dsdt ~ 0,

't(81 , O2, 8) E 0 3 • Note that we can decompose the first double integral:
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where 13 = t::::. and 1 = 0(1 - 13)· ThUB.

('I ('
A(Ob O2 , 0) = J, J. [UZ1Z2 (S, t, t)Z~(t) - UZ1Z2 (S, t, O)Z~(t) +Uz1 9( s, t, t)] a:~ (S )dtdD

(92 ('+ 1, Jt [UZ1Z2 (8, t, s)Zi(8) - UZ1Z2 (8, t, O)Zi(8) +U:ll28(s, t, s)1z~( t )dsdt

(91 (-r+I3. (62 (T+ J, J. UZ1Z2 (8, t,O)ZHS)z~(t)dtds +J, Jt UZIZ2(S,t,0)z~(..,)z~(t)dsdt.

Integrating yields

A(Ob 82'O) = iii l' {U:ll18(S,t,t) +it UZIZ2'(S,t,u)z~(t)dU} zHs)dtds

+ i 92 1' {UZ2'( s, t, s) +i'UZ1 Z2'(s, t, U )zi(s )du } z~( t )dsdt

(61 (-r+fi. (62 (T+ J, J. UZ1Z2 (s, t, O)zi(s)z~( t )dtds + Jo Jt UZ1 Z2 (8, t, O)z~ (" );c~( t )dsdt.

But note that we can combine the last two terms to obtain

Given our asrdDlptions about monotonicity and U:I'I "-'2 1 , it is ~:.raightforward to verify that each of
the three tenDS in A are necessarily nonpositive. Thus (1.'15) is satisfied and the pair of contracts
is commonly implementable. 0

Proof of Theorem 6: Following Theorem 4, it is sufficient to show that (1.15) is satisfied under
the conditions on U providing that the necessary conditions in (1.13)-(1.14) are satisfied and each
Zi is nondecreasing. That is, we take as given for all 8

U16 + U12~~(8) 2: 0,

U26 + ul~zi (0) ~ 0,

U18U28 +U12( tl18~~ (9) + U2'Z~(8)) ~ o.
First, note that (1.15) coo be simplified under our conditions on monotonicity and U:
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Using (1.14),

and
U26~~(t) + U12~~(S)Z~(t) ~ -U12 U26 ~;(t)z~(,,).

Ute

Using the fact that U12 < 0, it is sufficient for (1.15) that

Consider the three terms independently. After simplification,

'Ibus, (1.15) holds.

Proof of Proposition 3: Again we use the agent's indirect utility function:

Incentive compatibility implies (1.12), which allows us to write

o

U(O) =k9
f)U(Zl(.!I~~:e2(.9), .9) ds + U(fl).

A.3 implies that t 1 (O) + t2(6) = U(9) -- U(Zt(lJ), ~2(9), 9). We first analyze the probiem
of Principal 1. A.3(b) implies that her gain from an incentive compatible exchange (but not
necessarily an exchange which is incentive compatible for her rival's contract) is

8 ~

V1(Zl(8)) +U(zl(8),Z2(02[8Izt{O)]),O) - k 8U(:rl(.9),Z2~:[.!Ilzl(.!I)]),.!I)dS

+t2(82[8I z 1(lJ)]) - U(!l.),

providing that iJ2 E (tl,6).
Principal 1's surplus equals the total gains from trade in 2! 1 less infonnation rents which

accrue to the agent plus the agent's compensation from principal 2. Partial integration allows us
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to conclude

From Theorem 5 we know that incentive compatibility and agent participation are satisfied pro­
vided that (1.12), and monotonicity hold. We have already used (1.12) to substitute out transfers
from the maximization problem. Once we obtain the optimal decision functions, we use (1.12)
to determine the transfer function.

k'{V1(Zl(8» +U(zl(8), Z2(02[Olzl(0)]), 0)--

I f~\O) 8U(Zl(0), z2~;[0Izl( 0))),0) + t2(82[9Iz1(8)]) - U(~)} f( O)dO.

By A.4", the solution to the relaxed program can be found by differentiating the integrand
pointwise in (} and setting the result equal to zero yielding (1.16) if we can be certain that principal
1 finds it optimal that 82 E (fl,8), for all 8 E (fl,8).

To see that bunching at ~ is not optimal for principal 1, consider the functions ~ ~oop(.~.2' 0)
and Zl (~, 8). The first function is defined as the valu~ of Zt which principal 1 would prefer to
choose if princjpal 2 always offered ~2 = ~2(fl). The second is the maximum value of ~1 which
principal! can offer to agent 8 in order to induce the agent to choose the {~1 (8), ~2} allocation. If
Z~oop(~2'8) ~ Zl(~2' (J), then the constraint facing the principal who wishes to induce bunching
at ~ must be binding. If it binds, the first-order condition of the agent is satisfied, and the
program above which uses the first-order approach is valid. To see that the sufficient inequality
above holds, note that at ~ it must be the case (since Ute1 :tJ2 > 0) that z~oop(~,~) ~ 2!1(~2,!l).

Furthermore, under our assumptions in A.4", ~~oop is increafJing in 8 while Zl is decreasing in
8. Thus, the desired inequality holds. A similar argument establishes that with complements,
bunching is never optimal at 8.

Given that a nondecreasing solution to (1.16) exists. our assumption that U~lZ2t' :5 0 implies
that the contracts are commonly implementable. A.4" implies that an 0i exists such that it is
optimal for all 9 to be served by each prAcipal. Providing that the transfers are chosen as in the
Proposition, the contracts are globall)' incentive compatible and individually rational. 0

Proof of Theorem 8: The proof follows directly from Proposition 3, except that we must
additionally show that a continuum of symmetric, nondecreasing solutions to the differential
equations in (1.16) exists. Define s(z, 8) == V~(z) +U~(z, z, 8) and define the surface

'D == {~,618 E (fl,O),N(z,O) ~ O,D(~,8) < O},

where N(:ri,O) == ,,(z,O) - l/cJf>Us(:c,z,O) and D(z,O) ~:; ,,(z,8) - 2 1
/ cJr)U,(z,z,0). Our

assumptions on U imply that there is a unique ~ for each (J such that N (z, 8) = 0; this point lies
in V, and so the latter is nonempty. Furthermore, our assumptions imply that f: < 0, and that

along the curve defined by N (~,8) = 0 we have ~ > O. As a consequPJlce, we have the curve
given by N lying above the curve given by D(z,9) =0 over the domain of 0, with the former
having positive slope everywhere.

68



Manipulating the differential equation given in Proposition 3 and using symmetry implies
that

:1:'(0) = _ Ua:9(z,:I:,O) N(z,O).
UZt :r:2(z,2!,8) D(z,8)

Thus, if a differeatial equation exists in 'D, it necessarily has the desired monotonicity property.
Choose any point in V and consider its direction of movement. It cannot cross the N(~, 0)
locus from below, as the derivative in the neighborhood of N is 0 and the locus N has strictly
positive slope. It cannot cross the D locus from above as ~, -. +00 as z approaches D and
the locus of points satisfying D has finite slope. Thus, any point in V remains in 1J; and more­
ovet, in any neighborhood, ~I locally satisfies a Lipschitz ~onditioll. Following Hurewicz (1958,
Cha.pter 2, Theorem 12], 8 global differential equation exists which satisfies the equation in
Pro);x>sition 3. Additionally, such an equation exist.; for any initial point in the half-open interval
V(~~) = {z,~IN(~,Jl) ~ 0, D(z,Q) < O}. We thus ha,'e a continuum of nondecreasing solutions.
o

Proof (Sketch) of Proposition 4: Proposition 4 follows from the analysis of Proposition 3,
excc'pt in so far as we must check that A.S is sufficient for comer bunching to be suboptimal.

First, note that bunching will never occur at 8. If principal 1 chooses to induce bunching
by 1he agent on Principal 2's contract, the higher level of induced Z2 will result in both more
information rents being paid to the agent by Principal 1, as well as ~educed profits from lower
purchases from the agent.

Second, consider bunching at~. As in the proof to Proposition 3, it is sufficient to show
that z~oOP(.~.2,8) ~ Zl(!.2,8), where zl(~,8) is now the minimum value of Zl which principal
1 can offer to agent 8 in order to induce the agent to choose the {z1(8), ~2} allocation. In such
a case the constraint facing the principal who wishes to induce bunchirtg at ~ must be binding.
If it binds, the first-order condition of the agent is satisfied, and the program above which uses
the first-order approach is valid. To see that the sufficient inequality above holds, note that at II
it must be that (sinc~ Utz: tZ2 < 0) Z~oop(.~.2,ft) < Zl(.~.2'!!). Furthermore, under our assumptions
in A.5, z~OOP is increasing at a slower rate in 8 than is i 1. Thus, the desired inequality holds. 0

Proof of Theorem 9: Define the quadratic preferences as follows:

( 8) ( (J) ( (J) tt11 2 U22 2
U ZIt :1:2, == Uo + Ul + U19 :1:1 + U2 + U29 :1:2 + U12:1:1:1:2 + T:l:i + 2:1:2,

We look for linear solutions of the form ~i = ~II - Ai(fl- 8), where ~JJ is the efficient
allocation given that 0 = 8. From Theorem 6 and Proposition 4, we need only show that of the
linear solutions to (1.18), there is a unique pair {At, A2} such that each Ai ~ 0 and (1.13)-(1.14)
are satisfied (i.e., ~ :c:; -~ and U18 U 26 + U12(U18Al +U29A2) ~ 0).

Substituting the candidate linear solutions into (1.18) and simplifying yields, for i = 1, 2,

Vi + Vii(:e:" - ;\i(O - 0)) + Ui + Ui90 + U12(~JI - ;\j(O - 0)) + Uii(:e: JI - ;\j(O - 0))

- (-0 8) (. Uj8AjU12)- 1 - u,s + ·
Uj9 + U12 Ai

TIlls expression must bold for any ().
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First, note that if some Ai = 0, the above expression cannot be true. For example, Al = 0
impiies that '\2 == -~, but then the optimal choice for A1 ~ O. Hence, no fixed point can
contain a zero component and we can treat Ai as a nonzero number. Second, note that since the
above expression must hold true for all (), a necessary and sufficient condition for {AI, '\2} is
that the coefficients of 8 sum to zero. That is, for i = 1, 2,

(1.23) provides a system of2 quadratic equations in 2 unknowns. The solution to such a problem,
if one exists, may have up to four possible roots. Solving (1.23) for "\1 as a function of '\2,
we obtain two functions representing the two roots from the quadratic fonnula: A1" (~2) and
-"t(A2). We can obtain similar functions for A2. The four possible roots correspond to the
four possible fixed points which may t.xist with these functions. Two of these solutions have
zero components, {(O, -~uu ), (-~uU,O)}, and result because we rightly assumed Ai > 0 when

12 12

we simplified (1.18). The two remaining candidates consist of the fixed points in (At, A2") and
(At, At). It in straightforward to verify that the latt~r pair of functions map to a set which
violates (1.13)-(1.14). We must show that (AI' '\2") has a fixed point with the desired properties.

An examination of (At, Ai") indicates that

(Al (·), A2(·)) : [0,- U 16 ]X[O,_ U26] H

U12 U12
[0, -(1+)') U16 ]x[O, -(1+)') U26' ],

VII +Ull V22 +U22

and such a function is continuous. By assumptioll, the range is contained in the domain, and so
we may apply Brouwer's theorem to establish the existence of PI fixed point. Such a solution
satisfies (1.13)-(1.14) and so it is incentive compatible. Moreover, it is straightforward to check
that the fixed point consists of a strictly positive solution.

Next, we must check that a principal does not find it desirable to induce bunchIng at the
comer of her rival '8 contract. By assumption, the conditions of A.5 are met, so bunching at a
comer is not optimal.

Finally, we must show that the agent prefers the common agency environment, and the prin-

cipals prefer the cooperative outcome. This follows from Corollary 6. 0
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Chapter 2

The Economics of Liquidated Damage

Clauses in Contractual Environments

with Private Information

Nowhere is the baneful effect of the division into specialisms more evident
than in the two oldest of these disciplines, economics and law. ... [T]lle
roles of just conduct which the lawyer studies serve a kind of order of the
character of which the lawyer is largely ignorant; and this order is studied
chiefly by the economist who in tum is similarly ignorant of the character of
the roles of conduct on which the order that he studies rests.

- F. A. Ha)'ek

When you go to buy, don't show your silver.

- Chinese Proverb

2.1 Introduction

Economists have long recognized that agreements freely entered into by all effected

parties with full infonnation and cognizanct' of the tenns of trade necessarily improve

social welfare in the traditional Pareto sense. It comes as no surprise that economists

look at the law with fJk:epticism whenever courts hlvalidate mutually agreed upon tenns

7.3



within a contract. Nonetheless, courts have routinely decided to invalidate contractually

stipulated damages for breach ofcontract (commonly known as liquidated d2mages) YJllen

such damages are "unreasonably large" relative to actual O~ expected losses, but not those

that are unreasonably small. l Even the courts themselves often do not know why tlley

do what they do.

[T]he ablest of judges have declared that they felt thelnselves embarrassed

in ascenaining the principle on which the decisions [distinguishing penaltie;s

from liquidated damages] were founded. Cotheal v. Talmadge, 9 N.Y. 551,

553 (1854).

The invalidation of excessive stipulated damage clallses is difficult to justify eco­

nomically. Uqllidated damage clauses promote efficiency in contractual relationships

by reducing the litigation and judicial costs which accompany breach, by providing the

correct incentives for a breaching party, and by optimally allocating risk. ~ Most inlpor­

tantly, stipulation of damages by the parties rather than by judicial detemlination allows

parties to efficiently utilize their superior infonnation which frequently courts can only

imperfectly access.

The courts have had difficulty motivating the invalidation of excessive stipulated

damage clauses as penalties. One theory often presented by legal scholars posits that

lsee, Uniform Comm~rcial Code, 552-302(1), 2-718(1), and the Rtsialontnt of Con/rads (Stcond).
55208, 356. TOO U.C.C., §2-718(1) maintains:

Damages for b.each by either party may be liquidated in the agreement but only at tu1 anlount
,,'Idch is reasonable in the light of the anticipated or tiCtual hann caused by the breach, the
difficulties of proofor loss, and the inconvenience or nonfeasibility of othelWise obtaining an
adequate remedy. A term fixing unreasonably large liquidated damages is void as a penalty.

The Resta/~m~ntofContracts (Second), 5356(1), similarly maintains:

Damages for breach by either party may be liqui~ted in the agreement but only for an
amount that is reasonable in the light of the anticipated or actual loss caused ~y the breach
and the difficulties of the proof of 10&14. A lenn fixing unreasonably large liquidated damages
is unenforceable on groWlds of public pollcy as a penalty.

~Shavel! [1980] analyzes the use ofdamage remedies to provide incentives for efficient breach. Although
Shavel! does not e~pllcidy entertain the idea of stipulated damages, his anilysis is closely reiaIM. in
complementary work, Polinsky [1983] has shown that in some instances It is ~{1icient from ft lisk-alloclltion
viewpoint to contrMct for stipulated dJunages in excess of the actual los8 from breach. Such conditions
require, among other things, that the buyer should bear some of the price risk introdcced from third..party.
breach-inducing offers. Rea [1984, p.154], however, has argued that these conditions are rare.
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legal remedies for breach of contract seIVe only to conlpensate and never to puniSll. 3

Such a prin~iple has economic merit. We ordinarily want parties to breach contracts

when it is economically efficient that they do so. By making the promisor more than

compensate the loss incurred from his nonperfonnance, the contract induces a suboptimal

level of breach.

Unfortunately, this simple explanation falls short on two points. First, why \vould

rational individuals agree to such a contract when there exists another contract that sets

damages at the value of perfonnance which makes botl1 parties better off? Second, why

do the courts fail to extend this operating principle to situations of under-compensatory

stipulated damage agreements which produce a s\lper-optimallevel of breach?

Many courts and legal scholars answer the first question by arguing that excessive

liquidated damages are presumptive evidence of a contractual failure such as fraud or mu­

tual mistake. Arguably, C011rtS view excessive damages as evidence that at least one party

has wrongly agreed to a contract that is not Pareto inlproving, 4 and respond by striking

such clauses. But this does not explain why the court does not also strike extremely low

liquidated damage clauses which presumably are also the product of contractual failures.

We are left with an anomaly.

TIlls paper provides an explanation for the lack of legal symmetry: While excessive

damages may arguably suggest a contractual failure, undercompensatory damages are

the likely result of the rational decision of two individuals bargaining in an environ-

---------------
8Parnsworth [1982, p.896] has indicated in his treatise on contrae-1law such a principle of compensation:

If ... me stipulated sum is significantly larger than the amount required to compensate U.e
injured party for his loss, the stipulation may have a quite different advantage to him - an
in ttrrortm effect on the other party that will deter breach by compelling him to perfonn.
Enforcement of such a provision would allow the parties to depart frorn the fundaluental
principle that the law's goal on breach of contract is not to deter breach by compelling the
promisor to perfonn, but rather to redress breach by compensating the promisee. It is this
departure that is proscribed when a court characterizes such a provl«;ion as a penalty.

4Aghion-Boltoo [1987] provide an additional story. TWo individuals may desire to sign a contrnct
which assigns excessive liquidated damages for breach so as to foreclose entry by another supplier. Of
course, these damages are socially inefficient. In a related paper, Diamond-Mas!dn [1979] consider the joint
problems of breach and search for new trading partners. They find that because an individual who breaches
can get his new partner to share the burden of the liquidated <!anlage he pays to his old pnnner. a pair
of partners in a contract exerts some monopoly power over potential partners, thereby making Uquidnted
darnages supercompensatory.
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ment where each possesses private infonnation abollt the excllange. Because tile low

damages do not necessarily represent a contractual failure but can realistically reflect a

jointly ben(t)ncial contract arrived at under the constraints of asymmetric infonnetion, le­

gal institutions are arguably correct in enforcing such tenns unless there exists other hard

evidence of contractual failures such as fraud or mutual mistake. This essay's principle

thesis maintains that when each party to a contract possesses private illfonnation whose

disclosure would adversely affect its position in the contractual bargaining, rationally

calculated liquidated damages will be set at under-COltlpensatol)' levels.

Current economic analysis of liquidated damage clauses has been limited to symmet­

rically infonned parties. In many contractual situations, however, the assunlption that

parties entered into the contract without private infonnation is not palatable. When such

asynlmetries in infonnation are present, the liquidated damage clause takes on dual roles:

(i) providing incentives for efficient breach, and (ii) efficiently screening among differ··

ent types of buyers and sellers. Specifically, this paper demonstrates that wilen panies

have asymmetric infonnation, stipulated damages may be used to communicate valuable

infonnation at the pre-contractual stage. As such, the loss from insufficient or excessive

breaell may be offset by infonnational gains. In fact, in the typical buyer-seller contract

where each party lias private infonnation, stipulated damages will a!mnst always fall

short of actual losses from the breach.

11lis paper examines the buyer-seller relationslrip, although its results appear much

more general. We assume that the buyer has private infonnation regardiIlg the value of

the product to herself, and that the seller has private infonnation regarding alternative

markets where dIe product may be sold absent a sale to the present buyer. Tile contrac­

tual framework is modeled in Section 2. In Section 3 we examine various bargaining

situations. In section 3.1, we analyze the consequences of placillg all of the bargaining

power in t]le hands of the buyer; in Section 3.2, we assume all of the bargaining power

resides with the seller.5 Later, in Section 3.3, we examine what an efficient arbitrator

would assign as stipulated damages. In both one-sided bargaining and the arbitration see-

5Placing all of the bargaining power in the hands of one party manifests itself as the opportunity of the
party to write a contract and make a tp.ke-it-or-Ieave-it offer to the other.
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narioss we find that there is no role for excessive stipulations, but there is a positive role

for under-compensatory tenns. Indeed, under-compensatolY tenns occur with probability

one. These tenns provide a valuable method for both parties to signal to the other their

private infonnation, increasing the gains from trade.

Section 4 examines the policy question of whether a perfectly infonned court would

generally improve matters by requiring that all stipulated damages be exactly compen­

sating. We find that under plausible conditions, even a perfectly infonned court can be

a menace to the parties' contract and to social welfare if it naively imposes a require­

ment that liquidated damages equal actual value, ex post. There is a direct benefit and

a direct cost from judicial intelVention. Eliminating the agents' abilities to set liquidated

damages below valuation reduces inefficient breach of contract. If I = v, the seller will

breach only if it is efficient to do so. Unfortunately, such a restriction on liquidated dam­

ages also restricts the offerer to conttacts which set a single price. This restriction may

lead to buyer-designed contracts which only induce trade with low-opponunity sellers,

and seller-designed contracts which only induce trade with high-value buyers. Conse­

quently, some individuals may be foreclosed from trade, leaving unrealized gains from

the exchange. These results are analogous to the social planner's decision of whether to

allow second-degree price discrimination in the context of monopoly pricing. Section 5

summarizes and concludes.

202 The Contractual Framework

We examine the contractual relationship between a buyer and a seller, where third-party

offers for the seller's services m'ay induce breach after an agreement has been reached.

The buyer and seller recognize this possibility and bargain both over price and a danlage

stipulation which the seller agrees to pay the buyer in event of non-perfonnance. 6

The buyer (she) and a seller (he) contract to trade a single good at date 1. After

contracting, the buyer cannot find other sellers (e.g., the buyer makes relation-specific

6The character of the results remain unchanged if one considers instead that the buyer may breach after
finding an alternative product In this alternative, both parties negotiate damages which the buyer will
compensate the seller for the lost transaction. The issl~ of robustness is briefly discussed in Section 7.
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investnlents or her outside opportunities disappear) but the seller's opportunism is con­

strained by the non-petformance damage tenns of the contract. At date 2 a third-party

offer is made to the seller for his wares. The seller can either accept tIle third-party's

offer and pay the buyer the stipulated damages, or deliver the product to the buyer.

The buyer llas valuation, v. distributed according to the continuous, positive density

function, f(·), on [Q, u], with cumulative disrribution, F(·). Only the buyer knows 17,

although its distribution is common knowledge. The third-party's offer for the ~ller's

product is equal to (} + E, where 8 is known by the seller at date 1, and f. is an ullknown

outside valuation shock at date 2. () is distributed according to the contillUOUS, positive

density function, g( 8) on [!, 8], with cumulative distribution, G(8), such that v > ~ (i.e.,

there are gains from trade with sOlne probability). OnI}' the seller knows 8, although

its distribution is common knowledge. f is distributed accordirig to the continuous,

positive density function, h(€), on [£,E), with cumulative distribution, H(f).7 Neither

party obsexves f at date 1, alld only the seller obselves f at date 2. The expected value of

€ is zero, thereby making () an unbiased estimate at date 1 of the alternative market at date

2. Additionally, it is common knowledge that the seller's costs are to be zero, although

zero costs is without loss of generality. Absent any contract offer, the seller expects

to make fJ. The buyer's outside opportunities have been nonnalized to zero. Finally, I

assume that IJ~)vl is nonincreasing in v, ~~? is nondecreasing in 8, and payoffs are not

discounted.

7To ensure the global concavity of each of the several maximization programs in this paper, we assume
that for all 8 and for aU f E [8 + ~,(J + fl,

h(l- 8) > h'(l- 8)[v - ll,

, G(8)
h(t - 0) > h (l- O)[t, - l- g(O)]'

h(l- 0) > h'(l- O)[tl _ l- 1 - F(tl)j,
f( 1')

h(l- 0) > h'(l- O)[v _ l- G(O) _ 1 - FJjJ.
g(8) /(1')

These conditions are Dlade for tractability; a weaker (but more complicated) set of conditions would also
suffice. In any case, if h is a unifonn distribution, these conditions are trivially satisfied. Additionally,
we further assume that the support of E is sufficiently large so as to eliminate comer solution problen18.
The latter condition is also for simplicity and would be satisfied, for example, if F( t~), G( (}), and 1/ (f) are
unifonn distributions and {. $ min{~, J1. + ft- 29,2]. - ~ -- v} and f ~ v - t!...
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The contract consists of a binary decision to agree to trade, fJ (fJ = 1 if there is an

agreement to trade, 6 = 0, otherwise), a price, p, paid at the time of signing, and a

stipulated damage payment of l to be paid at date 2 in the event of the supplier's breach

after a decision to trade has been made. Thus, a contract outcome is given by {is, p, f}.

As is standard, we restrict our attention to detenninistic, piecewise (,'1 contracts. For

now, we assume that only the contract and the existence of breach is observable by the

court. Later in Section 4 we relax this assumption to detennine if a perfectly infonned,

but myopic, court could always improve contracting among the parties.

Given i, the supplier will breach whenever () + € > i, and perform otherwise. Thus,

the probability of perfonnance is H ( l - IJ) and the probability of breach is 1 - .ff( f - IJ).

The net profit of the supplier from a contract, {6, p, l}, is

where the second tenn in the parentheses represents the expected gain from breach when

the outside opportunity is lucrative, and the third teon in parentheses is the seller '8

opportunity cost in agreeing to a contract (i.e., the lost expected profit, 8). The profit of

the buyer is

1("b(17 , 8) = 6 [t'H(l- 8) + ([1 - H(l- 9)] - p].

I consider three different contracting sc~narios to provide a range of environments

for analysis. First, the buyer may propose the contract to tile seller, and the seller nlay

accept or reject it. Second, the seller may propose the contract, and the buyer may accept

or reject it. Finally, an llninfonned third party may design a contract which maximizes

the joint surplus from trade between the parties.

Befo~ considering each case in the following sections, we consider the full-infonnation

benchmark solutioY'ls for comparisons: In all three cases, the optimal full-infonnati()n con­

tract involves trade (i.e., fJ = 1) if and only if
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and in such case, l = v. The above expression represents the expected gains from trade

given that l = v. The first tenn is the expected gain under perfonnance of the exchange;

tile second tenn is the option ~value of the outside opportunity that is available to the

seller whenever (J + f ~ v.

If the buyer has all of the bargaining power, the buyer's optimal strategy is to max­

imize her profits subject to the seller's acceptance of the conditions (i.e., 7("' ~ 0). Sub­

stituting for p and simplifying yields the following program for the solution of fJ and

l:

max 6 (VH(l- 8) + i[l - n-(l- 8)] - () + li" (0 + f - i)dH(f)) . (2.1)
6,t l-8

The necessary first-order condition is l = v~ Given our assumptions on h( f), this is also

s\lfficient. 6 = 1 whenever (2.1) is positive at l = v. The contract price offered by the

buyer is

p = (} - r (0 + f - v)dH(f).
}v-D

(2.2)

Similarly, if the seller has all of the bargaining power) tile seller's optimal strategy is to

maximize his profits, subject to the buyer's acceptance of terms (i.e., 1r ~ 0). Substituting

for p and simplifying yields

max 6 (VH(f - 0) + ([1- H(i - 0)] - 0+ r (0 + f -l)dH(f)) .
6,t Ji-9

which is identical to the buyer's program above for the choice of 6 and f. Thus, we

again find l = v. Note, however, the price paid by the buyer to the seller under this

scheme is p = v, which extracts all of the bllyer's rent. Finally, if an uninfonned arbiter

proposes a contract for the parties, the arbiter will maximize the expected gains from

trade by choosing f. to maximize the collective surplus

(2.3 )

Again, the solution is to set f = v. The third party then chooses a price to split the gains

from trade with p E [0 - J:_8(6 + f - v)dH(f),V]. It is not surprising that the optimal

full-infonnation contract under trade specifies l = t' for eacll contracting environment,
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since this condition guarantees that breach occurs if and only if it is efficient.

When iluonnation is not public, the resulting contract typically has t # 1'. Instead,

l will depend upon v and f} in a Illanner which will elicit a p~'s private inforrllstion

by creating distortions from efficient breach. The precise relationship between i, 11, and

I} will depend fundamentally on the contractual CO!ltext: Buyer power, Seller power, or

Third-party Arbitration.

2.3 Contracting Environments

2.3.1 The Buyer's Optimal Contract

Because the buyer does not know the seller's expected outside opportunity, IJ, she must

take into account the effect of the liq\lidated damage clause on the seller's gains from

trade. If i is set arbitrarily high, it will effectively lock the seller out of the alternative

Inarket; a low l preserves the option value of breach, which in turn is an increasing

function of 8. For seller's with high (J's, this will require a higher price to offset the

loss in opportunity. Recognizing this relationship, the buyer can effectively use the

damage clause to screen among different types of sellers much in the same way that a

price-discriminating monopolist screens among different consumers by offering multiple

quantity-price packages. The buyer will offer a menu of contracts, from whicll the seller

chooses the one most profitable given his 8.8 That is, the buyer may offer a continuum of

contracts to the seller represented by a function p( l). Following the Revelation Principle

(see e.g., fvlyerson [1985] or Fudenberg-Tirole [1991]), we reparameterize according to

the seller's outside opportunity, 8, as x(8) = {t5(O),p(O),l(9)}. Accordingly, we may

solve for the buyer's optimal choice of x for every (), subject to each seller type finding

it optimal to choose the contract designed for his type.

8TIle choice of contract by the buyer may possibly reveal infonnation about the buyer's type, 11, to the
seller. There is no problem with mechanism design by infomled principal in ttJs case, however, as the
seller's utility is independent of v, and the buyer has no action to take which could indirectly affect the
seller's utility.
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The buyer's expected profit from any mechanism x(.) is

1r
b(v) =k8

15(0) {vH(l(O) - 0) + l(O)[l - H(l(O) - 0)] - p(O)} dG(O). (2.4)

She maximizes this subject to two sets of constraints: the seller must be willing to sign

the contract (i.e, not make a loss from trAde) and the seller must select the contract

designed for his type.

Define 7rJl(8ItJ) as the profit to a seller widI outside opportunity 8, who selects the

contract designed for a seller of type 9. That is,

1r'(8IlJ) =6(9) (p(O) + r (0 + f .-i(O))dH(f) - 0) . (2.5)
Jl(8)-8

The buyer's first constraint requires that every seller '8 trutltful selection must yield non­

negative profits. Thus,

(2.6)

for all (J, which represents the individual rationality (IR) or pmticipation constraint.

Seco.nd, every seller must select the correct contract from the menu. These incentive

COmlJatibility (Ie) constraints require

(2.7)

The IR and Ie constraints in (2.6) and (2.7) are intractable in their present form so we fol­

low the standard procedure of replacing them with the significantly silnpler representation

in Lemma 1.

Lemma 1 The mechanism {p( 6), l(9)} satisfies the IR and Ie constraints if

6(6)H( l(8) - 6) 2:: 6(8')H(l(8') - 8), VB' > 8.
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In addition, (2.8) and (2.9) are necessary conditions for IR and IC.

The proof is standard and provided in the Appendix. Intuitively, the lemma follows

from the envelope theorem: Assuming truthful selection is optimal for the seller, totally

differentiating (2.5) results in d1r1:181 = - Jl(£(8)-8). Integrating this derivative produces

(2.8) and (2.9). The condition in (2.10) is a second-order condition for truthful selection.

With this simplification, we proceed by substitutiIlg (2.8)-(2.9) into the buyer's ob­

jective, (2.4). Equating (2.8) with 1r'(818) and solving for o( iJ)p(8) yields

t 8
6(0)p(0) = 0 - [ 6(0)(0 + € - l(O))dH(€) +11"'(8) + [ 6(t)H(l(t) - t)dt. (2.11)

. JI.(8)-8 is

Recognizing that the buyer will optimally set 1r 6 (8) = 0, taking the expectation of 6( fJ)p( fJ)

over (), and integrating by parts yields

fi o(O)p(O)dG(O) = [8 0(0) {O _ t (9 + € -l(O))dH(€) + H(l(O) _ 0) G({(J8))} dG(O).
if i! Jl(8)-S 9

(2.12)

Substituting this expression into the buyer '8 objective function yields the unconstrained

problem

max Ii0(0) {(v -0 - G({1J8)}) H(l{O) - 0) + (i €dH(€)} dG(IJ), (2.13)
6,1. if 9 Jl(iJ)-iJ

which may be solved by maximizing f pointwise over f} and checking that the solution

satisfies (2.10). TItis program yields the following Proposition.

Proposition I The optimal menu of contracts, {6(8),p(8),l(lJ)},for tire buyer consists

ofa contract with £(0) = v - ~l:?, p(O) such that (2.11) is satisfied, and 0(0) such that

where (J. is either the unique value of (J E [fl.,8J such that the integrand in (2.13) is zero,

if such a value exists, or (J. = 8 otherwise.
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Proof: Ignoring the decision to trade, poinnvise maximization of (2.13) yields the ex­

pression for l(8), which is monotonically decreasing. (Given our assumptions Oil H,

F, and G, this pointwise optimization program is concave in l. (2.11) provides us with

p(8) such that Ie and lR are satisfied if tile monotonicity condition in (2.10) is satisfied.

Pointwise maximization of 6(8) yields 6 = 1 whenever the integrand in (2.13) is non­

negative. Given our assumptions on the inverse hazard rate, the integrand in (2.13) is

strictly decreasing in (}, which implies that 0((J) is decreasing in () and that there is at

most one value of IJ such that tile integrand in (2.13) is exactly zero; thus O· is uniqlle.

Consequently, the monotonicity condition in (2.9) are satisfied and so the Inechanism is

Ie and lR. 0

As the Proposition indicates, the actual buyer loss from breach, v, almost always

exceeds the amount of stipulated damages in the optimal contract when the buyer has all

of the bargaining power.

2.3.2 The Seller's Optimal Contract

Because the seller does not know the buyer '8 valuation of the gor ~ he must take into

account the effect of the liquidated damage clause on protecting the buyer's value. If

l is set arbitrarily low, it will allow the seller to breach and use the alternative market

whenever f is favorable, thereby imposing a loss of l' 011 the buyer. For buyers with

high V'8, this will produce a lower reserve price due to the lower likelihood that the

value of the bargain will accrue. Recognizing this, the seller can effectively use the

stipulated damage clause to select among the different types of buyers just as the buyer

was previously shown to select among sellers.

lbe seller may offer a menu of contracts like that in the previous section and allow

the buyer to choose the one most profitable given Iter 17. In this case, tll~ menu can be

represented by either the function p( l) or the parametric triplet y(v) == {6(l' ), p( 11 ), f( l' )}.
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The seller's expected profit frorn any mecllanism y(.) is

1("-UJ) = fU 6(t,) {P(V) + r (0 -t. f. --l(tl))dH(£) -- o} tIF(v).
Jy" JI(tt)-8

(2.11)

He maximizes this subject to the buyer's IR and Ie constraints, analogous to the Buyer's

problem above. In this seCtiOll for simplicity we also assume that (} is observe.d by tlle

buyer.9

Define 1fb(vIv) by

whicll represents the profit to a seller with oUfside opportunit)' tJ who selects the contract

designed for a seller of type t;. fJlalOgously to the buyer-contract case, the IR and Ie

constraints are, respectively,

for all t' and t,. Again, as in the buyer-designed contract, the above two sets of constraints

are difficult to work with but can be greatly simplified, as in Lenlma 2.

Lem018 2 The mechanism {b( v), 1){v), l(v)} satisfies tIre huyer~s JR antl 1(' constraint~

if
1r

b(V) = 1r
b(.!!.) + £lJ 6(t,)H(l(t) - O)dt,

7r
b(ll.) ~ 0,

6(v)H(I(v) - 9) ~ 6(v')H(l(t,') - 8), Vv,v'.

(2.15)

(2.lfi)

(2.17)

----- -
GBecause the boyer's eApeeted returns from trade depend negatively on 8, the seUtr might ()Ulf:!wi~e

attempt tc, s;cm"\ to tbr buyer that 8 is in fact low by making a contractual offer which only lo\v ..8 sellers
would find profitable to make. The general 9roblenl of mechanism design by an infomled principal has
\>een studied by Muki ..Toole [1990]. Rather than assuming (1 is known by the buyer, an aJlemative \vay
to avoid the informed-principal problem is by assuming that all sellers offer the sanle contract (i.e" Ihey
collectively pool), ~ is sufficiently large that all types of sellers find il optimal to contract wilh (he buyer
(i.e., in tenns of Proposition 2, 1" =.~ 1:.), and any seller who olfenl a dJfferent contmct than the expected
pooled contract is assumed to be a high-type 8 by the buyer. Because the equilibriunl contracts dcerivrd in
PropoPition 2 are independent of 8, this fOn1ls a Bayesian-Nash equiUbrlunl.
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In adliit;on, (2.15)-(2.16) are necessary conditions for IR anti Ie.

The proof is provided in the Appendix and again is an application of a the enve­

lope theorem. With this simplification, we proceed by substituting (2.15 )-(2.16) into the

~eller's objective, (2.14). Equating (2.15) with 1r
b( vl1') and solvIng for J;( v )1'( t\) yields

6(t,)p(v) = vH(l(v) - 0) + l(t')[l - H(I(v) - 0)] - 1!"b(Q) - £'. 6(v)H(I(f) - Old!.

Recognizing that the seller will optimally set 1r
b(Q} =.: 0, taking the expectation of 6( v )1'( t'~)

over 11, and integrating by parts, produces

fV
JE.. 6( t' )p( t' )dF( ll) =

l tT { 1 - F( 1') 16(l' ) t' If ( i (t,) - lJ) + l ( l' ) [1 - If ( l (t,) - 8)] - H ( l (1') -- 0) JdF ( tJ ) •
!!. f( v)

(2.18)

Substituting this expression into the buyer's objective function yields the unconstrained

problem

/
v { ( 1 - F( v ) ) 17

}max 6(v) v - 0 - f() 8(l(1;) - 0) + "dH(e) dF(l')'
6t l £. V l(v)-9

(2.1 Y)

This problem may be solved by maximizing f pointwise over t', and checking that

the resulting solution satisfies (2.17). The resulting expressions provide Proposition 2.

As the Proposition indicates, ( is again almost always below actual loss.

Propositioll 2 The optimal menu of contracts, {6(1'),1)(v), f( y,)}, jar /he seller sets

I(t,) = v - l/O)'} and p(v) such that (2.18) holds above. Additionally, the seller chooses.

where v· ;.f either the unique vallie of t, E [Q, v] such tltat the integrand in (2.19) is !ero,

if such a value exists, or 11- = Q otherwise.
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Proof: Ignoring the decision to trade, point\vise maximizatioJl of (2.19) yields the ex­

pression for t(v), which is monotonically increasing. (Given our assumptions on F, (yf J

and H, the pointwise optimization program is concave in l.) (2.18) provides tiS with

p( 1') such that Ie and IR are satisfied if the rrtonotonicity condition in (2.17) is satis-

fied. Pointwise maximization of ~(1') yield~ 6 = 1 whellever the integrand in (2.19) is

nonnegative. Given our assumptions on the inverse hazard rate, the integralld in (2.19)

is strictly increasing in t', which imp~ies that 6(1') is decreasing itl I' and that tllere is at

most one value of v such that ~tle integrand in (2.19) is exactly zero; tllUS l' is unique.

Conseqllently, the monotomcity conditions in (2.17) are satisfIed and so the mechanism

is Ie and IR.

2.3.3 Brokered Contracts

{.J

Rather tllan place all of the bargaining power iii the hands of one agent, \\'e now consider

the reSlllting contract whtre both agents delegate the contractual teons to a third-party

(e.g., a broker or arbiter) who knows neither t' 110r 9. 10 This broker is concerned only

with maximizing the total gail1S from trade when each party knows only its own private

information. 11 Before, when one party had full contractual power, that pany traded off

breach inefficiencies against increased rent extraction. lJnder such a skewed bargaining

environment, l never exceeds t' in the optimal coniract. We now fiIld that even when a

broker is employed, the optimal contract never involves excessive stipulated danlages.

The problem facing the broker is to maximize the joint gains from trad~ by designing

a menu of contracts. The contracts may depend upon botll () and l'. We can tllink of the

menu as an offer of a menu of menus to the buyer, one of which the buyer selects. P'ronl

lOIn this section, we return to our assuffi!·tlon that the buyer does not observe 0.
11 As a motivation, one nlight suppose that certain institutions evolve which Inaximi7~ the joint gains

from trade between agent~ from an ex ante point of view, and agents use these institutions in order to
avoiding signaling adverse information to one another, although this motivation is adnliUedly very loose.
An alternative motivation has the buyer and seller contracting ex ante, before they learn their private
infonnation, but subject to a limited liability constraint where either party can legally walk away from Ihe
contract once private infonnation ~s learned if losses are sufficienlly great. TIlls latter explanation may be
realistic in the requirements contracting context.
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the selected menu, the seller is allowed to choose the final contract. Alternatively, we

may parameterize this family of contracts by (0, l'), and envisio!l the contract as a direct

revelation mechanism where each party announces his or ller private infonnation and the

broker selects the appropriate contract accordillg to z(8, 1') ::.7 {h (8, l' ), p( 0, l' ), {( 0, t' ) } .

Because there is two-sided asymmetric infonnation, the traditional techniques nee(1

to be be augnlented slightly; we follow Myerson-Sattenhwaite [1983] in this regard. 12

Lemma 3 is a direct extension of Lemmas 1 and 2 and characterizes the set of all contracts

which are incentive compatible and in<iividua11y rational for both paI1ies. Proposition 3

provides the Jolution of the broker's problem.

Lemma 3 The mechanism {6(8, l' ), p( 8, 17 ), f( 8, 17 )} satisfies JR and Ie cl)nstraints ifanti

only if

1I'-(l1) = £U {1I'-(B,t l ) + li 6(O,t,)H(l(s,ll) - S)dS} dF(ll), (2.20)

1I'b(V) = k8"{1I'b(O'Q) + £tl 6(O,tl)H(l(O,t)-iJ)dt}dO(0), (2.21)

7r'(O) ~ 0, (2.22)

1rb(~) ~ 0, (2.23)

£v 6(0,v)H(l(ti,tl ) _ O)dF(v) ~ £v 6(0',v)H(l(O',tJ) - O')dF(v),VO > 0', (2.24)

~8 6( 0, v )H( l( 0, tl) - fJ)dG( 0) ~ k9
'6(O,v')H( f( 0,v') - O)dG( 0), Vt' > tI'. (2.2f»)

Alternatively, there exists a function p( 8, t,) such that l( lJ. 11) is Ie and IR if and only if

(2.24) and (2.2_~) hold, and

181°{[I 1 -- F (l' ) ) ( Ci(() )) 1111- - 8---- H(l(O,v)-O)
t!L \ /(v) g(O)

+ (i HlH(f)}dF(l')d(;(O) ~~ o.
1((8,t')-8

(2.26 )

1'2 Also see Williams [1987] for a ruUer treatment and extension of Myerson-Sanerthwaite's model.
WiUiams characterizes the efficient locus of contracts, depending upon the weights attached to the buyer
and seller's utility.
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The proof of Lemma 3 follows from Lemmas 1 and 2 and is contaitted in the Ap­

pendix.

With this Lemma, W~ may write the arbitrator's problem as Inaximizjng the expected

profit of each party subject to (2.26) above. That is

max fi /,ti 6(0,1') {(V ._ 9)H(l(8,t,) _ 0) + (1 fdH(f)} dF(v)d(~(9), (2.27)
6,l if ,~ Jl(8,v)-9

subject to (2.26). Let .',f(9~1'\ be the Lagrange rnultiplier for (2.26). We multiply JI by b

without loss of generality as the Ie and IR constraints do not bind when [, == o. Bringing

the constraint into the integral of (2.27) and simplifying yields

+ r }dF(v)dG(8). (2.28)
Jl(8,v)-8

The functions 6 and l which nlaximize this integral may be found by maximizing the

expression for fJ and l pointwise ill 8 and v, and clJecking that the solutioli satisfies (2.24)

and (2.25). The solution results in the followil1g Proposition.

Proposition 3 The optimal contracts for the arbitrated buyer-seller relationship c()ns;sts

of

l(iJ,v) = 11 _ _ 1£_ (1 -F(tl
) + G(9)) ,

1 + Jt f( v) g( 0)

where Jt 2: 0, and with

{

I vn, 11, s.t. (2.28) is no"negarive
6(v) =

o otherwise.

Additionally, Jl > 0 if

Proof: Maximizing the above expression over 6 and l pointwise in 0 wld tJ yields 6(0, l' )
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and ((B,t,). These in tum provide for the constnlction of p(O,lJ) that satisfies (2.20).­

(2.21). f i~ nonnegative, and therefore i( 8, v) is nondecreasing in v and nonincreasing ill

9. Moreover, at the optimum, (2.28) is increasing in l' and decreasing in 8, implying that

[,(8,1') is nondecreasing in l' and nonincreasing in 9. Hence, (2.24)-(2.25) are satisfied

and the mechanism is IC and JR. To prove that It > 0 under the integral condition above,

suppose to the contrKry that Jt == O. Then 1(9, v) -= v, and by our hypothesis, (2.26) must

fail, illdicatillg that IL > O. LJ

Proposition 3 demonstrates that stipulated damages do not exceed the actual loss fron1

breach of contract and are strictly less than actual loss whenever the expected gains from

trade are less than the expected infonnation rents for almost all (}. Because the arbitration

contract yields greater combined gains from trade than either the buyer-c.ontract or the

seller-contract, our earlier results are robust to the distributi(ln of bargaining power.

2.4 Welfare Implications and Policy Conclusions

"'e Ilave seen that the existence of private infonnation by contracting parties in a wide

range of bargaining environments introduc(;s the likelillood that liquidated damages will

be below the actual losses caused by breach. Using liquidated damages to select among

different types of economic agents is, in a sense, second-degree price discrimination where

the monopolist offers price-damage, rather than price-qurultity, bundles. The questi()Jl then

arises as to whether public policy should require that all damages for breach of contract

equal the true losses in<;urred, providing such information about losses is available to the

~I~urt after the breach. It is arguable tllat any intelVention would be precarious at best,

especially given our limitations of knowledge about the actual COlltracting conditions

between parties.

To consider the issue of judicial intervention, we posit the strorlgest pos~ible assulnp­

tion in favor of activism to detennine the most optimistic assessmelll: assume that courts

can perfectly detennine actual losses froln breacll ex post. Tllat is, assume v bec0l11eS

known to the coun and to both parties at date 2 in the event of breach. With this as-
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sumption, I seek to answer the question of whether the court should require ( == t' Ul ali

breached contracts. For realism, further assume that panies cannot base their contract

price on the judicial detennination of 1'; otherwise, the court would become nothing more

thatl an auditing agency for private contracts. That is, observed l' can only be used to

detennine t.

There is a benefit and a cost froIn judicial intervention: Eliminating the agents'

abilities to set liquidated damages below valuation reduces inefficient breacll of COJltract,

but may foreclose some buyers and sellers from efficient trade.

If there were only two possible types of buyers aJld sellers, and assuming the offerer

would chose to serve only part of the market if it were pennissible to choose ( f t',

then judicial intervention always produces inefficiencies. To see this, note that when the

offeree is of a good type (Le., high-value buyer or low-opportunity seller), liquidated

damages are set at actuRI value. Consequently, for good types there is no inefficiency

with or without judicial intervention. When the offerees are of bad type (Le., low-value

buyers or high-opportunity sellers), offerers will set inefficient damage levels when given

the option. But while the tenns are inefficient, individual rationality implies both parties

are better off trading than not trading. Judicial interveiltion that prevents tile use of

under-compensatory damages must therefore decrease social welfare.

When a continuum of types of buyers and sellers exist, the analysis is more difficult.

Consider the problem facing the buyer with all of the bargaining power who is constrained

to set l == v, ex post, in all offered contracts. If she sets the contract price low, only

very low IJ-type sellers will accept the teons, but she will make a larger profit on those

contracts where suell a sale is made. If she sets the price high, her terms will be accepted

by most sellers, but her gains from actual trade will be lower. The problem facing her

is much the same as that facing a monopolist setting one price: higher prices result in

fewer sales but greater profits per sale. Her maximization problem is simply,

1118.X( 17 - p)G( 8(p))~
p

where 8(p) is defined as the highest 8-type seller WllO would be willing to buy at price
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p, and is given implicitly by (2.2). Each buyer will set a different price depellding on

her type t', just as a monopolist's prices vary with marginal cost. Because (2.2) implies

that 1/ fJ' (p) == H (l' --- 8(]»)} t maximization reveals that the optimal constrained-contract

price is implicitly given by p = t' - H(l' _. O(p))~-mf. which defines p"(t,). Using (2.2)

agaill allo\\'s us to define O· (v) as the tluesnold type of seller who chooses not to sell

at the buyer's o~fered price of p~(t'). All sellers with types lower than 0-(1') sell to the

buyer at buyer's asking price of ]).( l'). That is, 0-( v) is defined by

(
• (i ( (). ) ) • 1.'

l' _.. () - -- H (t> - 0 ) + [ fdH (f) = O.
9(0-) lv-e-

Consider now the seller's problem when the seller has all of the bargaining power.

Because of the constraint that f ~ v, the seller's maximization problem is to choose p to

solve

lllax IV (p + r (0 + f - tI)dH(f)) dF(tl) + fP OdF(t,).
p Jp Jv - tJ J!!..

Maximization reveals that the seller's optimal constrained-contract price , satisfies

We can analogously define v· (e) as the threshold valuation by a buyer such that no

purchase is made. Any buyer with a higher value buys; a buyer with lower value sells.

Thus, v· ( lJ) is defined by

The changes in social welfare due to judicial intervention are represented by the

following two expressions. The first equation represents the welfare gain from ju(licial

intervention under buyer-designed contracts.

~Wbd = _ [9 6(0) [(V _8)H (v _0 _ G((~))) -I- (i €dH(E)J'dG(O)dF(t,)
Js.(v) 9 u, }v-8-2.

g
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(V [8-(")[( (G(8)) ) {v-9 ]+ ly" 18 (v - 0) H(v - 0) - H v - (} - g(O) - lu-6-Sf fdH(f) dG(O}dF(lI}.

(2.29 )

+ [7f [Ti [(V _ 0) (H(v _ 0) _ H (V - 0 - ~-=-fF)) _r-6
fdH(E)] dF(tt)dG(O).

11_ 1".(6) lu-8- l,fHI

(2.30 )

The fonner equation represents the welfare gain from judicial intervention under buyer­

designed contracts. The latter equatioll represents tile gain under seller-designed contracts.

In each equation, the first tenn in brackets represents the loss from reduced trade; the

second term represents the gain from more efficient breach. The central question is under

what general conditions are these equations either positive (i.e., judicial intervelltion is

good) or negative (iae., judicial intervention is bad). Unfortunately, there are no clear

general conditions. Rather, the sign of the equations depends fundamentally on tile

distributions of v, 8, and f. Furthennore, it should be noted that these results depend

upon the optimistic assumption that the courts know perfectly tile value of loss If courts

make errors, the above loss in welfare olay be even greater. 13

2.5 Extensions and Conclusions

The Inodeling approach taken in this paper was to assume that the seller may breach \"ith

some probability and that tile buyer's valuation needed protection from such behavior.

Alternatively, we could have chosen an alternative framework where the buyer breaches

with some probability and the ~~eller's sunk production costs need to be protected. In this

case, we obtain similar results: liquidated damages never exceed the seller's production

costs and frequently fail to protect the sell~r's investment fully. In this sen~~ our expla­

nation regarding the asymmetric treatment of liquidated darnage clauses by the courts is

robust.

18The courts determination of value does not enter th~ expressions linearly, and so even an unbiased
estimate by the court introduces additional nonlinear effects.
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1b..is paper has delnonstrated that when infonnation of contracting parties is private,

liquidated damage clauses serve a dual role of promoting efficient breach and increasing

tIle likelihood of trade. Furthennore, even if the judicial system had perfect information,

intervention in the fonn of prohibiting under-compensatory damages does not necessar­

ily improve social welfare. This may explain why courts have not found it necessary

to invalidate under-compensatory damage clauses, but have continued to strike ()ver­

compensatory clauses. The fonner may be the result of a belief that bargaining parties

made rational choices, while the latter may be best explained as a belief that excessive

damage clauses are syolptomatic of contractual failure.
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Appendix

Proof of (.lemma 1:

Necessity of (2.8) and (2.9):
Incentive compatibility and the definition of 1r'(OIP) irnplies

... [l l (8)-11r'(lJI9) ~ 1r'(818) + 6(8) edH(f)
l(I)-8

+ [/(0) - 8]H(/(0) - 8) - [/(0) - O]H(l(O) - 0)] .

Integrating by parts and simplifying yields

...... 11(1)-1 ...
- 1r'(916) - 6(IJ)dH(f),

l(I)-8

_ 1l"(OIO) - 1,9 6(O)H(f(O) - t)dt.

Similarly, 11"'(816) 2: 1r'(810) +It ~(6)H( l(8) - t )dt. Thus, combining the inequalities,
we obtain

- /" 6(8)H(/(8) - t)dt ~ 1l"(OI8) - 1l"(818) ~ - /" 6(8)H(/(8) - t)dt. (2.31)

Take () > 8, without loss of generality, divide (2.31) above by (9 - 8), and take the limit
as 8 ~ 9. This yields

1l"~~e) = .-6(8)H( l(8) - 8). (2.32 )

By (2.31), 11'"'(8) is monotonic, and therefore Riemann-integrable, and so we may char­
acterize the seller '8 profits as

11"'(818) =11"'(8) = 11"'(0) +ii6(t)H(l(t) - t)dt, (2.33 )

which ia (2.8). Finally, since 1r'(9) is decreasing in f} from (2.33), individual rationality
implies that 11"'( tJ) ;::: O. This is (2.9).

Sufficiency of (2.8)-(2.10):
Substituting (2.8) into (2.7) implies 7r'(8) ;::: 0 for all 9; this is iIldividual rationality. To
prove incentive compatibility, note that the definition of 1r' ( 61 f)) implies
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(2.35)

But (2.8) implies that

11"'(0) +i1
o(t)H(l(t) - t)dt +h9

6(t)H(l(t) - t)dt = 11"'(010) +he 6(0)H(f(0) - t)dt.

Applying (2.8) again yields

11"'(018) = 11"'(010) + !e9[6(O)H(l(0) - t) - 6(t)H(f(t) - t)]dt.

By (2.10), the integral above integral is nonnegative which implies 7["'(8(8) ~ 7r·(8(8).
Hence, {6(8), p(8), i( 8)} is incentive compatible. 0

Proof of L~mma 2:
Necessity of (2.15)-(2.16):

Incentive compatibility and the definition of 7r b(v It') implies

Similarly,

1I"b(vlv) = 1I"b(vlv) +i..1 6(v)(v - v)H(f(v) - O)dG(O).

Thus, combining the inequalities, we obtain

fe1 6(v)(v-v)H(l(-lJ)-0)dG(8) ~ 1I"b(vlv)-1I"b(vlv) ~ fe16(v)(v-V)H(f(V)-8)dG(O).

- - (2.34)
Take v > V, without loss of generality, divide (2.34) above by (v - v), and take the limit
as v -+ v. 'Ibis }ields

d1l"b(vlv) = (l o(v)H(l(v) -8)dG(B).
dv if

By (2.35), 1rb( v) is monotonic and therefore Riemann-integrable. Hence, we may char­
acterize the buyer's profits as

(j -

1I"b(vlv) =1I"b(v) = 1I"b(Q) +kL' 6(t)H(l(t) - O)dtdG(O), (2.36)

which is (2.15). Finally, since 7rb(v) is rnonotonic, individual rationality itnplies that
1r

b(ll.) ~ O. This is (2.16).

Sufficiency of (2.15)-(2.17):
~ u;'lStituting (2.16) into (2.15) implies 7["b(!!.) ~ 0 for all v; this is individual fp,tionality.
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To prove incentive compatibility, note that the definition of 7("b(i1Iv) implies

1r
b(vlv) = 1r

b(v) = 1r
b(vlt,) - k9

h(v)(v - v)H(l(v) - O)dG(O).

But (21) implies that

1r
b(Q) +k9 LV h(t)H(l(t) - O)dtdG(O) +~91° h(t)H(l(t) - O)dtdG(O),

= 1r
b(vlv) +k9

h(v)(v - v)H(l(v) - 8)dG(/th).

Applying (2.15) again yields

1r
b(v) = 1r

b(vlv) +kJ
l1J[6(v)(H(l(v) - 8) - h(t)H(l(t) - O]dtdG(8).

By (2.17), the double integral above is nonnegative, which implies 1r
b(vlv) ~ 1r

b(i'lv).
Hence, {tS(v ), p(v ), l( v )} is incentive compatible. 0

Proof of Lemma 3:
Following Lemmas 1 and 2, (2.20)-(2.25) are both necessary and sufficient for incen­

tive compatibility and individual rationality. Additionally, (2.20)-(2.23), imply (2.26). To
see that (2.24)-(2.26) are sufficient for incentive compatibility and individual rationality,
we construct p( I} , v) Stich that 6((), v) and l( () ,v) are Ie and IR.

First note that because we have restricted ourselves to piece\vise C 1 contracts, f, (e, l' )

is well defuled and 6s(lJ, v) = 0 at all but at a finite number of points. From the envelope
theorem, incentive compatibility requires that p must satisfy

ps((J,v) = [1 - H(l(B,v) - 9)]ls(8,v), (2.37)

Pv(8,v) = [(t' --l(9,v))h(l(8,v) - 9) + [1- H(l(8,v) - 8)]]t'v(O,v), (2.38)

whenever 6(() ,v) = 1. If the constructed price function satisfi~s these two partial differen­
tial eq\tations, we know from Lemmas 1 and 2 that the monotonicity conditions expressed
in (2.24)-(2.25)~ sufficient for incentive compatibility. One possible construction of ])
has p( (J, l') such that 7rb(lL) = o. TIfat is,

!!.H(l(8,1l.J - 0) + f(iJ,Q)[l - H(l(8,Q) - 0)] = p(lJ,Q).

Define,

(9 r
p(O,v) - if Jy" {[t -l(s,t)]h(l(s,t) - s) +[1- H(l(s,t) - s)]}fv(s,t)dtdG(.'J)

+ kilv bz.H(l(s,yJ - s) + [1 - H(f(s,yJ - s)jl(s,Q)} dG(s)
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- lUli[l - H(l(s,t) - S)]lti(8,t)dsdF(t)

- lUhi{[1 - H( l( 8, t) - 8 )]l,(B, t) ~((:?}dG(" )dF(t).

The first two expressions represent the expectation over (} of the integral Pv( 0, 1') and
the endpoint p(8, !l..). The second pair of expressions are zero in expectatioll. It is
straightforn'ard to check that (2.37)-(2.38) above are satisfied by this price function, and so
the mechanism is ulcentive compatible. Moreover, (2.26) inlplies that 1r bCJl,) +11"'(8) ~ o.
And since p was constructed so that 1rbC~l = 0), the mechanism is individually rational.
o
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Chapter 3

Information Expropriation and Moral

Hazard in Optimal Auctions

Thrift should be the guiding prulciple in our government expenditure.

- Mao Tse-Tung

The buyer needs a hundred eyes, the seller not Olle.

- Geurge Herbert

3.1 Introduction

In principal-agent environments, "infonnation" rents frequently accrue to agents as a re­

sult of their private infonnation. Economists often speak of reducing infonnati.on rents

in these envirolunents tlU'ough a variety of revelation mecllanisnls and related devices.

One such device is the audit. The decision to audit agents' reports is based upon tIle

fundamental trade off between the costs i.ncurred from auditing and the gains obtained

through reduced infonnation rents. This paper considers a related mechwlism for reduc­

ing irlfonnation rents: the transfer of infonnation-inherent "property" from one agent to

another. This transfer device, like the audit, involves a silnilar trade off, but achieves

rent reductions by expropriating the agent's hidden information - transferring part of it

100



to a competing agent with a lower infonnational stake in the property. Suell an expropri­

ation of infonnation is accomplished by transfetring property in winch tile infoffilation

is embodied.. Providing that an alternative agent has the ability to utilize the asset, such

a transfer has the potential for reducing the principal's acquisition costs.

Transferring infonnatioIl is not always possibl~. For example, in the traditional

private-values auction the seller cannot transfer tile subjective valuation of an object

from one bidder to another. However, in many contexts the transfer of infomlation is

a real possibility' because such infonnation is embodied in tangible assets. As an illus­

tration of the gains from expropriation of infonnarion9 this paper develops at length the

usefulness of technology transfer in the government procurement context - specificallyt

in the defense industry.! The commitment to transfer, under pre-specified conditions, a

d.efen:1e project from the initial developer to another manufacturer (secolld source) can

be an effective cost-saving strategy for the government.

This mechanism differs from the traditional auction approach which would consider

a second source as a bidder with its own cost; in such a case, the optimal auction is

straightforward, and may involve handicapping tile developer in the auction for produc­

tion. Here, we assume that while the second source can produce the desired product

according to some privately known, independently distributed cost, it can also l'foduce

the object using the developer's technology, with the result that its final cost depends less

on its own cost structure and more on the developer's private infonnation. This additionaJ

option of transferring (or licensing) the developer's technology to tile second source may

allow the government to reduce its acquisition costs. TItis paper contributes to auction

and contract theory by considering the extent to which the transfer of infonnation-inherent

technology reduces infonnation rents in various environments.

'Ibis paper begins by eXami.1'UIlg a simple model in whictl a tredeoff exists between

transfer costs and infonnation rellt reductions. In particular, in Sections 2 and 3. I

consider the situation of full-commitment power by the buyer in the absence of moral

hazard problems by the agents, but wher~ all contracts are constrained to be ex post

lOansler [1989] provides an interesting overview of many of the more salient issues involved in defense
procurement.
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individually rational.2 The model consists of one buyer (the govemmellt) and two sellers

(a developer and a second sourCf~). TIle government has three procurement alternatives:

choose the developer to produce, choose the second source to produce using her own

technology, or choose the second source to produce using technology transfelTed from

the developer. At the contractinl~ stage all parties have symmetric infonnation, and the

government commits to specific rules for an auction it will later conduct. The sellers

detennine their costs and bid accordingly; the rules establish who will produce and how

much each seller will receive as a function of the bids.

A rule which optimally utilizes technology tran,sfers induces both the developer and

the second source to report their costs tnlthfiJ.11y for less infonnation rent. Intuitively, the

existence of a second source allows the buyer to compete away some of the infonnarl.on

rents via an auction, where the licensing option can be thought of as the addition of

an extra seller. Although this additional bidder may have higher costs, it also has less

of an infonnational stake in the transferred technology; if the production costs using

the transferred technology are less related to the second source's own costs 2.ild more

related to tile developer's costs, her requisite infonnation rent for truth-telling will be

significantly lowered. Consequently, infonnational gains from technology transfer exist 3

Although a policy of transferring infonnation-Iaden technology may reduce rents, we

might suspect such a policy would have perver~ effects upon the developer's initial

incentive to invest. In particular, it is plausible that such a policy would reduce tile

developer's investment in minimizing the project's subsequent cost of production if the

buyer can be expected to exercise the option of second-sollrcing and partially transfer

the developer's efforts. In Section 4, this paper endogenizes the developer's investment

decision and derives the optimal auction in the moral hazard environment. 'fhere it is

assumed that the developer makes an investment which improves the random distribution

of the project's production cost. The results indicate that the solution to the moral hazard

problem entails a change in tile probability of choosing production by the developer as

2 Also known as limited liability in the contracts literature. See Sappington [1983].
aTIle idea of transferring the infonnation-inherent component of one agent to another 80 as to reduce

infonnation rents is not entirely new to the literature. Rioroan-Sappingtoo [1989]. for example. make use
of such transfers in their examination of defense procurement second-sourcing.
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a function of the project's reported production cost using the developer's tecllfiology.

Licensing is implement~dmore frequently when the developer's announced cost is mgtl

than when moral hazard considerations are absent.

'Ihe policy ramifications of this paper are t\vofold. FiJ.--st, this paper demonstrates hO\\f

a commitment to transfening technology for some bids may reduce expected procllrement

costs, even when moral hazard is present. Sec~nd, this phper provid~s a caveat for the

current empirical practice of evaluating tIle gains from licensing by comparing the cost

of production after a tecfu10logy trarlsfer with the estimated cost of production by tile

developer. Such a comparison ignores ~he ex ante gains in red\lCed infonnation rents

which result from the government's commitlnent to breakout technology for bad bids

and it ignores the costs of reduced incentives for initial Development.

The above framework, although specialized to the procuremek,t setting, is quite gen­

eral. Following Laffont-Trrole [1988], we may also consider managerial takeover in ttlis

framework. We may suppose in period 1 the iucumbent managerial team secures ~lrofit

for its stockholders following a particular profit plan. In period 2, a raider appears who

may be employed to takeover ttke current ffian&gement tearn and either institute its own

profit strategies, or continue with its rredecessors' plans (i.e., plliA's are transferable).

The analytical approach taken in this paper is that of direct mechanism design for

multiple agents under limited liability. In ~ction 2, the model is fully develop~d ~d its

underlying assumptions are motivated. In section 3, the solution for the optimal cont~act

is developed and Section 4 extends the model by considering moral llazard possibilities

by the primary source. Section 5 concludes.

3.2 The Model

We present a model of a risk-neutral buyer with full-commitment ability and t\\'ft risk.­

neutral sellers who are subject only to limited-liability. For exposition, we initially

consider the problem of a buyer (the government) who must procure an item from t\vo

potential sellers (finns). The government desires to procure a single object at tile lowest

possible cost. It proposes a take··it-or-Ieave-it contract to both sellers: the primary seller
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(finn 1) and the secondary seller (finn 2). The contract commits the buyer to deal witil

the sellers in a pre-specified manner after the sellers have announced their costs, and

must guarantee both sellers non-negative income. Each finn either accepts or rejects the

contract. Following their decision, they discover their production costs. The government

does not observe costs either ex ante or ex post.4 After learning th.eir costs, finns make

announcements (i.e., "bids") to the govenunent, who chooses which finn will produce; in

the case that the second source is chosen, the govenunent additionally cllooses whether

or not to transfer the developer's technology. We assume the government's ,'aluation

is sufficiently large that it always chooses to procure the item. Monetary payments are

made in accordance widl the initial COl1tract.

We may think of the contract that the buyer offers as a commitment to 11se a specific

auction Inech:misln. In this way, we analyze the problem of choosing the optimal contract

as one of optimal auction design. In particular, we will consider truthful revelation

nlechanisms, using techniques similar to those found in Myerson [1981].

Each finn 's cost, Ci, is independently distributed according to the continuous proba­

bility density, fi( Ci) > 0, on a compact set \\'hich we take to be [0, 1] without I08s of

generality. Fi ( Ci) is the corresponding cumulative distribution function, and we make the

common regularity assumption that ~f::l is nondecreasing in Ci.

The assumption that a finn draws its cost from a distribution can be motivated as the

exogenous design of a prototype by defense contractors. Engineers and scientists develop

a prototype to meet specific form, fit and function requirenlents of the govemnlent. It

is only after the design has been chosen that costs are detennined. In this sense, tile

cost is exogenous. Although we take such draws of cost as exogenous and costless to

the finn, we could alternatively assume that the detennination of cost entails some fixed

amount to build a prototype, prepare a bid, etc. Providing that tltis amount is small, the

govenunent would be \\rilling to pay the known development costs up frOl1t to secure the

finns' participation in the auction.

4Laffont-Tirole [1986] and McAfee-~lcMillan [1986] consider contexts where the government can
observe costs ex post, but is unable to observe the finns' effort levels. The approach tuken here differs
from theirs because cost remains unobservable, but similar gains from te.chnology transfers could be reaU7~d

ullder alternAtive models wiOl contractible costs.
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The total cost to finn 2 of producing '''/ith finn 1's technology, i.e. the total cost of

production under licensing, is given by the function l( Cl , C2), ,\'hich includes the cost of

transfer, if any. We will further assume that 8l~~~C2) = 1.2 , a constant; that is, 1.( Cl , C2 )

is linear in C2. This implies the second sOllfce's marginal cost effect on the licensed

production is independent of the developer's cost, allowing us to separate the information

effects from each other. We also assume that 1 > 1.2 2': 0 and 8l(;~:C2) < 1. Consequently,

the second source has less infonnational stake in the transferred tecllnology thatl its own

technology.

The cost distributions and l are common knowledge to the buyer and the sellers. \Ve

will often consider a particular situario!t with linear licensing costs.

(3.1 )

for 1 ~ A > o. With linear licensing costs, a proportion .,\ of technology is transferable

to finn 2 for a fixed transfer cost /. In the eXlreme case of perfectly hlld costlessly

transferable technology we have l( Cl , C2) = Ct.

Finally, based upon cost reports, the government chooses from one of three possible

production alternatives: (i) primary production; (il) secondary prOdtlction; and (ill), tecll­

nology transfer or licensing (i.e., secondary production with technology transfer). For

tractability, we do not include the logical foUItll possibility of transferring technology

from the secondary finn to the primary finn.

It is important to note that in this framework, seller 2 can be required to produce

using seller 1'8 technology) even when it is inferior to seller 2 's own technology. In the

defense procurement context, this assumption is plausible. TIle government requires flmt

2 to produce finn 1'8 design rather than its own. Because designs are easily verifiable,

this PI'OdUCtiOIl decision can be enforced. If this is not feasible because the buyer cannot

observe which technology is being \lsed, the optimal contract will must take into account

additional constraints in general, but the character of tile auction remains similar.

Along with the production decision, the government determines payments to each firm

based upon their cost reports. A crucial constraint is that the government must gl.larantee
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non-negative profits for both producers for all possible realizations of cost: No policy

can be enforced ex post which would unduly hann a truthful defense company. Here we

assume that no finn can ~e forced to accept a loss. 1bis translates into an ex post profit

constraint, below which the government cannot legally force either the developer or the

second source. 1bis limited-liability constraint prevents the government from effectively

buying the project from the sellers for the expected minimum cost of tile production

among them.

This assumption is justified for several reasons. First, the assumption approximates a

finn that is extremely risk averse beyond a certain level of losses. Given that managers

are sensitive to excessive losses, it is plausible that the finns' behavior may be risk neutral

over a moderate range but risk averse for dramatic losses. Additionally, from a purely

descriptive perspective it is doubtful that the government could force a defense company

to cOlltinue production when it suffers excessively large losses. Boards of Contracts

Appeal (BeAs), the neutral tribunals which have jurisdiction over government contract

disputes, frequently grant equitable adjustments to contracts which impose excessive

sacrifices upon finns. To this extent, a limit exists to the losses which a contractor can

be forced to bear.

We do not allow the primary agent's payoffs to depend upon any ex post discoveries

made by the secondary agent after a transfer. If the buyer could do this, the first best

solution would be approximated by employing the secondary agent \vith an arbitrarily

small probability to check the tluth-telling of the primary agent, and then punishing tile

primary agent sufficiently hard whenever untruthful repolts occur. This paper considers

the more subtle issue in"/olved when payments cannot be conditioned on an ex post report

of anotller agent. Such a restriction appears realistic in the defense procurement context;

otllerwise we would have to allow a time delay (perhaps years) between the auction and

the agent's action (e.g., defense production) before enough evidence could be marshaled

to levy a punishment against the primary agent.

Although the model we consider has oilly one production stage, this is without loss of

generality. Consider a model in which the developer is the only potential prOd\lCer at the

first stage, so the government must buy from developer at the highest plausible cost. No
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infonnation is revealed to the buyer. In stage 2 the second source appears as competition,

and tile tin!ing is as before. Thus, the model ,,'e are examining is readily extendible to

a two-stage production model. We can cast defense procurement as a process where a

developer initially produces the object, and later a secoild source appears to compete. The

government has the option of continuing to buy from the developer, letting tIle second

source produce its own version of the project, or transferring the developer's technology

to the second source to produce.

3.3 The Optimal Contract

In this model, the buyer commits to deal with the sellers L'l a predetermined manner after

learning their reported costs. Using these reports, the buyer detennines who produces the

object, whether technology is transferred, and how much each finn shall be paid. The

Revelation Principle states that without loss of generality, we may restrict our attention

to direct revelation mechanisms. The class of mechanisms which we will consider is

given by M = {{Pi(Ct, C2)}~~~' {ti(Ct, c2)}1~n, where, for given reported costs, Pi is

the probability that production alternative i is chosen by the buyer, and t j is the transfer

to finn j. The production alternatives, i = 0,1,2, correspond to licensed production, fiml

1 (developer) production, and finn 2 (second source with OWll technology) production,

respectively.

3.3.1 The First Best

Before examining the optimal contract under limited liability and asynlmetric infonnation,

we note tlle properties of the full-infonnation contract. Under the full information contract

(i) the most efficient fonn of production is chosen:
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( )
_ { 1 if C2 < min{Ct, l( Cl , C2 ) },

P2 Ct, C2 - 0 otherwise.,

(it) the buyer pays the producer realized cost:

if PI (Cl' C2) = 1,
otherwise,

{

C2 if P2 (Cl , C2) = 1,
t 2(Cl,C2) = lO(Ct,c2 ) Ifpo(Cl,C2) = 1,

otherwise;

(iii) the finns make zero profit.

Because there is full information, the limited-liability constraint is not binding, as zero

profits may be guarant~dfor all outcomes. The finns will be willing to accept the above

COlltract, and the buyer obtains the object at minimum (in this case, actual) cost. Any

contract yielding a lower expected price must necessarily violate individual rationality.

Note that if l(Cl,C2) > min{cl,c2} for all Cl,C2, then licensulg is never optimal under

fu!l-infonnation. We will see belo~N that even when licensing would never be optimal

under full-infonnation, licensing may be a desirable strategy by the buyer in environments

of asymmetric infonnation.

3.302 Asymmetric Information and Limited Liability

The ability to commit will be important when sellers have private infonnation about costs

because, ex post, the government ofteIl will not desire to use the possibly inefficient

licensed second source. By committing ex ante to license for some given cost reports,

the government may reduce the expected costs of purchase.

Under the assumption that the other finn is truthful, i,ayoffs to each finn as a function

of reported and true costs are

where A denotes the reported type. Because neither firm knows the others cost when it
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must make its report, it is useful to consider the expected payoffs for each finn:

The mechanism-design problem facing the buyer is given below as program PI:

(3.4)

subject to

(3.5)

(3.6)

The objective function is the expected value of the payments paid by the government for

the procurement. This is minimized subject to constraints (3.5) and (3.6). Constraints

in (3.5) ensure Bayesian troth-telling. Constraints in (3.6) represent the limited-liability

constraints fur all states of nature; note that this is not an expectation over payments, but

actual payment.

Following Mirrlees [1971], Myerson [1981], et al., we simplify the truth-telling and

limited-liability constraints, and incorporate them into the objective function to ascertain

the nature of the optimal auction to obtain our first result.

Proposition 1 Ti,e set of {pi (Cl, C2) }i~5 which solve P1 is the same as that which solves

program P2 below using point-wise minimizatioll over the space of probability distribu­

tions on the production alternatives:

(3.7)

Proof: see Appendix.

Note that when l(Cl , C2) = C2, the Proposition reduces to the standard auction result
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which may involve handicapping if the cost distributions differ. To see the mechanics of

this solution to the optimal auction, define the following variables as the virtual costs of

each production alternative:

J1(Cl' C2)
F1(Cl)

- Cl + !l(Cl)'

J2(Cl,C2)
I F2(C2)

- C2" !2(C2)'

JO(Ct,C2)
F2 ( C2)

- f(Cl,C2)+l2 !2(C2) ,

Thus, the solution to P2 amounts to selecting the alternative with the minimum virtual­

cost. It will also be useful for a graphical analysis to define the following state-space

partition over the set of all possible realizations of cost, where Oi is the set of (Cl' ~2)

such that alternative i has tIle lowest virtual cost. That is,

(Ct,C2) E n° # JO(Cl,C2) < min{J1(cl,C2),J2(Cl,C2)},

(Ct,C2) E f!1 #- J1(Cl,C2) < nlin{JO(cl,C2),J2(Ct,C2)},

(Cl,C2) E 0 2
{=} JO(Cl,C2) < min{JO(Cl,C2),J1(Ct,C2)}

:md J1{Cl,C2) ~ J2(Ct,C2).

The following Corollary flows directly from the definitions and the optinlization of P2 in

Propositiol1 1.

Corollary 1 The optimal auction consists of setting Pi(Cl, C2) = 1 iff (Cl, C2) E Oi.

The sets no, 0 1 , and n2 , represent cost realizations where licensing, developer production,

aIld second-source production are chosen, respectively. Note that it is never strongly

optimal to randomize between alternatives. The payments winch implement the choices

in P2 are detennin.ed using standard techniques.

Proposition 2 Optimal payments which correspond to the solution of P2 are given by

(3.8)
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t2(CI,C2) - fl [PO(ct, c2)f2+ P2(CI,C2)] dc2JC2

+P2 (Ct , C2) C2 -1- po (Ct , C2 ) l (Cl , C2).

Proof: See Appendix.

(3.9)

Note that in all but the worst states, the above payment scheme pays positive rents

to the firm chosen to produce, while the other finn receives nothing.

3.3.3 l'he Value of Technology Transfers

The conlmitment to use technology transfers under some cost realizations reduces ex

ante information rents by relaxing finn 2 '8 incentive compatibility constraints. Finn 2

can "less easily" say that it has high costs, because the buyer can always transfer finn

1's technology for it to produce.

To understand the intuition behind the optimal auction, consider the following polar

case: l(Cl, C2) = Ct. That is, firm 1's technology is completely and costlessly transferred

under licensing to firm 2. For symmetry in this case, also assume technology can be

transferred from finn 2 to finn 1, completely and costlessly. Now a buyer may offer the

following contract to extract fully the rent: If c1 ::; C2, transfer fiml 1's technology to

finn 2 and have finn 2 produce the project using fiml 1'8 technology for payment c 1; if

Ct > C2, vice versa. Under this scheme, neither finn has an incentive to lie and the buyer

completely extracts the infonnation rents. Moreover, this scheme does not require fimls

to know each others costs at the time of bidding.

Returning to our one-way technology transfer environment, transfers of teclmology

under the optimal contract are ex ante optimal whenever (Cl,C2) E no. An interesting

question regards the detennination of this region. Essentially the buyer trades off the

costs of inefficient licensing against the gain in reduced infonnation rents. This is easily

seen in the following Proposition.

Proposition 3 The ex ante expected gain to the buyer from a policy of optimal licensing
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is given by

where Or is the licensing region where alternative i would Jlave been chosen if licensing

were not available; i.e., where Jo < Ji S J-i •

Proof: The result follows from noting that the gain from licensing is the expected re­

duction in virtual cost from licensing over a standard optimal auction without technology

transfer. Since chosen virtual costs are only changed over no, we take expectations over

this space. The expression immediately follows. o

The Proposition identifies two effects. The first two tenns represent the gain to the

b',yer from infonnation rent reductions. The last two terms represent the cost ineffi­

ci~ncies to the buyer from deciding on an inefficient production technique. The optimal

contract can be refonnulated as one in which no maximizes the &'UIl1 of the tenns. If no

no exists such that the sum is positive, the optimal contract does not entail licensing for

any realization of costs. This suggests a CorollaIY.

Corollary 2 Ifl(Ct,c2) = AC1+(1-A)C2+"A E (O,l),a"dthesellers' cost distributions

are symmetric on [~, c], then an optimal auction will transfer technology with positive

probability if

If costs are distributed uniformly on [.k, c], then the optimal contract will utilize transfer,f

if A(C - ~) > /.

This result is in contrast to the result in Riordan-Sappington [1989] who fuld itl their

model without limited-liability constraints and without commitment that second sourcing

is rarely optimal. Because Riordan-Sappington do not assume limited-liability, the finns
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compete away expected infomlation rents at the initial symmetric infonnation stage, so

th~re is no infonnation-rent problem. The gains from technology transfer in tlleir nlodel

do not derive from reductions in infonnation rents, but from production enhancement:

the government introduces less distortion in its decision of whether to produce at all if

a second source exists as an alternative. This latter effect is absent in the present nlodel

becallse Wf; have assumed for tractability that the govemnlent always procures the object

- othenvise, W~ would find an additional positive tenn in Proposition 3, providing another

gain to technology transfers.

3.3-.4 An Example

Consider the following linear cost model with uniform distributiOllS on [0,1]. That is, let

Fi(Ci) = ci,i = 1,2, and let l(Ct,C2) = ACt + (1 - A)c2 + /. Thus the viItUal costs are

given by

J1 ( Cl , C2) - 2Cl'

cJ2( Ct, C2) - 2C2,

Jo(Ct , C2) - ACt + 2( 1 - A)C2 + /.

For the initial case, we make the further simplifying assumptions that A = ~ and l' := o.
'Ibe optimal partition over [0,1] is graphed in Figure 1 as the projection of the minImum

virtual cost onto the cost space.

111e diagram indicates that when cost reports are relatively close, licensing is cllosen.

Intuitively, if the cost reports are relatively close, the licensing cost does not (liffer

significantly fronl either the developer or second source production, so there is little cost

inefficiency from licensing. If finn 2 has a relatively low cost, it is eXpensive for the

buyer to make the second source use the inefficient licellsed tec}ulo!ogy rather thml its

own. Similarly, if finn 1 has a relatively low cost, it is productively inefficient to license

technology to finn 2, since finn 1 is a superior producer. As costs become close, tile

losses in production lllefficiencies shrink to zero and are offset by the gains from reduct:d

infomlation rents.
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FIOURE 1. OPTIMAL AUcnON: A = ~'" = o.
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We \vould expect the introduction of a fixed cost for transfer to increase the productive

inefficiencies associated with licensing, and consequently the state space associated with

licensing to shrink. To see the effect of a transfer cost, consider fixed licensing costs of

l' = i·

FIOURE 2. OPTIMAL AUCTION: A = t, ~( = i.
1 r--------------·------~·--

I
I
I

I
i

o

/1
I

---------_.,--,-"--- --_!

1

The licensing region has decreased substantially. As Corollary 2 predicts, if l( Ct, C2) ==

ACt + (1 - A)C2 +1 and costs are symmetrically and uniformly distributed on [0,1], tllen

there is no gain to licensing when I ~ A. As , increases to A :.= ~, the optimal licensing

area shrinks to zero. More generally, Proposition 3 indicates that an increase in l( Cl, C2)

(holding i 2t CIt and C2 fixed) will reduce the probability of licensing and, if tile increase is

sufficiently large, will eliminate its use altogether; mathematically, the costs of licensing

(the latter tenns in Proposition 3) increase wlille the benefits (the fonner tenns) remain
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unchanged.

As indicated, the above analysis has clear applications to the problems of procurement

and the question of whether the government should second source a project by transfer­

ring the technology. The analysis suggests that technology transfer might reduce the

government bill ex ante if appropriately administered. It should be recognized, Ilowever,

that to the extent that finn (e.g., the developer) may dire:tly affect the transferability (,f its

technology by expending effort in idiosyncratic design. we might expect that firms may

engage itl wasteful investment to increase transfer costs, and thus licensing \vill become

a less viable alternative. If this is a possibility, a policy of technology transfer must be

carefully evaluated.

3.4 Moral Hazard

We naturally expect that in some situations where the initial agent (the developer) must

make unobservable investments in reducing the marginal cost, CIt of the final product,

a policy of expropriating information via technology trsJlsfer w~uld int.iuce significant

moral hazard. If the buyer can freely transfer the design to a second source to produce,

the primary agent may have less incentive to reduce the marginal cos! of production.

Consequently, an examination of the moral hazard dimension seems particularly relevant.

3.4.1 The Problem of Moral Hazard

TIlis section extends the previous analysis by incorporating moral hazard on tile part of

tile primary agent. We model this extension by assuming that the primary agent (the

developer) may make cost-reducing investments. Here we consi<.ler only two production

choices for simplicity: The buyer may decide to purchase from either the developer or

the licensed second source (using the developer's teclmology). The question we ask is

wllether the buyer will find it optimal to favor the developer for cost-reduCixlg investrneilts

in the .award of the production contract, and if so, how?

As before, the approach we take is one of full-commitment by the buyer and Itmited­

liability constraints for the sellers. Initially, the buyer proposes a contract to tile two
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sellers whiell is accepted if it guarantees each nonnegative profit in all states of nature.

Following the offer the developer chooses cost-reducing in'vestment, e. This investtnerlt

stochastically shifts (in a first-order sense) the distribution of the developer's produ~tion

costs, Ct, and thereby hnproves the licensed cost of production as well. After investments

have been made, costs of production are drawn by each finn from known distlibuti()ns,

with each finn's actual cost being observed only by that individual finn. The sellers then

report their costs to the government. The government follows the agreed-upon contract

and awards the production decision and payments conditional on the project's valuation

and the cost 8IU1ouncements.

The resulting optimal contract is found to be a variation of the classical optimal

auction design which awards production to the most favorable virtual type. Under moral

hazard, we find that the developer '8 virtual type has an additional teon which decreases

in production cost in a manner closely akin to the sharing rule in Holmstrom [1979]. This

suggests that in the stochastic cost-investment model, we would expect a discriminatillg

auction to be utilized which may additionally favor the developer depending upon the

resulting cost realizations.

3.4.2 The Model with Moral Hazard

The cost to firm 2 of producing with firm 1'8 technology is a~ before. The cumulative

distribution function for the developer's cost is now given by F1(clle), and it is assumed

that 8Fl~:1Iel 2:: 0; that is, effort leads to a first-order stochastic improvement in the

distribution on costs. For tractability, we will assume F I ( elle) satisfies the Concave DiG­

tribution Function Condition (CDFC): F 1•ee = 821J!itle) ::; 0 for all e, Ct. This condition

assures us that the first-order approach to the principal-agent problem is valid. 6

The cost to the developer for value-enhancing effort is given by 1/J(e), where 1/'( e) is

I)A Monotone likelihood Ratio Condition (MLRP) is usually required in pure moral hazard settings in
addition to CDFe in order to assure that the agent's payoffs ate monotonic in outcome. See Orossnl1U1­
Hart [1983], Rogerson [1985] for proofs of this proposition. [We use concavity in dictributions rnther
than c011Vuity as in Orossmar.-Hart, because higher costs are considered undesirable in our model.] With
adverse selection, incentive conlpatibillty requires that 1f(C 1) be nonincreasing, and 80 we do not need a
MLRP condition for sufficiency in the first ..otmr approach. We may, however, have 10 solve the buyer's
program subject to monotonicity of 1[" in costs.
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increasing, strictly convex, 1/.,'''(e) > 0, 1Ib(0) = ""'(0) = 11')11(0) == 0, and tI'( 1) = 00.

Finally, based upon cost reports the government chooses from one of nvo possible

production alternatives: (i) licensed production; or (ii) developer production~ Along with

the production decision, the govenunent detennines payments to each fmn based upon

their cost reports. Again the crucial constraint is that the government must guarantee

non-negative profits for both producers for all possible realizatiolls of cost.

3.4.3 The Optimal COlltract under Moral Hazard

The class of mechanisms considered is given by M' = {{Pi( Cl, C2) }~~~, {tA Cl, C2)}1~~} t

analogous to before. The production altenlatives, i = 0, 1, correspond to licensed pro­

duction and developer production, respectively.

The Choice of Investment. Consider first the investment decision. Givel1 the assump­

tions regarding the distribution of costs, the developer's choice of effort solves

We can more simply characterize the solution to this program in the following Result.

Result 1 The 'Jecessary and sufficient condition of the solutio1) to the agent's effort

decision is

(3.10)

where e subscripts denote partial derivatives with respect to e.

Proof: TIle first-order condition for the solution. is

(3.11)

A sufficient condition for a maximum is that
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for all e. Integrating this expression by parts, and noting that Lemma 1 from the Appendix

(used in the proof of Proposition I) implies Olr1t:,C2) = -PI (Cb C2). yields an equivalent

condition,

CDFC and the strict convexity of 1/J(e) assures us that the second-order condition for a

maximum holds, thus (3.11) is both necessary and sufficient. Integrating by paIts yields:

Substituting in the incentive compatibility condition from Lemma 1 in the Appendix and

we get the desired result. o

General Solution to the Contracting Problem. Having characterized the effort cho­

sen by the developer for a given contract we compute the buyer's optimal contract in

the presence ot moral hazard. To do so we simply append to the buyer's problem the

additiOllal condition from in Result 1 to endogenize the investment decision. Call this

program P3, and let JL represent the Lagrange multiplier associated with the investtnent

constraint. Proposition 4 below provides the equivalence of P3 with a point-wise miniu

mization problem. Proposition 5 further cha..racterizes the optimal contract.

Proposition 4 Assume that Fl ( Cl e is nondecreasing in CI, F 1 Cl e is nonincreasing in
1 CI e I CI e

e, and F1,ee(ClIO) = :e (~ :: ~ )= O. The set of {Pi(CI, C2)}~~~ which solves P3 is the

SQlne as that 'K'hich solves

using point-wise maximization, where eis the buyer's expectation offilm ]'s effort (l1'hich

is correct in equilibrium) and J.L > O. The level of effort, e, induced by the buyer satisfies

(3.10), and Jt and ejointly satisfy
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(3.12)

h J- ( ) - -J- F1 Cj ewere t Ct, C2 = Ct • /
I 1 Cl e

Proof: See Appendix.

The assumptions for the Proposition regarding the monotonicity of ~t in Cl and f:­
in e are satisfied if e has more effect on reducing higher cost levels and the developer

cannot increase in..formation rents (i.e., the inverse hazard rate) by increasing investrn~nt.

Following the above Proposition, transfers are constructed to satisfy the limited liability

constraint as below.

Proposition 5 A set of transfers corresponding to the optimal contract are given by

t1(CI, C2) - {I Pl(CI, C2)dF2 (C2) +Pl(Ct, C2)Cl + t/J(e),Jel
t2(Ch C2) _ {I P2(Ct, C2)l2dFl(Clle)+P2(ct,c~)l(Cl,C2)'JC2

Proof: Follows from Proposition 4. o

The solution 'to the principal's problem has the same nature as the optimal 811ction

without moral hazard, except that the state-space partition over finn production has been

changed in an important way - it now depends more intricately upon the realization of

dIe developer's cost. Consider the developer's virtual cost to the buyer:

There is an additional teon in the virtual cost that was not present before which is ve;ry
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similar to the optimal sharing mle in Holmstrom [1979]. This new tenn represents art

additional reward for cost reduction that the developer receives througll dep&rtures from

bidding parity in the auction for production. This additional teon selVes to increase the

sensitivity of the developer '8 virtual cost by increaslllg the marginal effect of a reduction

in Ct and thereby increasing Pt (Cl). Furthennore, we know that the moral hazard tenn

Ft,e/ /1 m\lst be nonpositive, indicating that the developer is favored in the auction. Of

course, the buyer realizes the developer did not shirk under the optimal scheme, but

nevertheless the buyer must commit to "over" reward the developer for low costs if she

wishes to ma.ximize surplus from an ex ante point of view.

The additional teon in the virtual cost of the developer reflects the interdependence

of the moral hazard and adverse selection problems in this model. Rewards for low costs

are accomplished by appropriately tilting the incentive scheme. Unlike Holmstrom, in

our case rewards are made by changing the probability of winning the allction rather tharl

through lump-sum payments.

3.5 Conclu§ions

The immediate iUlplications of the above analysis suggest that a committed policy of

technology transfer is a useful device for reducing infonnation rents. Moreover, the role

of transfer is more than simple monitoring. No infonnation of the primary agent needs to

be known by a secondary agent for such a transfer to yield benefits for a principal. The

policy implications suggest it nlay be optimal to switch to a possibly inefficient agent in

order to reduce ex ante rents. Finally, any empirical test of such behavior must carefully

evaluate the strategic effects upon the agents, or it is possible that an optimal transfer

policy will appear wastefttl.

In the context of managerial incentives, Scharfstein [1988] examines the disciplinary

role of a corporate raider who is infonned of the finn '8 tnle value, and finds suell an

informed raider both induces incumbent managers to work harder and reduces their infor­

mation rents. His model is closely analogous to this paper in that the finn value (known

by the incumbent managers) transfers completely to the raider if there is a takeover. TItis
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paper demonstrates that while a raider is more effective in reducing infolmation rents

if she knows the incumbent's infonnation, there is nonetheless a positive role for unin­

fonned raiders in reducing infonnation rents. There is no requirement that the alternative

agent have any ex ante knowledge of the primary agent's cost realization for infonnation

rents '~o be reduced.

When investment concerns are present, the optimal auction will favor the developer

depending upon cost realizations. As in the pure adverse selection en'vironment, empirical

tests of supplier switching under an optimal regime with moral hazard concerns may also

yield negative results. One must be very careful to evaluate a policy of source switching

from an ex ante JJerspective where its true llsefulness may be better understood.

Related to this work is that of Riordan-Sappington [1989]. They consider a model of

effort-enhanced v&\!ue, in their no-commitment, unlimited-liability environment. Because

the buyer cannot commit, the developer can expect the buyer to behave opportunistically

after investnlent is sunk. Under this framework, the inability to commit not to use a

second source leads to inefficient investment in most plausible cases. If commitment

were possible, the government could promise to purchase the product at a price equal to

its valuation and let the potential sellers bid away the expected infonnation rents ex ante

in the competition for the development contract at the symmetric infonnation stage. In

this paper, the limited-liability constraint implies any gain from information rent reduction

is a direct gain to the buyer. The tradeoffs involved are very different.

Laffont-Trrole [1988] also consider a dynamic adverse selection-moral hazard frame­

work. They find that if investment is completely transferable from the developer to the

second source, the buyer would do best to commit to favor tIle developer at the conl­

petition for detennining the producer. The results are similar in that bidding parity is

disposed of to provide incentives for value-erulancing, transferable investment.
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Appendix

Proof of Propositions 1 and 2: The proof of Proposition 1 proceeds with three Lemmas.
Lemma 1 establishes necessary and sufficient conditions for trutll-telling (3.5) and interitn
individual rationality (IIR), a weaker constraint tItan (3.6); the IIR constralllt is given by:

Lemma 2 establishes dlat the modified program of minimizing (3.4) over these new con­
ditions is equivalent to solving P2 point-wise. Finally, Lemma 3 shows that ~ particular
solution to the modified program is "equivalent" to the solution of Pl.

For notat,lnal convenienc~, we will sometimes denote a function which has had ex­
pectations taken over one argument, as a function of only the single remaining argument.
E.g., PJ,(el) = fJ Pl(Cl, c2)dF2(C2).

Lemma 1 Incentive compatibility (Ie) and interim individual rationality (IIR) hold if

and only if
7rl(Cllcl) = 7rt(lll) +11

Pl(Cl)dcl l
Cl

1r2(C2IC2) = 1r2(111) +11
[P2(C2) + po(c2)i2]dC2l

C2

PI (CI) ~ PI (c~ ), 'v'c~ > Cl,

P2(C2) + Po(c2)l2 ~ P2(c;) +Po( C~)l2, \Ie; > C2,

1r1(111) 2 0)

1r2(111) > o.
Proof:

Necessity.
Consider finn 1. Ie and the definition of 1r1 ( ellCl) implies

Rearranging and reversing the roles of Cl and Cl yields

(3.13)

(3.14)

(3w15)

(3.16)

(3.17)

(3.18)

(3.15) follows immediately. Without loss of generality, take Cl > Cl, divide by (Cl - Ct),
and take the limit as Cl --t Ct to obtain

Since 1rl ( Cl) is montonic, it is Riemann integrable, thus
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Hence (3.13) is implied. Finally, IR clearly implies (3.17). A similar series of arguments
establishes the necessity of (3.14),(3.16), and (3.18) for firm 2.

Sufficiency.
Consider firm 1. By definition of 7rl(Cllcl), we have

Condition (3.13) implies

'trI(111) + rl

PI(s)ds = 'trI(cllcd - Pl(cd(cl - cd,
J~l

or alternatively,

Simplifying, we have

l
ei

1t"1 ( ellCI) = 1r1 ( CII Cl) + A (PI (CI) - PI (S ) ) ds.
Cl

But by COIldition (3.15), the integral is non-negative, giving us incentive compatibility
for finn 1. A similar series of arguments establishes the incentive compatibility for finn
2 using (3.14),(3.16), and (3.18).

Individual Rationality follows immediately for both finns from conditions (3.13)-
(3.14) and (3.17)-(3.18). D

Lemma 2 The set of {Pi( Cl, C2)}i which solves the modified IIR proK-am is the same as
that which solves P2 below using point-wise minimization over {pili.

~~n {PI (C1 + i[::?) +P2 (C2 + ~:[::?) +Po (l( Cll C2) + l2 ~:[::?)}·
Proof: The modified program is fonnally given by

min f
1

f
1
{h(Cl, C2) +t2(Ch C2)} dFI ( cddF2(C2)

M Jo Jo
subject to Ie and IIR.

Substituting out ti(Cl, C2) in the objective function yields as the minirn,and
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We can simplify this expression by noting

1111

11";( C17 c2)dF1( cI)dF2(C2)

By (3.13),(3.14),(3.17), and (3.18), it is clear that to minimize tile buyer's costs, 7r,.;(lll) =
O? for j = 1,2. Now, we substitute the above e1:pression and use (3.13)-(~.14)to simplify
to obtain the following objective function:

(
F2(C2))}+PO(Ch C2) l(CI, C2)+l2 !2(C2) dFI(Cl)dF2(C2)'

We want to minimize this subject to conditions (3.15)-(3.16). Once done, we can sub­
stitute the resulting Pi (Cl, C2) into 1t"i (Cl , C2) and the incentive compatibility conditions to
obtain the required optimal payments. Rather than minimize subject to the monotonicity
COD6ttaints, we will ignore them for now, &ltd check our solution for their satisfaction.

Choosing the optimal Pi(Cl, C2) while ignoring the monotonicity constraints for the
above integrand pmouots to point-wise mininlization of the bracketed, expression over
{pili.

To complete the Lemma, we must show the monotonicity conditions (3.15)-(3.16)
hold. It is sufficient for monotonicity that p 1 ( C1 , C2) is non-increasing in Cl, and that both
P2(Cl,C2) and PO(Cl,C2) are nonuincreasing itl C2. Given i 1 < 1, and given our assump-
tions regarding the cost distributions, this is indeed the case. 0

Finally, we show a solution to the relaxed IIR problem satisfies limited liability.

Lemma 3 The following payments implement the optimal {Pi(Cl,C2)}i for the relaxed
IIR program and satisfy the limited liability constraints:

t 1 ( Cl , C2) -- 11

Pl (s )ds + PI (Cl, C2 )Cl'
Cl

t2(CJ, C2) - 1: {P2(s) +Po(s)A2} ds

+ P2(Cl,C2)C2 +PO(Cl,C2)l(ct,C2).

Proof: Substituting the above payments into (3.13) and (3.14) in the text demonstrates
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the payments maintain incentive compatibility by Lemma 1. Also, the payments clearly
meet the limited liability constraint, as the integrals in the above expressions are never
negative for any cost realization. Finally, there do not exist any other payments with
lower expected value to the buyer. This last point is evident from Lemma 2. 0

Proposition 2 in the text follows dire~Jy from Lemma 3.

Note: There are alternative payment schemes which are also solve P2 but fail the
limited-liability constraint. For example,

t1( Ct, C2) - 11

t1(Cr, c2)dF2( C2),

t2(Cr,C2) - 10
1
t2(Cll C2)dF1(cr).

These payments implement the optimal scheme, have the same incentive effect, and meet
the IIR constraint with equality, but they fail the limited-liability constraints. Incentives
and IIR are unchanged, because taking expectatioIls 1188 no effect on risk-neutral parties.
However, 'Laking expectations over the previous payments will succeed in leaving some
realizatiolls of nature with negative payoffs, violating limited liability.

Furthennore, there is another payment scheme which meets the limited liability con­
straints, but unlike the scheme in Lemma A, gives each finn positive payoffs in almost
every state, even when the finn is not chosen to produce. Consider the following:

t1(Cr, C2) - r11
P1(s)dsdF2(C2) + P1(Cr, C2)Cl,Jo Ct

t2(Cl,C2) - rIll {P2(S) + PO(S)A2}dsdF1(cr)Jo C2

+ P2(Cl,C2)C2 +PO(Cl,C2)l(Cl,C2).

Proof of Proposition 4: The moral hazard problem amounts to minimizing the, e~pected
cost of the buyer's expected payments, subject to the investment constraint given iII

(3.10). We can now summarize the new program as P3.

(3.19)

subject monotonicity in Pl(Cl) and P2(C2) and to (3.10), where the ji(Cl,C2) are th.e
virtual types for the moral hazard problem as defined in the text. As before, we ignore
the monotonicity constraints and check that Ollr solution satisfies them.

Given our assumption that 1/'(1) = 00, we know by (3.10) that e < 1. Let It be tile
Lagrange ml~tiplier associated with the cQnstraint in (3.10) and suppose for the moment
that JL > o~ Minimizing the Lagrangian taking the optimal choice of Pi(Cl, C2) as given,
effort is chosen such that either (3.12) is satisfied or e = O. By our asswnptions on F
and t/J, the marginal benefit from e is positive at e = 0, and so we mow e E (0,1) and
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(3.12) holds.
Now, given that e is optimally set at eand given the value of It > 0, we may solve for

the Optinlal Pi( Cl! C2). Bringing the investment constraint within the objective functio11
yields

i l i l {t. Pi (CI I C2)ji(Ct, C2)} dFI(clle)dF2(c2) -'Lt//(e) - t/,(e).

But the solution to the minimum of this expression is identical as th~ pointwise rfl ~nimum

of
. {[ F1(clle) F1,e(v1e)] [ F2(C2)] }

~~n PI CI + fl(Ctl e)+Jl ft(Ctle) +Po l(Cl,C2) I 12 f2(c:d

The problem is therefore as is in ule Proposition. Providing that It > 0, the virtual
costs are appropriately Inonotone in costs so as to satisfy the additional monotonicity
constraint;.

Finally, we must check that Jt > o. Suppose that It ~ 0 ar.d let e· be the choice of
effort by the developer given II,. The d"veioper will maximize its profits, not taking into
account the positive externality effort has on reducing licensed costs. Note that reduced
costs make Ct - l( Cl, C2) decr~ase, and therefore produces a n,egative effect on developer
profits. And given that the inverse hazard rate is decreasing in effort, the buyer will
always prefer more effort than the developer will be willing to invest. Thus, tll~ marginal
benefit of e will be positive, and (3.12) implies that I', > 0, yielding a contradiction. n
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