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ABSTRACT

This study investigates the relationship between morphology and
phonology. It addresses two interrelated but distinct questions: first, what
are the morphological devices and processes required to generate the input
to the phonology, and second, how do the rules of the phonolegy interact
with the morphological structure? Answers to these questions are provided
by a detalled examination of the morphology and phonology of Polish. It is
argued that morphology Is distinct and separate from phonology, and that
phonology operates on objects which are created by the morphology. The
phonology consists of two distinct components: word-level and phrase-level
phonology. The word-level component involves processes that apply word-
internally and is organized into two blocks, one of cyclic and the other of
noncyclic rules. The phrase-level component involves processes not limited
to the word.

The thesis Is organized as a series of three studies of particular topics
in Polish morphology and phonology. The first study Is concerned with the
morpholagical structure of Polish verbs. It is argued that the Polish verb
has a four-part constituent structure, consisting of a Class-stem, a
verbalizing Suffix Stem, a Tense Marker Stem, and a Person/Number Stem.
The Class-stem, which carries the lexical semantic content of a verb, is
specified for membership in a particular inflectional class; inflectional and
some derivational properties of a stem are predictable from class
membership. It 1s proposed that word-formation rules which derive
denominal or serondary Imperfective Class-stems are conversion rules
which change a stem’s class membership; these rules may involve
concomitant affixation or phonological alternatfons, The discussion of
verbs illustrates the fact that morphological structure 1s not necessarily
isomorphic efther with semantics or phonology. For example, Polish
prefixes are argued to be phonological words, even though morphologically,
they are included in the verb word.



The second study focusses on the cyclic phonological alternations
commonly referred to as palatalizations. It Is argued that most of the
palatalization rules are morphologically, rather than phonologically,
conditioned, but that they are nevertheless ordered in the cyclic component
of the phonology. Several vowel alternations are shown to be lexically
conditioned in that, although they apply in phonologically weli-defined
environments, they apply in only a subset of forms which meet their
structural descriptions. Thus 1t is concluded that the phonology of Polish is
governed by more 1diosyncratic behaviour than previous research had
assumed.

The third study deals with the processes assocfated with the
orthographic nasal vowels of Polish. Taking into account recent work in
hierarchical feature representations and underspecification theory, it is
argued that the nasal vowels are underlying nasal diphthongs whose first
member Is a mid vowel and whose second member is a placeless nasal glide.
The simllar behaviour of nasal glides and nasal stops {s accounted for by
assuming that nasal stops can lose their place of articulation
specifications. Both the underlying and the derived placeless nasals recelve
place features by rules of assimilation or by redundancy rules. The nasal
processes provide evidence for the noncyclic word-level component and the
phrase-level component of the phonology.

Thesis Supervisor: Morris Halle
Title: Institute Professor
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CHAPTER 1
INTRODUCTION

This study investigates the relationship between morphology and
phonology. It addresses two interrelated but distinct questions: first, what
are the morphological devices and processes required to generate the input
to the phonology, and second, how do the rules of the phonology interact
with the morphological structure? The answers to these questions are
provided by a detailed examination of the morphology and phonology of
Polish, a language with both a complex morphological structure and a
complex system of morphophonological and phonological alternations.
Following recent work by Halle and Vergnaud (1987a,b) and Halle (1987) and
returning to assumptions made in the 74e Sound Pattern of £nglish
(Chomsky and Halle 1968), | argue that morphology is distinct and separate
from phonology, and that phonology operates on objects which are created by
the morphology. Again following Halle and Vergnaud, | propose first that the
phonology consists of two distinct components—word-level and phrase-level
phonology, where the first involves processes that apply word-internally
and the latter involves processes not limited to the word-and second that
the word-level component s organized into two blocks of cyclic and



noncyclic rules.! The model of the interaction of phonology and morphology

argued for here is given in (1)

oy

| Morphology |

l
Vv

| S-1 Cyclic phonology |

I
Vv Word-level phonology

| S-2 Noncyclic phonology |

5-3,5-4 Phrase-level phonology

In (1) the input to the phonology 1s refered to as "morphology”. | shall
use this term to refer only to the output of word formation and the lexicon.

I In the theory of Lexica) Phonology and Morphology ( see below), the terms "lexical” and
“postlexical” are used to refer to word-level and phrase-level rules, respectively. Although, like
Lexical Phonology, | assume that there exists a distinction between rules which apply word-
internally and those which apply across words, | shall not use the terms lexical and post-lexical to
refer to this distinction; instead, | use the terms word-level and phrese-level, assuming,
following Sproat ( 1985), Halle and Vergnaud ( 1987a,b), Halle ( 1987) and others, that the
primary distinction between the two types of rules is their domain of application. Lexical
Phonology considers that lexical and post- lexical rules are distinguished not only in their domains
of application but also in differences between the structure-preserving or cyclic properties of
phonological rules, etc. (see (10)).
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Clearly the phrase-level phonology operates on structures which have been
generated by the syntax but, since | deal almost exclusively with word-level
rules here, | will have nothing to say about how the inputs to the phrase-
level rules are generated. Phrase-level processes such as the English
Nuclear Stress Rule which assigns stress cyclically to phrasal constituents
Such as b/ack boara (see, also Dresher 1983 on Hebrew) and processes such
as the Polish nasal place assimilation (discussed in Chapter 4) which
applies across the board at the phrase-level suggest that the phrase-level
component may have both cyclic and noncyclic strata.

The thesis is organized as a series of three studies of particular topics
in Polish morphology and phonology. The first study, presented in Chapter 2,
is concerned with the morphological structure of Polish verbs. The second,
presented in Chapter 3, focusses on the cyclic phonological alternations
commonly referred to as palatalizations. The third study, presented in
Chapter 4, deals with the noncyclic processes associated with the
orthographic nasal vowels of Polish. The present chapter provides an
introduction to the issues discussed in the later chapters and to the
assumptions that underlie those discussions.

I. Morphology

Morphological theory has dealt with such {ssues as what items have
lexical entries and how entries are related to each other, how morphological
productivity is to be expressed within a theory of word formation, whether
derivational and inflectional morphology should be accounted for by the
same sorts of formal processes, and whether word formation 1s a result of

13



lexical inserticn or s accomplished by word formation rules associated
with individual affixes. In this section | present some of the assumptions
about these issues which underlie my discussion of Polish verbal
morphology in Chapter 2.

1.1 Morphological Theory

within generative theory one can broadly distinguish two approaches to
morphology: word-based and morpheme-based. The former approach, pursued
most thoroughly in Jackendoff (1975), Aronoff (1976), and recently in
Bochner (1988), assumes that words and not morphemes are listed in the
lexicon and that therefore words are formed from other words.2 The latter
and more common approach, pursued, for example, in Lieber (1980), Kiparsky
(1982a,b), and Selkirk (1983), assumes that morphernes as well as words
have lexical entries and that therefore words are formed by putting
morphemes together. Even though word-meaning is to some extent
compositional, however, many words have idiosyncratic meanings which are
not predictable from the sum of their parts. To account for this fact most
proponents of the morpheme-based model have suggested that words as well
as morphemes are listed in the lexicon. In this thesis | follow the
morpheme-based approach, assuming that individual morphemes are listed
in the lexicon. In addition, | assume that the lexicon 1ists not words but
what | call class-stems.

2 Bochiner ( 1988) even goss so far as 10 suggest that all formal use of the notion of
“morpheme"” can be eliminated from the theory of word formation,
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Class-stems (C-stems) are tems specified for membership in an
inflectional class and thus for a particular lexical category (see Chapter 2).
For a language such as Engiish the distinction between class-stems and
words is largely obscured by the limited inflecttonal morphology; since
much work in generative morphology has focussed on English, researchers
have claimed that words are listed in the lexicon. In ahighly inflected
language such as Polish in which case, agreement and tense are specified by
particular desinential (i.e., word-final) or {nflectional morphemes, the
idiosyncratic units of the lexicon are not words but rather uninflected
class-stems and It is these and not words which are listed.

Morphological information about the kinds of stems an affix is added
to, whether it is a prefix or a suffix, and the kinds of properties it
contributes to the form that results from its affixation are encoded In
lexical entries by means of subcateqorization frames and inherent
categorial specifications. Given that all this information is in the lexical
entries of affixes, Lieber (1980; and references therein) argues that word
formation is accomplished by lexical insertion of affixes into binary-
branching unlabelled trees subject, of course, to their subcategorization
requirements. For example, the English suffix -/Zy has the lexical entry
given in (2a) which specifies that it affixes to adjectives and forms nouns;
after insertion into a lexical structure, its features percolate up to become
features of the dertved word:

(2)  a -ty | lA—IN



b. N
/\

/ \
sanep ity n

In Lieber’'s framework all concatenative morphology is accomplished by
lexical insertion (see also Kiparsky 1982b). In contrast, Aronoff (1976) and
Kiparsky (1982a), among others, assume that affixation is accomplished by
word formation rules, and that subcategorization and categorial information
is encoded in the rules themselves:

(3) Insert -/ty inenv.[A—N

| follow Lieber in assuming that most affixation is lexical insertion. |
also argue, however, that some affixation in Polish is not a result of lexical
insertion, but is instead accomplished by a specific type of word formation
rule which takes class-stems of a particular inflectional ciass and assigns
them to a different class. For example, in the verbal system a change in the
aspectual grammatical category of a verb-stem from simple (im)perfective
to Secondary Imperfective Is effected by changing the class membership of
the verb-stem; Class 1-3 simple verbs become Class] stems in the
secondary imperfective, whereas Class 4-5 simple verbs become Class 2
stems. In the former case, the change In class membership is accompanied
by affixation of the suffix -/ in the latter case it may be accompanied by a
phonological alternation in the quality of the underlying vowel (see the
discussion of Secondary Imperfective formation in Chapter 2).3

3 In the Extended Word and Paradigm Theory (see Anderson 1982, Thomas-Flinders 1981 ,
and Janda 1983), it 1s claimed that morphemes, rather than being “things" or entities, are rules
which can involve substitution, deletion, addition, and permutation of phonological material, The
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Ina framework which assumes that all word formation, including
affixation, is accomplished by rules, these rules may serve a dual function
as redundancy rules which analyze already existing words and encode
generalizations about the relations between words and morphemes and as
generative rules which can be used to create new words (see Aronoff 1976,
Selkirk 1983, Mohanan 1986). In a framework such as the one assumed
here, in which most word formation takes place by lexical insertion, it is
necessary to postulate distinct redundancy rules to represent relations
between lexical entries. It is, however, beyond the scope of this thesis to
discuss the properties of redundancy rules,

Most of the early work in generative morphology excludes inflectional
morphology, assuming that grammatical distinctions such as case, person,
number, gender, etc., should be represented in the syntax by syntactic
features. Before the application of phonological rules, the syntactic
features are converted into segmental material by so-calied readjustment
rules (see al_so Anderson 1982 for a related, although distinct, approacn).
Lieber (1980) argues, however, that there {s no clear-cut distinction
between inflectional and derivational morphology and that the formal
devices needed to account for inflection are the same as those needed to
account for derivation. In this thesis | assume, following Lieber, that
inflectional morphemes as well as derivational morphemes have lexical
entries and morphological subcategorization frames. Inflectional

cless-changing rules that | propose in Chapter 2 for secondary imperfective formation could
perhaps be viewed as examples of morphemes which are rules rather than “things," if one assumed
that the grammatical category of secondary imperfective is actually assigned by the word
formation process. If, however, one assumes that the grammatical category is assigned by
independent aspectual rules, then it is not necessarily the case that the rule is a “morpheme.” In
this thesis | assume that morphemes are entities.

17



morphemes like derivational morphemes trigger rules of the word-level
phonology. We must therefore assume that at the point at which the word-
level phonological rules apply, the inflectional as well as the derivational
morphemes are available to the phonology. | leave open the question of
whether the inflectional morphemes are affixed in the morphology or the
syntax. Let me emphasize, however, that the combinations of inflectional
morphemes found in the different conjugation classes of Polish are governed
by restrictions on morphological structure and not by principles of the
syntax. For instance, the fact that -7 'Ist sqg., pres.’ affixes only to stems
ending In the verbalizing suffix -a/, and that -2 is the '1st.sq., pres.
morpheme used with stems ending in all other verbalizing suffixes is
dependent on morphological subcategorization requirements,

As we will see In Chapter 2, the verbs of Polish belong to different
conjugation classes; membership in a particular verb class is signaled by
the form of the verbalizing suffix that a verb-stem takes. Two possible
hypotheses about how verb class membership is represented are first, to
assume that there is a system of diacritics marking both roots and
verbalizing suffixes, and that verbalizing suffixes are affixed only to roots
whose diacritic markings are compatible with their own and, second, to
assume that each stem is listed in the lexicon along with each related root,
and that the relationship between them is represented by some kind of
morpholexical rule which defines the verb class. This latter hypothesis is
proposed in Lieber (1980). Lieber argues against the hypothesis that roots
should be diacritically marked for class membership, claiming a) that the
necessary diacritics could not help but be arbitrary, and b) that a model tn
which idlosyncratic stems are listed in the lexicon predicts that both types
of stems should be avatiable for derivational word-formation, a prediction

18



which the diacritic hypothesis does not make but which seems to be correct.
In Chapter 2 | claim that even if one lists stems in the lexicon it is
essential to use diacritics to distinguish the different verb classes. My
claim is based on the observation that rules of secondary imperfective
formation make crucial reference to verb class, reference which can be
made only by means of diacritics.

Finally, in my discussion of the morphology of Polish verbs in Chapter
2, | 11lustrate a well-known fact about morphology, namely that
morphological structure is not necessarily 1somorphic efther with
semantics or with phonology. For example, | argue that Polish prefixes are
phonological words, even though morphologically, they are subcategorized to

affix to verb C-stems.

1.2 Polish Morphology

Most work on Polish morphology has been in the traditional and
structuralist frameworks, and has focussed on establishing semantic-
morphological classifications of different categories of lexical items (see,
for instance, Grzegorczykowa 1972, Grzegorczykowa and Puzynina 1979,
Grzegorczykowa et al. 1984, Satkiewicz 1969, Piernikarski 1969).
Generative work on Polish morphology consists for the most part of articles
and dissertations written in the 1980's. Szymanek (1985a; based on a 1981
dissertation), for instance, examining adjective formation in Polish (and
English), argues that Aronoff's (1976) "one affix, one rule” hypothesis which
postulates that every affix is associated with one word formation rule,
cannot account adequately for processes of adjectivization. Following
Laskowski (1981), he suggests that word formation should be separated into
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derivation and affixation, where the former creates semantico-syntactic
units that can be represented by several different suffixes.4 Several
articles on Polish word formation are included in two volumes edited by
Gussmann (1985,1987). Gorska (1983) discusses the suffix -a7f ‘locative’
which triggers palatalization of a preceding stem-final consonant in some
words but not in others, and proposes that in the environment of [+anterior]
stems this suffix undergoes an extension-allomorphy rule that inserts a
morpheme -/- before it (see also Szymanek 1983b for a discussion of inter-
morphemic extensions). Malicka-Kleparska (1985, 1987) is concerned with
the difference between the notions of Conditional and Permanent Lexicon
(see Allen 1978), arguing that word formation rules overgenerate in that
they derive forms which are well-formed semantically and morphologically
and are thus included in the Conditional Lexicon; whether these forms enter
the Permanent Lexicon depends on such lexical factors as the existence in
the Conditional Lexicon of a different form with identical semantic and
syntactic propertiesS Szymanek (1987) argues that some denominal
adjectives in Polish have lexical entries, whereas others are derived by
word formation rules. Three papers discuss the interaction between
phonology and morphology. On the basis of an analysis of the imperative,

4 Polish deverbal "adjectives of possibility”, for example, are formed by means of the
suffixes ~elny, ~tny, -livy, -ny,-8/ny and a few other very unproductive suffixes (only the
final suffix is productive): :

(1) o Cyted 'reod’ Gyt +einy 'readable’
b pié "drink’ p't+tny ‘potable’
C. tupad ‘fissure’ up+1'ivy ‘figsile’
d. kosit ‘mow' ko$+ny ‘mowable’
e. odvracal  'reverse’ odvrac+alny  'reversable’

S Malicka-Kleparska ( 1985) examines Polish diminutives which potentially can be formed
by means of two suffixes -4 and -/¢. Some nouns can have diminutives in both suffixes; other
nouns form diminutives only in -4 and still others only in -/

20



Rubach (1985b) claims that word formation and allomorphy rules must be
ordered before any phonological rules apply; Nykiel-Herbert (1985)
examines morphological factors which seem to affect the e~@ alternation in
prefixes; and Szpyra (1987b) argues that morphologically simpie forms are
subject to "linear application of phonological rules,” whereas complex forms
such as secondary imperfective verbs and deverbal nouns possess a
morphological structure which may allow “multiple application” of
phonological rules.

7pyra and Laskowski are the only two authors known to me who
discuss the complex morphology of verbs within a generative framework,
both of them providing analyses of secondary imperfective formation
(Laskowski 1975b, Szpyra 1987). However, their proposals about verbal
structure and about secondary imperfective formation differ from those
made below in Chapter 2. In that chapter, | propose that Polish verbs have
the four part constituent structure given in (4),

(4) Constituent Structure of the Verb

[ [tm [vs [y (Prefix) [ C-stem ] y] (VS) ys] (TM) t4] P/N ]
C-stem=root or derived stem
VS=verbalizing suffix
TM=tense, infinitive, participie
P/N=person, number, gender

and that verbal affixes are subcategorized to attach to particular
constituents of the verb. The C-stem, whether it 1s an underived or a
derived verbal root or stem, or a denominal or deadjectival derived stem, is
the basic lexical/semantic unit of the verb and is marked as belonging to

21



the category of Verb. Polish verb-stems fall into a number of different
derivational and conjugational classes. The class of a verb C-stem can be
determined most clearly from the verbalizing suffix that appears in its
infinitive or 3rd pl. pres. form (cf., -2 in p/sac 'write, -/ \n pros/c 'ask’).
Since the form of the verbalizing suffix and thus the class of any one verb-
stem is unpredictable, class membership must be marked in the verb's
lexical entry. However, once the class of a verb-stem is determined the
forms that that verb-stem can take when conjugated are predictable. For
instance, knowing that a verb-stem such as p7s ‘write’ takes the
verbalizing suffix - (and hence belongs to Class 1) determines that the
present tense connecting morpheme -¢ is affixed to the verbalizing suffix
stem thus creating 2 TM-stem ending in [e], whereas knowing that pros
takes the verbalizing suffix -/ determines that the present tense
connecting morpheme is -/

Laskowski (1975b, and Szpyra 19877b following Laskowski) assumes
that class membership is specified by listing in each lexical entry the root
and the verbalizing suffix associated with that root. For them, lexical
entries of verbs thus consist of at least two morphemes: the root and the
associated verbalizing suffix. It is this polymorphemic lexical entry which
constitutes the verb and which serves as the input to further word
formation. The resulting morphological stirructures and the morphological
and phonological rules needed to derived the correct surface forms of the
verbs are, | argue, excessively complex (see Chapter 2). Therefore, in
contrast to Laskowski and Szpyra, | propose that the classes of verbs (and
of nouns) are represented by diacritics and that class-marking verbalizing
suffixes are not present in lexical entries but rather affix to appropriately
marked verb-stems. While the morphological structures that result from
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my assumptions are also complex, the rules and the ways in which they
apply to derive the surface forms are considerably simplified.

2. Phonology

The traditional view that phonology takes as input fully formed
morphological and syntactic structures was taken over in S££ (Chomsky and
Halle 1968) and was assumed to be more or less correct throughout the
1970's. However, one of the more influential developments in generative
morphology, namely, Siegel's (1974) proposal that blocks of affixation rules
are ordered among the rules of the phonology, opened the way to the
exploration of the lexicon as a module that contains both morphological and
phonological rules and subsequently led to the development of the theory of
Lexical Phonology (Pesetsky 1979, Kiparsky 1982a,b, 1986, Mohanan 1982,
1986, Pulleyblank 1986, Halle and Mohanan 1985, etc). Mosit recently, Halle
and Vergnaud (1987a,b) and Halle (1987) have argued that the hypothesis
that morphology and phonology are ordered in the same module of grammar
cannot be correct, and have proposed the model given in (1) above in which
morphology and phonology are distinct.

One of the observations made as early as S££ (Chomsky and Halle
1968) 1s that some phonological rules apply only once In a derivation,
whereas others seem to follow morphological constituent structure and
thus to apply step by step. Subsequent to SA£, there was considerable
discussion about the properties of and distinctions between the two types
of rules—referred to as noncyclic (or postcyclic) and cyclic, respectively
(see below for definitions); the discussicn involved such questions as what
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kinds of rules are cyclic, how the two types of rules are ordered with
respect to each other, whether cyclic rules are constrained by the Strict
Cycle Condition, and if so whether all cyclic rules are so constrained (see,
for example, Brame 1974, Kisseberth 1973, Kean 1974, Mascaro 1976, Halle
1978, Pesetsky 1979, Kiparsky 1982a, 1986). Within Lexical Phonology, for
examp: there has been discussion about whether all and only cyclic rules
are lexical (word-level); and there is general agreement that cyclic and
noncyclic rules are organized into blocks of rules, although there have been
different claims made about the number and organization of these blocks.
Again, most recently, Halle and Vergnaud (1987a,b) have claimed that the
phonology 1s organized into blocks of word-level cyclic and noncyclic rules
and phrase-level cyclic and noncyclic rules, and that at each level the
cyclic-rule component is ordered before the noncyclic component.

2.1 Cyclicity

Cyclic phonological rules are rules that apply in cycles to the layers of
constituents created by the morphology, starting with the innermost
constituents and proceeding outward. Such rules are generally assumed to
be constrained by the Strict Cycle Condition (Mascaro 1976, Halle 1978,
Kiparsky 1982a, 1986) which, simply stated, means that cyclic rules apply
on any given cycle only if their structural description has been derived on
that cycle. In Polish, for instance, a cyclic rule that epenthesizes a vowel
before a stray consonant applies in the derived environment before the -4
of the diminutive morpheme in (5a) but does not apply before [k] in (5b); in
(Sb) the [k] is part of the root morpheme and therefore the environment in
which epenthesis might apply is not derived.
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(5) a las*k lasek 'small wood'
b. blask blask ‘'glare’

In this thesis | shall assume the version of the Strict Cycle Condition
given in Halle (1978) and assumed also in Rubach (1984).

(6)  Strict Cycle Condition
"A cyclic rule R applies properly on cycle j only if either (a) or (b) is
satisfied:

(a) R makes specific use of information, part of which is available
on a prior pass through the cyclic rules, and part of which
becomes first available on cycle j. There are three separate
cases subsumed under (a). R refers specifically to some A or B
in;

M [yXAY. . . [j-1...B...1Z);
(1) [3204-1. .. BIXAY];
() [y X[y-1.. AlY[-1...B...]1Z];

(b) R makes specific use of information assigned on cycle j by arule
applying before R."

The Strict Cycle Condition ensures that a cyclic rule will apply on a
particular cycle only in an environment which has been derived by prior
application of a phonological rule on that cycle or by the accessing of new
morphological material. It prevents cyclic rules from applying on the 7irst
cycle of a word and, in addition, from applying within the domain of
individual affixes. In Polish, for instance, the cyclic rule of epenthesis is
blocked from applying in the environment of [k] in the form in (7) because
this environment is morpheme-internal and consequently does not fit any of
the definitions of derived environment given in (6):

(7)  Cel+sk ¢elsk ‘body, aug, gpl.
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Not all cyclic rules are necessarily considered to be subject to the
Strict Cycle Condition. Kiparsky (1982a) suggests, for instance, that cyclic
structure-building rules may apply in underived environments and are thus
not prevented by Strict Cyclicity from applying in morpheme-internal
environments. Rules such as syllabification and stress assignment in
languages in which syllable structure and stress are not distinctive are
structure-building rules. Application of syllabification or stress
assignment rules in these languages provides (builds) structure, but does
not change existing structure (at least not on the first cycle). In contrast
to structure-butlding rules, according to Kiparsky, cyclic structure-
changing rules are always prevented from applying morpheme-internally and
on the first cycle, because such rules generate structures which are
distinctive. The Polish epenthesis rule is structure-changing, since in
underlying representations we find distinctions between forms such as
/Nker/ (Ziker~ ik erv ‘1iqueur') vs. /cukr/ ( cuk er~ cukru ‘sugar' ) or
/p's/ (pes~psa 'dog’) vs. /b'es/ (bes~besa 'devil’). Structure-changing
cyclic rules may apply in a morphologically underived environment, if a
structure-building rule has previously applied to create a phonologically
derived environment.

Noncyclic rules are not subject to the Strict Cycle Condition and thus
may apply in underived environments, At the point at which they apply,
therefore, they may take as their domain of application morpheme-internal
and dertved environments. One of the noncyclic rules of Polish derives [y]
from an underlying /1/ in the environment of a preceding non-front
consonant such as /t/. As (8) {llustrates we find sequences of [ty] both
morpheme-internally (8a) and in morphologically derived environments (8b):
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(8) a tyqzen ‘week’
b. kot+i koty ‘cat, npl®

2.2 Lexical Phonology and the Ordering Hypothesis

In SPF, Chomsky and Halle (1968) distinguish two types of affixes in
English: those associated with a '+* morpheme-boundary which determine the
stress of the derived word in which they appear (e.g.,, -a/, -/{y), and those
associated with a '#' word-boundary which are stress neutral in that they do
not change the stress of constituents to which they are affixed and
themselves do not receive stress (e.g., ~ood, -ness; cf. parent, paréntal
parenthood). 1t was the distinct phonological properties of these two
types of affixes that led Siegel to propose that they be placed into distinct
blocks or strata of affixation rules and that phonological rules such as the
stress-rule of English be ordered between the two strata, Stress is thus
assigned to the outputs of affixation processes ordered before the stress
rules apply (namely, to the outputs of +-boundary affixation), whereas it is
not assigned to outputs of affixation processes ordered after the stress
rules (namely, to the outputs of *-boundary affixation).

The assumption that both word formation and phonological rules are
ordered in the lexicon and function in tandem, with the former supplying the
input to the latter, is common to all versions of Lexical Phonology. The

phonological rules ordered within the lexicon are called lexical rules.

6 Although the n.pl. morphems -/ is a front high vows! n underlying form, no
palatalization takes place in the environment of this morpheme ( see Chapter 3 for fusttﬂcation of
this claim). Consequently in the noncyclic component the rule retracting /1/ to [y] can apply.
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Lexical rules always apply within the domains of words and not between
words. Rules which apply across words (as well as within words) are called
post-lexical. In addition to the distinction in domains of application,
different researchers have postulated several other distinguishing
properties for lexical and post-lexical rules. A summary, taken from
Pulleyblank (1986), of proposed differences between the two sets of lexical

and post-lexical rules, is given in (10):

(10) LEXICAL POST-LEXICAL

a. may refer to word- a. cannot refer to word-internal
internal structure structure

b. may not apply across b. may apply across words
words

C. may be cyclic c. cannot be cyclic

d. {f cyclic, then subject d. noncyclic, hence across-the-
to strict cycle board

. structure-preserving e. need not be structure-preserving

f. may have lexical f. cannot have lexical exceptions
exceptions

g. must precede all post- g. must follow all lexical rule
lexical rule applications applications

All versions of Lexical Phonology assume that the lexicon is crganized
into several strata, although they differ in such matters as how many
lexical strata of morphological and phonological processes they postulate
(Kiparsky 1982a, for instance, postulates that English has three lexical
strata, whereas Halle an¢ Mohanan 1985 postulate four), and in whether they
assume that lexical strata can be cyclic or noncyclic.
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Kiparsky (1982a) and Mohanan (1982) postulate that all lexical strata
and thus all lexical phonological rules are cyclic; cyclic rule application is
automatic given the assumption that lexical phonological rules apply to the
output of every morphological process. Halle and Mohanan (1982) and
Mohanan (1986) argue, however, that some strata may in fact be noncyclic;
on a noncyclic stratum the rules are postulated to apply only once after all
the morphological processes have applied on that stratum.

while Lexical Phonology has been the predominant model of morphology
and phonology in North American work in generative phonology throughout
the 1980's, 1ts assumptions and claims have been subjected to criticism for
several years. The most serious criticism of Lexical Phonology is that it
makes incorrect predictions both about the ordering of affixes within words
and about the relationship between the structures required by the
morphology and by the phonology. In the latter case-since in Lexical
Phonology, phonological rules are postulated to be ordered among the word
formation processes—1t is predicted that the domains within which the
phonological rules apply should be 1somorphic with the domains created by
the word formation rules.

As Siegel (1978) points out, one consequence of analyzing the affixes
of English into blocks is the ordering hypothesis: namely, that the stress-
neutral affixes should always be attached to constituents that are external
to constituents containing stress-sensitive affixes. And indeed fn many
cases the stress-neutral suffixes do occur cutside the stress-sensitive
suffixes, whereas the reverse order is disallowed. Thus, for example, while
the stress-neutral suffix -ness 1s added after both the stress-sensitive -a/
and the stress-neutral -e¢ in words such as those in (11), the stress-

29



sensitive -/¢y in (11b) can occur only after the stress-sensitive -a/, but

not after the stress-neutral -e¢ (examples are taken from Halle 1987):

(9)  a. graduainess guardedness
grammaticalness wretchedness

b. graduality ¥guardedity
grammaticality ®wretchedity

As early as 1976 (Aronoff1976), however, 1t was pointed out that the
ordering hypothests is basically incorrect (see also Aronoff and Sridhar
1983). For example, although -7y s a stress-sensitive suffix, it can be
affixed to stems ending fn stress-neutral suffixes (e.g., patentability; cf.
pdtent, patentable). Furthermore, affixation of -/Zy 1s followed by the
application of the rules of stress-assignment (as the assignment of stress
to the final syllable of -ab/e shows), even though, according to the
organization of the strata initially proposed by Siegel to account for the
lack of stress-assignment in the environment of stress-neutral affixes,
stress-assignment should not apply after the affixation of stress-neutral
affixes (e.g., pdtentable).

Another counterexample to the ordering hypothests is provided by
words like the English wngrammaticalily. \n this word the phonological
behaviour of the prefix wn- has led researchers to postulate that it belongs
together with stress-neutral affixes such as -néss or -Hood, and thus
should be ordered outside stress-sensitive affixes such as -a/ or -/.y; un-
is opposed to /n- a prefix which from the point of view of phonology
belongs with the stress-sensitive affixes (e.g., /- undergoes nasal
assimilation as in /plcomplete, whereas un- does not). The word

ungrammaticallly thus has the constituent structure glven in (12a), as

30



required by the phonology. But morphological restrictions on the behaviour
of this same prefix wn- require that it be attached to an adjective
grammatica) and thus require the constituent structure in (12b):

A O

un-grammatic-al-ity un-grammatic-al-ity

ungrammaticality 1s an example of what has been called a bracketing
paradox. a case in which, contrary to the predictions of Lexical Phonology,
morphological and phonological structure are not somorphic.7.8

One proposal that has been made to account for counterexamples to the
ordering hypothesis is that it is possible to "loop” back to an earlier
stratum after application of the rules on a later stratum (Mohanan 1982),
Halle (1987) argues, however, that adoption of this proposal either resulis
in the dertvation of incorrect surface forms, or leads to the conclusion that
morphology and phonology must be separate.

Consider again the two types of English affixes. The rules of stress-
assignment are cyclic rules in English. It has thus been assumed that the
stress-sensitive suffixes in whose environments the stress rules apply are
cyclic affixes, whereas the stress-neutral ones are not (see, for instance,

7 Fabb ( 1986) paints out that the ordering hypothesis does not account on its own for the
restrictions on affix sequsnces in English. He proposes other constraints which determine the
cooccurrence possibilities of English affixes, and argues that once these other constraints are
recognized, the ordering hypothesis becomes superfluous. Thus, even as a constraint on affix
combinations the ordering hypothesis is inadequate.

8 See Pesetsky (1979, 1985), Sproat ( 1985), Halle and Vergnaud ( 1987a,b) for
discussion of and postulated explanations for bracketing paradoxes.
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Halle and Mohanan 1985, Halle and Vergnaud 1987a,b). In the framework of
Lexical Phonology, it is hypothesized that the stratum on which the stress-
sensitive suffixes are ordered is a cyclic stratum and that the rules on this
stratum apply after each affixation rule, whereas the stress-neutral
suffixes are ordered on a noncyclic stratum; on the noncyclic stratum the
phonological rules apply in a block only after all the affixation processes
have taken place. Given Siegel's ordering hypothesis, the cyclic stratum ts
Stratum 1, and is ordered before the noncyclic stratum, Stratum 2. In the
case of a word like patentability, -able 1s a Stratum 2 affix, whereas - /¢y
belongs to Stratum 1. Consequently, in deriving this word, one can assume
that after the affixation and phonological rules of Stratum 2 have applied, it
is possible to "loop” back to, or return to Stratum 1 to affix - /£y and to
apply the cyclic stress-rule. Assuming that looping occurs raises the
following question, pointed out in Halle (1987): in looping back to a cyclic
stratum from a noncyclic stratum how do we apply the phonological rules?
Do we delay the application of the phonological rules of the noncyclic
Stratum 2 until after the application of the cyclic rules of Stratum 1, or do
we apply the noncyclic rules on Stratum 2 and then, in going back to Stratum
1, apply the cyclic rules? As Halle shows, If we adopt the latter alternative
incorrect resuits are obtained. English has a noncyclic and therefore
Stratum 2 rule of 1-velarization which velarizes a syllable-final [1]. Ina
form like patentable, the final [1] is velarized since it is syllable-final. In
patentability, however, [1] is not velarized since it is not syllable-final. But
if we assumed the hypothesis that, before looping back to Stratum 1 from
the noncyclic Stratum 2, the noncyclic rules apply, then [1] should surface as
velarized as it is syllable-final in the Stratum 2 constituent patentable.
Since no velarization applies, we can conclude that this hypothesis about
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how the rules apply is incorrect. However, if we adopt the hypothesis that
the noncyclic rules do not apply in Stratum 2, but are delayed ti1] after the
application of the cyclic rules of Stratum 1, then we are undermining the
central hypothesis of Lexical Phonology that word formation and
phonological rules apply in tandem, because on Stratum 2 phonological rules
do not apply and therefore are in essence not associated with the noncyclic
word formation processes. Halle concludes that since, to derive correct
surface forms in cases such as patentab//ity, we need to adopt the
hypothesis that the noncyclic rules apply only after all the cyclic rules, we
are led to adopt a pre-Lexical Phonology model of grammar in which
morphology and phonology are distinct components.

Adopting the hypothesis that morphology and phonology are distinct
components does not force us to abandon the hypothesis that some
morphemes trigger cyclic rules while others do not. Halle and Vergnaud
(1987a,b) and Halle (1987) suggest in fact that cyclicity is a diacritic
property of individual affixes. For each affix it s necessary to learn
whether or not it is cyclic; cyclic affixes trigger cyclic rules, noncyclic
affixes do not. Instead, noncyclic rules apply in a block after all cyclic
rules have applied. The hypothesis that each affix is specified for cyclicity
predicts that cyclic and noncyclic affixes should be able to apply in any
order within a word, and thus predicts that the constituent structure
required by the morphology need not be isomorphic with that required by the
phonology.
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2.3 Polish Phonology

Polish has nine different types of palatalizations affecting labials,
coronals and velars and five types of vowel alternations.9 Perhaps as a
consequence of the complexity of the phonological alternations, there have
been conslderably more studies of the phonology of Polish within the
generative framework than studies of morphology. Of these the most
influential longer works have been Lightner (1963), Steele's Harvard
dissertation (1973) , Laskowski (1975a), Gussmann (1980), and Rubach
(1981,1984) (see References for other references). The discussion in this
section will focus on the work of Gussmann and Rubach, since to a great
extent this thesis has grown out of and in response to their work.

Gussmann (1980) argues that a number of phonological alternations in
Polish can be explained if it is postulated that Polish has two abstract
underlying lax high vowels (or yers, as they are often called). His most
important claim 1s that the e~@ alternation seen in forms such as
cuk er~cukru 1s due to the presence of an underlying lax high vowel which
surfaces if it is followed by another lax high vowel, and otherwise is
deleted. In addition, he considers the presence of stem-final palatalized
consonants preceding seemingly consonant-initial suffixes (e.g., in forms
ke rgk*nik-recnik ) to be due to the underlying presence of a suffix-initial

1ax high vowel. Finally, he claims that various vowel alternations, such as
that between the orthographic nasal vowels e~9, are triggered by lax high

9 The term palatalization is used 8s a cover term for several different types of consonant
alternations: 1abials become fronted as & result of palatalization; dento-alveolar coronals either
become prepalatal or alveopalatal; and velars become dento-alveolar affricates or alveopalatal
segments. The underlying segments of Polish are given in 83 of this chapter; the palatalizations
are described in S1 of Chapter 3.
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vowels (in fact, he argues that nasal vowels are underlying lax high vowel
+nasal consonant sequences). In Chapter 3 and 4 | present alternative
analysec of these phonological processes which do not assume the presence
of underlying lax high vowels: e~0 alternations, for instance, are argued to
be the result of epenthesis and the nasal vowels are claimed to be
underlying vowel plus nasal glide diphthongs.

Rubach (1981,1984)10 follows Gussmann in postulating that there are
underlying abstract lax high vowels. His analysis of Polish differs from
Gussmann's, however, in that Gussmann assumes that all the phonological
rules of Polish apply noncyclically, whereas Rubach argues that Polish has
both cyclic and noncyclic (his post-cyclic) rules, and that the cyclic rules
are subject to the Strict Cycle Condition. Rubach (1981,1984) is cited in
works such as Kiparsky (1986) as evidence in favour of the validity of the
notions of cyclic and Strict Cyclic rule application.

Szpyra (1985) and Gussmann (1985), in polemical reviews of Rubach
(1981) and (1984) respectively, strongly disagree with Rubach's claims that
Polish has cyclic rules. Both of them argue that since, in a cyclic model,
morphology and phonology are so closely linked, the fact that Rubach does
not explicitly formalize word formation rules undermines his claims about
the cyclic nature of the phonological rules. Although there are several
forms in which Rubach’'s assumptions about the morphological structure of
particular words are in fact controversial, in most cases the division into
morphemes provided by Rubach is accepted in traditional and generative

analyses of Polish. To take one example, Gussmann questions Rubach's
division of the Infinitive of 'write’ into three morphemes p7s+a+¢ instead

10 Rubach (1981) is an earlier version of Rubach { 1984).
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of into two- p7sa+c. Inview of the existence of such words as 2.smo
‘handwriting’ or sgkop /s ‘manuscript’ based on the root p7s ‘write’,
Gussmann's questioning of Rubach's morpheme division in this case is rather
surprising. Gussmann and Szpyra also point out several forms in which
putatively cyclic rules seem to apply noncyclically. For instance, in
kKaZew~karwa 'dwarf’, palatalization of the liquid [r] occurs even though
the form is monomorphemic and the rule is claimed by Rubach to be cyclic.!!
Again, while there are undoubtedly cases of this sort in Polish, in which
cyclic rules seem to be applying morpheme=-internally, the alternative
hypothesis, that Polish has no cyclic rules leads to a great many more
exceptional cases, since, as Szpyra herself points out, there are many cases
in Polish where palatalization could be expected to apply morpheme-
internatly, but does not (e.g., sén 'dream’, ke/ner 'waiter’, etc.; see chapter
3 for discussion of these cases). The lack of morpheme-internal
palatalization in such cases is predicted iIf one assumes that the
palatalization rules are cyclic, but if one assumes that the rules are
noncyclic the forms become exceptional.

It 1s not my purpose here to provide a critique of Gussmann and
Szpyra's arguments against Rubach. My response to their claims Is embodied
in my analysis in Chapter 3 of many of the same rules as those discussed
both in Gussmann (1980) and in Rubach (1984). On the basis of my analysis,

11 This form can be considered to be an example of & cyclic rule applying morpheme-
internaily only in a framework which assumes that there are underlyin% lax high vowels, On the
assumption that the e~ @ alternation is due to epenthests the alternating [r] must be considered to
be underlyln?ly palatalized /r'/. The reason for this is as follows: in this particular form the
epenthesized [ 8] 1s inserted noncyclically (epenthesis is both a cyclic and a noncyclic rule; see
Chapter 3) and therefore the palatalization or /r/ cannot be triggered by epenthesis and cannot be
the result of a cyclic rule. But since palatalization is not noncyclic, the palatalization of /r/ in
this case 1s also not the result of a noncyclic rule. Consequently /r'/ must be underlying.
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| conclude that Polish indeed has cyclic rules, but that most of them, and in
particular, most of the palatalization rules, are morphologically rather than
phonologically conditioned. The evidence for this claim comes from the
observation that the palatalizing properties of suffixes are independent of
their phonological form: some front-vowel initial suffixes trigger
palatalization while others do not, and, similarly, some consonant-initial
and back-vowel Initial suffixes trigger palatalization while others do not. |
argue that in spite of the morphological conditioning of these rules, several
of them are ordered after rules which are clearly cyclic and subject to
Strict Cyclicity, and therefore that the morphologically conditioned rules
must themselves be cyclic. | also argue that a number of rules whose
environments are clearly phonological are nevertheless lexically
conditioned in that they only apply in a subset of forms which meet their
structural descriptions. Chapter 3 explores, in addition, several
alternative phonological analyses of the palatalization properties of Polish
affixes. | consider the possibility that the morphemes in whose
environments palatalizations occur have a floating feature; | also consider
the possibility that the distinction between morphemes which trigger
palatalization and those which do not is a distinction between cyclic and
noncyclic affixes. In both cases, the extent and nature of the idiosyncrasies
associated with the palatalizations leads me to conclude that under either
of these alternatives it would still be necessary to list structural changes
effected by the palatalization rules in particular morphological
environments, and therefore that assuming either a floating feature or a
cyclic/noncyclic distinction in the morphemes simply adds to the
complexity of the grammar of Polish. While | do not claim that Polish lacks
noncyclic affixes, | do suggest that since we know that many of its affixes
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are cyclic, the null hypothestis in the case of Polish is to assume that all of
the affixes are cyclic. At present | know of no evidence disproving this
hypothesis. Finally, | consider the possibility that the palatalization rules
are actually morphological and not phonological rules by examining the
consequences of adopting an analysis of palatalization similar to one given
in Spencer (1986,1988). | conclude that such an analysis makes it difficult
to state the generalizations concerning the morphological structure of verbs
given in Chapter 2,

Rubach (1984) postulates that in addition to the cyclic rules, Polish
also has postcyclic rules which apply across the board in underived
environments. Rubach and Booij (1987) argue that the postcyclic rules are
of two types: those that apply noncyclically within words and are thus
word-level or, in the terms of Lexical Phonology, lexical rules, and those
that apply post-lexically, or at the phrase-level. My work confirms that
there are indeed cyclic and noncyclic word-level and phrase-level
phonological rules in Polish. The evidence for a distinction between
noncyclic word-level and phrase-level rules is presented in Chapter 4,
where | argue that at the phrase-level processes of nasal assimilation
cannot affect word-final nasal glides because these glides become fully
specified in the noncyclic component of the phonology.

The evidence presented in this thesis that the phonological component
is distinct from the morphological component comes from two sources, The
first is the well-known and | think uncontroversial observation that the
semantics and phonology of words is not isomorphic with the morphological
structure. Since a model such as Lexical Phonology predicts that 1somorphy
should exist, the fact that this isomorphy so clearly does not exist is
evidence against the Lexical Phonology model. In Polish the clearest lack of
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isomorphy between phonology and morphology is found in verbs.
Morphologically, prefixes are part of the verb-word, but phonologically they
function as distinct words—only phrase-level rules apply between a prefix
and the stem to which it is affixed. The second source of evidence is the
fact that in at least some cases lexical entries must be assumed to be bi-
morphemic, but the cyclic rules nevertheless treat the environment created
by the concatenation of the two morphemes as derived. In particular, the
idiosyncratic semantic and grammatical properties of prefix+verbal root
combinations require that such combinations be listed as entries in the
lexicon, yet in those cases in which prefixes function as affixes, they
trigger the application of cyclic rules.!2

3. The Underlying Consonant and Vowel Inventories

The underlying consonants of Polish are given in Table 1 along with the
underlying feature representations associated with each consonant. In
determining the feature representations, | assume both recent innovations
in theories of feature representations and in underspecification theory.
These assumptions are of relevance in Chapter 4 where | examine the
processes of nasal assimilation and gliding.

Following Clements (1985), Sagey (1986), Archangeli and Pulleyblank
(in prep.), and others, | assume that features are organized into sets
constituting natural classes such as the laryngeal, supralaryngeal, and place

12| Chapter 2 | arque that while prefixes are phonological words, in some well-defined
cases they are demoted to the status of phonological affixes.
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features. Each of these sets can function independently from the others in
the application of phonological rules such as assimilation. The sets of
features are represented as nodes in a hierarchical tree (see (12)). |
assume, following Sagey (1986), that the Place features are organized
according to articulators each of which dominates terminal features.
Nonterminal nodes in the hierarchy are either activated or unactivated and
therefore are not represented as binary features. There has been some
discussion in the literature about the position in the hierarchy of stricture
or manner features such as [continuant] (see Clements 1985, Sagey 1986). |
take no position on this issue and consequently in (12) | simply list all the
manner features under the root node (although see Chapter 4 for some
evidence that stricture features spread along with place features). (12)
represents a synthesized and simplified version of the feature hierarchy
presented in Sagey (1986) and Steriade (1987):



(12) Skelston

Root Node

continuant
consonantal

Laryngeal Node

N Supralaryngeal Node
Nasal Node
nasal

Place Node

Labial Node
Coronal Node

Dorsal Node
ow

The theory of underspecification (Kiparsky 1982, Archangell 1984,

rouhd

anterior
distributed

Sterfade 1987, Archangelt and Pulleyblank in prep., Calabrese 1988) is an
attempt to eliminate redundancy from underlying representations. For
instance, in many languages of the world sonorants are always voiced. Ina
theory of underspecification, sonorants are consequently not marked in
underlying representations as [+voice] but instead are supplied with this
redundant value by means of redundancy rules. For purposes of this thesis, |
follow Steriade (1987) and Calabrese (1988) in assuming that features

13 Sagey (1986) and Steriade ( 1987) represent lateral as a festure under the coronal
node; since there are well-attested instances of dorsal laterals, | follow Halle ( 1988) in assuming
that this is a stricture feature,

41



which are distinctive within a particular class of segments are specified
underlyingly.14

The underlying consonant inventory of Polish is given in Table 1. '
indicates activated articulators. 't' represent values of terminal features.
All the consonants are [+consonantal], the glides are [-consonantal).

TABLE 1: UNDERLYING CONSONANTS OF POLISH 1S

LABIAL LABIC-DORSAL CORONAL CORONO-D ORSAL DORSAL
front dento-alveolar  alveopalatal  prepalatal

pbfvm p'b'fvm wtdszcdtrn 828 tdszZnl) kgx
Labia) cees o 0 o o o »
round +
Coronal O
anter thE A+ -——
back ---- - 4 —— - -
Nasal . . . .
nasal + + + +
Laryngeal

Yoice -+ -4 -+ -4 -t - -4- 4 -+ -+ -+~

Cont ++ ++ +4 -/+ ++ ~/+ + + +
Son mmmmd e e e b = e mmm amb 4t -- - -t + 4
Lateral ‘- +

14 Archangeli ( 1984) and Archangeli and Pulleyblank (in prep.) assume that underlying
representations are maximally underspecified and that they a:e determined on a language specific
basis by the phonological rules of the language.

15 The following is a 1st of correspondences between the symbols that | use in this thesis
and the standard IPA symbols:

prepslatals  alveopalatals

S=¢  (ep =] C=tf
b= =43 =3 @=dz=]
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As Table | indicates, there are two types of coarticulated segments in
Polish, front labials and prepalatals. In Chapter 3, | provide evidence that
front or [-back] labials are in fact underlying in Polish; in Chapter 4, | argue
that prepalatals are both coronal and dorsal in underlying representations
since they may decompose into sequences of a [-back] glide followed by a
coronal consonant.

There has been considerable discussion about the features needed to
represent the three series of coronal consonants in Polish. In SAP£, Chomsky
and Halle (1968) postulate that the prepalatals are distinguished from the
dento-alveolars and the 2lveopalatals by means of the feature [tdistributed).
prepalatals have a long constriction and are thus [+distributed]) whereas the
dento-alveolars and alveopalatals are [-distributed). Notice that in the
feature system | am using, the fact that prepalatals are coarticulated is
enough to distinguish them from the other two types of coronal consonant.
Further, since the dento-alveolars are distinguished from the alveopalatals
in terms of the feature [tanterior], there {s no need to assume that
(+distributed] is a distinctive feature in Polish. The surface inventery of
Polish coronals requires a slightly different set of features. On the surface,
the prepalatals are pronounced as [$,2,,4Z21.16 In addition, as a result of a
phrase-level rule, dento-alveolars may become {-back], [s'] [t'], etc. in the
environment preceding a [-back, +high] vowel or glide and alveopalatals may
also become [-back] [§',2'] etc. These [-back] dento-alveolars and
alveopalatals are coarticulated corono-dorsals, like the prepalatals. The
question that arises is how they are distinguished from the prepalatals,

16 Keating ( 1988) points out that the prepalatal sounds vary in anteriority from speaker
to speaker. This suggests that anterior is not a distinctive feature in these sounds.
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Keating (1988) has pointed out that prepalatals (her alveolo-palatals) have
a cavity under the tongue blade. This cavity is also found in the
alveopalatals and is responsible for the "hushing" quality of both these
types of sounds. It is not found, however, in dento-alveolar consonants.
Halle (1988) suggests therefore that an additional feature, which he calls
[tLower Incisors Cavity] is needed to account for coronal differences.
Dento-alveolars are [-Lower Incisor Cavity] meaning that the tongue touches
the lower teeth, and thus does not create a cavity, whereas alveopalatals
and prepalatals are [+Lower Incisor Cavity). The difference between [-back]
dento-alveolars and prepalatals, then, is that the former are [-back] and
[-LIC], and the latter are [-back] and [+LIC]. Alveopalatals are [-anterior,
-LIC]; and [-back, -anterior, -LIC] when fronted. [+LIC] s not, however,
needed at the underlying level to distinguish the underlying coronal
consonants of Polish. Therefore, | suggest that the values for this feature
are inserted by redundancy rules which apply at the noncyclic word-level
(the rules cannot apply at the phrase-level because then they would derive
prepalatals from the [-back] dento-alveolars derived at the phrase-level).17
There are two laterals in Polish, one of which alternates between [1] In
palatalizing environments, (1'] in palatalizing environments before (1], and
[w] elsewhere, the other of which alternates between [1'] before [} and [1)

17 The X-ray drewings in Wierzchowska ( 1980), Styczek ( 1973) and Koneczna ( 1951)
do not indicate clearly the cavity which Keating { 1988) and Halle ( 1988) claim is present under
the tongue in the pronounciation of alveopalatals and prepalatals. Nevertheless, acoustic evidence
suggests that this cavity is indeed present (Halle, p.c.). Both types of [ +LIC] segments, have
strong formants between 1500-3000 Hz as a result of the cavity beneath the tongue ( according to
Wierzachowska 1980, the prepalatals have strong formants in the 2500 to 3000 Hz range, the
alveopalatals in the 1500~ 1700 range), while the [-LIC] dento-alveolars have strong formants
in the S000- 10000 Hz range. Whether or not [ +LIC) is a distinguishing featurs in coronel
consonants 1s a matter for further investigation. Clearly, however, some edditional feature is
ge?rlgad to capture the difference between the [ -back] dento-alveolars and the prepalatals of

olish.
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elsewhere. The latter [1] functions like a [-back] consonant in morpheme-
internal environments, and | have therefore assumed that it {s [-back] as
well as coronal in underlying representations and in this way is
distinguished from the plain coronal /t/. In all environments except
preceding [-back] high vowels, the [-back] feature of the prepalatal /1/ and
the palatalized /1/ 1s delinked by a noncyclic rule. In Chapter 4, | argue, in
adaition, that /1/ becomes a glide [w] as a result of delinking of the coronal

node and insertion by redundancy rules of [+back, +round]. These latter
redundancy rules are independently needed to derive nasal glides.

Rubach and Booij (1987) argue that Polish has no need for underlying
glides, since glides are predictable on the basis of syllable structure. As |
suggest in Chapter 4, surface [v] in the Slavic vocabulary of Polish is
derived from an underlying /w/ (the evidence for this claim comes from
voicing rules). Consequently, in these words at least, /w/ must be
underlying and | have therefore included /w/ in Table 1. It is less clear
whether /)/ 1s an underlying segment, since there are many instances in
which its form is predictable from the syllable structure. Nevertheless,
until more work on its status is done, | have included it in the underlying
inventory. The glides are distinguished from underlying high vowels in that
they are coarticulated segments; /w/ is labio-dorsal, whereas /j/ 15
corono-dorsal.

Gussmann (1980), Rubach (1984), and others following them, have

postulated quite large vowel inventories for Polish. In particular, it has
been assumed that Polish has two high unrounded vowels /1/ and /4/(=[y)]),'8

18 Throughout the thesis | use [y] to represent (4], the retrected and lowered variant of
/1/.
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two abstract underlying high lax vowels, a tense [-high] front vowel, and, in
Rubach (1984), a mid unrounded back vowel:

(13) Previously Postulated Vowel Inventory
I NV
Ty

In Chapter 3, | argue that [{] and [$)(=[y)) are in complementary
distribution and that therefore only /i/ is underlying. | also claim that the
underlying lax high vowels, [y ] and [2], are unnecessary, since all the
phonological alternations which they were postulated to underlie can be
explained in other ways. In addition, | argue in Chapter 4 that Polish has
two underlying mid nasal diphthongs whose first member 1s a mid frent or

back vowel and whose second member is a placeless nasal glide. These are
represented throughout this thesis as /¢/ and /9/. Polish thus turns out to

have the straightforward S-vowel system with two nasal diphthongs
pictured in Table 2 (all vowels are [-consonantal}):

TABLE 2: UNDERLYING VOWELS OF POLISH

| u e=[e] o=[d) a
Back - + - + - 4+
High + + - - - - -
Low - -+ - -
ml ] ]
nasal + +

46



The features [+round] and [ttense] are inserted by redundancy rules,
since they are not distinctive for any of the vowels in Polish. In particular,
the nonhigh vowels are all [-tense] whereas the high vowels are [+tense]; the
front vowels are [-round), and the back vowels are [+round] If {-low] and
[-round] in the case of [+low], |

Polish data in this thesis are transcribed accordlng to the phonetic
symbols given in the tables above rather than in Polish orthography. Most
forms are given in intermediate, rather than in underlying or surface
phonetic representations. In particular, although both [} and [y] are actually
/1/ in underlying forms, | transcribe [y] in those cases where it appears
morpheme-internally (e.g., &7 'to fight' vs. oy 'to be'); similarly, rather

than transcribing underlying or derived prepalatals as [t',d', s', Z'], | use the
prepalatal symbols [$,2,¢,42 ]
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CHAPTER 2
THE MORPHOLOGICAL COMPONENT: YERB STRUCTURE

Polish words belonging to the lexical categories Noun, Adjective,
Adverb and Verb, mav include up to 6 distinct morphemes in the case of the
first three categories, and up to 9 in the case of verbs:

(1) a xtop+ak+k+ov~at+i xwopackovaty ‘boyish’
boy N dim A Am.sg
b. pek+ar+fik +stv +0 p'ekariictfo ‘the baker's trade’
bake Nagt N Nabst ne.sg.
C. ZeC+ov+Aik+ov+o zeCovhikovo 'substantivally'

thing A N A Adv
d. do+po+do+syp+ov+iv +a+f{+a dopodosypovyvawa ‘'add dry matter
Pr Pr Pr pour ¥S VYSg) VS P fem.sg. (e.g. grain, sugar) bit
by bit by pouring, f.sgpast’

In all of the examples in (1) the cooccurrence of different morphemes
In the same form is restricted both by semantic and formal factors. The
morpheme -stv, for instance, affixes only to nominal stems to form
abstract nouns; -/v affixes to stems of verbs of a particular class to form
secondary imperfectives (see below); etc. The number and types of
morphemes and the restrictions on morpheme-cooccurence found in verbal
forms are more limited than those found in nominal, adjectival, and
adverbial forms. For this reason the present chapter on the morphological
component of Polish takes as its focus the formation of verbs.
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The first section of the chapter gives a brief description of the basic
grammatical categories represented in the Polish verbal system. For
detailed descriptions of the grammar of Polish verbs, the reader is referred
to works such as Schenker (1954, 1973), Szober (1953), and Brooks (1975),
Section 2 provides an analysis of the constituent structure of verbs,
distinguishing four different types of stems—class-stems, VS-stems, TM-
stems and P/N stems-and proposing rules to derive denominal and
deadjectival verb-stems, and secondary tmperfectives. Verbs are argued to
belong to particular classes; class membership determines the inflectional
and some derivational properties of each verb. Section 3 discusses
aspectual and morphological properties of prefixes, suggesting that prefixes
are in many cases included in the lexical entries of verbs but are
nevertheless percefved as distinct morphemes. And, section 4 argues that
although prefixes are morphologiéally constituents of the verb-stem, they
are not phonological constituents of the verb-stem but are instead
independent phonological words.

1. Polish Verbs

The morphology of the Polish verb reflects grammatical distinctions in
aspect, tense, mood, voice, person, number, gender, finite and nonfinite
forms. There are two basic grammatical aspectual categories, imperfective
and perfective, as well as several minor aspectual categories such as

frequentative (habitual or repeated action, usually found in motion verbs) or
semelfactive (momentary, completed action; cf. vy Zyciec ‘shout out' and

vykZyknpc' ‘shout out once, semelfactive’). Imperfectives are generally
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unprefixed and refer to uncompieted events; perfectives are generally
prefixed and refer to completed events. In addition, it is possible to form
so-called secondary imperfectives from perfective stems; these usually
have a frequentative or iterative meaning.! Non-secondary imperfectives
and perfectives are usually referred to as simple verb forms. There are also
two basic distinctions in tense encoded by means of inflectional suffixes
affixed to the verb stem: nonpast and past. In imperfectives the nonpast
forms have a present tense meaning, in perfectives they have a future
meaning.2 (2) illustrates aspectual and tense distinctions with different
forms of the verb p7s 'write".

(2) plisaé infinitive, impf.
nap'isac infinitive, pf.
zap'isyvaC Infinitive, sec. impf. ‘write down'
p'ise Ist sg, impf., nonpast ‘I write’
nap'ise Ist sg, pf., nonpast I will write’
zap'isuje  Ist sg, sec. impf.,, nonpast I write down'

Ali the forms in (2) are in the indicative mood; tn addition, Polish
distinguishes the imperative mood (see Chapter 3 for an analysis of
imperative forms), and the subjunctive. The formation of subjunctives is
not considered in this thesis (see, for example, Boolj and Rubach1987 for a
discussion of clitics such as the subjunctive -op).

I Sacondary imperfectives are usually referred to in the English literature on Polish as
“derived imperfectives.” | follow Laskowski ( 197Sb) fn using the term “secondary
imperfective.”

2 |t is also possible to form compound tenses in Polish. Thus, for instance, while the
form o 78p '| will write’ is a perfective form with future meaning, the future of the

imperfective s a compound form Jsgk o %saw ‘| will write',
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Passive voice Is generally formed in Polish by means of an auxiliary
followed by a form of the passive participle, where the first is inflected
like a verb, and the second like an adjective (e.q., Zostawa nap isana ‘'was
written, fem.sg.pf.’ ). As well as passive participles, Polish also has active
participles generaily derived from imperfective verbs. Both active and

passive participies may be indeclinable or adverbial, and declinable or

adjectival:

(3) p'isgc ‘write’ active participle, adverbial
p'iSpcy active participle, msg.
p'iSpca active participle, f.sg.
p'iSgce active participle, nesg.
p'isany passive participle, msg.
p'isana passive participle, fsg.
p'isane passive participle, ne.sg.
p'isano passive participle, adverbial

Participles are discussed in Chapter 3.
Finite, nonpast forms are inflected for person and number; past tense
forms are inflected for gender, number, and person. (4) lists only 3rd person

past tense forms; 1st and 2nd person forms are derived by means of clitics
affixed to the 3rd person forms given in (4). The clitics are -m '1st sg.’, =5

'2nd sg.’, ~smy "1st pl’, -sce '2nd pl.' Femine past forms, for instance, are
plsawam "1st sqQ., plsawas '2nd sq., plsawa '3rd sq.', prsawysmy '1st
pl., pisawysce '2nd pl.', and p7sawy '3rd pl.' | do not discuss the

properties of the clitics here.
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(4)  Nonpast
pise
p'iSes
p'ise
p'isemy
p'iSece
piso

Ist sg
2nd sg
3rd sg
Istpl
2nd pl
3rd pl

Past
p'isaw
p'isawa
p'isawo
p'isal'i
p'isawy

msg.
f.sg.

ne.sg.

mpl.3
f./ne/m. pl.

The verb p/s represents one of the three basic conjugations, each of

which Is characterized by the form of the suffix preceding the final

morpheme In nonpast forms (this suffix i1s underiined). (S) gives examples

of verbs from the other two conjugations:

(5)  Nonpast
pros ‘ask’
prose
prosis
prosi
prosimy
prosice
pro$o

Cyt ‘read
Cytam
Cytas
Cyta
Cytamy
Cytade
Cytajo

Ist sg
2nd sg
3rd sg
st pl
2nd pl
3rd pl

Ist sg
2nd sg
3rd sg
Istpl
2nd p}
3rd pl

Past

prosiw
prosiwa
prosiwo
pro$il'i
prosiwy

Cytaw
Cytawa
Cytawo
Cytal't
Cytawy

msg.
f.sg.

ne.sg.

mpl.
f/nem. pl.

msg.
fSg.

ne.sg.

mpl.
f./ne./m. pl.

3 In the plural Polish distinguishes masculine plural personal or virile forms from all
other masculine and feminine and neuter forms. The abbreviation ‘m.pl.’ is used here to refer to
the personal masculine plural. The abbreviation 'f./ne./m.’ refers to all other plural forms.
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2. Constituent Structure of the Verbs

The hypothesis underlying the discussion in this section is that the
morphological template of the Polish verb consists of four basic
constituents: the C-stem, the VS-stem, the TM-stem and the P/N-stem 4

(6) Constituent Structure of the Verb

[ [1r [vs [y (Prefix) [ C-stem ]y} (VS) ys] (TM) 1] P/N ]
C-stem=root or derived stem
VS=verbalizing suffix
TM=tense, infinitive, participle
P/N=person, number, gender

The C-stem is that constituent of the verb which carries the bulk of
the lexical content. Since verbs can be underived or derived from nominal,
adjectival, and occasionally other forms, a C-stem can be either a root or a
stem consisting of a root plus one or more non-inflectional affixes. It is
thus the minimal constituent of the verb specified as belonging to a
particular inflectional class. The class membership of a C-stem determines
the form of its V3-stem. The VS-stem is the central constituent of the
verb because 1t reflects verb class membership, and because, as | show
below, 1t determines the form of the TM-stem, which in turn determines the
form of the P/N constituent. | begin the discussion of verbal constituent

4 The parentheses around the different affix types indicate that not every form of the verb
contains representetives of every type of affix. The brackets indicate the layers of dependencies
within the verbal morphology.
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structure by examining the relationships between the morphemes which
occupy the TM and P/N positions.

2.1 Person/Number and Tense-Marker Morphemes

The Person/Number, Tense-MarkerS and Verbalizing Suffix morphemes
of the Polish verb system are given in (7). In discussing the distribution of
these morphemes, | follow the classic Jakobsonian analysis of Russian verb
conjugattion (see Jakobson 1948; and, for Polish, Schenker 1954). The
verbalizing suffixes and examples In this subsection are listed in terms of
the verb classes which are proposed and justified in §2.2 below. | refer to
verb classes here to simplify the exposition of the data.

(7)  IMMorphemes P/N Markers
-1/y- 'CM -¢/-m  'Istsg’ -my ‘Istpl
-e- ‘M -§ '2nd sg. -¢e  '2nd pl.
-w/l- ‘past’ -9 '3rd sg. -0 ‘3rdpl
-C  'infinitive® -Past Tense-Gender/Number
-a ‘fem,, sg' -y/t  ‘fem.pl.?
-2 'masc. sg.8 -i/y  ‘masc. pl.

S 0f the morphemes listed as Tense-Markers only -w//, as a past tense morpheme, actually
marks tense. The conrecting morpheme -~/ is found in nonpast forms but does not mark
nonpast tense ( see below), and the infinitive marker occurs in non-finite and therefore
specifically tenseless forms.

6 Although historically this morphenie was syllabic, consisting of /t/ followed by a front
vowsl, in Polish it is now simply a prepalatal affricate. In Class 5 verbs the final consonants of
Class S verb bases undergo various alternations (see (8), for example); the infinitive morpheme
itself occasional ly surfaces as {¢] following velar-finsl Class S bases (e.g., /mog+6/ ‘can’
surfaces as [muc]). The alternations seen in Class S infinitives are limited to occurring in these
forms; they may thus be mostly morphologically rather than phonologically conditioned.

7 Although both the feminine and the masculine plural forms are /i/ underlyingly, the
feminine plural does not trigger palatalization while the masculine plural does.

8 The past tense gender/number marker surfaces as [8) when clitics which mark person
are affixed to a past tense stem ending in a gender /number marker. For instancs, 2 “saw 'he
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(8)  Verbalizing Suffixes?
a

- Class 1

-a) Class2
-e Class 3
-ity Class 4
-np Class 610
-e] Class?

(9) provides representative examples of inflectfonal patterns.!! The
underlined constituents in (9) are the C-stems of the verbs (see §2.2.2).

(9) Nonpast Past
Class infinitive 2ndsg. 3rdpl m.sg.  m.pl. Gloss
1 pisaé p'ises p'isQ p'isaw p'isal'i write
malova¢ malujest2 malujp  malovaw maloval'i paint

nocova¢ nocujeS nocujo  nocovaw nocovall spend the night

wrote’, when inflected for first or second person singular by affixation of the clitics -m or -
respectively, becomes o 7sawem ‘| wrote, m.sg.’ or p/sewss’ ‘you wrote, m.sg.' (cf. o /sawa ‘she
wrote, p 7sawam '| wrote, 1.59.', pisawas’ 'you wrote, 1.59.'). The [e] of the m.sg. Is likely

epenthetic (see Chapter 3 for discussion of epenthesis).

9 Class S 1s not represented here because it 1s characterzed by lack of 8 verbalizing suffix,
Ses examples in (9) and S2.2.

10 The suffix -/p has been postulated to have many different shapes. In Gussmann ( 1980)
and Rubach  1984) 1t ts assumed to have the form /nOn/, where /0/ 1s an underlying lax high
vowel. Sincs, | argue in Chapter 4 that Polish nasal vowels are not sequences of vowels plus nasal
stops, but rather are nesal diphthongs consisting of a vowel plus a nasal glide, | assume here that
this morpheme has an underlying back nasal diphthong.

11 The 2nd sg. morpheme represents the set which also includes 3rd sg., Ist pl. and 2nd p!.
All the morphemes in this set have identical subcategorization requirements. The 3rd pl.
morpheme has the same properties as the 1st sg.

12 The morphemes -ov and -/v contain a final-glide in underlying representations. Their
alternation with -¢/' is due to a rule of j-formation, which derives a [§] in the environment of a
sequencs of two vowels where the second vowsl s [ -high], followed by & rule that deletes [o] or [1]
and vocalizes the underlying /w/ to [u). See Chapter 3 for discussion.
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pisyvaC pisujeS p'isujo piisyvaw p'isyvali write (S.1)

2 gytac Cytas Cytajo  Cytaw  Cytali read
zapraSac¢ zapraSa$ zapraSajo zapraSaw zapraSal'i ask (S.1)

pZesalaC¢ pzesalas pzesalajo pzesalaw pzesalali salt (S.1)
3 kZyle¢  kzylys  kZyCo kzyCaw  kZyCel'(13 shout (1)

4  pro§ic prosiS  proso prosiw  proSil'i ask for (1)
cernic cerni§  Cerfg Cerniw  Ceril'i blacken
Sol'i¢ sol'i3 posolp  posol'iw posol'il1 salt (1)

S kwasc kwadze$ kwadp kwadw  kwadl'i put down

6  kZzykno¢ kZykne§  kZzykng  kZyknow kZyknel'i shout (P)

7 wysel wysejeS wysejo  wysaw  wysel go tald

From (9) we can make the following observations about the distribution
of the P/N and TM suffixes. First, the past tense gender/number markers
are affixed to stems ending in the past tense morpheme -w.// (e.q., pVsal’
'm.pl.’). This morpheme 1s never rfollowed by nonpast P/N markers. (The
aiternation of [w] with [1(] is phonologically-conditioned and noncyclic.
Since In underlying representation this morpherme is a coronal lateral
consonant, it becomes [-back] in the environment of a following [-back]
segment, and a [+back] glide elsewhere. See Chapter 4.) Second, in all
classes except Class 2, nonpast P/N markers such as 2nd sq. are affixed to
stems ending in connecting morphemes (e.g., p/ses, £2yCys, where the
connecting morphemes are in bold); 3rd pl., by contrast, is affixed to stems
ending in the verbalizing suffixes {1lustrated in (8). Evidence that 3rd pl. is
Indeed affixed to stems ending in verbalizing suffixes comes from two

sources: in Classes 6 and 7 the verbalizing suffixes surface preceding the
3rd pl. morpheme p (e.g.,, k2vkng, wysejp); in Classes 1,3, and 4, although

13 The vowel alternations seen in Classes 3,6, and 7 are discussed in Chapter 3. They are
derived as a result of the application of lexically-conditioned phonological rules.
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the verbalizing suffixes do not surface, the forms of the consonants directly
preceding -p Indicate that the verbalizing suffixes are present in the
underlying representations. In the form p /Sy ‘write, 3 pl.', for instance, the
root final /s/ surfaces as [3] as a result of the application of lotation.
lotation is a rule that derives [c,dz,8,2] from underlying /t,d,5,2/ In the
environment of a foliowing [j]. [j] is itself derived in the environment of a
sequence of two vowels, provided that the second vowel is [-high] (see
Chapter 3). The fact that the final consonant In the 3rd pl. of ‘write’ {s
lotated indicates that in the underlying representation, the [~high] nasal
diphthong -p must be preceded by the verbalizing suffix -g. Third, the
palatalization seen in Class 1, 3, and 4 2nd sg. forms and the surface
presence of verbalizing suffixes in Class 6 and 7 2nd p.sg. forms provides
evidence that, like 3rd pl. morphemes, the TM morphemes are also attached
to stems ending in verbalizing suffixes. Fourth, in Class 5 there appears to
be no verbalizing suffix; 3rd pl. and TM morphemes seem to be attached
directly to the verb root. Fifth, in Class 2, 2nd sg. as well as 3rd pl. P/N
suffixes and TM morphemes are attached directly to stems ending in the

verbalizing suffix -g/ with no connecting morphemes between them.'4 Class
2 also takes the morpheme -7 in the 1st sg.,, while in all other classes -¢

isused (c\. cyam ‘read, 1st sg,; Class 2' and p /s ‘write, 1st sg; Class 1',
K2yce 'shout, 1st sg,; Class 3', etc.). And, finally, the 3rd sq. 1S
characterized by lack of any visible P/N suffix. Instead, the final visible
morpheme in the 3rd sg. form 1s a connecting morpheme:

14 The final glide of -&/ surfaces only in the 3rd p.pl. Following Rubach ( 1984) and
others | assume that the final glide of -4/ (and of the Class 7 -/ ) is deleted in the environment
before a consonant. | differ from Rubach, however, in assuming that the rule responsible for
deletion of [§) before & consonant is not the same as the rule that deletes /] following coronals.
See Chapter 3, S4 for discussion of j-deletion.



(10) Class!1 p'iSe
Cyta
kzyCy
prosi
kwadZe
kZyknhe
wyseje

NO U AN WD

Rather than postulating a zero-affix for the 3rd sg., | suggest that this form
is simply characterized by absence of marking; in other words the unmarked
TM-stem Is interpreted by speakers as referring to the unmarked
person/number form of the language.

The P/N and TM morphemes thus have the distribution summarized in
(11): TMand 3 pl. morphemes attach to stems ending in verbalizing
suffixes; 2nd sg. and past tense gender/number morphemes attach to stems
ending In TM morphemes, witt; nonpast attaching to the connecting
morphemes, and past attaching to the past tense marker; and stems ending

In -g/ serve as bases for affixation of past tense, Infinitive and all P/N
morphemes (except ).

(11) Morphemes attaching to stems ending In:

'~ m 2/
-ly/e M -5 '2nd sg’ -m 'Ist sg.
-w/l  ‘Past’ -6 '3rd sg’ -w/l  ‘'Past’
-¢ ‘Infinitive’ -my ‘Ist pl’ ¢ ‘Infinitive’
-e "Ist sg’ -¢e "2nd pl. -§ '2nd sg.
-0 ‘3rd pl! -a ‘femsg’ -9 ‘3rd sg’
- 'mascpl’ -Ce '2nd pl.
-y ‘fempl. -0 ‘3rd pl!
-0 'mascsg.
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Setting Class 2 forms aside for a moment, we can see that morphemes
attaching to stems ending in VS's and those attaching to stems ending in
TM's are in complementary distribution. We can account for their
distribution by assuming that the two types of stems-VS-stems and TM-
stems-are distinct constituents of the verb and that suffixes are specified
for the type of stem or constituent to which they affix and for the type of
constituent which they form. TM morphemes and 3rd pl. are thus specified
as affixing to a VS-stem and, in the former case, as deriving TM-stems, and
P/N morphemes are specified for TM-stems. The past P/N markers need to
be specified, in addition, to follow only the past tense morpheme; the
nonpast P/N markers must be specified so as to follow only connecting
morphemes. The nonpast P/N morphemes, since they are always word-final,
are also specified with the information that their affixation creates
morphological words. None of the P/N markers needs to be specified not to
follow the infinitive marker if one assumes that this morpheme also
includes information that its affixation creates a morphological word.

Information about the type of stem a morpheme affixes to and the type
of stem its affixation creates are easily represented by means of
subcategorization frames assocfated with lexical entries for individual
affixes (as suggested, for instance, in Lieber 1980). That this information
is unpredictable and must be encoded in lexical entries for the affixes is
clearly illustrated by the distributional properties of the 3rd pl. and 1st sg.
suffixes p and 2. These suffixes occur only in nonpast forms and yet,
unlike the other nonpast P/N suffixes, they affix to VS- and not to TM-
stems. Although the two suffixes happen to be the two nasal diphthongs of
Polish, there is no phonological reason for their distribution. Since the
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connecting morphemes are front vowels in underlying representations, one
could imagine, for instance, that the nasal diphthongs are prohibited from
occurring after front vowels. However, two of the verbalizing suffixes, -e
and -/ are also underlyingly front vowels, and yet -p and -¢ are found after
them. Similarly, there 1s no syntactic or semantic reason for setting off
Ist sg. and 3rd pl. as a class distinct from other persons and numbers. We
can only conclude that the distribution of -p and -2 1s simply an arbitrary
fact about the morphological structure of Polish verbs and must be
stipulated in the lexical entries of the suffixes themselves,

The presence of connecting morphemes in nonpast forms is also an
arbitrary structural property of verbs, and is not motivated by any
phonological, syntactic or semantic factors. In fact, connecting morphemes
have no identifiable meaning. Rubach (1984) refers to -//y and -¢ as
bresent tense markers. Although it {s true that they appear in present tense
forms, they also appears in future forms. As pointed out in §1, the
perfective form of an tmperfective/perfective aspect pair whose members
differ only in that a prefix appears in the perfective, always has a future
sense, while Its corresponding imperfective has a present tense meaning.
One could perhaps argue that the connecting morphemes are nonpast
morphemes. But, as we have seen, they do not appear in all nonpast finite
forms. Nevertheless, Ist sg. and 3rd pl. forms in which the connecting
morphemes do not appear stfll have a nonpast meaning. In contrast to past
tense, which is marked by the suffix -w.//, nonpast seems not to be marked
by any one morpheme. It appears that the nonpast tense of a verb is a
property of the whole verb form rather than being a property supplied by one
particular morpheme. This conclusion is not surprising given the well-
known fact that the semantics and the structure of morpological forms are
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not necessarily isomorphic. The presence of the connecting morphemes 1s
clearly required by the morphology. They must therefore be given lexical
entries with appropriate subcategorization frames, but containing no
semantic information (it is for this reason, that | refer to them as
connecting morphemes).

Note that the form of the connecting morphemes that appears in
present tense forms is predictable from the form of the preceding
verbalizing suffix. -//y occurs following the Class 3 and 4 verbalizing
suffixes (which surface as [-back] vowels), whereas -¢ occurs elsewhere.
One can therefore assume that there is only one connecting morpheme with
two allomorphs. The connecting morpheme triggers palatalization
alternations in preceding consonants; its [y] form suriaces only after
alveopalatal coronals which are the output of palatalization processes (see
Chapter 3).

The fact that the Class 2 verbalizing suffix behaves differently from
the other verbalizing suffixes and from TM morphemes s another arbitrary
fact about Polish morphology. Recall that although -g/'s affixation creates
VS-stems to which are affixed, as expected, the past tense, infinitive and
3rd pl. markers, it also forms stems to which are affixed the P/N markers
that generally attach to TM-stems. -2/ behaves as If its affixation created
both a VS-stem and a TM-stem and it must thus be distinguished in the
grammar from the other verbalizing suffixes. -g/ must also be marked both
so as to allow the morpheme -7 '1st sg., Class 2' to affix to it, rather than
the more general 1st sg. morpheme ¢ which affixes to all other VS-stems,
and so as to prevent affixation to it of the TM connecting morphemes.

The distribution of all the P/N and TM morphemes, Including that
associated with the Class 2 VS-stem, is presented in (12) in terms of
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subcategorization frames. All the distributional properties can be captured
if we assume that in addition to distinguishing VS- and TM-stems, the
grammar of Polish contains two features, [taj] and [tPast]. [taj] divides
morphemes that affix to VS-stems into two types: those specifically
prohibited from affixing to stems ending in the verbalizing suffix -a/, and
those not so prohibited. Similarly, [+Past] divides morphemes that affix to
TM-stems into two types: those which affix to past tense stems, and those
which do not. In the subcategorization frames in (12), lack of diacritic
marking on a bracket indicates that the attachment of the relevant affix
creates a morphological word or P/N-stem, to which no further affixes may
attach (although, clitics may affix to morphological words ending in the
past P/N morphemes).

(12)  Subcategorization Frames for P/N and TM morphemes

Jys —1 lvs — 1M Jvs —] Jvs — 1M
+8) +8f +P -8) ) -p
-m -w/l - -i/y,-e
=0
-¢
Ity —] Jim—]
+P -P
-a -§
-1 -y
-y -Ce

Notice that, given the subcategorization frames in (12), the verbalizing
suffix -/ must be marked as both VS [+aj] and TM [-P] in order to ensure
that the correct TM and P/N morphemes affix to it.
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Since the TM and some P/N morphemes affix to stems ending in
verbalizing suffixes, it s often the case that the underlying representation
of a verb form contains a sequence of two vowels, (13) gives examples of
underlying representations that result from affixing TM and P/N morphemes
to VS-stems. X' represents the stem to which a verbalizing suffix is
affixed (see §2.2); the VS-stem is in bold.

(13) Class  2ndp. sg. 3rd p. pl.
I X+a+e+§ X+a+o
2  X+aj+§ X+aj+o
3 X+e+i+3 X+e+Q
4 Xel+i+3 X+i+9
6  X+np+e+s X+no+9
7 Xeej+e+d X+ej+o

As pointed out above, If the second of the two vowels s [-high), as in Class
1 and Class 6 2nd sg. and Classes 1, 3, 4 and 6 3rd pl., J-formation occurs to
change the first vowel In the sequence Into a [{] (see Chapter 3, §4). This
derived [J] subsequently triggers palatalization. If the second of the two
vowels is [+high], the first is deleted.

2.2 VS-stems and C-stems

In the previous subsection we saw that the tense marker and srme
person/number morphemes of Polish verbs affix to stems ending In
verbalizing suffixes. We also saw that in a number of cases the verbalizing
suffix directly affects the choice of a particular TM or P/N morpheme. In
this subsection | argue that the verbalizing suffix has a purely
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classificatory morphological function in that it represents the class that a
particular verb belongs to. | also argue that verbalizing suffixes are
themselves affixed to class-stems which are specified for verb class
membership by means of diacritics. The inflectional and derivational
properties of a particular C-stem depend on the verb class it belongs to
regardless of whether it s a simple, underived, verb root, a derived
secondary imperfective stem, or a denominal or deadjectival verb stem.

2.2.1 VS-stems and Verb Classes

(14) lists 6 of the most common verbalizing suffixes of Polish ((14) is
repeated from (8) above):

(14)  Verbalizing Suffixes

-a  Class |
-aj Class2
- C(Class 3
-{/y Class 4
-ng Class6
-ej Class?

Verbalizing suffixes may appear in underived and derived verbps, as the
following examples t1lustrate (the underlined morphemes are roots):

(15)  Yerbalizing Suffixes

a. Underived simple verbs

-a Lrsac ‘to write’
Kwovac  'to buy'
-aJ ac 'to read' vafp  '3rdpl
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-e K2yce 'to shout’

- Lrosic ‘to ask for’
Awasc ‘to put down'  gwagp  ‘3rdpl.
-NY K2vknpc  "to shout out’
-e] gac 'to heat’ Lejp "3rd pl.
b. Derived simple verbs
-a nocovac  "to spend the night’ (cf. noc ‘night’)
-1 wkodCye 1S 'to finish' (cf. kortec ‘end’)
-ej cenjec 'to become black’ cervfe/fp '3rd pl.

(cf. Carny 'black’)

In the case of underived verbs, the verbalizing suffix which appears in
the verb is something that must be 1earned for each verb, s.nce the
verbalizing suffix (or lack thereof, as in the case of £wasc’, see below)
associated with a particular root in underived verbs is unpredictable both
from the point of view of semantics and of phonology. For instance, various
roots ending in the segment /s/ are associated with the different
verbalizing suffixes in (16):16

(16) a plistar¢ p'isaé ‘write’
D. kis+i+C ki$1¢ ‘pickie’
C. Vis+e+C v'ise¢ ‘hang’
d. pas+ pas¢ 'graze’
e. costaj+¢ ¢osac ‘hew'

In the case of derived verbs 1t 1s necessary to learn rules of word-
formation which result in the affixation of appropriate verbalizing suffixes.
Derived verbs are discussed in §2.2.3. Let us consider now how the grammar

15 | argue below that prefixes are affixed to C-stems and that their affixation does not
change the C-stem status of the form to which they are affixed,

16 The examples in ( 15) are taken from Szpyra ( 1987b).
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represents the unpredictable relationship between a particular underived
verb and the verbalizing suffix that that verb takes when inflected.

In earlier work on Polish it has been suggested that verbalizing
suffixes are listed as part of the lexical entries of underived verb roots.
Lexical entries of underived verbs are thus bi-formative, consisting of what
| have termed above a VS-stem, namely, the structure Root+VS (see
Laskowski1975b; Szpyra1986, 1987b-Szpyra adopts Laskowskl's
hypothesis). Szpyra argues that an advantage of the bi-formative
hypothesis Is that it obviates the need for postulating g4 /oc¢ verb classes
that must be referred to in terms of dfacritics. In fact, as | suggest below,
not postulating that verbs belong to different classes makes it difficult to
capture several generalizations about the language.

| assume here, then, that verbs are organized into classes and that
class membership is specified in the lexical entries of both roots and
verbalizing suffixes by means of diacritics. Verbalizing suffixes of a
particular class thus affix only to roots of the same class. Since each of
the verbalizing suffixes listed above affixes unpredictably to at least some
roots, we may assume that there are as many classes as there are
verbalizing suffixes. The verb classes associated with the verbalizing
suffixes in (14) are given in (17). Each class s labelled with a number for
ease of reference; the chotce of numbers is arbitrary. In addition, the form
of the VS-stem associated with each class is given, with the verbalizing
suffix represented in bold:1?

17 Some roots belong to more than one verb class; these are irregular verbs. One example
Is the root £¢p ‘buy’. In the imperfective, £ belongs to the -av subset of Class | (1.e., Aypova
‘to buy, I."); in the perfective, £4p belongs to a different class—Class 4 (1.6., &pif 'to buy,

P1.). Irregular verbs of this kind most 1ikely have two lexically listed alternants; thus 442 has
aClass 1 alternant marked as Imperfective, and a Class 4 alternant marked as Perfective.
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(7 Class 1

X+a
pis  ‘write’
ptak ‘cry’
kop 'kick’
X+ov
kup ‘buy’
mal  ‘paint’
Class 3
X+e
v'id 'see’
kZyk 'shout’
v'is ‘hang’
Class S
X

ktad ‘put’

mog ‘can’

ghet ‘crush’

myj ‘wash’
Class 7
X+e}

gé¢ ‘heat’

tl  ‘smoulder’

Class 2
X+aj
&yt read’
kox ‘love’
X0V ‘hide
Class 4
X+i
pros  ‘request’
rux ‘move’
top ‘drown’
Class 6
X+nQ
ros ‘grow’
¢og ‘pull’

The verbalizing suffixes serve a classificatory function in the sense

that they are the surface encoders of membership in a particular verb class.
A speaker determines the class of a particular verb, and thus the



inflectional and derivational properties of that verb, from the form of the
verbalizing suffix appearing in its VS-stem.

Two points need to be made about the classes in (17). First, roots of
Class 5 are not followed on the surface by verbalizing suffixes. This is
fllustrated more fully in (18) where both underlying and surface forms of
infinitives of some Class 5 roots are listed. If these roots did take a

verbaiizing suffix, the suffix would surface between the root and the
infinitive morpheme - (See Fn. 6 on the corsonant alternations):

(18) a, ktad+¢ kwas¢ ‘put’
b. mug+¢ muc ‘can’
c. ghet+C ghesc ‘crush’
d. myj+¢ my¢ ‘'wash'

Laskowski (1975b) and Szpyra (1987b) assume that roots such as those
in (18) are in fact followed by a verbalizing suffix, but this suffix 1s
postulated to be a zero-affix. However, it is possible to account for Class 5
roots without postulating zero-affixes, If one assumes that, unlike the VS-
stems of underived verbs of the other classes, Class 5 VS-stems are simply
characterized by having no verbalizing suffix. Thus in Class S, the VS-
stems are identical to the roots from which they are derived. The affix-
less X' shown under Class 5 in (17) 1s meant to indicate this,

The second point involves a subclass of Class 1: roots followed by the
suffix -ov which is, in turn, followed by the VS -g. The fact that roots such
as Ayp 'buy’ or mal ‘paint’ are followed by -ov is unpredictable, and must
be specified in thetr lexical entries. However, verb stems ending in -ov are
always conjugated according to the pattern followed by Class 1. Since
affixes as well as roots and stems have lexical entries, we can assume that
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the suffix -ov is diacritically specified as belonging to Class 1. Affixation
of -ov to aroot will automatically mark the stem derived by its affixation
as belonging to Class 1, thus ensuring that it will always be followed by the
Class 1 verbalizing suffix. Now, if one assumed, following the bi-formative
hypothesis of Laskowsk! (1975b), that verbalizing suffixes were included in
the lexical entries of verb roots, then both -ov and -2 would have to be
included In the lexical entries. If both were included, then the question
would arise whether -or-2 should be considered to be one suffix, -ovg or
two. The latter possibility, that -ov-a is two suffixes, would not allow us
to state the generalization that -ov is always followed by -2, since it
would simply involve listing -ov and -2 with every verb; the former
possibility would not account for the fact that the conjugational and
derivational properties of verbs In -ova are identical to those of verbs in -
By not distinguishing verb classes, the Laskowski-Szpyra bi-formative
hypothesis thus misses a generalization about the inf lecttbnal pattern
followed by one set of verbs. In §2.2.4 on secondary imperfectives | present
another example of the need for distinguishing verb classes.

Assuming that roots are specified for the class they belong to, and
that verbalizing suffixes have lexical entries distinct from those of verbs,
but which also specify the class of verb in which these suffixes appear, has
the effect of distinguishing two types of constituents: the VS-stem in
which the verbalizing suffix appears, and a stem on which membership is
marked, and to which the verbalizing suffix affixes. This latter type of
stem Is a class-stem.

69



2.2.2 C-stems

Laskowski (1973b) suggests that all roots in Polish are unspecified for
lexical category but instead carry only lexical meaning; according to
Laskowski, derivational or inflectional affixes such as the verbalizing
suffixes provide the category-less roots with category features. My
assumption that verbal roots are marked in the lexicon as members of
particular classes of lexical items, all of wnich are Inflected in the same
way, has the effect of assigning roots to lexical categories without
necessarily specifying that they are verbs, nouns, etc. In other words,
specifying that a particular root belongs to a class of iexical items which
serve as stems for affixatfon of verbalizing suffixes, and, subsequently, for
affixation of TM and P/N suffixes, ensures that that root will be inflected
as a verb and not as a noun or an adjective. To be Inflected as a noun or as
an adjective, a root would have to be specified as belonging to a class
distinct from those classes which take verbal Inflection, Thus the property
of belonging to a particular class is not only a characteristic of verbal roots
but of all nominal, adjectival and adverbial roots as well. Furthermore,
given that roots may serve as bases for derivational suffixation, and given
that the rightmost suffix in a stem determines the inflectional properties

of that stem, we can assume that derivational suffixes are also marked for
class membership. For instance, while the noun root /g4 ‘hand' belongs to

the class of feminine nouns, the noun stem rgc+i/k ‘towel’, formed by
suffixing -7/ to the root, belongs to the class of masculine-gender nouns.
Affixation of ~//4 adds lexical content to the root, and also involves a

change in the inflectional class of the derived stem.
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The central constituent of verbs, nouns, adjectives, and adverbs, then,
is the C-stem. A C-stem is a constituent which is specified for belonging
to a particular lexical class; class membership determines the inflectional
and some derivational properties of a stem. In addition, the C-stem is that
constituent which carries the lexical semantic content, as distinct from
case, agreement, tense, and other grammatical content which i< supplied by
suffixes that appear outside the L-stem.

Given Liat specification of class membership determines the
inflectional properties of a lexical item, specifying lexical category in
addition to class membership would simply be redundant. | assume,
therefore, that roots are not specifically inarked as verbs, nouns,
adjectives, or adverbs in treir lexical entries, but that they are marked as
belonging to particular classes.!8 Lexical categories are assigned hy the
inflectional morphemes of the language. In the case of the verbs in Polish,
1t is TM- and P/N-suffixes which supply the category of Verb to the stems
in which they appear.

2.2.3 Denominal and Deadjectival C-stems

| claimed above that membership in a verb class s unpredictable and
must be learned separately for each underived C-stem. Consider now the
verb classes associated with derived verbs. As tllustrated in (14b) above,
there are thre. main types of denominal and deadjectival derived verbs:
those formed with -av, which is followed by -a, those formed with -¢/ and

18 Since | do not treat nominal, adjectival or adverbial stems in this thesis, | refer to such
stems by means of category labels rather than in terms of class membership. The nonverbal
classes of Polish await detailed study in a generative framework.
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those formed with -/. The most productive of these s the first type. The
relationship between a denominal or deadjectival verb C-stem and the
verbalizing suffix that appears in the VS-stem of that derived-verb C-stem
Is not tdiosyncratic in the way that the relationship between a root and a
particular verbalizing suffix fs. The formation of -ov denominal verbs, for

instance, Is a productive process in contemporary Polish. According to
Grzegorczykowa (1972), in most cases -ov is affixed to a nominal root or

stem to form a verb which specifies an action connected in some way to the
meaning of the root or stem:!9

(19) a. p'iwoval ‘to saw, file' piwa ‘saw’
b. korkovaé 'to cork, block’ korek ‘cork’
C. butelkovac ‘to bottle’ butel+kta  ‘bottle’
d. nocovac ‘spend the night’  noc ‘nignt’
e. b'ibl'otekazovac ‘run a library’ b'ibl'otek+az ‘librarian’

Clearly we would not want to assume that all nominal stems, like verb
roots, are marked in the lexicon for the particular verbalizing suffix that
they can take and hence for the verb class to which they belong, or to which
they would belong if they ever happened to be used as bases for denominal
verb formation. Affixation of -ov to a denominal stem is thus not a learned
property of that stem.20 The formation of denominal -ov verbs, however, as

19 Exemples and facts about der ived verbs are taken from Grzegorczykowa ( 1972),
Satkiewicz (1 969), and Grzegorczykowa et al. ( 1984). The facts presented here are fairly
superfictal as for as the semantics of the verbs is concerned and the reader is therefore referred
to these works and to references cited there for detailed discussion.

20 The use of -/ and -& to form denominal verb stems seems to be less productive today
then the use of -ov. Thus, Grzegorczykowa ( 1972) states that in some cases -ov is replecing -/

in denominal verbs (e.g., the former 4uaZ+y+£& and matley+& aretoday Auarsov+a+& -

kunaZovar® ‘to cook’ end matk +ov+a+¢ 'to mother'). If the classes of nominal and adjectival
stems towhich -/and -g/ can be affixed are closed, then it may be the case that the derived c-
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a regular process of Polish word formation, is represented in the grammar
of Polish by a word formation rule. And it is this rule which is learned by
speakers of Polish.

The word formation rule deriving denominal -ov verbs must include the
information that -ov affixes to nominal roots or stems (of a particular
semantic type) and that its affixation forms derived-verb C-stems which
belong to Class |I. X+ gy Class | C-stems thus come from two sources: verb

root C-stems (see (17)) and the denominal ~ov word formation rule. And as
the following comparison of the first and third singular forms of nocovac

‘spend the night’ and Aupovac 'buy’ shows (where the former 1S denominal
and the latter is verbal) in (20) shows, both underived verb C-stems and
denominal verb C-stems are conjugated in the same way:

(20) I sg. 3sg
a. nocova¢  'spend the night’ nocuje nocuje
b. kupova¢  'to buy, I kupuje kupuje

Denominal and deadjectival verb C-stems associated with the
verbalizing suffixes -/ and -¢/ are also dertved by means of word
formation rules. (21) provides examples of transitive verbs containing -/
which are derived from both nouns and adjectives.

(21) a Cerni¢ ‘blacken’ tarny ‘black’
b. ucidyc¢ ‘quieten’ ¢ixy '‘quiet’
c. odgwov'i¢ ‘behead’ qwova ‘head'

stems in which these affixes appear shouid be listed in the lexicon. This is a question that
requires further investigation. For present purposes, | assume that verbs containing -/ and -/
are derived by word formation rules.
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d. odskuzy¢ ‘to skin’ skura 'skin’
e. uaktualnié ‘bring to the fore’ aktualny  ‘current’
f. posol'i¢ 'to salt’ sul ‘'salt’

The verbs {llustrated in (21) have the same derivational and
Inflectional properties as Class 4 verb roots, and like Class 4 roots form
thetr VS-stems by affixation of the verbalizing suffix -/. The
distinguishing characteristic of the rule of word formation by which Class 4
derived verb C-stems are formed is that, unlike in the case of -ov derived
verbs in which the assignment of verb class membership to a non-verbal
stem is accompanied by affixation of a suffix, derivation of a Class 4 verbal
C-stem does not involve affixation. The word formation rule simply takes a
particular nominal or adjectival stem, and assigns it to the Class 4 verb
class (ie, [ -1 lciass4) It isas aresult of this assignment to Class 4
that the derived verb C-stem forms its VS-stem by affixation of the
verbalizing suffix -/.

-¢/ appears In “processual” intransitive verbs based on adjectives and
nouns specifying some kind of quality.

(22) a Cerfie¢ ‘become black'’ ¢arny ‘black’
b. zmodZe 'become wise(r) modry ‘wise'
C. korkovacec ‘become cork-like' kork+ov+at+y ‘cork-like, adj.
d. zdgivalec become strange’ ¢Zivtak  ‘an eccentric’

As In the case of -/ denominal verbs, formation of -&/ verbs does not
involve affixation, but rather involves assigning membership In Class 7 to a
denominal or deadjectival stem. The Class 7 diacritic on the derived verbal
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C-stem ensures that the Class 7 verbalizing suffix -/ appears in forms of
the verb.

The three word formation rules for deriving denominal and deadjectival
verb C-stems are given in (23).

(23) a [ INcless * [ JovIicCless i

D. [ IN-class ~ [ 1 Cless 4
A-class

c. [ Ja-ciess = | 1 Class 7
N-class

Since (23b) and (23c¢) simply involve changing the nominal or adjectival
class membership of a root or stem to membership in a verb class, these are
effectively conversion rules, similar to rules involved in English palrs such
as récoray~recdray or convérty~converty. (23a) s also a conversion rule,
however, although it Involves suffixation as well as change In class
membership. The morpheme -ov Is an all-purpose class-less morpheme in
Polish which can take on several different functions. It appears in

adjectives derived from nouns (e.q., osab+ovy ‘personal’, osob+a'person’), in
feminine forms of surnames (e.q., P/ Busova ™Mrs. Busza'), in non-Slavic

verbs containing the formant -2z ( gemi/itaryzovac ‘demilitarize'), in
deverbal verbs such as ma/ovac 'paint’, and in denominal verbs such as
kalkulovaccalculate' or cyrkulovac 'circulate’ dertved from non-Slavic
nouns such as ka/ku/+ac/+a ‘calculation’ or cyrku/+*ac/+a ‘circulation’
which do not have corresponding -ov adjectives ( *aikulovy, *cyrkulovy).
in all these different cases, -ov has the same phonologica) properties.
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Rather than suggesting that there are several different -ov morphemes, |
suggest that there is only one, but that this morpheme takes part in several
different word formation rules which attach it as a suffix to stems, and
which supply those stems to which it is suffixed with different class
membership. For instance, (23a) affixes -ov and assigns the stem thus
derived to membership in the verb class 1. Another rule affixes -ov to
nouns while assigning membership in an adjectival class; and so on.
Affixation of -ov is thus concomitant with, or part of, rules that change the
class membership of the stems which they take as input. In this sense,
then, (23a) 1s a conversion rule just as (23b) and (23c¢) are; it differs from
the latter two only in that it also involves affixation.

The discussion of derived verbal C-stems has shown that nominal and
adjectival stems become members of particular verb classes by means of
rules of word formation. Derived C-stems differ from underived verb root
C-stems in that in the latter case class membership is indicated in lexical
entries rather than being assigned by rule. What is significant, however, is
that regardiess of how class membership is assigned, all verb C-stems of a
particular class have the same inflectional and derivational properties,
Class 1, for instance, includes verb root C-stems such as p7s 'write’,
deverbal -ov verbs such as ma/+ov ‘paint’, denominal -ov verbs, such as
bLiblotek+aZ+ov 'run a library’ , and secondary imperfectives of Class I, 2,
and 3 verbs such as p/s*vv 'write, freq.’ or Za+*ma/+ov+yv 'paint over, S.l.',
Let us turn now to the formation of secondary imperfective C-stems,

76



2.2.4 Secondary Imperfectives

Secondary imperfectives are imperfective forms usuaily derived from
simple perfective stems and usually having a frequentative or iterative
meaning.2! This subsection llustrates that secondary imperfective stems
are themselves C-stems and that the formation of a secondary imperfective
C-stem from a simple verb s predictable from verb class membership. My
analysis of secondary Imperfectives differs from earlier generative
analyses (Laskowski 1975b, Gussmann 1980, Rubach 1984, Szpyra 1987/b)
in that | propose that there is no secondary imperfective morpheme -g/, but
that instead, the presence of -7/ in certain secondary imperfectives is a
result of the shift in verb class membership. | suggest that the vowel
alternations which occur in certain secondary imperfectives may be due to
morphological, rather than to phonological processes.

2.2.4.1 Secondary Imperfectives and Verb Classes

(24) fllustrates the forms of secondary imperfectives assoclated with
the verb classes postulated in (17). The stems are presented without P/N or
TM markers affixed to them, and are in near-surface forms. Class 6 from
(17) s not represented in (24) for reascns discussed in later sections.

(24) VS-stem Secondary imperfective VS-stem
Class I p'ls+a Za+p'istyv+a ‘write up’
kop+a od+kop+yv+a ‘dig up’

21 Simple perfectives generally contain prefixes. For purposes of this section | assume
that pre‘f‘txes are included in C-stem constituents. In §2.2,5 | provide arguments in favour of this
assumption,
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pZe+mal+ov+a
Za+p'iw+ov+a

pZe+mal+ov+yv+a ‘paint’
za+p'iw+ov+yv+a  ‘file’

Class 2  Cytraj vy+Cyttyvea 'read’
Kox+a] Za+kox'+iv+a ‘fall in love'
Class 3 kZyk+e vy+kZyk'+iv+a 'shout out’
v'id+e pZe+v'id+yv+a ‘foresee’
Class 4  prost+i za+pras+aj ‘invite’
skrut+i skrac+a) 'shorten’
rux+i roz+rus+aj ‘move’
pZe+sol'+i pZe+sal+aj ‘salt’
ClassS  grhet roz+gnat+aj ‘crush’
ktad vy+ktad+aj put’
Class 7  gi+ej roz+gz+ev+aj ‘heat’

As (24) shows there are two types of secondary imperfectives. One
affects both underived and derived verbs belonging to Ciasses 1-3, and
involves affixation of a suffix -/v/pv22 to a stem; the resulting stem is

conjugated following the pattern of Class 1 simple verbs:23

(25) a. zap'isyvaé Inf.

zap'isujo 3rd pl.
zap'isujes '2nd sg.
zap'isyvaw ‘past, msg.

22 The underlying form of this morpheme contains an initial /1/. [y) is derived by rule
following labial and coronal consonants. See Chapter 3 for discussion.

23 Although stems ending in -/v ‘DI’ are usually conjugated as Class | verbs, there are
some verbs in which -/v may be followed by -4/, or by -&. Thus the following types of alternant

forms are found: daagyvac® ‘scoff, DI’ appears as apsgyvam or dogadty/p in the first singular;
similarly, akuiyvac 'wrap up' appears as akulyvam or atstu)p; end absrubovyvad 'screw on'
appears as absrubovyvam or adbsrubovyjp ; see Brooks (1975) p. 149 for a list of similar

alternating forms. These examples suggest that speakers occasionally interpret -/v as belonging
to t(ilass 2 rather than to Class 1, thus conjugating forms containing -/ according to Class 2
patterns,
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The other affects underived and derived verbs of Classes 4, 5 and 7.
The secondary imperfectives of verbs from these classes are conjugated
according to the pattern of Class 2 simple verbs:

(26)  rozruSac ‘Inf.
rozrusajo '3rd pl.
rozrusas '2nd sg.
rozrusaw ‘past, msg.

As (24) illustrates, the secondary imperfectives of Classes 4 and 5 often
involve vowel alternations which do not occur in Classes 1-3. | will
discuss these in §2.2.42. Classes 4 and 7 secondary imperfectives also
involve alternations in the final consonants of the C-s.ems. Class 4
alternations are discussed shortly; see §2.2.4.3 for Class 7 consonant
altef‘natlons.

It is clear from the examples in (24), that the forms of secondary
imperfectives of all regular verbs are predictable on the basis of the class
membership of simple (im)perfective C-stems. Setting aside for a moment
the vowel and consonant alternations seen in secondary imperfectives, the
formation of secondary imperfectives resembles the two types of denominal
and deadjectival verb-stem formation postulated above (see (23)). Class 4,
S and 7 secondary imperfective formation seems to involve assignment of
membership in Class 2 without concomitant affixation (this is similar to
the formation of /- and e¢/-stem derived verbs in which no affixation
occurs), whereas Class 1-3 secondary imperfective formation seems to
involve assignment of membership in Class |, but with concomitant
affixation of the suffix -/v (this is similar to the formation of ow-stem
denominal verbs). We can assume that secondary imperfectives are derived
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by rule and are not listed in the lexicon, not only because the forms of
secondary imperfectives are predictable, but also because their meanings
are always regular, and predictable from the meanings of the corresponding
simple verbs. The rules of secondary imperfective formation, then, derive
Class 1 or Class 2 C-stems. Each rule, however, takes a different kind of

verbal constituent as input.
The form of the secondary imperfective of the Class 7 verb in (24)

indicates that it 1s the VS-stem of the verb (1.e, X+ej ) which serves as
input to secondary imperfective formation. The consonant alternations
between /s/~[3] and /t/~[c] seen in Class 4 secondary imperfectives
indicate that in this case too, it is the VS-stem of Class 4 verbs which is
the input to the secondary imperfective rule assigning membership in Class
2. /s/~[8] and /t/~[c] only occur in the environment before a []] (as a result
of the application of the rule of lotation; see Ch 3).249 The triggering [j] is
not underlying, but instead is derived by means of a rule of j-formation
which occurs in the environment of a sequence of two vowels of which the
second s [-high]. In Class 4 secondary imperfectives, j-formatifon and
subsequently lotation take place as aresult of the affixation of the Class 2
verbalizing suffix -g/ to the VS-stem (i.e., X+i ) of Class 4 verbs. And,
finally, in the case of Class 5 verbs, one can also assume that the input to
secondary imperfective formation is the VS-stem, since Class S verbs are
characterized by the lack of a verbalizing suffix in their VS-stems (recall
that TM- and 3rd pl.-morphemes are adjacent to roots in Class S forms; e.g.,

24 The alternation between /x/~[8) is found before [j] &s well as before relevant
mor phemes.
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griet ‘crush’ has the Infinitive griesc, the past tense (f.) griotwa, and the 3
pl. grioty).

In Classes 1-3, the suffix -/v is affixed directly onto a C-stem and not
onto a VS-stem; the input to the secondary imperfective rule for these verb
classes Is thus a C-stem and not a VS-stem. This is clear from the
secondary imperfectives of Class 2 in particular. If the secondary
imperfective formatfon of Class 2 verbs took the Class 2 VS-stem as input,

It would generate underlying forms in which -g/ would be followed by -/v
On the surface, however, -g/ does not appear. Thus we get v yiyvac ‘read

out, S.I." and not *wcyia//vac 1T one assumed that -/v affixed to the VS-
stem of Class 2 verbs, ther we would also need to postulate rules to delete
the vowel and the glide of the verbalizing suffix -g/. Polish actually has
independently motivated phonological rules of vowel- and [j]-deletion, but
these rules would not delete both segments of the Class 2 suffix in the |
environment before -/v. The vowel-deletion rule applies in the environment
before another vowel, but since it is ordered after j-deletion, it could not
apply to delete the vowel of -g/. j-deletion applies after coronal
consonants or in the environment preceding another consonant, but it does
not apply to delete a [f] before another vowel; on the contrary, gliding
occasionally occurs in the environment preceding a vowel (e.g.,, a form like
Jde+a can be pronounced [ideja)). Given that no phonological rules of Polish
could apply to delete the segments of -g/, If we assumed that -/v affixed
to the -g/ VS-stem, we would also need to postulate a highly specific
morphological rule to delete -g/) preceding -/v. However, iIf we assume
that the reason why [aj] does not surface in secondary imperfectives of
Class 2 verbs s that -/ does not affix to the Class 2 VS-stem, but that,
instead, Class 2 secondary imperfective formation takes a C-stem as input,
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then no rule to delete -3/ is needed. Since the same process of secondary
imperfective foriation seems to apply in Classes 1, 2, and 3, we can
therefore assume that in all three cases, the input to the rule is the C-stem.
The two types of secondary imperfective formation are thus similar in
that both effect a change In the verb class of the form which they affect.
As we have seen, however, the two processes differ in several respects: one
involves suffixation as well as assignment of class membership, whereas
the other merely assigns class; one affects verbs of Classes 1-3, the other
affects Classes 4-5,7; and, fina!ly, one takes a verb C-stem as input, and
the other takes a VS-stem.

Secondary imperfective formation provides evidence in favour of the
use of diacritics to mark classes. The secondary imperfective rules
crucially make reference to verbs of particular classes. The only way to
distinguish classes Is by means of diacritics. Although these diacritics are
indeed arbitrary, as critics of such an approach point out (e.g., Lieber 1980),
inflectional classes of lexical items are in themselves also arbitrary.
Lieber (1980) proposes that {nstead of using diacritics to mark inflectional
classes, unpredictable stems are listed in the lexicon along with the roots
to which they are related. The relationships between the listed roots ard
stems are represented by means of morpholexical rules which define the
inflectional or derivational classes. Applied to Polish verbs, Lieber's model
would require 1isting all root and derived C-stems as well as their related
VS-stems. Morpholexical rules of the form X~Xa for Class !, or X~Xi for
Class 4, etc. would also be included in the lexicon to define the verb classes.
Even if both C-stems and VS-stems are listed, however, without diacritics
of sorne kind there fs no way to single out stems belonging to different,
classes to serve as inputs for rules such as those of secondary imperfective
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formation. Within Lieber's model, the only way to account for secondary
imperfectives is by means of morpholexical rules, since these represent
relations between roots and stems of different stem-types. Thus for Class
| secondary imperfectives one could propose a morpholexical rule of the
form Xa~Xyva, whereas for Class 4 one could propose a ruie of the form
Xi~Xiaj. As defined by Lieber, morpholexical rules represent relations
between listed items; only unpredictable forms are listed in the lexicon.
Consequently, postulating morpholexical rules to represent secondary
imperfective classes predicts that secondary imperfective stems are listed.
However, as we have seen, the forms and meanings of secondary
imperfectives are predictable; secondary imperfective stems are therefore
not listed in the lexicon. Lieber's model 15 the most fully worked out
generative model that tries to minimize the use of diacritics tn morphology.
Given that it makes the wrong predictions about secondary imperfectives in
Polish, and given that using diacritics to distinguish verb classes allows us
to account straightforwardly for Inflectional and derivational properties of
verbs, we can conclude that the use of diacritics is necessary. In addition,
if we use diacritics, we do not need to assume that VS-stems are listed in
the lexicon. Only C-stems must be listed.

The correlation between verb class and secondary imperfective forms
discussed in this section Is arbitrary in the sense that it does not follow
from any independent properties. However, once we know the rules of
secondary Imperfective formation, we can predict the secondary
imperfective form of any regular verb as soon as we know {ts verb class.
Irregular verbs, of course, require special handling. In(27) | give two
irregular verbs, a Class 4 verb which forms 1ts secondary imperfective by
affixation of -/v rather than by switching to Class 2, and a Class 3 verb
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which forms its secondary imperfective by switching to Class 2 rather than

by suffixation:

(27)  Simple Verb Sec. Impf.
a. obtswuz+y ... ‘serve, Pf’ ob+swug+iv+a . ..
b lec+e ... fly, Impf. lat+aj ...

In order to account ror the Irregular forms of the secondary
imperfectives of these verbs it 15 necessary to assume that the roots are
marked to undergo specific rules of secondary imperfective formation, thus
blocking the application of the expected rules.

Let us turn now to the vowrl alternations that occur in Class 4 and S
secondary imperfective stems.

2.2.4.2 Secondzry Imperfectives and Vowel Alternations

There are three types of vowel alternations in Class 4/5 secondary
imperfectives, resulting from two different processes. The first, af fecting
only a 1imited number of roots, involves alternations between the presence
of a vowel in the secondary imperfective form of the root and the absence of
a vowel in the simple (im)perfective forms (with concomitant V~@
alternations in prefixes). Roots are underlined in the following examples
(Just over 30 verb roots exhibit V~@ alternations; all of these have sur. ace

vowels in secondary imperfective forms) :
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(28) Simple Pf, Sec. Impf.

inf. Ist sg. inf.

a. zervac zryvac ‘tear off’
b. vessal vsysac 'suck I
C. rozdgc rozedme  rozdymac ‘expand’
d. obgoc obetne ob¢inac ‘cut off’
e. skig¢ zekine (pZe)klinaé 'swear'

f. odepxnoc odpyxac ‘push’

g. zetzec zetre scerac ‘wipe off’
h. zepra¢ zberac ‘gather’

The quality of the vowel which surfaces In the secondary imperfectives
Is partly predictaple: [e] surfaces before /r/, [1) before /n/, and [y)
elsewhere. Since the \ »ots 1llustrated in (28) exhibit alternations between
V and @, and since, furthermore, they trigger the appearance of [e] In prefix-
final position, it is assumed in the standard generative literature that they
contain underlying lax high vowels (so-called yers) which surface as (1], [y]
or [e] In secondary imperfective forms as a result of the application of a
rule of tensing: Derived Imperfective Tensing ([e] Is considered to surface as
aresult of arule that lowers the tensed vowel before [r]; see Gussmann
1980, Rubach 1984, Szpyra 1987b). The rule which causes ..e surfacing of
[1), lyl and [e] in secondary imperfectives affects only the smail class of
verb roots exemplified in (28), however. Denominal or deadjectival verbs
derived from nc:ainai or adjectival stems that also exhibit V~@ alternations
are never aftected by Derived Imperfective Tensing. In non-verbal forms the
nomiral a~1adjec..val stems in (29) exhibit V~@ alternations in the
positions marked ty E'.

(29) a. /vy+konEc+! +aj+¢/ [vykantac) finish off'
prei+ end +VS+Si+inf cf. korkec~korca 'end'
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b. /na+mydEt+i +aj+C/ [namydiac] 'soap’
pref+ s0ap +VS+Si+inf cf. mydto~mydet ‘soap’
C. /u+V'idok+En +i +aj+é/ [uv'idaénac) 'show'25
pref+view+adj+VS +Si+Inf

Gussmann (1980) and others have postulated that the V~@ alternations in
29), like those in (28) are due to the presence of an underlying lax high
vowel. We would expect therefore that when these nominal stems appear in
verbal forms, and in secondary imperfectives in particular, the lax high

vowels would be tensed by DI-Tensing as they are in (28) and that the
following incorrect surface forms would be derived: *wxai/cac,

*namyaylac, and *uvidacyriac, respectively. However, no vowels surface in
V~@ positions of denominal/deadjectival secondary imperfectives. This
shows, then, that the process which yields surface vowels in secondary
imperfectives of V~@ C-stems 1s restricted to applying only in a smail
class of roots. Even iIf the V~@ aiternations are not due to the presence of
underlying yers (as | argue in Chapter 3), the conclusion that the V~@
alternation seen In the roots of (28) applfes only in a small class of forms
still holds.

The second vowel alternation also affects only a small number of roots,
ke griet found In griesc 'knead' ~ griole '15¢.p." which in addition exhibit

an alternation between e~0. In such roots, an [a) appears ir: secondary

imperfectives;

25 The adjective v ity (underlying /v'idok+En+y/) never surfaces with (6] in the
position marked by 'E'. However, in some short-form adjectives in which -£7 occurs, [e] does
surface (e.g., /v'in+En/ [v'ifen ) ‘guilty, short form'; cf. /v'in+En+y/ [v'inny] ‘guilty, masc.

s?.'). One can therefore conclude that the pesition marked ‘E' is in fact & position in which a V-8
alternation can occur.
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(30)  Simple Impf.
inf.
a. gnes¢  ‘'knead
b. m'es¢ arift’
Ist sg. Impf./Pf.
a. gnote
b. zmote

Sec. Impf.
inf.
rozgnatac
nam‘atac
2nd sg. Impf.
gheces
zm'eces

And finally, underlying /0/ surfaces as [a] in forms of the secondary

imperfective:

(31)  Simple Impf./Pf.

inf.
a. top'i¢ ‘drown’
b. zasol't¢ 'salt’
C. upokozy¢  ‘humiliate’
d. gnoi¢ ‘decompose’
e. uspokoi¢  ‘calm’
f.

Sec.Impf.
inf.
Zatap'aé
zasala¢
upokazaé
nagnajac
uspokajac~uspakajac

vynarodov'i¢ ‘denationalize’ vynarodav'ac~vynaradav'ac

The shift of /o0/ to [a] does not affect prefix vowels, but may affect one

or both of the vowels of the remainder of the C-stem.
The e~a alternation occurs only in forms in which [e] also alternates

with [o]. Infact, as | argue in Chapter 3, an /0/ underlies e~0 alternations

in Polish; consequently, the apparent shift of [e] to [a) is actually a shift of
[o] to [al. Thus both the e~a and the o~a alternation are due to the same
process and | shall refer to it as the o~a alternation from now on,

Unlike the secondary imperfective V~@ alternation, the o~a alternation

is not restricted to applying only in verbal roots. The examples in (29) of

denominal and deadjectival secondary imperfectives, for instance, show /0/

shifting to [a] in nominal and adjectival C-stems. We may conclude
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therefore that the two types of vowel alternations are distinct processes,
and must be expressed differently in the grammar.26

In addition to the distinction in the occurrence of the secondary
imperfective vawel alternations—namely, that V~@ applies only in a limited
number of verb roots, whereas o~a applies both to underived and derived
verbal C-stems—there is another distinction in the application of these
alternations which has not yet been pointed out. In their simple
(im)perfective forms, the roots which exhibit V~@ alternattons beiong to
varfous classes including Classes 1-3, whereas those exhibiting o~a
alternations belong only to Classes 4-5S (cf. (28), (29) and (30) above). The
secondary imperfectives of the V~@ set of roots are therefore irregular;
given the classes to which the roots belong in their simple forms we would
expect their secondary imperfectives to be derived by affixation of -/i
Furthermore, the Class 2 verbalizing suffix -a/ is affixed directly onto the
V~@ C-stems and not onto their VS-stems. If, for example, -a/ were affixed
to the VS-stem of a Class 3 V~@ root such as cer ‘'wipe’, then we would
expect the final consonant /r/ to surface as [Z] in the secondary
imperfective form as a result of application of lotation in the environment
of the two suffixes e+g/ (i.e., we would expect *steZa/p instead of the
correct scerg/p). The fact that no lotation occurs shows that -g/ is

affixed to the C-stem and not to the VS-stem ending in -e. Thus although
both the V~@ roots and the Class 4/5 C-stems form secondary imperfectives
by becoming Class 2 forms, the processes by which they form secondary
imperfectives are clearly distinct. Secondary imperfective formation of

26 Rybach ( 1984) also concludes tnat the two processes are distinct, Gussmann ( 1980)
and Szpyra ( 1986 ) consider that they are both due to one rule of Derfved Imperfective Tensing.
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Class 4/5 C-stems specifies that it takes as input VS-stems, that it
assigns Class 2 membership to these stems, and also that it shifis an
underlying /0/ to [al. Secondary imperfective formation of V~@ roots takes
as input verb C-stems, assigns Class 2 membership to these C-stems, and
derives surface [i], ly] or ()27 This latter rule is thus more complicated
than the former. Presumably the V~@ roots are marked to undergo this rule.
Although the two types of vowel alternations are distinct processes, they
are both found only in secondary imperfectives. The following comments
thus apply to both processes. Standard generative analyses, although they
differ in detall, all specify that the vowel alternations are triggered by the
verbalizing suffix -g/ in secondary imperfective forms (see, for example,
Laskowski 1975b, Gussmann 1980, Rubach 1984, Szpyra 1987b) and they
assume that the rule effecting the alternations {s ordered in the phonology.
The morpheme -/ itself does not actually trigger the vowel
alternations. This is clear from the fact that in simple Class 2 verbs
containing the -a; verbalizing suffix, no vowel shift occurs. The Class 2
root kox 'love’, for instance, surfaces with the vowel [0] and not with the
vowel [a] in the environment preceding the morpheme -a/ ( xoxg/p '3 pl.';
*kaxa/p). If one assumed that the alternations were triggered by -/, then

one would need to postulate the existence of two distinct morphemes with
the same phonological shape, -a/sy and -g/, the first of which would
trigger vowel shift, and the second of which would not. However, apart

27 | argue in Chapter 3 that the B-alternants of V-@ roots do not contain underlying lax
high vowels, but rather are under lyingly asyllabic. Consequently, the rule deriving the secondary
imperfectives of these roots must insert vowels. Since there is, &s | pointed out above, a certain
regulerity in the quality of the vowels which surface in thess roots, and since furthermore the
consonants appearing in the alternant forms of the roots remain the same, one would probably
want to express the reguler ity in the relaticnships between the roots by means of some k ind of
rule(s), rather than by listing all their alternants.
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from differences in triggering vowel-shift, the two postulated -g, s would
have identical phonological forms and morphological properties. For
example, both would be followed by the first person singular morpheme -/,
rather than by the morpheme -2 which occurs in all other verb classes. The
only way to distinguish the morphemes would thus be by some completely
arbitrary diacritic. But, even if such a diacritic were postulated, the
distinction between the morphemes would still be very difficult to learn,
given that they occur in identical positions and are in all other respects
altke. This suggests, therefore, that there is only one morpheme -g/ and,
indeed, the hypothesis set forth above, that secondary imperfectives are
formed by assigning Class 4, S, and 7 VS-stems to Class 2, assumes that
this conclusion is correct.

If vowel-shift is not triggered by -g/, then how do we account for the
fact that the vowel shift occurs only in secondary imperfective forms?
Two possible hypotheses suggest themselves, The first Is that vowel shift
Is effected by a phonological rule which is restricted to applying in forms
which are specified morphologically as secondary imperfectives. In other
words, vowel shirt 1s arule of the form X =Y/ __]si. Such a rule would
need to be further restricted to apply only in secondary imperfectives of
Class 2, however; recall that no vowel shift occurs in Class! -/ secondary
imperfectives. The second hypothesis is that vowel shift is effected by, or
part of, the morphological rule that forms secondary imperfectives of
Classes 4 and 5 by assigning Class 2 membership to VS-stems of Class 4
and 5 verbs. There is no evidence that would allow us to conclude firmly
that one of the two hypotheses is obviously correct and that the other is
incorrect. Possible evidence tn favour of the first hypothests comes from
the observation that the o~a vowel shift never affects a prefix vowel. The
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secondary imperfective of a form such as po+so//+¢ 'to salt’ (the root is
underlined), for instance, is posa/ac and not *pasalaci | argue below that
prefixes are phonological words and thus phonologically independent of the
remainder of the morphological verb form but that they are morphologically
part of the C-stem (see 82.5). Presumably, then, one would not expect a
morphologically-restricted word-level phonological rule to affect prefixes,
since the morphological environment required by the rule would only be
found in the non-prefix part of the C-stem. If one assumes that vowel shift
is a phonological rule and that prefixes are phonological words, then the
fact that vowel shift does not affect the prefix vowels is explained. If one
assumes, following the second hypothesis, that vowel shift is part of the
word formation rule ftself, then it Is less clear why it does not affect a
prefix vowel, since a prefix is morphologtcally part of the C-stem. The
second hypothesis thus seems to require a stipulation to the effect that the
vowel shift is restricted to applying in the non-prefix part of the derived C-
stem. Possible evidence that the second hypothesis {s correct comes from
the interaction of vowel shift with a process of prefix restructuring.
Although prefixes are phonological words, in the environment before the
asyllabic alternant of a verb from the small class of roots which exhibit
V~@ alternations, they are "demoted” or restructured to the status of
phonological morphemes. We know that in this particular environment

prefixes do not function as independent phonological words, because they
undergo a word-level process of epenthesis (e.g., rozvyv+d/+* 'tear, SI'

becomes rozfrvea+« 'SI', where 'E' represents the epenthetic vowel). Now,
| suggest in Chapter 3 that this process of restructuring must be ordered in
the morphological component, before any of the cyclic rules of the language
can apply. Notice, however, that vowel shift must be ordered before
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restructuring. The reason for this is that vowel shift provides the verb root
with a vowel, making it syllabic and thereby blocking the process of
restructuring. If vowel shift is ordered before restructuring, and if
restructuring is in the morphological component, then vowel shift must also
be ordered in the morphological component.

We seem, then, to have evidence both for and against both hypotieses,
It Is significant, however, that the evidence in favour of the phonological
hypothests comes from the o~a vowel alte~nation, while that In favour of
the morphological hypothests comes from the V~@ alternation. | assume, on
the basis of the evidence, that the latter alternation s indeed ordered in the
morpholegy as part of one of the morphological processes of secondary
imperfective formation. | leave open the question of whether the o~a
alternation s morphological or phonological. Given that it is highly
restricted morphologically, and that no phonological materfal is referred to
in the environment of the rule, it seems likely that the alternation is in fact
a phonnlogical change which take place as part of the word formation rule
deriving secondary imperfectives.

2.2.4.3 Glide-Final Roots
As the following examples show, certain Class S roots and Class 7 VS-

stems exhibit an alternation between [j] and [v], with [§] occurring in the
simple (Im)perfective forms and [v] appearing in the secondary imperfective:
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(32) Simple (Im)perfective Secondary Imperfective Gloss

Infinitive 1 sg 2sg Infinitive 1 sg
a. myc myje myje§  zmyvac zmyvam  ‘wash’
b. 3y¢ Syje Syjes zaSyvac zaSyvam  'sew’
c. Cu¢ Cuje Cujes odCuvaé odéuvam  ‘feel’
d sac seje seje§  rozsevaC  rozsevam 'SowW’
e. la¢ leje lejes rozlevaC  rozilevam  ‘spill
f. gzac gz+ej+¢  gzejed  ogzeval ogzevam  ‘heat’

Since the Slavic [v] is derived from a back glide [w]28 the alternation

seen in (32) can be considered to be between two glides: an underlying /j/
and a derived [w] = [v]. As in the case of the vowel alternations, the shift

in the glides s restricted to the morphological environiment of secondary
imperfectives.29 Again, it is difficult to decide whether the shift should be
part of a secondary imperfective formation rule or whether it should be a
morphologically-restricted phonological rule. | assume the former
hypothesis.

2.2.4.4 The Rules

The two basic rules for forming secondary imperfectives are given in
(33):

28 Seg Chapter 4 for a brief justification of this claim.

29 A similar alternation occurs in Russian. Coats ( 1974) arguss for Russian that this
alternation arises as a result of a rule which shifts underlying /J/ to /w/ in the context of the
?e(iondary imperfective morpheme -4/ (ses also Fller 1974). A late rule then changes the /w/ to

V).
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(33) a Sl Rule for verbs of Classes 1,2, 3

[ Jc-stem nd | ] v ]c-stem
Cless 1,2,3 Class |

b. SI Rule for verbs of Classes 4, 5, 7

[ ] vs-stem - [ ] c-stem
Class 4,5,7 Class 2

In addition to these two rules, there are several sub-rules of (33b)
which include the vowel and consonant alternations {llustrated above:

(34) a. Sl Rule for asyllabic frregular verbs like /yv~rv ‘tear’

[(O)XCC lc-stem ~ [(C)CVC ] c-stem
Class 1,2,3 Class 2

b. Sl Rule for Class 4,5 verbs containing 70/

[X+Y..0..Z])ys-stem = [X*Y..a..Z]C-stem
Class 4,5 Class 2

¢. Sl Rule for Class 5, 7 verbs ending in /j/

[X..J)vs-stem = [X...W]c-stem
Class 5, 7 Class 2

2.2.5 C-Stems and Prefixes
So far we have discussed only the morphological properties of verbal

suffixes. Prefixes also play a major role in cantributing to lexical and
grammatical (aspectual) meanings of verbs to which they attach. Inthe
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examples in (35), all the prefixed forms are perfective, and, in most cases,

also have a different lexical meaning from that of the corresponding

unprefixed verbs (see §2.5 for discussion of prefixes and aspect).

(35) a p'isac
nap'isac
zap'isac
pzep'isac

b. 8y¢
udy¢
vysyc

C. sor'c
posol'i¢
pZesol'i¢
doso!i¢

‘write, Impf’
‘write, Pf’
‘write down, Pf/
rewrite, Pf.
'sew, Impf.
‘sew, Pf/
‘embroider, Pf.
'salt, impf.
‘salt, Pf/
‘over-sait’

‘salt suificiently’

From (35) we can see that prefixes do not affect the verb class

membership of the verbs to which they affix: the simple ‘mperfective and

prefixed perfective forms in (35) all belong to the same verb class. Class

membership thus depends on the root or derived verb C-stem with which a

prefix combines. The evidence suggests, in fact, that prefixes affix to C-

stem constituents, and that thetr affixation derives constituents whicn are

also C-stems; thus a prefixed stem has the form : [ Prefix [ C-stem ] Jc-stem.
Szpyra (1986, 1987a,b) argues that prefixes can attach only to verbal

constituents. And there is reason to believe that at least some prefixes

tend not to attach to stems which are not vertal. Prefixes such as po-, v-,

od-, and roz-, for instance, are very rarely found affixed to roots which are

clearly nominal (or adjectival). They are found in words which function as
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nouns, but in most cases the meanings of such nouns suggest that they are
derived from corresponding prefixed verbs (roots are underlined).

(36) a. Scek 'drain’ $+éekad ‘flow down’
b. naswux ‘monitoring’ naswuxac $e 'to hear’
C. utarg '‘takings' utargovac  ‘gain’
d. spust ‘trigger’ SpUSCIC release’
e. ofok rim’ otoCyc ‘surround’
f. pogisk ‘projectile’ podiska¢  ‘press (a button)
g rozgZaw ‘'distribution’ rozdzelac  ‘divide, break up’
h. odkop ‘return Kick’ odkopac 'kick back’

Recall that Szpyra and Laskowski adopt the hypothesis that verbs are
listed in lexical entries as bi-formative stems. Given this hypothests, the
minimal verbal constituent is the constituent which | refer to as VS-stem-
that is, the verb form containing a verbalizing suffix. Therefore, if it is
true that prefixes attach to verbal constituents, then under the bi-
formative hypothesis, it is necessary to assume that prefixes attach to VS-
stems.30  And this is in fact what Szpyra assumes. in contrast, according
to the analysis of verbal constituent structure proposed in this chapter, C-
stems as well as larger constituents of the verb are verbal; therefore, we
can assume that prefixes attach to C~stems ana still account for the
observation that prefixes attach to verbal constituents.

Under the hypothesis that prefixes are attached to VS-stems, the nouns
in (36) can only be derived by means of a rule of backformation which
truncates the verbalizing suffix present in the VS-stem (see Szpyra (1986,
1987a)). Under the hypothesis that prefixes are affixed to C-stems, the

30 According to Szpyra, the constituents formed by prefixation are themselves VS-stems.
Szpyra does not actually discuss this point.
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deverbal nouns must be derived by conversion rules which convert the verb-
class C-stems into C-stems belonging to nominal classes. While there is no
3 priori reason to assume that rules of truncation should be avoided, in this
instance an analysis assuming conversion is simpler than one assuming
truncatfon. The conversion analysis postulates that there is one operation
involved In deverbal noun formation, namely, changing C-stem class
membership. The truncation analysis involves truncation of a verbalizing
suffix, but also must involve an operation which assigns the truncated stem
to anominal class. Thus this latter analysis requires two operations, and,
celeris paribus, 1s therefore more complex than the former.

Additional evidence that prefixes are affixed to C-stems comes from
the observation that lexical meanings of prefixed secondary imperfective
forms are {dentical to the lexical meanings of corresponding simple

perfectives.
Simple Pf. Sec. Impf.
(37) a. zap'isal zap'isyvac ‘'write down'
pZep'isal pZep'isyvac ‘rewrite’
b. zakoxac $e zakox'ivac Se ‘fall in love'
. dovedzeC s¢  dov'adyvac $¢ 'find out’
d. vy8yc vySyval ‘embroider’
e. pzesol'i¢ pZesala ‘over-salt’

In (37a-¢) the secondary imperfectives are derived by imeans of the
rule that forms Class 1 C-stems and affixes -/v; this rule takes as its input
simple verb C-stems (see (33a)). In (37d,e) the secondary imperfectives are
dertved by assigning membership in Class 2 to VS-stems. | argued above
that verb VS-stems are formed by affixing verbalizing suffixes to C-stems
of the appropriate verb classes. if 1t is assumed that prefixes attach to VS-
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stems, then prefixation will be ordered after simple verb VS-stem
formation and also after secondary imperfective C-stem and, subsequently,
VS-stem formation. In the case of (37d,e), since secondary imperfective
formation takes as tnput VS-stems, then both unprefixed and prefixed forms
will serve as inputs to secondary imperfective formation, In the case of
(37a-c), however, secondary imperfective formation will have to take
unprefixed C-stems as input; prefixation in these forms will be able to
occur only after secondary imperfecttve formation and after affixatfon of
the Class 1 verbalizing suffix to the secondary imperfective C-stem,
Consequently, in these latter cases the completely consistent
correspondence in meaning between the prefixed perfectives and the
secondary imperfectives will be unexpected and unexplained. If it is
assumed that prefixes affix to C-stems and {f it {s also assumed that
prefixed constituents are themselves C-stems, then the correspondence in
meaning between secondary imperfectives and prefixed perfectives such as
those in (37a-c), as well as those in (37d,e), simply fallc out. In other
words, in both cases, the formation of the simple (prefixed) verb form and
the secondary imperfective form will have identical morphological and
lexical constituents as input. We can therefore conclude that prefixes are
affixed to verb C-stems.

There exist in Polish verbs in which two or occasionally even three
prefixes are found:

(38) a. po+za+p'isyval ‘write down, take notes, Pf'
b. ob+u+mzed ‘'waste away, atrophy, Impf.
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C. do+po+do+sypovyvac3! ‘add dry matter bit by bit by pouring,
Pf.

Although such forms are rare, their formation is constrained to a great
extent by semantic rather than by structural factors. The fact that they
exist confirms that the constituents formed by affixation of prefixes are
themselves verbal C-stems. If prefixes are specified to attach to C-stems
and to form C-stems by their affixation, then the fact that prefixed C-
stems may undergo further prefixation is predicted. If, however,
prefixation were assumed to form constituents which are not C-stems, then
such double- or triple-prefixed forms would either be falsely predicted not
to exist, or it would be necessary to stipulate that prefixes affix to C-
stems and also to some other type of Prefix+C-stem constituent.

2.3 Laskowski (1975b), Szpyra (1986,1987b)

| have referred several times to Laskowski's (1975b) hypothesis that
all roots are entered in the lexicon as bi-formative structures consisting of
the root plus a verbalizing suffix. In this subsection | wish to contrast the
bi-formative hypothesis with my analysis of verbs,

The bi-formative hypothesis entails that word formation processes
entered into by verbs must take the bi-formative stems as inputs.
Laskowski and Szpyra (1987b), who follows Laskowski, thus assume that
the secondary imperfective morphemes -/v and -a/ are always affixed to
VS-stems:

31 Example taken from Piernikarski (1969, 165). Plernikarski reports that it occurs in
the dialect/jargon of Domaniewke.
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(39) a. vy+kZyk+e+iv+a . ..

b. pze+mal+ov+a+iv+a . ..
C. vy+Cytrajrivta ...

d. za+pros+i+aj ...

e. roz+ghet+@+aj ... 32
f. roz+gz+ej+aj ...

In order to account for the surface forms of Class |-3 secondary
imperfective stems, in which the verbalizing suffixes of the VS-stems do
not appear, Laskowski and Szpyra postulate the existence of a morphological
rule of Verb Suffix Truncation that deletes a verbalizing suffix in the
environment of a derivational morpheme. The rule deleting the verbalizing
suffixes must be morphological rather than phonological, since, as | pointed
out above, no phonological rules of Polish could delete the suffix -a/. In
addition, the rule is restricted to applying only in the environment of
derivational suffixes since, as we know, the suffixes are not deleted before
P/N and TM morphemes (which can be termed inflectional morphemes). In

the case of Class 4 and Class 7 secondary imperfectives, such as
Za+pros+i+g/) and roz+gZ+e/+q/, Truncation does not apply, as the surface

forms Zgorasa/ and rozgZeva/ show.33 The only way this can be accounted

for within the framework used by Laskowski and Szpyra is by an a2 foc
restriction on the rule of Truncation.

32 Recall that Laskowski ( 1975b) assumes that one of the verbalizing suffixes is & 2ero-
affix, but | have suggested that such an assumption is unnecessary. | include the zero-affix here to
fllustrate the analysis proposed by Laskowsk{ and Szpyra.

33 The lotated form of the C-stem final consonant /s/ indicates that -/ is not deleted before

..oj’ ,
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As far as | can tell, the fact that the verbalizing suffixes -/ and -¢/
surface in secondary imperfectives of Class 4 and Class 7 verbs,
respectively, is an arbitrary fact about Polish. It cannot be predicted from
any properties of the verbal system or of the morphemes involved and must
therefore be stipulated in the grammar. Within a model of verbal
morphology such as the one being proposed here, which makes a distinction
between two types of constituents—verbal C-stems and VS-stems~the form
of Class 4 secondary imperfectives is accounted for by stipulating that the
rule deriving these secondary imperfectives takes Class 4,5 and 7 VS-stems
as its input. Such a stipulation is, however, not entirely a¢noc, because it
takes advantage of a distinction which s made independently in the
grammar. In this sense, then, the analysis | am proposing is superior to the
Truncation analysts. in addition, my analysis does not require postulation of
arule of Verb Suffix Truncation. Postulating such a ruie only adds
complexity to the grammar and does not provide a more straightforward
account of the facts. Szpyra (1986) claims that if one assumes that bi-
formative stems are listed in the iexicon, then it is unnecessary to
postulate ad/oc verb classes. But notice that if one follows Laskowsk! and
Szpyra, and assumes that all secondary imperfective word formation
processes take as their tnput bi-formative stems (i.e.,VS-stems), it is still
necessary to distinguish between the different classes of VS-stems and to
stipulate that some classes undergo one type of secondary imperfective
formation, whereas other classes undergo a different type, since the
affixatfon of -/v must distinguish VS-stems ending in -a, for instance,
from those ending in -/. Thus both analyses must use the same kinds of
mechanisms for distinguishing between different verb classes and the same
kinds of word formation processes, but my analysis requires no more than
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this, whereas the Laskowski/Szpyra analysis requires in addition, a rule
truncating suffixes and a stipulation preventing this truncation in two
cases.

An additional truncatton rule {s also needed to account for deverbal
nouns such as wiarg ‘takings' (from wiargovac ‘gain’), oakop ‘return kick'
(from oakopac 'kick back), or spust ‘trigger' (from spusc/c ‘release’; see
(37) above). Under the bi-formative hypothesis such nouns can only be
derived by means of arule of backformation which truncates the verbalizing
suffix. The truncation rule needed for deverbal nouns, however, is not the
same rule as that needed for deriving secondary imperfectives, since the
former rule applies to stems of all classes (notice that in the case of spus¢
for instance, -/ is truncated) and does not require that the verbalizing
suffix be followed by derivational morphemes (see Szpyra 1987b, 181). The
fact that two rules are needed to effect essentially the same operation, and
that one is restricted, while the other is not, seems rather complex and
suggests that perhaps the analysis 1s not on the right track. The true
complexity of the analysis, however, is revealed in an examination of double
secondary imperfectives and forms derived from them,

Szpyra (1987b) points out the existence of a small number of forms
which she refers to as Double Derived Imperfectives. These are forms in
which the verb C-stem undergoes two processes of secondary imperfective
formation:

(40) Pf. Sec. Impf. Double Sec.Impf.
a. vysmes+¢ vy+mat+aj+¢ vy+mat+yv+a+¢ Class S ‘sweep'
b. vz+leCre+rC vz+latraj+¢  vztlatryv+a+¢  Class 3 ‘fly up'
(frregular)
C. vysple$+C  vy+plat+aj+¢ vysplat+yv+a+¢ ClassS  'weave'
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The normal secondary imperfectives of the verbs in (40) are given in
the middle column. (40b) 1s an trregular root In that although it 1s a Class 3

root in simple rorms, its secondary imperfective is not the expected
*vz/lotyvac (which would result from the application of the rule of Class 3

secondary imperfective formation), but is rather the form wz/atacwhich

arises as the result of the application of Class 4/5/7 secondary
imperfective formation. As Class 5 roots, (40a,c) also undergo the Class
4/5/7 rule. The double secondary imperfectives are forms in which a verb
C-stem that has undergone the Class 4/5/7 secondary imperfective rule
then undergoes Class 1-3 secondary imperfective formation. We know that
the double secondary imperfectives have indeed undergone both word
formation processes because the vowels in the roots exhibit the e~a (1.,
0~a; see §2.2.3.2 above) alternation which | have postulated to be part of the
word formation rule of Class 4/5/7 secondary imperfective formation.
Szpyra (1987b) who employs Verb Suffix Truncation proposes the
following underlying form for the double secondary imperfective of (40b);

(41) [[vz=[let+e]y+ajly+tyv+a+ll

To dertve the correct surface form Szpyra has to assume that
truncation applies twice; after its first application the rule shifting [e] to
[a] applies (she considers this latter rule to be a phonological rule called
Derived Imperfective Tensing), followed by the second application. VST,
which is a morphological operation is thus mixed in with phonological rules.
Inaddition, Szpyra assumes that the suffix -/v is bi-morphemic (1.e., /v+*a)
in order to avoid having to explain why the verbalizing suffix -/v ts not
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affected by Verb Suffix Truncation even though it 1s always followed by
another verbalizing suffix.34 Neither of the other two double secondary
imperfectives given in (40) has to undergo two applications of truncation,
but this is only because both the roots belong to Class 5 and therefore do
not take a verbalizing suffix in their VS-stems. In a deverbal noun based on
a double secondary imperfective, ab/atyvac 'test ptiot’, Verb Surfix
Truncation has to apply three times. (42) illustrates the derivation of this
form adapted from a dertvation given in Szpyra (1987b; 'E' symbolizes an
underlying lax high vowel; the rule of Lower is postulated to cause this
vowel to lower to [e] in the environment of a following E, and to delete

otherwise).
(42) [{[[obE=[let+e]ly+aj)y tiv+aly+al+E]N
First Pass [[obE=[let+e]ly+ajly
VST %)
Der.Impf. Tensing a
Lower ]
output fob=1lat +aj ]y
Second Pass [[ob=lat +aj]y +iv+aly
VST %
output fob=lat+iv+aly
Third Pass [(ob=lat+iv+aly+al+E]N
VST Y
Lower 2
output [oblatyval]

34 Szpyra's ( 1987b) reason for assuming that this verbalizing suffix is in fact bi-
morphemic is that -/v/)» is always followed by -& and it is necessary to encode this correlation
somehow. As | pointed out in Fn. 23, however, -/v/ is occasionally followed by -4/, something
which Szpyra's analysis would not be able to explain. See also my comments in $2.2.1 on the
relationship between -ov and -4.
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Notice that the rules postulated by Szpyra do not apply cyclically ( in
the standard sense) to the constituents created by affixation of every
morpheme in the language. Szpyra in fact argues against what she calls a
mechanistic cyclic approach, in which every affix brings about the
application of phonological rules, and tn favour of an approach in which only
certain, complex lexical {tems possess "cyclic” structure. In the case of the
double secondary imperfective forms, she claims that the presence of more
than one set of brackets labelled for lexical categories such as Verb invokes
cyclic rule application. The cycles are referred to as First Pass, Second
Pass, etc. Szpyra's argument against the view that not every affix triggers
cyclic rule application is based on her assumption that verbs have b{-
formative lexical entries. If every affix did trigger cyclic rules, then in the
case of a form such as that in (42), given the bi-formative hypothesis, the
first non-prefix cycle would be created by the verbalizing suffix -e. -e
normally triggers palatatization of the preceding root-final consonant (cf.
fet+e+'fly, Impf.' which surfaces as /ecec), but as we can see there 1S no
palatalization in (42). Szpyra claims that the reason there is no
palatalization in this form is that the stem containing -¢ 1s not complex
and therefore does not create a cycle on which the rules can apply. It is not
until the suffix -a/ is added that the item fs complex and a cycle is
created; at this point, however, VST applies first, before any palatalization
rules, and therefore -¢ does not trigger palatalization. Szpyra's analysis of
double secondary imperfectives thus requires the postulation of highly
complex underlying forms, and the assumption that cyclic rule application is
motivated by the morphological complexity of the base. The analysis of
verbal morphology proposed in this chapter permits us to postulate simpler
underlying forms for the double secondary imperfectives, forms which do
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not require us to assume Szpyra's notion of cyclicity. | shall not therefore
attempt to argue against this latter notion here.

The existence of double secondary imperfectives provides confirmation
of my proposal that the form of the secondary imperfective depends
crucially on the class of the verb C-stem. Recall that the Class 4/5/7
secondary imperfective word formation rule derives Class 2 verb C-stems.
Recall also that Class 2 C-stems become secondary imperfectives by
affixation of -/v and assignment to Class 1. This latter rule can hence
apply to the output of Class 4/5 secondary imperfective formation precisely
because that output is a Class 2 C-stem. In other words, the derivation of
double secondary imperfectives {s possible because the secondary

imperfective rules make reference to the class membership of the stems to
which they apply. The derivation of the deverbal noun, ab/atyvac test pilot'

generated by the ruies of secondary imperfective formation proposed in (33)
and (34) Is thus as In (43a) (note that as a C-stem, ob/at/v can undergo a
conversion rule that makes 1t into a nominal C-stem; see the discussion of
deverbal "backformed" nouns in §2.2.4); (43b) is the postulated output of the
morphological rules:

(43) a [ob*lot J-gtem — (34b) - [ob+latlc-gtem - (33a) -
frreguiar Class 2

- [ob+lat] iv Ic-stem - [Ob*lat"Wb—swn
Class 1 N-class

b. /ob+lat+iv+al/
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The derivation in (43) Involves three distinct word formation rules,
two of secondary imperfective formation, and one of deverbal noun-stem
formation. The underlying form given in (43b) can be processed by the rules
of the phonology, according to standard assumptions about cyclic rule
application.

Notice that the derivation given in (43) assumes that the
morphological processes take place before the phonological processes.
While there is no evidence from secondary imperfective formation that such
an ordering is cructal, there is also no evidence disproving this assumption.

2.4 Comments on the Semantics of Prefixation

In this subsection | discuss the role of prefixes in perfectivization,
differences in the formation of perfectives and secondary imperfectives,
and the need to assume that prefixes are included in the lexical entries of at
least some verbs. The section is necessarily brief and speculative since it
is beyond the scope of this thesis to discuss the complex problems
associated with the aspectual properties of Polish prefixes, It Is, however,
necessary to have some understanding of the semantics of prefixation when
discussing the morphology of the Polish verb.

(44) contains examples of prefixed and unprefixed forms based on three
roots: p7s ‘write’, Sy/'sew’, and so/ ‘salt’ (this latter 1s a nominal root).
Some of these examples were already presented in the section on prefixes
and C-stems above.
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(44) a. p'isa¢ ‘write, Impf.

Perf. Sec. Impf.
nap'isac ‘write’
zap'isac ‘write down' zap'isyvac
pZzep'isa¢  ‘rewrite’ pzep'isyvac
dop'isac ‘add a few words' dop'isyvac
odp'isac ‘write back’ odp'isyvac
vyp'tsac ‘write out’ vyp'isyvac
pzyp'isa¢  ‘attribute to’ pZyp'isyvac

b. 8yé ‘sew, Impf.

Perf, Sec. Impf,
udy¢ 'sew’
zaly¢ 'sew up' zaSyva(
p2y3y¢ 'sew on’ pzySyvacl
vy3y¢ ‘embroider’ vySyvaé
z8y¢ 'sew together' z8yval

¢ sol'ié ‘salt, Impf.

Perf. Sec. Impf.
posol'i¢ 'salt’
nasol'i¢ ‘season with salt’ nasala¢
pzesol'i¢  ‘over-salt' pZesalac
dosol'i¢ ‘'salt sufriciently’ dosalac

All the perfective forms in (44) contain prefixes, reflecting the fact
that in Polish prefixed simple verbs are usually perfective. In addition, in
most cases prefixation seems to contribute to the lexical meaning of the
verb form, aithough in certain forms such as n4p /sac ‘write, Pf.', the only
difference between the prefixed form and the corresponding unprefixed form
is a difference in aspect.

One of the questions discussed in work on Polish verbal morphology 1s
whether the lexical or the grammatical function of prefixes is primary. Is

108



it the case that affixation of a prefix adds the grammatical category
"perfective” to a C-stem, and that prefixes are therefore basically
perfective markers? On the one hand existence of forms like nap /sac usyc
or poso/7c, \n which the prefix seems to be semantically "empty”, suggest
that prefixes are actually perfective markers. On the other hand, there
exist cases of prefixed verbs which are imperfective:35

(45) a lezeC¢  ‘recline, Impf’ b, Vigfec 'see’
na+leze¢ ‘belong, Impf’ Ae+na+v'igze¢ ‘hate, Impf.
za+lezed ‘depend, Impf.

There are also cases of unprefixed verbs which can serve as both
imperfective and perfective depending on syntactic context (in the sentence
In (46a), the unprefixed verb 1s used perfectively):

(46) a. aprobovac ‘approve, Impf./Pf.
cf. Na pevno po povroce aprebuje tvojo decyzje He will certainly
approve your decision after his return.
b. abdykovac ‘abdicate, Impf./Pf.
. importovac ‘import, Impf./Pf.
d. impregnova¢  ‘impregnate, Impf./Pf.

And, finally, there exist unprefixed verbs which are perfective:

35 Non-native prefixes such 8s ak-, appearing for instance in damitaryzovel’ 'to ,
demiliterize' do not participate in imperfective/perfective oppositions. The perfective of the verb
"to demilitarize’ is 2obmililaryzovar’ | using the native prefix 2-(exemples are teken from

Grzegorczykowa, et al.).
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(47) a kup'i¢c  ‘buy, Pf!
b. Zuéic ‘throw, Pf.
c. $08¢ 'sit, Pf.
d. 2ec ‘declare, Pf’
e. znalez¢ ‘find, Pf’

Although the examples in (45), (46) and (47) are to some extent
irregular, the fact that they exist at all indicates that prefixation and
pervectivization are not in a one-to-one correspondence and that therefore
it would be incorrect to postulate that prefixation is a direct marker of
perfectivity. One is therefore led to postulate that the basic function of
prefixes is the lexical or semantic one and that the grammatical category of
perfective aspect is associated with the types of meanings provided by
prefixation.

Prefixation, then, has the opposite function to secondary imperfective
formatfon. Secondary imperfectives, such as those illustrated in (44), are
for the most part derived from prefixed verb forms; as pointed out above,
given that the meanings of secondary imperfectives are identical to the
meanings of their corresponding simple verbs, secondary imperfective
formation seems to contribute no lexical content to a stem, but only to
contribute grammatical information,

In a paper on Russian aspect, Brecht (1984) makes a distinction
between the grammatical aspectual categories of perfective and
imperfective, and the semantic aspectual categories of telic and atelic.36
He argues that the semantic function of prefixation is to transform a basic

36 Brecht ( 1984) follows Yendler and Garey in dividing situations into those which
inherently involve a goal or natural end-point (telic) and those which do not (atelic). He points
out that the perfective aspect in Russian is the base form for telic verbs whereas the imperfective
aspect is the primary forms for atelic verbs.
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atelic situation into a telic situation, and suggests that since telicity is
generally more compatible with perfective aspect, the creation of a telic
verb by addition of a prefix to an atelic unprefixed form automatically
triggers a shift in aspect from imperfective to perfective. According to
Brecht the grammatical imperfective and perfective categories are supplied
by marking conventions. Brecht's approach to aspectual distinctions in
Russian thus assumes that prefixes are not perfective markers as such and
Is compatible with the remarks made above with respect to Polish
prefixation. As far as secondary imperfectives are concerned, Brecht
proposes that secondary imperfective formation is a grammatical process
of assigning imperfective aspect to a verb form which Is telic; as a result
of the imperfective assignment, atelicization of the telic verb form occurs.
This, of course, is exactly the opposite to cases of prefixation in which it is
the telicity and not the aspect that is provided by the word formation
process of prefixation. Brecht's hypothesis thus attempts to explain why
most secondary imperfectives are formed from prefixed verb C-stems:
prefixed C-stems are generally telic and thus available for atelicizat:on
(secondary imperfective formation), whereas unprefixed C-stems are
generally not telic. If Brecht's hypothests is applicable to Polish, then it
will be necessary to assume that the word formation processes of
secondary imperfective formation postulated above include information
specifying that they can only apply to telic verb forms.

Although perfective aspect is not usually associated with suf{ixation,
there are some verbs whose perfective forms always contain the verbalizing
suffix 7p. These perfective verbs never serve as inputs to secondary

imperfective formation.
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Suffixation of the verbalizing suffix ¢ 1s accompanied by addition of
a semelfactive (i.e.,, momentary) meaning to the root; and semelfactivity is
compatible with perfective rather than imperfective aspect. Consequently,
semelfactive verbs are always perfective 37

(48) a. vykzykngc 'shout out, Pf’ cf. kzylel ‘Impf.’ 3
b. dZvigngé Tift up, Pf. dzviga¢  ‘'lmpf’ 2
c. kopng¢ 'kick, Pf. kopad ‘Impf. 1
d. cofngC ‘to remove, Pf. corac ‘Impf.’ 2

verbs to which np-semelfactives are related belong to several
different verb classes (as | have indicated by the numbers in (48)). The fact
that a particular root forms a semelfactive by affixation of -7 Is partly
idiosyncratic and partly dependent on the meaning of the root; clearly not
all verbs have meanings which can be made semelfactive. Given that there

Is some unpredictability involved, | propose that roots must be marked to
undergo a word-formation rule that affixes -7p. Recall that | postulated a

distinct verb class, Class 6, for verbs taking -/ as a verbalizing suffix.
Thus, In addition to marking a verb as semelfactive, affixation of -/ also
ensures that the verbs to which it ts affixed will be conjugated like other

Class 6 verbs.
Some verbs with zp-semelfactives also have prefised perfectives (e.g.,

k2ycrerc 'shout, Impf. wy#A2yc+e+ ‘shout out, Pf.'). In fact, in some cases

the prefixed C-stem can undergo the rule which affixes the semelfactive

37 -mp also forms some processual verbs from adjective or verb roots (e.g., apwanx’ 'to
become deaf’, 2k’ 'to become pale’, wasqx 'to grow'). According to Grzegorczykowa
(1972) this type of affixation is no longer productive. In such cases -/ functions ike -&/.
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suffix (e.g., w2k +np+ 'shout out, Semel.'). If one assumed that prefixes
and the suffix ¢ were inherently perfective, then a form such
as vy+Zyk+np+¢ would appear to be doubly marked as perfective, However,
under the assumption that these morphemes supply meanings compatible
with perfective aspect, it becomes clear that perfective is not actually
marked by two different morphemes.

As examples of secondary imperfectives have fllustrated, verb C-stems
from which secondary imperfectives are formed are generally prefixed. In
the case of a verb such as Wy Zycre+c/vy+k2vk+np+ both the simple

perfective and the semelfactive forms are prefixed. The secondary
imperfective of this verd Is w2k +/v+a+. The semelfactive verb,
however, cannot be an input to the secondary imperfective formation
process because secondary imperfective formation only takes verb C-stems
as input and the rule forming semelfactives, by affixing the verbalizing
suffix g to a C-stem, creates a verb VS-stem.

Consider, again, the semantic properties of the prefixes. As (44) and
(45) fllustrate, the semantics of a prefix+root combination is, to a great

extent, idiosyncratic. The same prefix can function as semantically empty
or can contribute lexical content; compare, for instance, (44a) nap 7/sac

write, Pf., where the prefix is semantically empty, (44c) naso//c'season
with salt’, where its aff{xation changes slightly the meaning of the root,
and (45a) naleZec ‘belong, where the meaning of the prefix+root is
completely opaque and unpredictable from the meanings of the parts,

Clearly the semantic contribution of the prefix to the meaning of a C-stem
depends on both the root and the prefix. Since, moreover, there 1s 50 much
semantic idiosyncracy in the prefix+root combinations, this suggests that
such combinations are listed as lexical entries, Additional evidence for this
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hypothesis comes from the properties of semantically empty prefixes,
According to Grzegorczykowa (1972), although a root may combine with
more than one prefix, for any one root only one prefix can serve as
semantically empty. For instance, in the case of p7s the semantically
empty prefix 1s na-; in the case of Sy, 1t 15 ¢ and in the case of so/ 1t is
po-. Which prefix serves as semantically empty , however, depends on the
whole set of prefix+root combinations associated with a particular root. In
order to determine the semantic properties of prefixes in combination with
particular roots, it is necessary to know the whole list of these
combinations associated with each root. This means, then, that root+prefix
combinations must be listed together in lexical entries and suggests that
lexical entries can be bi-morphemic.

2.5 The Phonology of Prefixation

In preceding sections | have argued that prefixes are affixed to and
included in the verbal C-stem constituent and that prefix+root C-stems
must be listed in the lexicon. Thus from the point of view of morphology
and of semantics, prefixes form constituents with verbal roots. Prefixes do
not, however, form phonological units with other morphemes included in the
remainder of the C-stem or the verb. In fact, as | show in this section,
prefixes usually function phonologically as if they were independent
phonological words and not as if they were morphemes.
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2.5.1 Prefixes as Phonological Words

Not all of the regular phonological rules of Pclish affect prefixes. It
turns out that those rules which do not apply in the environment created by
the concatenation of a prefix and a root are word-level phonological
processes, whereas the rules which do apply in this environment are rules
which apply at the phrase-level, and thus across word-boundaries (as well
as within words).38, 39

Coronal Palatalization, for instance, affects the coronals
/1,d,8,2,r,1,n/, changing them Into prepalatal or ‘palatalized segments
[€,d2,8,2r)A) (see Chapter 3). The rule is limited to applying in derived
environments, as in /mroz/ ‘frost’ = [mrozi€] ‘freeze’, but it never affects
the final consonant of a prefix (e.g., /roz+iskzy¢/ 'to sparkle' = [roz'iskZy(),
not *{roziskzy¢). word-internally Polish prohibits sequences of non-
prepalatal coronals followed by [1]; thus, *{t1, st, c1, 1) etc. always surface
as [ty, sy, cy, €yl90 Given that prefixes are bound constituents, we would
therefore expect to find the surface form *¥[rozyskZy¢). Instead what we

find is the [z} surfacing as secondarily palatalized [z'], a segment which fs

derived only by means of the phrase-level rule of Surface Palatalization
(e.g., /bez im'ena/ 'without a name' - [bez' im'efa)). In addition, the Initial

vowel of the root /s~ In the form roz/skZy¢ surfaces as [1] and not as [y)

38 For a detatled discusston of processes which do and do not apply in the enviranment of
prefixes | refer the reader to Nykiel-Herbert ( 1985) and Szpyra ( 1987a),

39 | am using the term ‘boundary’ 1n this thesis in a pre-theoretic sense to mean the edge of
a prosodic or morphological unit. My use of this term does not imply that | believe boundaries are
phonological segments,

40 This constraint on coronal-high Y sequences applies word- internally in both native
vocabulary and loanwords with a few exceptions in the borrowed technical or obviously foreign

vocabulary (e.g., Chicago fs pronounced ['ikago)). See Chapter 4 for a discussion of these facts.
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suggesting that [i] is perceived as being in word-initial position, since there
are no words in Polish with initial [y].

Similarly two processes of palatal assimilation which | shall refer to
here as A and B, differ in whether they apply in the environment of prefixes,
Palatal Assimilation A applies within words to coronal stridents,
assimilating them to following coronal continuants and affricates and to
sonorants (see 49a-d). Across word-boundaries, however, Palatal
Assimilation B rather than Palatal Assimilation A applies. B also affects
coronal stridents, but is limited to occurring only in the environment of
following continuants or affricates (see 49e-q). As the examples in (50)
show, only Palatal Assimilation B, the phrase-level process applies across
the prefix boundary (all forms in the left column are intermediate rather
than underlying representations):

(49) a sh+e - [She] 'dream, 1sg." cf. snu ‘gsg’
b. m'est+e - [m'esce] ‘town, 1sg.’ cf. masto
nsg’
C. gviezdz+e = [gvieZdze] ‘'star, 159, cf. gv'azda
nsg.
d. masl+e - [masle] ‘butter, 1sg.” cf. maswo
nag!
e. gwos Sostry - [gwo$ Sostry] ‘sister's voice'
f. las ¢emny = [la$ ¢emny) ‘dark forest'
0. gwos Aafi - [gwos Aani] ‘nanny’s voice'
*[gwos Aani]
(50) a ros+¢pé = [ros¢pc)iroscéoc) ‘cut’
b. z+dZerac = [2dgeral)/[zqZerac] 'tear off’
c. bes+Celny - [besCelny)/[beSelny]  ‘insolent’
d. z+hiSeyc - [zAi8Cy¢] *{2Ai8Cy¢]  'to destroy'
e. z+'1Cyc - [ZI'1€yC] *211CyC) ‘count’
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The restrictions on phonological rule application in the environment of
prefixes fall out 1f one makes the assumption that prefixes are independent
phonological words. In such a case the concatenation of a prefix and a C-
stem would never trigger the application of word-internal phonological
processes.4!

Polish prefixes are thus examples of a mismatch or lack of
isomorphism between phonological and morphological/semantic constituent
structures. (S1a) illustrates the morphological structure of Polish verbs
containing prefixes; (51b) illustrates the phonological structure:

(31) a, Morphological Constituents b. Phonological Constituents

[([[Pref[Root ]k VSs TMhmM P/N] { Pref ko [ROOt + VS + TM + P/N Jw

These kinds of mismatches between phonology and morphology have
been referred to in the literature on the interaction between phonology and
morphology as dracketing paradoxes. in English such paradoxes are
exemplified by the form nuc/ear physicist. |n this form, nuclear is a
phonological word distinct from pAys/cist, the suffix -/s¢ phonologically
belongs together with pAys/c. From the point of view of the semantics and
the morphology of the form, however, nuc/ear and pAysic one constituent to
which -/sf 1s affixed:

41 The proposal that prefixes are phonologlcal but not morphological words has been made
previously in Rubach ( 1984) and Szpyra ( 1987a).
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(52)  Morphological Structure Phonological Structure
a. b.

ZSN

[nuClear physic] ist ] [ nuclear Jw [ physicist Jw

Bracketing paradoxes have provoked a great deal of discussion largely
because the theory of Lexical Phonology (which assumes that morphological
and phonological operations function in tandem, with phonolcgical
operations following every morphological operation) predicts that the lack
of 1somorphism between phoriological and morphological constituent
structures round in the case of Polish and (some) English prefixes should not
exist (see, e.g.,, Pesetsky 1979). In amodel in which the morphological
component 1s independent of the phonological component, the fact that there
may be a lack of 1somorphism between structures required by the two
components 1s not unexpected. One would not, of course, expect the
relationship between morphological and phonological structure to be
completely random because the lack of isomorphism comes at a cost. And
Indeed, the fact that most frequently phonological and morphological
constituent structure correspond shows that the relationship 1s not random.
In addition, in both Polish and English lack of isomorphism between the
phonological and morphological structures ts 1imited to occurring only in
the case of certain (classes of) morphemes. This latter fact suggests that
individual morphemes are assoctated with specific phonological properties;
inother words, it is a property of Polish prefixes that they are phonological
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words, whereas other bound morphemes are not phonological words but
instead function phonologically and morphologically as morphemes (see
Inkelas 1987a,b for a model in which the independence of phonological and
morphological properties of morphemes such as that illustrated by the
behaviour of Polish prefixes is encoded by assuming that morphemes have
phonological subcategorization frames—which encode phonological
information—as well as morphological subcategorization frames).
Distinguishing phonological from morphological properties of morphemes
makes it possible to characterize mismatches between phonological and
morphological constituent structure in a straightforward fashion. Polish
prefixes thus are morphologically bound to C-stems, but are independent
words phonologically.

In Russian, as in Polish, the phonological and morphological properties
of prefixes are not isomorphic. Halle and Vergnaud have proposed to account
for this lack of isomorphism by postulating that prefixes are noncyclic
morphemes in Russian and that therefore in the environment created by the
concatenation of prefixes and roots, noncyclic word-level rules can apply.
Given the relationship between Russian and Polish, it is plausible to
hypothesize that Polish prefixes are also noncyclic affixes rather than
phonological words. Such a hypothesis 1s, however, untenable for Polish
since noncyclic word-level as well as cyclic word-level rules are blocked
from applying in the prefix environment. The rule retracting /1/ to [y]
following coronal obstruents, for instance, is a noncyclic rule (see Chapters
3 and 4); recall that it does not apply in the environment of prefixes (thus
/roz+iskr+. . ./ surfaces as [roz'iskr. . .] and not as *{rozyskr . .. )).

One way to account for the fact that noncyclic phonological rules do not
apply in the environment of prefixes would be to assume that some
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underlying segment blocks their application. Analyses of Polish which
assume that Polish has abstract underlying high lax vowels or yers (that are
lowered to [e] in the environment preceding another lax high vowel by means
of a cyclic rule (see Rubach 1984) and are otherwise lowered by means of a
noncyclic rule) postulate In fact that the reason a rule such as retraction
does not apply in the prefix environment is that prefixes have final lax high
vowels whose noncyclic deletion 1s ordered after the retraction rule.
Postulating final lax high vowels for prefixes is argued to be independently
motivated by the fact that in a number of cases prefixes exhibit e~@
alternations (see Gussmann 1980, Rubach 1984, Nykiel-Herbert 1985,
Szpyra 1987a, etc.). Although the lax high vowel-analysis does account for
the blocking of retraction, assuming such vowels leads to other problems.
For instance, postulating a blocking prefix-final lax high vowel could
account for the fact that Palatal Assimilation A, a noncyclic rule (see
above), does not apply In the environment of a prefix, {f one assumed that
Palatal Assimilation A was ordered before the noncyclic rule which deletes
the yer. This latter assumption cannot be maintained, however, since in
word-internal cases of PA-A the rule must be ordered after deletion of the
vowel. (53a,b) show that the [e] In bwazen alternates with zero, and can
thus be postulated to have an underlying lax high vowel. In (53b) we see
that Palatal Assimtlation, which causes [z] to assimilate to [A] (derived by
Coronal Palatalization in the environment of the -e ‘loc sg'), must be
ordered after lax high vowel-deletion, since the presence of the underlying
lax high vowel would block Palatal Assimilation otherwise:42

42 This point is made in both Nykiel-Herbert ( 1985) and Gorecka ( 1986).
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(53) a bwazen+ 9 ‘clown, n.sg.
b. bwaZn+e ‘clown, 1.sg’

Given this problem with ordering it is clear that postulating that
noncyclic rules are blocked from applying in the environment created by the
concatenation of a prefix and a C-stem because of the presence of an
underlying segment such as a lax high vowel is problematic. No such
problems arise on the assumption that prefixes are phonological words.

Many prefixes have identical corresponding forms which function as
prepositions. The behaviour of prefixes and prepositions with respect to
such phonological processes as Voicing Assimilation and Devoicing, or
Stress-Assignment is identical (see Bethin 19€4b; Rubach and Bootj 1985),
Thus, for instance, neither prefixes nor prepositions undergo the rule of
Final Devoicing which applies word-finally to devoice obstruents (e.g., the
(2] of roz+iskZyc does not devoice). Given my claim that prefixes are
phonological words, one would expect them to undergo Final Devoicing.
However, since prepositions also do not undergo this rule (e.g., [pod obrazem)
‘under the picture’, ¥{pot obrazem]), and since prepositions are
morphologically as well as phonologically independent items, the fact that
prefixes are 1ike prepositions in not undergoing Final Devoicing is not a

counterexample to the claim that prefixes are phonological words.

2.5.2 The e~@ Alternation and Preosodic Restructuring

There exists in Polish a class of verbs in which the prefix behaves as
if it were a phonological morpheme rather than a phonological word.
Examples of such verbs are given in (54).
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(54) Perf, inf, Ist sg Pres.  2ecImpf. inf, Gloss

a. zetrv+ac zerve zryvac tear off
b. ve+ss+ac vesse vsysac suck in
C. roz+do+¢ roze+dme  rozdymac expand
d. ob+lp+¢ obe+tne ob¢inac cut off
e. s+klg+¢ ze+king pZekl'ina¢ swear

f. ode+px+np+¢  odepxne odpyxat push

g. ze+tZ+el zetre $C'erac wipe off
h. ze+br+ac zb'ore zb'eral gather

The prefixes in (54) exhibit an alternation between [e] and (@) which is

the result of a word-level and not of a phrase-level process.43 The
alternation does occur between words in a small class of prepositional
phrases (see (55)) but in all these cases the pfirases are lexicalized. As a
comparison with corresponding non-lexicalized phrases in (56) shows, the

alternation does not in general occur between words.

(55) a. ve krv'i "in blood’ (cf. krev/krv'i ‘blood’)
b. ve mgie in the fog' (cf. mgew/mgwy ‘fog’)
C. pZede driem ‘before sunrise’  (cf. dZef/dha ‘day)
d. ze vsi ‘from the country’ (cf. vies/vsi ‘village)

'in human blood’
‘on a foggy day’

(56) a. vkrv'iludzk'ej
b v mglisty dZen

43 Pprerixes ending in spirants (6.g., 2- and 7a>-) surface with final [6)'s in the
environment preceding roots with complex initial clusters whoss first member is a coronal

spirant (e.9., 29+strok'hermonize’, 20+pk ‘grow thin', 20 +dradkovad ‘concentrate’). The
appearance of (e] in these forms is the result of a phrase-level cluster simplification rule (of
which Polish has several different types; see Rubach 1977) thet applies also in the environment
between prepositions and following nouns (e.g., 22 smutk am ‘with sorrow'; cf. 2 208m 'with the
tooth'). For discussion of this rule see Rubach ( 1985), The appearance of ] in prefixes being

discussed in this section is not due to this rule of cluster simplification. | shall not discuss the
latter rule here.

122



. pZed driem v€orajSym ‘before yesterday'
d. z v&i okol'i€nyx 'from nearby villages'

Since the alternation occurs between words only in the lexicalized
prepositional phrases and not, in any other cases, we can conclude that it is
not a phrase-level alternation.

The existence of forms such as those in (54) in which the e~@
alternation occurs in the environment of prefixes and in which we must
therefore assume that the prefixes behave as phonological morphemes
rather than as phonological words, does not invalidate the hypothesis that
prefixes are phonological words. The e~@ alternation in prefixes is confined
only to a small class of verb roots (about 30 roots), all of which behave
exceptionally in other respects. For instance, many of these roots are
conjugated irregularly (e.g., odervac ‘tear off' belongs to Class 1 and would
therefore be expected to have a lotated form in the 1st sg/3rd pl., as it does
in the other 4 persons— oderve '3rd sg.’; however, no palatalization of any
kind occurs in st s¢./3rd pl.— ogervg '1st sg.'~ suggesting that the
verbalizing suffix -2 is not present in the underlying form). In addition
many of the roots belong to Classes 1-3 and would therefore be expected to
undergo the secondary imperfective rule affixing -/k/pv, but instead they
become secondary imperfectives by being assigned Class 2 membership. And
finally, as (54) shows, the roots which trigger the e~@ alternation in
prefixes themselves exhibit a V~@ alternation, with a full vowel appearing
in secondary imperfective forms as a result of the rule of secondary
imperfective formation and no vowel appearing in simple (im)perfectives,
The exceptional behaviour of these verb roots, then, suggests that the fact
that prefixes benave irregularly in their environments is simply another
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instance of their exceptionality and is not a counterexample to the
generalization that prefixes are phonological words.

| suggest that roots such as those in (54) are specially marked to
trigger a process of prosodic restructuring of prefixes, changing them from
the status of phonological words to that of morphemes (see below for
discussion of the rule). Polish requires arule, referred to as Demoting
(Rubach and Booij 1985), or as the Monosyllable Rule (Szpyra 1987a), to
prosodically restructure a compound word whose second member s
monosyllabic. Most compounds of Polish have a stress pattern in which each
member of the compound 1s separately assigned primary stress on its
penultimate syllable-the normal stress pattern for Polish phonological
words; in addition, a Compound Stress Rule (see Rubach and Bootj 1985)
assigns added prominence to the penultimate syllable of the head of the

compound:
(57) a 2 1
ZeC+o+znafc+a = [ (Ze€o), (znafca)y N ‘expert’
b. 2 1
cudz+o+Zem'ec = [ (cudzo), (Zem'ec)y, N ‘foreigner’
C. 3 2 30

kulturaln+o+o$f'atov+y = [ (kulturalno), (o$f'atovyl, a
‘cultural educational’

When the second member of the compound is monosyilabic, however, the
entire compound is stressed as If it were a simple prosodic word, rather
than a compound word; primary stress thus appears on the penultimate
syllable of the whole form:
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(58) a. 1

wam+i+strajk = [ (wami)y (strajkle N ‘strikebreaker’
D. 1
fal+o+xron = { (falo)y (Xronley N ‘break water’
C. 2 1
¢isnentotm'ez = [ (¢iSneno), (m'e?), N ‘pressure indicator'
(cf. 2 1

¢ishedom'eZze ‘'pressure indicator, npl')

The stress pattern in (58) is explained if it s assumed that the
monosyllabic status of the righthand member of the compounds causes
prosodic restructuring of the compound. This is captured by the following
rule adapted from Szpyra (1987a), which | shall call Monosyllable
Restructuring:44

(59) Monosyllable Restructuring
(X))o (Y122 [(X Y]
where Y = one syllable
Z = lexical category

The Monosyllable Restructuring rule {llustrates that prosodic
restructuring sometimes takes place in the course of a phonological
derivation. That Monosyllable Restructuring is itself a phonological rule and
not a property of particular monosyllabic roots is made especially clear by

44 Szpyra states in the Monasyllable Rule that restructuring occurs if either X or Y is
monosyllabic. Her purposs in stating the rule this way is to allow all prefixes eventually to
become "prosodically united” with the stems to which they are affixed. Since, however, prefixes

are only stressed i the following stem 1s monosyllabic (cf, Adz*skaé 'Jump, noun', pad+ skt

‘jump up, infinitive'), | see no reason to suppose that they should be prosodically restructured in
any but the environment preceding a monosyllable. | have therefore modified Szpyra's rule to
state that only the second element must be monosyllabic; this is the requirement imposed by
Rubach and Boolj ( 1985).
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the fact that when a monosyllabic root is followed by an overt inflectional
affix, restructuring does not apply (see 59¢).

The effect of restructuring is to allow rules which could not otherwise
have applied in a particular environment to apply. Returning now to the
properties of prefixes, we can see that this is precisely what happens in the
case of prefixes tn which the e~@ alternation occurs. In such cases the
prosodic words function as morphemes phonologically. In a recent paper,
Szpyra (1987a) therefore proposes that the reason word-level rules apply in
the environment of prefixes before some roots is that the prefixes are
demoted from the status of prosodic words to the status of morphemes,45

Szpyra's analysis of the prefix behaviour is based on the assumption
that Polish has the abstract 1ax high vowels or yers in its underlying vowel
inventory. Since the roots that trigger prefix e~@ alternations themselves
exhibit V~@ alternations, she assumes that these roots contain yers in their
underlying representations and, furthermore, she assumes that prefix-final
yers underlie the alternations in the prefixes. These assumptions lead her
to propose the following mapping convention to account for the behaviour of
prefixes:

45 Although Rubach considers prefixes to be phonological words, he does not adopt an
analysts in which prosodic restructuring tekes place, Instead he assumes the existence of a rule
that combines two (or more) phonological words into & compound phonological word forming an
additional presodic constituent (which ve refers to 8s mof orime He further assumes thet the
rules deriving [e] apply not only within phonological words, but also within the domain of mots
primes. Rubach's analysis does not, however, account for the fact that [e] never surfeces in
prefixes preceding nominal and adjectival stems, but instead predicts that it should surface. Since
the problems with his analysis have been discussed extensively by Nykiel-Herbert ( 1985) and
Szpyra ( 1987a), | do not discuss the analysis here.
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(60)
([Pref{C; V C (+V9) 1o

]

((Pref Do ([ 1)

([Pref[ ]]-

The upper expansion of (60) states that prefixes form one phonological
word with stems based on monosyllabic verd roots which contain underlying
lax high vowels; the lower expansion states that in all other cases prefixes
are interpreted as distinct phonological words. By specifying that the verb
roots must contain an underlying lax high vowel, (60) encodes the fact that
only V~@ alternating roots cause prefixes to behave like morphemes rather
than like the prosodic words they are.

In Szpyra's analysis the stipulatton that the demotion of prefixes
occurs only.ln the environment of verb roots containing lax high vowels is
particularly important. The reason for this is that non-verbal roots also
exhibit e~@ alternations and can therefore be postulated to contain
underlying lax high vowels, but nevertheless such nominal or adjectival
roots on the whole do not trigger the appearance of [e] in prefix-final
position, even when they occur in denominal verbs:

(61) a. bez+sen+n+y  'sleepless’ sen/sn+u  'sleep’
b. nad+brv'+ov+y ‘over the brow’  brev/brv'+i ‘brow’
C. bez+pwl+ov+y 'sexless’ pwec/pwe+i 'sex’
d. bez+den ‘abyss’ den/dn+o  ‘bottom’
e. bez+mex ‘absence of moss' mex/mx+u  ‘moss’'46
f. nad+lv+y ‘'superlions’ lev/iv+a Tion'
0. pzed+sen ‘pre-sleep’ sen/sn+u  ‘sleep’

46 (616-g) are coined by Szpyra { 1987a) on the model of other prefixed nouns.
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h. od+set+ek ‘percentage’ set+k+a/st+0 ‘hundred’
i. pod+Sev+k+a  ‘lining Sev/8v+u  'stitch’
j. pod+p'en+ek ‘honey fungus’ p'ef/pfitra  ‘trunk’

(62) a. od+vsy¢ ‘de-louse’ ves/vs+y ‘Jouse'
b. od+pxI'i¢ ‘de-flea pxew/pxw+a  ‘flea, gpl.’
¢. roz+wzav'i¢ ‘draw tears’ wez/wz+a ‘tear, gpl.’
d. z+mgl'i¢ ‘become foggy’ mg'ew/mgw+a ‘fog, gpl.
e. v+SAIC s¢  ‘dream Into’ sen/Sh+e ‘sleep’
f. roz+krvav'i¢ ‘cause to bleed  krev/krv'+i ‘blood’

According to Szpyra the denominal or deadjectival verbs in (62) do not
trigger restructuring of the prefixes even though they are verbs which
contain lax high vowels (as specified in (60a)) because they are not simple
verbs, but rather are denominal and have the structure given below, which
“departs from the one specified in the formulated mapping convention.”
Consequently, "prefixes will not be phonologically directly attached to such
verbs” (Szpyra 1987a, 22).

63) [[Pref[[C, V CN+*VSkWN

+high
[-tenso]

Szpyra's explanation for the non-occurrence of demotion in the case of
denominal verbs requires that prefixes be able to see ir side verbs before
undergoing restructuring to deterinine whether they are denominal or
deverbal. Most generative theories of morphology have assumed that
morphological operations are constrained to make reference only to
immediately adjacent material. Allen (1978), for instance, proposes the
Adjacency Condition given in (64);
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(64) Adjacency Condition (Allen 1978)
No WFR can involve X and Y, unless Y is uniquely contained in the
cycle adjacent to X.

As Allen points out, the Adjacency Condition 1imits the number of types
of rules and conditions on rules allowed by the grammar. By using the
powerful device of making reference to non-adjacent material in
determining the application of a rule, Szpyra's explanation for the
restrictions on prefix restructuring constitutes a weakening of a theory of
morphology .

An aiternative explanation for the facts, which preserves the
Adjacency Condition, is simply to assume that demotton only occurs in the
environment of certain roots or C-stems, and that those forms which
trigger it are specially marked. Under such an assumption demotion does
not need to make reference to the category or dertvational history of the
form to which the prefix Is affixed, but instead s triggered by a diacritic.
This analysis thus treats the occurrence of phonological restructuring as
lexically-determined. The assumption that prefix-restructuring in Polish {s
lexically-determined 1s not an unreasonable one given that such cases exist
in other 1anguages. English, for instance, has a rule which changes the
phonological status of the form man from that of phonological word to that
of morpheme (see Halle and Vergnaud 1987a,b for discussion of such forms).
The forms in (65a), for instance, are compound words (with compound
stress) whose second member i1s /man, whereas those in (65b) have regular
word stress indicating that man is functioning like a suffix (the vowel of
/man in the examples In (65b) is reduced or deleted):
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(65) a. garbage man b. postman

front man horseman
garage man salesman
fireman

There are nc criteria by which forms in (6Sb) can be distinguished from
those in {65a); consequently the prosodic behaviour of m,an in nouns of the
sort seen in (65) must be lexically-determined.

in Polish the forms which trigger prefix restructuring, although
specially marked, are all characterized by a similarity in phonological form.
In particular, all such forms have asyllabic alternants. Szpyra captures this
characteristic by specifying that demoting roots contain underlying lax high
vowels. There exist a few verbs which do not exhibit V~p alternations and
in which there is therefore no evidence for the presence of an underlying lax
high vowel, but in which prefixes nevertheless surface with [e]. Examples
are given in (66):

(66) a. zexéet ‘desire’
b. zelZed ‘ease’
c. zetled ‘'smoulder’

d. zemsSCi€ Se ‘revenge’

To preserve Szpyra's assumption that all roots which trigger demotion
contain Jax high vowels, we would need to assume that examples such as
those in (66) also have such underlying vowels, although in such a case
these vowels would be used in a purely diacritic capacity. Alternatively, we
could assume that the roots in (66) are underlyingly asyllabic and that roots
postulated to have lax high vowels are also underlyingly asyllabic, This
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assumption would require the postulation of epenthesis rules to provide the
roots with vowels in some cases. | will have more to say about these
possibilities in the following chapter.

A small number of prefixed dé‘nomlnal verbs and prefixed nouns or

adjectives also trigger restructuring (prefix is underlined):

(67) a. rozednhec ‘be broad daylight’ ¢Zef/dna ‘day’
b. zepsec ‘90 to the dogs'  p'es/psa ‘dog’
c. odemglac ‘devaporate’ mgwa/mgew 'fog’
d. podeSfa 'sole of shoe’ Sef/Stu 'seam’
e. bezecny ‘infamous’ cny ‘worthy'

All of them conform to the phonological requirement that the roots
have asyllabic surface alternants. In order to account for these forms we
must assume that the derived verb C-stems in (67a-c) and the noun and
adjective roots in (67d-e) are also lexically specified to trigger prefix
restructuring.

In §2.2.3 | argued that the formation of denominal or deadjectival verbs
involves assigning membership in a verb class such as Class 4 to a noun or
adjective. In the case of verbs such as nocovac 'spend the night' which
involve assignment of Class 2 membership to the noun noc¢ 'night’ with
concomitant affixation of -ov, the resultant verb C-stem has the following
structure:

(68) [[noc N oV kiass 2
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In the case of verbs such as so/7¢ 'to salt’, | assumed above that
assigning the nominal root so/ ‘salt’ in this form involves a rule of

conversion as in (69):

(69) [ SOl N~Cless 4

If the denominal verb formation is indeed a result of conversion, then it
provides evidence in favour of my proposal that prefix restructuring is
lexically-determined rather than constrained not to apply in denominal
verbs. Obviously if restructuring needs to make reference to the denominal
status of a verb, it needs to be able to see the categorial marking on the
nominal/adjectival root or stem from which the verb is derived. However, a
rule of conversion removes the underlying categorial marking of the form to
which it applies. Recall that prefixes are affixed to verb C-stems. If
denominal verb formation involves conversion, then at the point at which
the prefix is affixed to the C-stem, and at which restructuring can apply,
the denominal verb C-stem will have exactly the same morphological
structure as a deverbal verb C-stem. Consequently, the restructuring
process will not be able to make reference to the denominal character of the
C-stem.

3. Concluding Remarks

In this chapter we have seen that the semantics and morphology of
verbs are not necessarily isomorphic. | argued, for instance, that nonpast
tense is not supplied by any one morpheme of the language, but is
determined from the structure of the whole verb form. We have seen t0o,

132



that the phonological behaviour of prefixes is independent of their
morphological behaviour and that therefore the phonological constituent
structure is not isomorphic with the morphological structure, Finally, we
have seen that the morphological component has its own rules and
restrictions on structure. The consistent lack of tsomorphism between
morphological structure and semantic and phonological structure is
evidence against the assumption, made in the model of grammar set forth in
the theory of Lexical Phonology, that the rules of morphology are mixed in
with the rules of phonology and that morphology and phonology are ordered
in the same lexical component, and is therefore evidence in favour of the
hypothesis that morphology is a component distinct from the phonology. The
analysis of secondary imperfective formation, and in particular of double
secondary imperfectives, in as much as it 1s a successful analysis, suggests
further that the rules of the morphological component apply in a block
before the rules of the phonology.

| argued in §2.4 that prefix+C-stem combinations must be listed in the
lexicon since the grammatical and semantic properties of such combinations
are often fdiosyncratic. If this is correct, then it is evidence that
polymorphemic structures may be inputs to the phonological component,
Significantly, such polymorphemic structures are treated as derived
environments by the cyclic phonological rules of Polish, even though the
actual affixation is not ordered directly before the phonological rules. in
Chapter 3 | 'suggest that prefixes are demoted to the status of morphemes in
the morphological component, and hence before any of the cyclic rules apply.
Now, in those cases where prefix restructuring occurs, the cyclic rule of
epenthesis applies to insert a vowel in the environment created by the
concatenation of the prefix plus the C-stem. Since, however, prefixes are

133



listed as part of the lexical entries of verbs, and since, furthermore, the
restructuring process takes places in the morphological component, this
means that the cyclic epenthesis rule is not fed directly by a morphological
rule; the fact that the epenthesis rule applies here indicates that the
environment counts as derived. We can conclude, therefore, that the
environment created by the juxaposition of two adjacent morphemes may in
fact count as derived, even when the input to the phonology is a fully
derived morphological form.
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CHAPTER 3
THE CYCLIC COMPONENT: PALATALIZATION RULES

The term palataiization in Polish refers to several different series of
consonant alternations affecting underlying labials, coronals and velars.
Most generative work on the palatalizations has assumed that they are
triggered by [-back] vowels and/or the [-back] glide [J). The most thorough
recent work on the palatalizations, Rubach (1984), claims that all but one of
these processes are effected by cyclic rules which are subject to the Strict
Cycle Condition. In this chapter | argue that many of the palatalizations are
not, in fact, phonologically-conditioned, since the morphologically-derived
environments in which they apply do not constitute a phonologically-defined
class. | suggest, therefore, that the rules are morphologically-conditioned,
but that they are nevertheless ordered in the cyclic component of the
grammar. In addition, several vowel alternations are phonologically-
conditioned, but are restricted to applying only in a subset of words whose
forms meet the structural descriptions of the rules which effect them.

Thus 1t appears that a great deal more morphological and lexical
information needs to be stipulated in the phonology of Polish than has
previously been assumed.

| begin the chapter by presenting the different series of
palatalizations. §2 presents evidence that the palatalization rules are not
phonologically-triggered, and §3 argues in favour of the hypothesis that the
rules are morphologically-conditioned rules of the phonology. Finally, in §4,
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lexical conditioning of phonological rules fs discussed through an
examination of four different vowel alternations.

1. The Palatalizations!

The underlying consonants of Polish given in Table 1 are repeated from
Chapter | (see Chapter | for underlying feature representations):

TABLE 1: UNDERLYING CONSONANTS OF POLISH

LABIAL  LABIO-DORSAL CORONAL CORONO-DORSAL  DORSAL
FRONT DENTO- ALVEOLAR ALVEOPALATAL  PREPALATAL
pf pf w tsc ¢ 8 s k X
bv pV dzqz 2 2 d z g
m m' n n
ri ]

This subsection describes the alternations affecting the underlying
consonants, and 1s not concerned with the environments in which these
alternations occur.

Of all the consonants in the underlying inventory, the labials have the
least complicated palatalization properties. They undergo only one type of
palatalization alternation, namely fronting or secondary palatalization.

I Polish also has a set of consonant alternations that are governed by rates and registers of
speech and involve for the most part simplification of consonant clusters by means of deletion and
assimilation rules. Some of these processes are partially lexicalized, but on the whole they occur
both within and between words and can therefore be considered to be orderd at the phrase-level |
do not deal with such alternations here ( for discussion see Rubach 1977),
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Thus the outputs of Labial Palatalization are identical to the underlying
palatal labials. Preceding all vowels but the high front [i], both underlying
and derived front labials are usually pronounced with an off-glide; preceding
other consonants and in word-final position, both types of front labials are
depalatalized? (in (1), for exariiple, even though, as (te) indicates, the

morpheme -¢ triggers palatalization, the palatalized [p'] surfaces as

depalatalized):3

(1) a stup+e swup'(j)e ‘pole, 1sg.
b. rob+i+¢ rob'ic 'to make’
C. dZev+e dzevi(je ‘tree, 1sg’
d. Zem+ist+y Zem'isty ‘sallow’
e. skop+c skop'(§ec ‘miser’
f. skop+c+a skopca ‘miser, ¢.sg.

The alternation undergone by lablals as a result of palatalization is
represented in (2):

(2) Labial Palatalization

Root
Place -
Labial //
Dorsal
[-back]

2 This depalatalization occurs in derived and underived environments and is thersfore due to
a noncyclic process; | shall not discuss it further here,

3 All the examples in this subsection are given in intermediate forms, with the examples in
the leftmost column being closer to underlying representations, and those in the rightmost column
being closer to surface representations, In ( 1) the parentheses around [j] indicate that this
segment 1s created in the course of e derivation and is not underlying.
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Three different types of palatalizations are assocfated with the
coronal obstruents: Coronal Palatalization, lotation, and Affricate
Palatalization.4 In all three of these palatalizations, the affected
consonants remain as coronals, but undergo changes in exact place and/or
manner of articulation,

Coronal Palatalization adds a dorsal [-back] articulation to the
dento-alveolar segments /t,d,s,z,r,t,n/, changing them into corresponding

[-back] corono-dorsals [t'd',s 2 I'n ]S

(3) Coronal Palatalization

' i
Root | ]
Place * -
Coronal / /\
Dorsal
[-back]

As the examples in (4) and (5) indicate, however, the surface forms of
palatalized coronals are not simply the coronals with a [-back] secondary
palatalization derived by (3).

(4 a kobet+e kob{(jece ‘'woman, d/l. sg.
D. xod+i+C x0dzi¢ 'to walk’

4 A fourth coronal palatalization, Strident Palatalization, changes /8/ or /x/ into[$). | do
not discuss this rule here:

8. my8+i my$i 'mouss, odj.’

b. grod+iv+o grodiwo ‘monetery unit, aug.’
C. kopelud+isk+0  kapeluSisko ‘hat, aug.’

d  miix+i miist ‘monks, m.pl.’

S See Chapter 4 for evidence that the prepalatals are co-articulated coronal~dorsal
segments.
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C. Soste Sose ‘road, d/l. sg.

d. mroz+n+y mrozny ‘icy
(3) a zon+e 2o0nhe ‘wife, d/lsg’
b. obron+c+a obronfca ‘defender’
C. zastan+(j)i+aj+o zaswanajo ‘they cover, Sec. Impf.
d. star+(e)c stazec ‘old man’
e. star+c+a starca ‘old man, g.sg.
f. kar+(jla+e kaze ‘he punishes’
g. Skot+e Skole 'school, d./1sg.
h. stot+isk+o stol'isko  ‘table, aug.
1. nasfeti+(j)i+aj+o nasfetlajo ‘they elucidate, Sec. Impf.
j. mebl+i mebl't ‘furniture, gpl.

As | pointed out in Chapter 1, the corono-dorsal obstruents surface as
prepalatal segments, characterized by the presence of a cavity under the
tongue (i.e,, as [+Lower Incisor Cavity]). The presence of this cavity is a
predictable property of [-back} coronal obstruents, and is therefore assigned
by means of a redundancy rule which applies in the noncyclic component of
the grammar. Another predictable property of the palatalized coronal
obstruents is that the stops surface as affricates. This affrication or
spirantization of stops is a feature of all the palatalization processes of
Polish (compare, lotation, and First and Second Velar Palatalization below).
Again, since it is predictable, it can be represented by means of redundancy
rules and does not need to be stated as part of the rules of palatalization.

The rule which supplies [+LIC] applies noncyclically at the word-level.
We know that it applies noncyclically because it affects both morpheme-
internal underlying corono-dorsals, and corono-dorsals appearing in derived
environments which are derived by palatalization. We know that it applies
at the word-level and not at the phrase-level because [-back] coronal
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outputs of a rule of Surface Palatalization which is ordered at the phrase-
level do not become [+LIC). (6) gives examples of outputs of Surface
Palatalization; these are secondarily palatalized coronal segments and not
prepalatals:

(6) a. bra[t' i] Sostra ‘brother and sister’ *[¢ {]
b. gwols’ lJreny ‘Irene’s voice' xS i)

In the case of the palatalized sonorant coronals, the actual surface

forms are different for each type of consonant. /n/ surfaces as a prepalatal
[A], both 7t/ and /1/ surface as (1) before (1) and as [1] elsewhere, and ,

surfaces as alveopalatal 2} (5d) unless it is followed by a consonant (5e).

The alternation between (5d) and (Se) provides evidence in favour of the
hypothesis that Coronal Palatalization supplies a (-back] feature to coronal
cor.sonants, and that later redundancy or spell-ouvt rules derive correct
surface forms. If we assumed that /r/ went directly to [2], then we would

also have to assume that the depalatalization which takes place pre-
consonantally changes the derived (2] back into [r]. However, assud\lng that
/r/ first becomes [r') makes it possible to state depalatalization as a
simple delinking of {-back], a rule which also applies in the case of
palatalized labials (see above) anJ palatalized laterals.

lotation affects only the coronal obstruents and is only triggered by
the segment [j] (see §3.3). Following Rubach (1984), | assume that the
inputs to lotation are coronal obstruents that have already undergone
Coronal Palatalization. The outputs of lotation are less straightforward
than those of Coronal Palatalization. /s',z'/ and the clusters /s't', z'd'/
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always surface as alveopalatals [3,2,6,d2]; /t',d"/, however, surface as the

alveolar affricates [c,dz).6

(7)  a zapras+(j)i+aj+9 zapra3ajo ‘they invite, Sec. Impf.
b. kaz+(j)a+e kaze ‘he orders’
C. pwat+())i+e pwace | pay’
d. Vig+(})i+g vi14zo ‘they see’
e. post+(i+g po3lo '‘they fast’
f. gvizd+(§i+e gv'izdze 'I whistle'

As in the case of Coronal Palatalization, the lotated forms of the
coronal stops are affricates. The rule of lotation is given in (8). To make
the statement of the rule as simple as possible, | assume that the clusters
{s't',2'd'] are perceived by speakers of Polish as [+cont}):

6 In a smal) number of verbs, all of which belong to Class 1 and most of which denote
sounds, /t/ may be lotated to (8], There is considerable lexical idiosyncrasy in that in some verbs

the aiveopalatal loteted form is the only possible alternant, in others it is the primery alternant,
but coexists with the alveolar lotated form, and in still others it is rare.

a. turkot+(jla+e turko e-turkoce "It rumbles’

b. rext+(j)ate rexte -rexcs "It grunts’
One of the characteristics of o large number of rural dialects of Polish is the mazurzenie or the
regular replacement of the alveopalatals by the dento-alveolars (1.e., Standard Polish /8,2,8,¢2/

are pronounced [s,2,c,2). Gladney ( 1983) suggests that in forms such as those in (a,b) the
regular output of lotation of /t/, namely [c], is for some reason felt to be a mazurzenie
pronounciation; the alveopalatal pronounciation ts thus according to Gladney a hypercorrection.
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(8) lotation

X
Root | i(
mont] I
Place - ®
Coronal / |/
[a@ ant)

Dorsal l‘
[-back]

The redundancy rules for [+LIC) specify the [-anterior] output of (8) as
[+LIC] and the [+anterior] output as [-LIC].7

Affricate PalatalizationS affects only the alveolar affricates
/c,dz/ changing them into alveopalatals (€,dZ).

(9) a cuk'erhictk+a cuk'ernicka ‘sugar bowl, dim,
b. zajoc+isk+o zajoCysko ‘hare, aug.
C. ksodz+ik kse(d)zyk ‘priest, dim.
d. pefodz+n+y p'efie(d)zny ‘money, adj.

7 As the examples in (4) end (S) indicate, (] also triggers Coronal Palatalization, Unlike
the coronal obstruents, palatalized sonorants have the same surface forms before [§] s they do in
other palatalizing environments,

8 Affricate Palotalizotion was first proposed as a rule of Polish in Rubach ( 1984). Earlier
analyses of Polish (e.g., Lightner 1963, Stesle 1973, Gussmann 1978, Laskowski 1975a)
assume that the affricates which participate in Affricate Palatalization derive from undarlring
velars, and that "Affricate Palatalization” is thus actually application of First Velar Palatalization.
The dental affricates [c,dz) are assumed to be derived by means of a rule of Progressive Velar
Palatalization (or Baudouin de Courtenay Palatalization, named by Steele after the Slavic
progressive palatalization from which this alternation descends). Rubach argues that the
progressive palatalization is not & synchronic rule of Polish and that therefore the affricates

/c,42/ are underlying (see Rubach 1984 for details). Since the c,gz-E.d¢ alternation does not

occur in exactly the same environments as First Yelar Palatalization (see S2 and $3), | follow
Rubach in assuming that there s a distinct rule of Affricate Palatalization.
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(10) Affricate Palataiization

Root
[-cont] [+ cont]

Place / -

Coronal

v————‘_x

[-anterior)

In (9¢,d) derived [d}] becomes [2} as a result of a rule of Spirantization.

Spirantization affects the voiced outputs of both Affricate Palatalization
and First Velar Palatalization (see below), in the environment of a

preceding sonorant:

(11) a drob'azg+k drob'azdzek ‘detail, dim.
b. rog+k rozek ‘horn, dim’
C. skarg+i+¢ skarzyc ‘to complain’

Velar consonants can undergo three different types of palatalizations.

First Velar Palatalization which is the most common velar
palatatization, changes /k,g,x/ to alveopalatals [,q7,3] (recall that [¢Z] can

surface as [Z).

(12) a rek+Aik reénik ‘towel’
b. kZyk+e+¢ kzytet 'shout’
C. ptak+(jla+e pwace ‘he cries’
d. mazg+i+¢ mazdZic  ‘crush’
e. $neg+isk+o $heZisko  'snow, aug.
f. 1g+(jlate wie ‘he tells lies’
g. mux+e muse 'fly, d/lsg’
h. uxtast+y usasty ‘ear, adj.
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i. brex+(j)a+e brese ‘he fibs'

The rule of First Velar Palatalization is given in (13). As in the case of
Coronal Palatalization, and lotation, the fact that the stops become
affricates as a result of palatalization is predictable and therefore not

stated in the rule itself.

(13) First Velar Palatalization

Root

Place / -

Coronal
[-anterior]
Dorsal ¢

Second Velar Palatalization changes the velar stops /k,9/ to [c,dz]
in the environment of a small number of morphemes of the nominal

inflectional system. In these same environments the velar fricative
becomes an alveopalatal [3].

(14) a. Zek+e Zece river, d/lsg’
b. velk+ velcy 'great, npl. m. adj.
C. hog+e nodze ‘leg, d/lsg.
d. drog+i drodzy ‘dear, npl. m. adj.
e. mux+e muse fly, d/1sg.
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(15) Second Velar Palatalization

f z<
Root 1
[a cont) I
Place -
Coronal / /
[ - anterior]
Dorsal ®

Velar Fronting affects only the velar stops, causing them to become
fronted to [k',g'):

(16) a velk+ego vielk'ego  ‘great, gsg. m. adj.
b. drog+emu drogemu  ‘dear, dsg. m. adj.

(17) Velar Fronting

>,< r
Root
[-cont] |
Place - \\
Dorsal ¢ 7

[-back]

Rubach (1984) argues, on the basis of examples such as those in (18),
that all the palatalizations presented in this section apply only in derived
environments at the word-level (except Surface Palatalization). In(18) we
see words in which underlying 1abials, coronals, or velars precede
morpheme-internal instances of the [-back] vowel [e]. Since, as we have
seen above, many of the morphemes in whose environments the
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palatalizations do apply begin with initiai [e]'s, and since Rubach assumes
that the palatalizations are triggered by front vowels, then the fact that the
palatalizations do not apply morpheme-internally preceding [e] is taken by
Rubach as evidence that the rules apply only in derived environments and are
hence subject to the Strict Cycle Condition :

(18) a. bez ‘lilac’
b. depta’ ‘trample’
C. serce ‘heart’
d. rexota¢ ‘croak’
e. kelner  ‘waiter’
f. xerlavy ‘sickly

2. Palatalization in Morphologically-Derived Environments

In (19) are listed examples of palatalized consonants before suffixes
- whose Initial segment provides the expected [-back] environment for
palatalization; (20) shows cases where exactly the same consonant
alternations as those found in (19) occur, but the suffixes are consonant-

initial on the surface:®

(19) a. xwop+iskto  xwop'isko ‘fellow, aug.

b. ryb+i+a ryb'ja ‘fish-like’
C. zwot+ist+y  zwolisty  ‘golden’

d. stot+isk+o stol'isko  ‘table, aug.
e. swug+i+¢ swuzy¢ 'to serve’

9 There are no examples of palatalized labials before consonant- initial suffixes, since, as
pointed out above, all palatalized labials are actually depalatalized in coda position,
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f. gmax+isk*o  gmasSysko ‘building, aug.

(20) a pan*stv+o panstvo 'state’
b. anet+sk+i anelski ‘angelic’
c. rek+iik re€nik ‘towel’
d. strax+n+y strasny ‘terrible’
e. nogt+k+a nuzka leg, dim.

Gussmann (1980), Rubach (1984) and many others have assumed that
suffixes such as those in (20) have initial underlying abstract [-back] 1ax
high vowels which trigger palatalization and which surface either as [e] or
are deleted (see below for discussion). Evidence for the presence of a lax
high vowel in consonant initial suffixes is claimed to come from the fact
that two of the suffixes in (20), -4 ‘diminutive’, and -» 'adjective’, have
alternants with surface [e]:

(21) a wnog+k nuzek leg, dim, gpl’
b. cukr+k cuk’erek  ‘candy, nsg.
¢. vVin*n vinen ‘quilty, short-form adj.,, nsg.
d. god*n godzen worthy, short-form adj.,, nsg.

If the consonant-initial suffixes were the only affixes in Polish
without surface initial front vowels which trigger palatalization, then the
hypothesis that they have abstract underlying initial front vowels would
Indeed explain their unexpected palatalizing properties. However, as | show
In this section, the consonant-1nitial suffixes are not the only suffixes with
unexpected palatalizing properties: not all front-vowel-initial suffixes
trigger palatalization, and several back-vowel-initial suffixes do.
Furthermore, following Gorecka (1986,1988), | argue that the e~@
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alternation seen in (21) is due to epenthesis, and not to the presence of an
abstract underlying vowel. Postulating underlying initial front vowels for
consonant-initial suffixes does not therefore explain the palatalizing
properties of suffixes in general. We need an alternative hypothesis that
accounts for the palatalizing properties of all Polish suffixes. Such a
hypothesis is provided in §3. Let us turn now to an examination of the
palatalizing properties of suffixes.10

2.1 The i~y Alternation

Polish has a number of morphemes which in Inftial position exhibit an
alternation between [i] and [y]l. As the examples in (22) show, some of these
morphemes trigger palatalization (22a-f), whereas others do not (22g-n)
(for the moment | specify all alternating i~y's as 'I' in underlying

representation):

(22) a. gmax+Isk+o gmadysko ‘building, aug.
b. kot+Isk+o kocisko ‘cat, aug.
C. osob+Ist+] osob'isty ‘personal’
d. pert+lst+l perl'isty ‘pearl, adj.
e. student+I studentf 'students, npl. m’
f. kozak+l kozacy ‘Cossack, npl. m/
g. arn+lx Carnyx ‘black, g./1pl.
h. dobr+Ix dobryx ‘good, g./1pl.
i. rib+l ryby ‘fish, npl. f/
J. mas+] masy ‘mass, npl. f.

10 Gussmann ( 1987) has independently arrived at several of the conclusions given here
regarding the palatalizing properties of suffixes, and presents much of the same data, Since | had
nwcess' tﬁ his paper before the final version of this chapter was written | have been able to refer to

s work.
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k. cex+l cexy ‘feature, npl. f!

1. curk+l curk'i ‘daughter, npl. f.
m. tan+Iml tadim'i ‘cheap, ipl’
n. mit+Iml miwym'i ‘nice, 1pl.

In works such as Gussmann (1980) or Rubach (1984), it has been
assumed that the distinction between the two types of morphemes is due to
a distinction in the underlying initfal vowel: namely, those morphemes
which trigger palatalization have an underlying /1/ and those which do not
trigger palatalization have an underlying high unrounded back /y/. In this
subsection | show that the distinction between the two types of morphemes
cannot be a distinction in the underlying representation of the initial vowel.

The most important argument against assuming an underlying
distinction in /1/ and /y/ is that the two segments are in complementary
distribution: [1] occurs in onsetless syllables, following [-back] segments,
and following the velar stops, and [y] appears elsewhere.

(23) [i] [yl
/front labial /1ablal__
/ prepalatal __ /dento-alveolar__
/¥ __ /alveopalatal _
N /X —
/K,g —
/)—

The distribution of (1] and ly] Is the same regardless of whether the

preceding consonants are underlying or derived. In (22a), for instance, the
underlying velar fricative is palatalized to the alveopalatal [5];

consequently, [y) rather than [1] surfaces in the initial position of the
palatalizing morpheme. Conversely, In (22g,h,1,n) [y] surfaces following
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underlying unpalatalized coronals; following the velar stop /k/, however, in
(221), an nonpalatalizing i~y surfaces as [{]. There are no native or borrowed
words in Polish that begin with [y]; in the environment following vowels, [i]
rather than [y] surfaces, even in the case of one of the nonpalatalizing i~y
morphemes (e.g. Genua 'Genoa’, Genur 'Q.sq’; cf. ryba 'fish', ryby 'g.sg.’).

The fact that both [i] and [y] surface after labials in word-internal

positions has been taken as additional evidence that the two must be
distinct underlyingly (cf., e.q., oy¢ 'to be' and &7 ‘to beat'). Differences

such as those between gyc‘and £ 7¢ were thus attributed to a distinction in

the vowels, and not in the underlying labials (see Gussmann 1987 for
discussion). However, the existence of words such as those in (24), in
which the morpheme-internal occurrences of [-back] labials are
unpredictable, provides evidence that it is necessary for independent
reasons to assume that labials are underlyingly distinguished as [-back]:!!

(24) a. vadr+o ‘patl’
b. m'ud ‘honey'
c. b'odr+o ‘hip’

We can therefore assume that differences such as those between the
two verbs are not due to a difference in the vowels, but rather to a
difference in the onsets to those vowels. Rubach (1984) suggests that the
underlying [-back] 1abials are really underlying labial+[}] sequences; with
this hypothesis it is possible to assume both that there s no set of

11 Historically, forms such as those in (24) derive from roots which contained an e-o or
e-aalternation. The palatalization of the labials was thus originally triggered by the front vowel;
over time the forms were reanalyzed with the back vowel alternant taken as the underlying vowel,
but the palatalization of the labfals remained ( see S4; and Fn. 43).
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underlying [-back] 1abials (thus the consonant inventory is kept smaller) and
that labials can be distinguished as either [-back] or [+back]. In borrowed
forms containing [b]+[] sequences, these sequences are always interpreted
as [b'1). French b/b/iothegue ‘Vibrary’, for instance, has been borrowed into
Polish as bb/oteka. Although one could suppose that the initial labial in
such forms 1s Interpreted as a [bji] sequence, to which a rule removing the
[§] then applies, 1t is more 1ikely that in fact the sequence is intepreted as
containing a [-back] labial [b’]. More important, there is a small set of
words which has an underlying [-back] labfal in stem-final position. In the
nominative. sg., for example, the adjective root gwuyp’‘foolish’ has the form
[gwup'f]; If the root ended in a nonpalatal labial then one would expect the
form [gwupy] (cf. gruby 'fat’). The root 'foolish’ can thus be postulated to
have one of two possible underlying forms: /gtupj/, after Rubach (1984), or
/gtup’/. In §2.4.2 | provide evidence that Polish codas are governed by
constraints which prohibit sequences of stop+glides, and that epenthesis
applies to break-up f1i-formed codas. Given the coda-constraints, we would
expect that a sequence of stop+glide would undergo epenthesis if followed
by a consonant-initial suffix (e.q., /lesbj+sk+1/ surfaces as /esbi/sk/’
‘lesbian’ with an epenthetic [i] derived ‘rom [e] in the environment of /j/).
/qwup+stv+o/, however, surfaces as gwuypstvo and not as *gwupi/stvo. The
lack of epenthesis in this form can be accounted for if one assumes that
there is no underlying final [pj] sequence, but rather that the final segment
is an underlying [-back] labial.
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The velar fricative /x/, in native words is always followed by [y] both
in underived and derived environments.12 Comparing (22k) and (221), for
example, indicates that in the same environment in which we get the
sequence [k'i] with the velar stop, the velar fricative+I sequence surfaces as
[xyl. In borrowings, however, both [x'{]) and [xy] are found (examples are frum

Gussmann 1987; the [h] in these forms is interpreted as a velar fricative):

(25) a. hycel ‘dog-catcher”
b. hymn ‘hymn'
c. X'iny ‘China’
d. hipnoza ‘hypnosis’
e. h'igena ‘hyglene’

Gussmann suggests that the surfacing of [i] following [x] in a small
subset of cases s due to a [-back] diacritic lexically marked on the roots.
This Is equivalent to saying that a {-back] /x'/ is a marginal segment in the
underlying inventory of Polish,

Given that (1] and [y] are in complementary distribution and that thefr
distribution following labials can be attributed to a distinction in the
underlying labials and not to an underlying distinction in [i] and [y], we can
conclude that [1] and [y] are surface variants derived from one underlying
representation. We need now to consider how the surface variants are
derived.

12 preceding the secondary imperfective morpheme -lv/yv, the velar fricative /x/ is
f(‘t;nted; sj;e}below for discussion. It is also fronted before two or three nonnative suffixes (e.g.,
Ist-a, =ik )
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Gussmann (1987) proposes the following analysis for the distribution
of {~y.13 He argues that /i/ is underlyingly unspecified for [back]; in fact,
he postulates that all the vowels of Polish are underspecified for [back] and
are distinguished only by [high], [round], and [low]. Prepalatal consonants
and [-back] 1abials are specified as [-back] in underlying representations
whereas other consonants receive the value [+back] by means of a rule of
Consonant Backness which states that a consonant unspecified for [back] is
(-back]. Arule of Surface Velar Palatalization assigns the feature [-back]
to the configuration: velar stop + [-round, -low] vowel. Finally, the value for
[back] fs supplied to the underspecified vowel /1/ by one of two rules,
Backness Linking, which causes the vowel to assimilate the [back] value
from the preceding consonant, or Vowel Backness, a default rule that
supplies [-back] to {-round] vowels and [+back] to [+round] vowels.

The [-back] consonants of Polish are the [-back] labials and the
prepalatals. In both cases we can justify specifying these consonants as
[-back]: in the case of the labfals this is the primary feature which
distinguishes the [-back] labials from the nonpalatal labials; in the case of
the prepalatals, a process of decomposition (discussed in Chapter 4)
decomposes these segments into [§] plus consonant (e.g., /stofice/ [swojnce]

'sun’), indicating that they are coarticulated coronal-dorsal segments.

13 0On the assumption that the palatalizing morphemes have underlying /1/ and the
nonpalatalizing morphemes have underlying /y/, it is necessary to postulate two rules, one to
back /1/ to [y] following dento-alveolar and alveopalatal coronals (Rubach 1984 refers to this
rule as Retraction), and another to front /y/ to 1) following the velar stops ( Rubach calls this
Fronting). Rubach postulates that the rule of Fronting must apply cyclically; but in fact although
the morphemes mentioned in Fn. 12 do trigger fronting of /x/ cyclically, the fronting of /k, g/ Is
not due to & cyclic prrocess. Almost without exception /ki, gi/ sequences surface es [k'1, g'1] both
morpheme-internally and in derived environments. There are only two or three words in the
language in which [y] follows a velar stop (e.g., £ymo/agle ‘cynology’). Retraction does indeed
apply morpheme-internally both in native and borrowed words.

153



Specifying the nonpalatal labtals as [+back], however, 1s more difficult to
justify. There ts no evidence of coarticulation in these cases. In fact, in
Gussmann's analysis the [+back] feature is used as a diacritic to make a
symmetrical rule of [tback] assimilation. Gussmann's analysis of the i~y
alternation aiso relles crucially on the assumption that Polish vowels are
unspecified for [tback] at the underlying level. Recent work in
underspecification theory by Steriade (1987) and Calabrese (1988) suggests
that segments should be specified at the underlying level for those of their
features which are distinctive. For a typical 5 vowel system, such as that
of Polish, it is generally assumed that it is [+back] which s the distinctive
feature in the non-low vowels and not [tround]. And in fact, given that in
Polish the feature [-back] s distinctive for the consonant system it would
be very surprising If it played no underlying role in the vowel system.

The distribution of the high vowel variants suggests that Polish has an
underlying phonotactic constraint against the appearance of [i] in a syllable
in which the onset is not [-back]. If this is the case, then we must assume
that different classes of segments which violate this constraint resolve the
violation differently. In the case of the velar stops, the ungrammatical
sequences *[ki] and *[gi] are fixed up by fronting the velars (probably by
delinking the dorsal node from the velar and spreading the dorsal node of the
vowel creating a structure linked through the dorsal node; this may be an
Obligatory Contour Principle effect (see, for example, McCarthy 1986)); thus
from /ki, gi/ we get [k'i, ¢'i]. In the case of the nonpalatal labials, the non-
prepalatal coronals and [x], the sequences *Ci are fixed up by delinking the
[-back] value of the vowel. Later (default) rules specify the high unrounded
vowel as both lower and retracted in relation to [i). In those cases where [1]
surfaces word-initially or following a vowel the constraint does not apply
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since there is no onset and consequently no delinking of the [-back] value of
the vowel is required. Making the appearance of [i) dependent on a [-back)
consonant exclusively avoids postulating [+back] specifications where there
is no phonetic evidence for them. It also makes it unnecessary to assume
the underspecification proposed by Gussmann for the vowels. The processes
which effect the retraction of /1/ must be noncyclic as they affect both
word-internal instances of /i/ and /1/ which occurs in environments derived
by affixation. Since they are noncyclic, the fact that they apply after all
they palatalization rules have applied is accounted for without additional
stipulation.

Whatever the correct analysis of the i~y alternation, it is clear that
the two segments are in complementary distribution and that therefore the
occurrence or lack of palatalizatton in the environment of morphemes
exhibiting this alternation In initial position cannot be accounted for by
postulating an underlying distinction in /1/ and /y/. Additional evidence
that this is the case comes from morphemes which exhibit the i~y
alternation but have variable palatalizing properties. Before the morpheme

~41=1 7=/, for instance, Labial Palataliation and Arfricate Palatalization
but not Coronal Palatalization occur. Notice also that we find [x'1] and not
the expected [xy] 1 (26d).

(26) a. grafini ‘wife of a graf’
b. gospodyni landlady’
c. Ewonk'ini ‘member, f.
d. monarx'ini ‘monarch, f.
e. doradCyni ‘adviser, f. (cf. doradca  ‘adviser’)
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Rubach (1984) postulates that this morpheme has an underlying init{al
/y/ and that therefore it does not trigger Coronal Palatalization. He
assumes, however, that it does trigger a rule, that he calls Fronting, which
causes /y/ to become (1] following velars (in this case including the velar
fricative). While this analysis certainly accounts for (26b, ¢, d), it cannot
explain why the labial is palatalized in (26a) and why the affricate /c/ is
palatalized to [C] In (26€) since, under this analysis, the morpheme provides

no environment which could trigger any palatalization rules. Another
morpheme which exhibits behaviour similar to that of -4-/1s the Latinate

<Ls{-a (not to be confused with the Polish -/s¢-y before which
palatalization always occurs):

(27) a. sylab'ista ‘author of syllabic verse’
b. balladysta~balla¢fista ‘writer of ballads’
c. m'il'itarysta ‘militarist’
d. frank'ista ‘member of an 18th C. mystic sect’
e. anarx’ista ‘anarchist’

This morpheme has the following properties; palatalization of the
lablals always occurs before it, palatalization of coronals occurs in some
cases but not in others (witness the aiternative form in 27b), and fronting
of the velars, but not First Velar Palatalization takes place. Again it is
necessary to assume that the underlying representation of this morpheme
has an initial /1/, even though palatalization does not occur before it in all
cases. If we assumed that it had an underlying /y/ w< would not be able to
account for the different palatalization effects.

~l-7, -ist-a, and the morphemes in (22) must thus be postulated to

have initial underlying /1/. Their palatalizing properties are therefore
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independent of their underlying representation. This independence of
phonological form and palatalizing properties is seen in other types of
morphemes as well.

2.2 e-Initial Suffixes

Consider another set of morphemes beginning with a front vowel:
e-initial morphemes. There are three types of e-initial morphemes
(excluding both the verbal '1st sg.’ and the nominal ‘acc.’ ® which never
trigger palatalization of any kind): before one we find Labial Palatalization,
Coronal Palatalization of both sonorants and obstruents, and Second Velar
Palatalization (28a-c); before another, Labial Palatalization, Coronal
Palatalization and First Velar Palatalization (28d-f); before a third, only
Velar Fronting (28g-1):

(28) a. zgb+e zeb'e ‘tooth, 1sg.
b. kot+e koce ‘cat, 1.sQ.
C. rek+e rece ‘hand, d/1. sg.
d. Siv+ej+ $iviejo 'they become grey'
e. wys+ej+o wysejo ‘they become bald'
f. Vilk+e+C viiCe¢ 'to become wolf-like’
g. zeb+em zebem ‘tooth, 1.sg.
h. kot+em kotem ‘cat, 1.sg.
I. krok+em krok'em ‘'step, 1.sg.

Rubach (1984) has postulated that Second Velar Palatalization is
marked to occur in the environment of only a few morphemes with initial
front vowels, including the e-initial morphemes in (28a-c); First Velar
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Palatalization applies in all the other palatalizing environments. He has
accounted for the third set of morphemes by postulating that they have an
initial underlying mid back unrounded vowel /y / which is fronted to {e} in
the environment of the velars and then later, at the phrase-level (see
Rubach and Booij 1987) triggers the fronting of the velars.

There are only a few morphemes of the language for which underlying
/ y/ would need to be postulated. Rubach does argue that the postulation of

an underlying /y/ 1s independently motivated by certain facts about nasal
vowels. Nasal vowels can alternate between surface [¢] and [¢] in verbs and

in nouns (e.g,, sklewam — sklow ' swore — he swore; zob ~ zeby ‘tooth:

nom.sg— nom.pl.’; see §4). To account for the alternations in the verbs,

Rubach proposes that underlying 1ax high vowel+nasal becomes y+nasal, and
that this [y] 1s 1ater spelled out by a noncyclic rule of Vowel-spellout ([y]-

-{0]/—CC*, [y}{e] elsewhere). In the case of the nouns, Rubach Initially
postulates that some nouns contain /y N/ in underlying forms, and that this
/Y / 1s spelled out post-cyclically (only 16 nouns actually require /y/

underlyingly). Later In the book, however, he argues that if syllable-
structure Is taken into consideration, then no /y/ Is required to account for

the nouns exhibiting nasal vowel alternations, but that, instead, nouns too

can be analyzed as containing underlying high lax vowel+nasal sequences.
Rubach thus argues In favour of postulating an underlying /y/ in morphemes

such as those in (28g-1) on the basis that such a vowel is needed to account

for nasals, in any case; however, he undermines his own argument by arguing
later that /y/ Is not needed to explain nasal vowel behaviour. More

important, in Chapter 4 | argue that nasal vowels are not vowel+nasal
sequences. Rubach's analysis is therefore inadequate in accounting for nasal
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vowels and cannot be considered independent evidence for the postulation of
a mid unrounded vowel.

Rubach claims that the underlying form of both morphemes which are
spelled z¢, ‘1 p sg. pres.’ and ‘acc.sg.f." 1s /-ym/ (p. 146). Although he does
not return to these morphemes later in the book, when he argues that
Y*nasal sequences are really high lax vowel+nasal sequences, his statement
of the Vowel-shift and Vowel-Spellout rules would not be able to derive the
surface forms of these two morphemes {f they contained underlying high lax
vowels. | therefore conclude that he intended to have both these morphemes
represented as /-ym/ in underlying form; if this s true then they have the
same underlying forms as that postulated for -em 'i.sg.' in (28). However,
Rubach’s rules do not derive the correct surface forms in those cases where
the £ morphemes are affixed to velar-final stems. Thus, @rog+¢ ‘road, acc

5@’ has the following derivation:

(29) /drog+ym/
Fronting e
Lab/Vel J-ins ]
Surf. Pal. g

other rules %)

*[droge(W)]  cf. [droge(w))]

The correct form has no fronting of the velar. Rubach cannot derive or
explain the difference between the alternation occurring in the environment
of -¢ and the alternations occurring in the environment of -é» and
morphemes like it. Similar problems would face any analysis that tried to
account for the difference in the palatalizing properties of the e-initial
morphemes in terms of different underlying representations.
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The e-initial morphemes thus present a simflar puzzle to that posed by
the 1-Initial morphemes, namely although they all seem to have the same
initial segment, they have different palatalizing properties. In fact, as it
turns out the same conclusion can be drawn for back-vowel initial suffixes.

2.3 Back-Vowel Suffixes

As far as back-vowel suffixes are concerned, while palatalization does
not occur in the environment of all such suffixes (e.g., -ov or -av never
trigger palatalization), it does occur in the environment of suffixes
beginning with all three back vowels, [u), [0] or (a].

(30) a. torbtast+y torb'fasty ‘baggy’
D. kfat+ast+y kf'aasty ‘flowery'
C. kZak+ast+y kZzalasty ‘bushy’
d. palc+ast+y palCasty ‘digital’
e. farb+az farb'az ‘colourer’
f. grab+aZ grabaz ‘grave-digger’
g. vetn+az vewnaz ‘wool maker'
h. pis+az pisaz ‘writer’
I. dax+az daxaz ‘rooter
j. fajk+az fajlaz~fajkaz ‘pipe-smoker’
k. xleb+ak xlebak ‘haversack’
l. stom+ak swom'ak ‘straw bee-hive'
m. ps+ak pSak ‘pup’
n. tys+ak wysak ‘bald man’
0. miek+ak mle€ak 'suckling’
p. twust+ox twuscox ‘fatty, squab’
Q. upart+ux uparcéux 'stubborn one, dim,
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with the exception of the adjective suffix -ast-y in whose
environment labials, coronals, velars and affricates always palatalize, the
palatalizing back-vowel suffixes have variable palatalizing properties. For
instance, labials and coronals are more likely to be palatalized in the
environment of -zZ ‘nom.’, than are velars (see Gorska 1985); by contrast,
before -ak ‘nom.’ velars are always palatalized, whereas coronals are
palatalized less often, and labtals less often still. Coupled with the fact
that palatalization does not occur in the environment of all front-vowel
suffixes, the fact that palatalization may occur in the environment of back-
vowel suffixes suggests strongly that the palatalizing properties of
suffixes are independent of their underlying phonological form. In earlier
work on Poltsh, various hypotheses have been proposed to account for the
palatalizing properties of back-vowel suffixes. Rubach (1984), for
instance, assumes that the lexical representations of these morphemes
contain initial back-vowels and that [i] is inserted into morpheme-intial
position by an allomorphy rule in lexically governed contexts. Goérska
(1985) also suggests that [i] is inserted, but she considers that the
insertion is partly phonologically determined and that the inserted (1] is an
"Inter-morph” inserted between the stem and the back-vowel suffix. If all
other environments in which palatalization takes place contained front
vowels, then we would be justified in considering solutions such as those of
Rubach and Gérska. As we will see next, however, palatalization also takes
place before consonant-initial suffixes.
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2.4 Consonant-Initial Surrixes: The e~@ Alternations

There 1s at least one consonant-initial suffix which is nonpalatalizing:
-/'fv-y *adj.’ Inthe environment of this morpheme we find unpalatalized
labials, coronals and velars. Only the two coronal fricatives /s/ and /z/
surface as prepalatals before -/7v-y. This palatalization of the fricatives
is clearly due to the noncyclic rule of Palatal Assimilation discussed in
Chapter 2 by which /s/ and /z/ become [$] and (2] In the environment of

fronted coronal sonorants and obstruents (see Ch. 2, §2.5.1):14

(31) a. osob+l'iv+y osobl'ivy ‘peculiar, singular’
b. Skod+I'1v+y Skodl'tvy ‘harmful’
C. jek+l'ivry jekiivy ‘whining'
d. kox+lI'iv+y koxI'ivy ‘amorous’
e. zaraz+l'ivty  zaraZl'lvy ‘infectious’

we have already seen consonant-initial suffixes in whose environments
palatalizations take place. Before all of them except the diminutive -4,
Labial Palatalization, Coronal Palatalization, and First Velar Palatalization
occur. Before the diminutive morpheme neither labials nor coronals are
palatalized.'S In the environment of -4, First Velar Palatalization and
Affricate Palatalization do occur.

14 -/7v-y also causes depalatalization; e.g. xeb+ v +y xetl'tvy “lustful’

15 In fact, before the diminutive, final prepalatal coronals in so-called soft-stem nouns are
actually depalatalized:
a. kosé+k+a kostka ‘small bone, ankle'
b. peréfen+k p'ersfonek ‘small ring'
Recall that in underlying forms the prepalatals are simply coarticulated coronal and

[ -back) dorsal segments; depalatalization therefore involves delinking of the dorsal node of these
segments. The depalatalization of the coronal obstruents is similar to that found in the case of the
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(32) a. snoptek snopek ‘small sheaf’

b. Kot+k+a kotka 'small cat, gsg’
C. ux+k+o usko 'small ear'
d. drog+k+a druzka 'small road'
e. zajoc+k zajoplek 'small hare’

The existence of suffixes which trigger palatalization, but which on
the surface have Initial consonants has been explained by assuming that
Polish has underlying lax high vowels, front /T/ and back /¥/ (see Gussmann
1980, Rubach 1984; also for an earlier analysis along these lines see
Laskowski 1975a). This hypothesis requires rules that lower the high
vowels to [e] in environments preceding another 1ax high vowel, and that

delete the vowel elsewhere. Such abstract vowels have also been
postulated to account for e~@ alternations such as those in (33);16.17

patatalized 11quid /r/ before a consonant (cf. sa%r ‘old man', starcg 'g.5g.'). Depalatalization of

coronal prepalatals is, to some extent, morphologically restricted since, although it tekes place in
the environment of most consonant-initial suffixes, it does not take place in the environment of -¢

as does depalatalization of [r'] (cf. 4astta ‘skeleton, 4astw 'g.sg.'). Depalatalization is ordered
after the palatalization rules since it affects the outputs of these rules.

16 v-g aiternations are characteristic of all Slavic languages; but in different languages
the “flesting” vowel may have different surface forms. The alternation has its roots in the fall of
the Common Slavic short vowsels known as yers—b, the back yer, and b, the front yer—by which a
yer in & metrically weak position was deleted and a yer in a metrically strong position followed by
another yer remained. In Polish the strong yers developed into [e]. After the historic foll of the
yers (which occurred around the 11th century; see Kuraszkiewicz 1972), the alternation of a
vowel with 2ero took on a life of its own in the sense that meny borrowings into Polish were
reanalyzed in such a way as to contain the alternation. English ‘sweater’, for instancs, has the
forms sweler 'n.sg.', svelre 'g.sq.'.

17 Recently several alternatives to the lax high vowel hypothesis have been proposed.
Spencer { 1986), for example, has suggested that these vowsls are ectually underlying empty Y-
slots which are either assigned the features of a default vowel [e], or are deleted (a similar
position is adopted in Gussmann's latest work ( 1987)). Such & hypothesis involves the further
assumption that the palatalizations are not triggered by these vowels, Kenstowicz and Rubach
(1987, for Slovak) and Rubach and Boolj ( 1987, for Polish) argue that the yers are floating
vowels, specified on the melodic tier with no underlying position on the skeletal tier.
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(33) a mgew ‘fog, gpl’ mgw+a nsg.

b. pwel 'sex’ pwl+i '9sg”
c. vertew ‘borer, gpl vertw+o  'nsg.
d. marxev  ‘carrot’ marxv+i '9sg’

It has been claimed that the position of the e~ alternation in a word is
unpredictable and must therefore be specified underlyingly. In this section |
examine evidence provided In Gorecka (1986,1988) that the position of the
e~@ alternation s In fact governed to a great extent by constraints on
syllable structure. | conclude that Gorecka is correct In assuming that the
e~@ alternation is In fact the result of epenthesis. Given that the lax high
vowels are not needed to account for e~@ alternations, the argument that
seemingly consonant-initial suffixes before which palatalization takes
place have initial lax high vowels is considerably weakened.!8

Rozwadowska ( 1987) does not specify what the form of the vowel(s) under lying the alternation
is, but she proi)oses that rather than being triggered by the presence of & following vowel, the
surfacing of [e) is dependent on syllable-structure and in particular on whether or not it appears
1n & closed syllable.

18 Other properties of Polish which are accounted for by making crucial reference to the
presence of underlying lax high vowels include the nasal vowels and nasal-vows! front~back
alternations, the distribution of allomorphs of the imperative morpheme, and the block ing of
certain processes across affix boundarfes ( see Gussmann 1980, Rubach 1984, Nykiel-Herbert
1985, Szpyra 1986, and Rubach and Bootj 1987). | discuss alternative analyses of these
properties elsewhere in the thesis. In Chapter 4, | show that the nasal vowels are under lying
nasal diphthongs and not lax high vowel -nasal sequences, Bethin ( 1987) has argued that the
distribution of the imperative is syllable-dependent and not dependent on lax high vowels (see
below). And, in Chapter 2, | argued that prefixes are phonological words and that it is for this
reason that various processes do not apply in their environments.
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2.4.1 Constraints on Codas

Gorecka (1986,1988) shows that the position and occurrence of the e~@
alternations (in the nominal system in particular) is correlated with
constraints on the forms that syllable codas can have in Polish (see §2.4.2
for some discussion of syllabification rules). Specifically, e~@ alternations
occur stem-finally between consonants which, 1f they cooccurred in the
same coda, would violate either the Sonority Sequencing Parameter!S or a
constraint on the cooccurrence in a coda of two sonorant segments-
*{[+son][+sonllcoda. Conversely, e~B alternations are rarely found between
consonants whose cooccurrence in a coda violates no constraints. Compare
the forms fn (34) and (35):

(34) a $vatwo 'light' $vatew  ‘gpl
b. gumno ‘barn’ gum'en ‘gpl.
C. sosnha ‘pine tree’ sosen ‘gpl.
(35) a. blask ‘glare’
b. skrypt 'script’
C. Zart ‘joke'

In (34a,c), the stem-final consonant is more sonorous than the
consonant preceding it; if the two consonants were in the same coda, then
the Sonority Sequencing Parameter would be violated. In (34b) the two
stem-final consonants are sonorants; their inclusion in the same coda would

19 Several versions of the Sonor ity Sequencing Parameter have been proposed. One of
these, proposed in Steriade ( 1982) is s follows: Sonority peaks within a syllable must be
adjacent (& sonor ity peak is defined as a segment of higher sonor ity than a neighbouring segment),
This constraint captures the fact that in onsets consonant clusters tend to increase in sonority,
whereas in codas clusters tend to dacrease in sonority.
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violate the *¥{[+son][+son]leeda cONstraint. In (35) in all three examples the
final consonant is either less sonorant, or of equal sonority to the consonant
preceding it and therefore the two consonants can occur in the same coda.
The correlation between coda-constraints and the occurrence of e~@

alternations is seen most clearly in polysyllabic nominal roots as
illustrated in Table 2.

TABLE 2: OCCURRENCE OF [E] BETWEEN 2 FINAL CONSONANTS OF POLYSYLLABIC STEMS20

2nd C Stop Fricative Nasal Liquid Glide

- — — " —_—— - ——— -~ -~ > > - G . —— - G~ - ———

Stop no yes yes yes yes
Fricative no no yes yes yes
Nasal no no yes yes yes
Liquid no no yes yes yes
Glide no no yes no data

Exceptions to the pattern exhibited in Table 2 do occur. Thus we find
[e] alternations between two consonants which violate neither coda-
constraint (e.g.,, valk+a 'Tight'~ va/k ‘a.pl., but valec+n+y), and @ occurs in
positions in which [e] is predicted (e.g., ko/umn ‘column, g.pl.", bubr
‘beaver’). More exceptions of the latter type occur than of the former type,
In addition, the exceptions of the latter type are to a great extent
systematic. Thus, for example, roots or stems ending in [k,s,v,r] and the
nasals may exhibit exceptional behaviour. [m]-final stems, for instance,

never contain [e] between the last two consonants in word-final position
(e.q., tasm, rekopism, plazm). Inother cases, whether a stem behaves

(197 5?0) Table 1 1s a simplified version of the facts presented in Gorecka ( 1986) and Laskowsk |
a).
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exceptionally s more arbitrary (as in the case of [r]-final stems), and Is
partly dependent on the grammatical or lexical category of the stem. Final
stop+[v] sequences, for example, are not split by [e] (even though they
violate the SSP) in masculine and neuter nouns, but in feminine nouns [e]'s
occurrence is efther optional or obligatory. As Gorecka points out, an
important fact about the exceptions to the coda-constraints is that they are
largely confined to word-final position. In a position preceding a suffix,
words whose final consonant cluster violates a constraint almost invariably
surface with [e] even if this [e] Is not present in underived forms. The
underived forms of the left column in (36), for example, violate the
constraints, whereas corresponding derived words do not. (36f,g) illustrate
examples of words in which [e] shows up in both word-final and word-
internal posttion:

(36) a form ‘form’ foremny ‘adj.
b. kolumn  ‘column’ kolum'enka ‘dim.
c. sarn/saren ‘deer, g.sg. sarenka 'dim.
d. Ntv ithuanian,gpl’  litevka 'dim. 2
e. srebr . ‘silver,gpl’ sreberko  ‘dim/

The fact that [e] does not always surface in word-final positions but
does surface when followed by derivational affixes leads Gorecka to suggest
that some word-final consonants may be extrasyliabic and thus not visible
at the time when the coda-constraint violations are fixed up.

The hypothesis that the e~@ alternations are represented underlyingly
by segments or V-slots and may be deleted cannot account for the

21 The segment underlying the final [v] in this stem s /w/; see Chapter 4.
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distributional regularities exhibited in Table 1. Under such a deletion-
hypothests, the fact that no e~@ alternations ever occur in a consonant
cluster in which the final consonant is a stop, for instance, {s simply an
unexplained oddity. In contrast, if it is assumed that the alternation s due

to arule of epenthests, this fact is both explained and expected.
The e~ alternation is not the enly process of Polish which Is governed

by constraints on coda-formation. The forms of the imperative and
comparative morphemes are governed by the coda-constraints as well
(Bethin1987, and Rubach and Boolj 1987, who follow Bethin). Both
morphemes have two surface forms, @ or -//// in the case of the
imperative, and - or -2/ in the case of the comparative. In both cases the
syllabic ferm is chosen if the final consonant cluster of the preceding stem
would violate one of the coda-constraints, otherwise the asyllabic alternant
is chosen. Examples are given in (37)-(40) (see § 3.3.2 for an analysis of
the imperative):

(37) infinitive imperative
a. uStyvnié ustyvii] 'stiffen’
b. rozdrobnié rozdrobnf j ‘crumble’
C. ujazmic ujazm'j 'subjugate’
d. pagli¢ nagl'i ‘urge’
e. upraktylni¢  uprakty&ntj 'make practical’
(38) a. uvelbié uvelb ‘adore’
b. votpi¢ votp ‘doubt’
. ZvilZyc 2v'ilZ ‘moisten’
(39) adjective comparative
a. cemn+y cemA+ejS+y ‘dark(er)
b. modr+y modz<ejs+y ‘wis(er)
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(400 a. tvard+y tvard+s+y ‘hard(er)
b. prost+y prost+§+y ‘simpl(er)

The fact that the coda-constraints play a role in several different
areas of Polish provides additional justification for the argument that they
determine the position of the e~@ alternation and that this position is
therefore predictable. | conclude that the e~@ alternation arises as a result

of epenthesis.

2.4.2 Epenthesis

The fact that the e~@ alternations occur consistently in
monomorphemic roots between consonants whose inciusion in the same coda
would violate one of the two constraints on codas discussed in §2.4.1 s not
the only predictable property of the distribution of the alternations. As
Gorecka also points out, the alternation always appears before (or after) the
edge-most consonant in a sequence of consonants. In the following
examples, for instance, e~@ appears in the environment CC_C, but not in the
environment C_CC. In prefixes, furthermore, it always appears following
the leftmost consonant.

(41) a. pwec ‘sex’ pwl+i [EIA
b. krev ‘blood’ Krv'+} 'gsg’
C. pan+stev+k+o ‘nation, dim. pan+stv+o ‘nation’
d. ze+rv+a+l ‘tear off’ z+ryv+a+C  ‘tear off, SI'

In addition, as we saw In Chapter 2, the e~@ alternation occurs in
prefixes only before verb roots which have asyllabic alternants. In this
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subsection | briefly present Gorecka's account of epenthesis (1986,1988)
and discuss a consequence of this analysis for the prefix restructuring
postulated in Chapter 2.

Following Steriade (1982), Gorecka assumes that Universal Grammar
provides three basic syllabification processes: the CV Rule which puts one
consonant together with a following vowel, the Onset Rule, which adjoins
unsyllabified consonants to the left of the CV sequence, and the Coda Rule
which Incorporates consonants to the right of the CV sequence into the
Rhyme. She also assumes that Polish has a Resyllabification rule that may
override previously-assigned cyllable structure. Following Kiparsky (1985),
she assumes that the CV, Onset and Coda rules are not constrained by Strict
Cyclicity, since they are structure-building, but that Resyllabification and
Epenthesis are constrained by Strict Cyclicity, since they are structure-
changing (see Chapter 1 for a brief discussion of the difference between
structure-building and structure-changing rules).22

22 Rubach ( 1984), who sssumes that Polish has underlying lax high vowels, 8lso argues
that the rule deriving [e] from these underlying vowels (1.e., Lower) is a cyclic rule. The first
argument adduced by Rubach to show that Lower is cyclic invelves a rule that he refers to as
Lablo/Velar Palatalization. Rubach argues that Lower must precede Lab/Vel and that the latter
rule is cyclic; therefore Lower is also cyclic. | show below that the palatalization of velars
purportedly triggered by this rule is in fact 8 noncyclic process. Rubach's second argument
involves the e-@ alternations found in prefixes. Recall from Chapter 2 thet thess alternations
occur only in the environment preceding roots which themselves exhibit V- @ alternations and are
therefora also postulated to contain underlying yers, More specifically, the prefix lax high vowels
lower only 1f the root lex high vowels do not. Rubach explains this latter fact by adopting several
assumptions: that prefixes are cyclic and processed on the lest cycle; that Lower and Lax High
Vowel-Deletion are distinct and, finally, that only the former is a cyclic rule. In Chapter 2 |
argued that prefixes are phonological words and that it is only in the environment of & limited
number of (mostly verbal) roots thet they are demoted to phonological status and are subject to
word- level phonological processes. In the relevant roots, the prefix lax high vowel lowers only in
simple ( im )perfective forms; in secondary imperfectives, whers, according to the analysis
adopted by Rubach, a rule of Derived Imperfective Tensing has tensed the under lying lax high
vowel and caused it to surface, the prefix lax high vowel is prevented from lowering (cf.
ag+rveavitear, P1.; ad+ryv+a+cteer, Sec. Impf.'). As long es the process thet derives [y)
in the secondary imper-fective form is ordered before the lax high vowel-lowering rule (as is
assumed by Rubach in any case), the correct surfece forms in verbs such as ag+rv+a+¢/
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Consider the examples in (42) and (43).

(42) a. las+ek  ‘small wood' las+k+u 'gsg.
b. vor+ek ‘'small sack’ vor+k+a '9sg.
C. gon+ec ‘errand-boy’ gon+c+a 'g.sg.
(43) a. blask ‘glare’ blask+u 'gsQ’
b. kark ‘nape’ kark+u ‘959,
c. swonc  'sun,gpl’ swoncte  'nsg.

In (42) we have epenthesis applying between two consonants which, as
the examples in (43) testify, could form a well-formed coda. The difference
vetween the two sets of forms is a difference in derived and underived
environment, respectively: in the first set the final consonant is a
monoconsonantal suffix and thus provides a derived environment, while in
the second set, the rinal consonant 1s included in the monomorphemic root

ad+ryv+a+¢ can be derived just as well on the assumption that lax high vowel-lowering applies

noncyclically as on the assumption that it applies cyclically. There are two verb forms, however,
which show that Lower may indeed be cyclic, if one accepts Rubach's assumption about the last-
cyclic status of prefixes (which, as Pesetsky ( 1979) and others have pointed out is a

morphologically unjustified structure): these are forms like /[ vE [3Ed+1+a] ]/ vas¥a 'she came

in' vs, /[vE+[3Ed+1+E) )/ vSa# 'hecame in' (the same facts are found in the case of the root

séx 'dry'; 't' denotes a lax high vowsl). According to Rubach, in the case of the masculine
singular, if the rules apply cyclically, on the innermost brackets first, then the correct form is
derived. A third argument suggests that Lower is subject to Strict Cyclicity. In the morpheme

-£StEv found in parkstvo - paristevike ‘nation, dim.' the first 1ax high vowel never surfeces

although its presence is assumed because the morpheme triggers palatalization of preceding
consonants. If the rules applied noncylically, then one would expect the first lax high vowel to
surface. However, if one assumes that Lower is subject to Strict Cyclicity then the first lax high
vowel should not surface because it never appears in an environment that is derived. | show below
that although this morpheme does trigger palatalization the fact that it does so is not dus to the
presence of an initial lax high vowel. Thus, the argument that Lower is subject to Strict Cyclicity
becomes 1ess compelling. The other three arguments presented by Rubach are not as significant as
the three just discussed.
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and hence the environment {s underived. Given that Epenthesis is a
structure-changing rule and is therefore subject to Strict Cyclicity, the
fact that it does not apply in an underived environment s not surprising.
What needs to be explained, however, is why Epenthesis applies before -4
and -c. If one assumes that the syllabification rules are ordered before
Epenthesis, then on the second cycle monoconsonantal obstruent suffixes
like -4 and -c could get syllabified into the same coda as preceding stem-
final consonants. Gorecka accounts for the fact that such suffixes do not
get syllabifted with preceding consonants by assuming that cyclic
Epenthesis 1s ordered before the Coda rule. At the point at which Epenthesis
applies, then, a monoconsonantal suffix {s unsyllabified, and therefore
stray, and can trigger Epenthesis. Polyconsonantal suffixes such as -sk
‘aug.’ In ce/*sko ‘carcass’ ~ ce/sk'g.p).'do not trigger Epenthests. Given
that Epenthests always applies in the environment of an edgemost
consonant, it does not insert a V-slot preceding a bi- or tri-consonantal
suffix (see 41b). Moreover, a V-slot cannot be inserted cyclically before the
final consonant of such a suffix, since it is prevented by Strict Cyclicity,
from applying morpheme-internally.

From the examples in (42) we can see also that whether or not [e)
surfaces depends on the phonological material supplied on a later adjacent
cycle. Specifically, [e] does not surface in those forms in which the
consonant before which Epenthests could apply is syllabified into the onset
of a syllable created on a later cycle. Other examples are given in (44).

(44) a. mgew  ‘fog, gpl. mgw+a nsg.
b. sen 'sleep’ snu 'gsg’ Cf. sen+n+y ‘adj.
c. §f'atew ‘light, gpl. §fatw+o  'nsg.
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To account for the fact that the surfacing of [e] is dependent on the
foilowing cycle, Gorecka proposes that epenthesis takes place in two steps:
first, insertion of a prosodic element, a vowel slot, and second, insertion of
amelody. Feature-Filling, by which the melody is inserted, is assumed to
apply at the phrase-level and to be dependent on the syllabic status of the
following consonant. if the consonant following the inserted V-slot is
syllabified as part of the following syllable, Feature-Filling does not apply.
Resyllabification must thus apply to the consonant following an inserted
prosodic slot to resyllabify it from a coda to an onset. Since the [e] derived
by Epenthesis and Feature-filling triggers the noncyclic rule of Velar
Fronting (see §4.3.3), | suggest that it is ordered in the noncyclic component
and not, as Gorecka suggests, at the phrase-level,

(45) lasek lasku
‘small forest’ ' gsg’
las+k lastk+u

ROOT

Ccv.,0n las las

Co V v

Cycle A

CV, 0On - -

EP las Vk las Yk

o ¥V ¢ v

CycleB

CV,0n,Resyllab, 1as VK

Ep ' V \)

Co

Noncyclic

FF. lasek -
lasek lasku
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In order to account for forms such as those in (44) and (46) below, in
which Epenthesis applies morpheme-internaily, Gorecka proposes that the
epenthesis rule also applies noncyclically

(46) a. sen 'sleep’ sn+u '9.8Q.
b. viader  ‘'pail, gpl’ vadr+o nsg’
Cc. pes ‘dog’ ps+a '9.80.

Gorecka's rule of Epenthesis, given in (47), states that a nucleus
position Is Inserted before the (rightmost) stray or unsyllabified consonant
within a constituent (the asterisk specifies that the consonant is stray, the
% that the rule is a mirror image rule, and that therefore leftmost and
rightmost consonants also be stray):

(47) Epenthesis (Cyclic and Noncyclic)

N

I
B- X /C__*C%

(48) 1llustrates two derivations, one of Epenthesis applying in an
underived environment, and the other of a derived form in which two V-slots
are inserted, but only one [e] surfaces:
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(48) cuk'er senny

‘sugar’ ‘'sleepy, adj.
cukr sn*n+y
ROOT
CV,0n k *r -
o v
Cycle A
Cv,0n -
EP sn
Co Yp
CycleB
CV, OnResylab, snv r\\)/
EP -
Co -
Noncyclic
EP c\gj%r s\\//n Viy
FF. cuker sen V ny

other rules cuk'er senny

Recall from §2.4.1 that there exist forms in Polish in which epenthesis
does not apply as predicted by the coda-constraints in a word-final cluster,
but does apply when this same consonant cluster is followed by another

morpheme;23
(49) a. forem+n+y ‘form, adj. form ‘form’
Db. kolum'entk+a  ‘column, dim/ kolumn ‘column’
C. sarentk+a ‘deer, dim. sarn/saren ‘deer, 9.sg.

23 |n addition to word- final excaptions to epenthesis which can be accounted for by positing
arule of extrametricality, there is a small number of other exceptions in which epenthesis
applies although one would expect it not to. These are cases like vak +a'fight’, va/k'g.pl.’, but

valec+n+y adj.' In the analysis presented by Gorecka ( 1986,1988), since Y-slot insertion
precedes and is distinct from the rule which inserts the features of [e), It is possible to account
for these forms by assuming that they are exceptional in that they have an underlying V-slot.
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Gorecka accounts for such cases by assuming that the final consonant
Is made extrametrical by a rule which applies after Epenthesis, but before
the Feature Filling Rule. At the point at which the Feature Filling Rule
applies, then, an extrametrical word-final consonant is not visible to the
rule, and therefore the environment in which the rule can apply is not met.24

The epenthests analysis of e~@ alternations carries over to prefixes.2s
Recall that | arqued in Chapter 2 that prefixes are phonological words but
that in a small set of forms they are demoted from the status of
phonological words to that of morphemes. As phonological words, they do
not undergo Epenthesis since they never provide a suitable environment for
1t to apply. Therefore no e~ alternations are normally seen in prefixes:

(50) a. bez+sen+n+y  ‘sleepless’
b. nad+brv'+ov+y ‘over the brow'
C. bez+pwC+ov+y ‘sexless’
d. bez+den abyss'
e. v+SAIC Se ‘dream into’
roz+krvav'i¢  ‘cause to bleed'

b

In the small class of cases in which prefixes are demoted, however,
e~@ alternations do occur preceding roots with an asyllabic alternant. The

examples in (51) are repeated from Chapter 2:

24 Fyidence that Extrametricality influences the application of the Feature Filling Rule, but
not of the Y-slot insertion, comes from examples such &5 (a) wu2+4 ‘foreboding' vs.
(b) mdrab+n+y'od).’ We know thot Extrametricality offects the nominalizing suffix =4 in (a)
because the surface form is not the predicted *ww. Gorecka ( 1986,1988) argues that since

Epenthesis is not sensitive to what follows -4, it must apply on the -2 cycle. Consequently, it
must be the case that Extrametricality affects the Featurs Filling Rule.

25 Gorecka ( 1986,1988) does not assume that prefixes are phonological words. The
presentation here thus departs from her analysis.
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(51)  Perf, Inf. Ist sg Pres.  Jeclmpf {nf, Gloss

a. ze+rv+al zerve zryvaé tear off
b. ve+ss+ac vesse vsysac suck in
C. roz+dg+¢ rozedme  rozdymac expand

d. ob+¢g+¢ obetne obc¢inac cut off
e. s+klp+¢ zeklIne pZeklinal swear

f. ode+px+ng+C  odepxng odpyxaé push

g. zettz+e zetre $Cerac tear off
h. ze+breal zb'ore zb'era gather

Examples such as the st sg. Pres. of (Sic) provide evidence that
demoted prefixes are processed by the phonology on the first non-root cycle.
In other words, the constituent structure followed by the phonology after
prefix restructuring fs identical to that provided by the morphology. The
morphological structure of a verb stem containing a prefix is given in (52a);
as | argued in Chapter 2, prefixes affix to C-stems.26 In (52a) on the prefix
cycle the root is unsyllabified, as is the final [z] of the prefix. We therefore
have three unsyllabified consonants in a row. At this point, a V-slot is
inserted between [z] and [d], allowing an epenthetic vowel to surface as
required by the form. (Recall that according to Gorecka's Epenthesis rule,
the V-slot is always inserted at the edgemost segment, which in prefixes is
after the leftmost consonant in a cluster),

26 Gorecka ( 1988) discusses two forms in which the prefix seems to be affixed to the
Secondary Imperfective C-stem rather than to the Simple C-stem as assumed in Chapter 2. These

are the words razrgr+iv+a+cto play out' , end ab+sr+/v+a+to defame’. The simple forms of
these verbs are razsgrar’ and abesrar’, respectively, indicating that the roots gr'pley” and s~
‘shit’ are asyllabic and trigger demotion of the prefixes. If the prefix were processed before the
secondary imperfective morpheme -/¥, then we would derive the incorrect forms *rezegryvec
and *obesryva . To derive the correct surface forms, the whole SI C~stem must be processed
before the prefix.
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(52) a [[roz[dm]c-stem J€] b. [roz [[dm]e]]

The demotion of the prefix cannot occur late in the cyclic or in the
noncyclic phonology, since if it did, then the prefix would be processed on
the last cycle or in the noncyclic component and incorrect surface forms
would be derived. (32b) fllustrates the phonological structure that would be
followed by the cyclic rules, if the prefix were processed on the last cycle
or in the noncyclic component. In (52b), although the root is asyllabic and
does not therefore undergo syllabification on the root cycle, on the second
cycle both [d] and [m] are syllabified as part of the onset to the desinential
vowel. Consequently on the prefix cycle there is no environment in which
epenthesis could apply to derive the correct surface forms and thus the
incorrect *rozamg would be generated.

The fact that prefixes must be processed on the first cycle in order to
derive the correct surface forms shows that the rule which demotes
prefixes from phonological-word status s ordered before cyclic rules such
as those of syllabification and epenthesis. Given the extent to which
demotion is lexically-governed | suggest that it be ordered in the
morphological component rather than as an early cyclic rule,

It is possible to account for e~@ alternations in all but two forms in
which prefixes are demoted. The relevant forms are given in (53); the ‘X'
Indicates that the underlying form of these roots is in question:

(S3) a. vSedw /v+SXd+t/ ‘he came in'
b. veSwa /v+8Xd+t+a/ 'she came in'
C. roZsexw /r0Z+sXx+t/ ‘he dried up’
d. rozesxwa /rox+sXx+ta/ 'she dried up’
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Since the prefixes and roots in these rorms exhibit e~ aiternations,
we can assume that the roots ‘come’ and ‘dry’ belong to that class of roots
which triggers demotion of the prefixes and that therefore these roots have
asyllabic alternants. Roots with asyliabic alternants have corresponding
syllabic alternants only in secondary imperfectives; these are derived by
means of the rule of secondary imperfective formation. If we assume
therefore, that the underlying forms of these roots are asyllabic then the
feminine forms in (53b,d) can be derived by our rules. The masculine forms,
however, cannot; we would predict the forms *veswor *vesxw. The

question then 1s how do we derive the [e] that surfaces in the masculine
forms. If we assume tnat the roots are underlyingly /8ed/ and /sex/
respectively, then we cannot derive the correct feminine forms. As
Laskowski (1975a) points out, these roots are irregular in other forms as
well (compare, for Instance, seawem '| walked with sxwem '| dried’, where
the two roots behave differently in the same morphological form). One way
to account for the forms in (53), then, Is to assume that these two verbs
have two alternants /8ed~8d/ and /sex~sx/, respectively, which are used
idiosyncratically in different grammatical forms.

InFn. 22, | pointed out that the masculine forms in (53) constitute
evidence that the rule of Lowering which derives [e] from lax high vowels is
a cyclic rule in Rubach's (1984) framework, on the assumption that prefixes
are processed on the last cycle and that the desinential morpheme of the
masculine singular (in (532,¢)) is an underlying lax high vowel. |f Lowering
applied noncyclically, then, given that these forms have three yers in a row
(in the prefix, the root, and the desinence: /VE+SEx+1+E/), the surface form

would be * vesexw. If Lower is cyclic and prefixes are processed on the
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last cycle, then the root 1ax high vowel will be lowered to (e] before the
prefix cycle and therefore the prefix lax high vowel will not lower. Halle
and Vergnaud (1987a,b) account for similar forms in Russian by assuming
that prefixes are noncyclic and that Lowering ts both a cyclic and a
noncyclic rule. | have shown, however, that, if demoted, Polish prefixes are
cyclic in all but the two cases in (53). | suggest that these forms do not
constitute a counterexample to my claims but should rather simply be
treated as exceptional.2?

2.4.3 Word-Internal Palatalization and e~8 Alternations

Some word-internal Instances of the e~@ alternation are preceded by

palatalized consonants whereas others are not.

(54) a sen 'sleep’ snu '9sg.
b. vieZzen  ‘prisoner’  veZfia ‘9.sg.
C. pes ‘dog’ psa 'gsg.
d. bez ‘Mac’ bzu 'gsg.
e. mg'ew  ‘fog, gpl. mgwa nsg’
f. isk'er 'spark, gpl.’ iskra 'nsg.
g. pxew flea, gpl. pxwa nsg.

27 Szpyra ( 1987a) points out a few other cases of deverbal nouns in which the e- @
alternations behave exceptionally. in the examples in (i) and (1i), for instance, although both
words are derived from the same root 2v 'call’ (cf. 2 ‘call, Sec. Impf.'), one of them has [e] in
both the form with no overt desinence and that with a vocalic desinence, whereas the other exhibits
the expected e~ @ alternation:

(1) po+zev ‘summons’ po+2v+u '0.5¢'

(11) od+zev ‘response’ od+2zev+u '9.59." (cf. also adkzws 'proclamation’)
Clearly these deverbal nouns derive historically from the prefixed asyllabic alternants of the verb
‘call’. As nouns they used to undergo the regular rules of epenthesis; however, over time the [e]
has become underlying in (11), but not in (1). In the form akva the root seems to have
idiosyncratically triggered demotion of the prefix in the nominal form, on the pattern expected for
verbs derved from this root. aZwy and adkva cannot be derived synchronically by the regular
rules of the grammar and must simply be listed in the lexicon in their correct surface forms,
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The difierences in the forms of consonants preceding the vowel
alternation have been attributed to the front or back quality of the lax high

vowel postulated to underlie the vowel alternation (see Gussmann (1980)).
Thus (54d) is given the underlying form /b¥z-/, whereas (54c) is given the

form /pYs-/. An analysis which assumes that there are no underlying lax

high vowels in Polish must obviously account for these palatalization facts,

Assuming that underly:ng vovsels account for the presence or absence
of palatalization in the environment of the e~@ alternation in word-internal
positions implies that whether or not palatalization occurs preceding e~@ is
idiosyncratic and must be learned for each form. In fact, however,
palatalization in the environment ¢ this alternation is predictable in the
case of coronals and velars, and in the case of lablals can be argued to
depend on the quaiity of the labial and not on the vowel.

Setting aside the labials for the moment, one can make the following
generalizations about the behaviour of coronals and velars before the e~@
alternation. Velar stops are always fronted (as in (S4e,f); see §1), the velar
fricative never is (54q), and coronals are alveolar or alveopalatal and not
[~back], unless, as in the case of (S4b), the stem-final coronal consonant is
underlyingly prepalatal. Rubach (1984) has argued that palatalization of
coronals before /e/ is accomplished by a cyclic rule. Evidence for this
~laim comes from the observation that in underived environments

unpalatalized as well as palataltzed coronals are found before /e/.

(55) a. deptac 'to tread
b. dZecko ‘child
c. te ‘these’
d. cebe 'you, g.sg.

181



e. serce ‘heart’

f. Sec net’
g. zeSyt ‘exercise book’
h. Zema ‘earth’

Unless one were to postulate an underlying difference between the [e)
in those words in which palatalization occurs and the [e] in those forms in
which no palatalization occurs, a difference for which there is no
independent evidence in the language, the forms in (SS) fllustrate that
Coronal Palatalization of coronals before /e/ does not take place in
underived environments. By contrast, such palatalization does take place
between morphemes (e g., /sens+e/ sense 'sense, 1.8¢."). Palatalization of
coronals is thus a cyclic process. The fact that it does not occur before the
e~@ alternation is readily accounted for by Gorecka's analysis of Epenthesis.
Epenthesis is a cyclic process in Gorecka's analysis, but it only inserts a V-
slot. The features of {e], which could be assumed to trigger the Coronal
Palatalization rule, are not filled tn until the noncyclic component.
Consequently, at the point at wnich Coronal Palatalization applies, In the
cyclic component, the V-slot has no features with which to triaaer
nalatalization. Those few forms in which a coronal is palatalized before a
derived [2] as in the case of (55d) veZe/f ‘prisoner’ can be accounted for by
assuming that they "-ave underlying prepalatais. In (56), the fact that the
underlying prep3alatals surface as unpalatalized in the genitive singular
form. is due to the rule of aepalatalization discussed in Fn. 15.

(56) a. dzed 'day’ dha '4:8g.
b. kreéen ‘april kf'etha '9.50.
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The fronting of the velar stops before derived [e] is due to a noncyclic
rule, which must be ordered after the Feature-Filling rule. Evidence that
the fronting of the velar stops to [k', g') before /e/ is noncyclic comes from
native words or early borrowings in which the velar stops are always
fronted before /¢/, /x/, however, is never fronted. In the environment of a
small set of [e]-initial morphemes /k,g/ also become fronted without
exception:28

(57) a k'epski ‘poor’
b. k'eSer ‘pocket’
c. getki ‘elastic’
d. gewda ‘stock exchange’
e. xewbotac ‘splash’
f. xewpi¢ ‘boast’

(58) a krok+em krok'em ‘'step, instrsg’
D. velk+emu velk'emu ‘great, dat.sgm,
C. dwug+e] dwug'e] ‘long, gensg.f.’

In the case of the labials, the two forms in (54c,d) illustrate that both
(-back] and non-dorsal labials occur preceding the e~@ alternation. Since, as
| argued in §2.1, the [-back] quality of morpheme-internal labials must be
specified in some underlying representations, then clearly it could also be
specified in the case of forms such as (54c) pes in which the [e] following
the 1abial is derived by epenthesis and feature-filling. The suggestion that
the fronting of 1abials before e~3 2iternations follows from the quzlity of
an abstract underlying vowel is thus unnecessary.

28 )n loter borrowings, we find that for the most part the voiced velar stop is not fronted,
whereas the voiceless velar stop may or may not be fronted: pat s/ ‘packet’, aark af 'parquet’,

karmas ‘1air'; kelner ‘walter' , kemping ‘camping'.
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| began this section by discussing consonant-initial suffixes in whose
environments palatalization applies and by pointing out that the palatalizing
properties of these suffixes have been explained by postulating that they
have an initial underlying front lax high vowel. In this section | have
argued, however, that there is no independent motivation for the presence of
1ax high vowels in the underlying inventory of Polish. The palatalization of
consonants before word-internal derived [e] can be explained without
postulating an abstract underlying vowel and therefore the argument that
palatalization before e~ in word-internal environments requires us to
postulate underlying high lax vowels in Polish is at best weak. Furthermore,
as we saw in the preceding subsection, the position in which e~@
alternations occur is predictable, and therefore [e] is derived as a result of
epenthesis, and is not due to the presence of an underlying high lax vowel.
Given that there 1s no independent evidence to suggest that Polish has high
lax vowels, the hypothesis that consonant-initial suffixes in whose
environments palatalization occurs have an initial underlying front high lax
vowel, which never surfaces, is untenable. Just as in the case of front-
vowel suffixes and back-vowel suffixes, the palatalizing properties of
consonant-initial suffixes are independent of their underlying phonological
form.

The palatalizing properties of the suffixes discussed in this chapter
are summarized in Table 3. The Table fllustrates which consonant
alternations occur in the environments of which morphemes. Under Type 1
are listed several adjective forming and nominalizing morphemes beginning
with back vowels in whose environment palatalization never occurs, In
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some Instances, in the case of the desinential morphemes, one or two
morphemes representative of a whole class are given:

TABLE 329
Type Labials Coronals Velars Morphemes
l P T K -, -av, -ov, -ac, -at,-liv-y
l P T K 17y, -ix/yx etc.
-ege, -emu, -ej, -e, -em
-iv/yws
i P’ T(© K’ -1A-1/yA-1, -1k/yk, -ist-a/yst-a
IV p/P T/¢ K/¢ -ak, -az, -ar), -an, =k,
-in-a/yn-a, -1zm/yzm
v P’ ¢ ¢ -ast, -c, -1k/vk, -izn/yzn,
-ic/yc, -1st/yst-y, 1sk/ysk-o,
-sk-1, -stv-0, -nik,
-n-y, -ivs, -evs, -ejvs
Vi P’ ¢ C -1/y, -e

29The alternations are specified in terms of the outputs of the underlying voiceless stops
which are held to be representative of the whole group to which they belong. ( )'s indicate that
while this alternation occurs, it is not the primary alternation. The dash (/) indicates that both
1Mustrated alternations occur consistently, or that both surface forms of a morpheme are
predictable. 'VS' indicates that the morpheme is & verbalizing suffix.
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3. Morphologically-Conditioned Phonological Rules

In §2 we saw that there is a considerable degree of idiosyncrasy in the
occurrence of palatalizations both in the sense that the morphemes in
whose environments palatalizations apply are not phonologically
distinguished from nonpalatalizing morphemes, and in the sense that even in
the environment of palatalizing morphemes different palatalizations may or
may not apply. At the same time, the palatalizations are completely regular
in the sense that in the environment of a palatalizing morpheme the
palatalizations associated with that morpheme always apply. These facts
suggest that the palatalizations are effected by rules and that tne rules are
morphologically governed. We need now to consider whether this implies
that the rules are ordered in the morphological component of the grammar,
or whether they are phonological rules which are morphologically
conditioned. | shall argue below in favour of the latter hypothesis. First |
wish to consider briefly two hypotheses which must be rejected.

3.1 Cyclic and Noncyclic Affixes: A Rejected Hypothesis

Recently Halle and Vergnaud (1987a,b), Halle (1987), Cole (1987) have
argued that affixes as well as rules may be specified as cyclic or noncyclic
(they also assume, following standard assumptions about cyclicity, that
only cyclic affixes trigger the application of cyclic rules, whereas
noncyclic rules apply in a block after all the cyclic rules; see Chapter 1 for
discussion of this hypothesis). The cyclic or noncyclic status of a
morpheme 1s independent of that morpheme's morphological properties and
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thus of its position within the constituent of the word in which it ocours;
cyclicity is instead a stipulated phonological property of a morpheme. '

The behaviour of the i~y alternating morphemes lends itself well to
explanation in terms of the cyclic/noncyclic morpheme hypothesis. Recall
that not all morphemes with an initial /i/ trigger palatalization. Given that
Rubach has postulated that the palatalization processes are cyclic (see this
chapter, §1), one could postulate that those i~y morphemes in whose
environments palatalizations apply are cyclic while those in whose
environments no palatalizations apply are noncyclic. Since only cyclic
morphemes trigger cyclic rules, it is only in the environments of the cyclic
1~y morphemes that the palatalization processes will apply.

Like the i~y morphemes, the e-initial morphemes fall into two classes:
those before which palatalization rules apply, and those before which
labials, coronals, and the velar fricative [x] remain unpalatalized whereas
the velar stops undergo Velar Fronting. One could postulate that the
distinction between the two classes of morphemes is parallel to that
suggested for the 1~y morphemes and that the first class of e-initial
suffixes Is cycifc and thus triggers the cyclic palatalization rules, whereas
the second class before which only Velar Fronting occurs s noncyclic. It is

also necessary, however, to stipulate that two of the e-initial morphemes
trigger Second Velar (/k/- [c)), rather than First Velar Palatalization

(/K/HED, '

In the case of suffixes which do not have initial front vowels, assuming
a cyclic/noncyclic distinction explains nothing on its own. One could
assume that Type | sut.ixes from Table 3 are noncyclic and that would
certainly explain why they do not cause palatalization to apply. All the
other suffixes which do cause palatalization would thus be cyclic. But it
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would still be necessary to postulate for all these cyclic affixes some kind
of phonologtical representation which would trigger palatalization.
Furthermore, as we have seen, the palatalizing properties of several of
these suffixes are varidble. For a suffix such as the diminutive -, to take
a straightforward example, one would need to assume either that it is both
cyclic and noncyclic and that It behaves cyclically only following stems
ending in alveolar affricates and velars; or that it has two allomorphs one
containing a palatal trigger and cooccurring only with the affricate and
velar stems, and the other containing no palatal trigger and appearing
elsewhere; or, finally, that -« 1s simpiy marked to trigger only First Velar
and Affricate Palatalization. Other varfably palatalizing affixes would
require similar types of devices.

The distinction between cyclic and noncyclic affixes would also not be
able to account for the behaviour of a suffix such as the secondary
imperfective -/v/yv. Before this suffix the labials and the coronals remain
unpalatalized, suggesting that this is a noncyclic suffix. The velar stops
are fronted to [k, g'], as the result of the noncyclic resolution of a
constraint prohibiting velar stop plus (1) sequences (see §2.1), again
suggesting that the suffix is noncyclic. However, the velar fricative [x] is
also fronted to [x'] in the environment. of this morpheme:

(59) a utamyvac ‘break off, Sec.Impf.
b. zap'isyvac ‘write down, Sec.Impf.
C. podskak'iva¢  'jump up and down, Sec.Impf.
d. obstug'ivac 'serve, Sec.Impf.
e. nastux'ivac listen intently, Sec.lmpf.  (cf. mux+y ‘fly, npl.)

The fronting of the velar fricative cannot be the result of a noncyclic
process, since, as we have seen, in the vast majority of cases /x/ 1s

188



followed by [y] morpheme-internally as well as in morphologically derived
environments. Thus the fronting of /x/ before -/v/yv must be accomplished
by a cyclic rule, suggesting that this morpheme is cyclic. But this
contradicts its otherwise noncyclic behaviour. To account for the fronting
of /x/, we must assume that -/v/pv is a cyclic, but basically
nonpalatalizing morpheme, which triggers only one cyclic “palatalizaticn
rule”, a rule fronting [x].

The distinction between cyclic and noncyclic affixes is thus not
sufficient to account for the palatalization facts of Polish. One cannot
assume that all palatalizing morphemes are cyclic, whereas nonpalatalizing
morphemes are noncyclic since, as it turns out, nonpalatalizing morphemes
may also be cyclic. In the verbal system the '1st sg. pres.’ morpheme -¢ |
does not trigger palatalization (in Class 5, for instance, if added to a VS-
stem such as grfof "crush’, it yields the form grfolg and not the palatalized

*rlocg). 1t does, however, trigger j-formation and Vowel Deletion, both of
which are, as | show in a following section, cyclic rules. Thus, clearly, not
only is the property of being a palatalizing suffix not sufficient to
determine the cyclic or noncyclic status of a morpheme, but neither is the
property of being nonpalatalizing. Given, then, that the cyclic/noncyclic
distinction does not explain the palatalizing properties of Polish morphemes
in general, we can assume the null hypothesis that all Polish morphemes
have the same (cyclic or noncyclic) status. In §2.4.2 we saw that the rules
of syllabification apply cyclically; since, for purposes of syllabification,
each affix constitutes a cyclic domain in Polish, we can assume that for
other rules of the phonology affixes also constitute cyclic domains.
Therefore all affixes in Polish can be considered to be cyclic, This
conclusion does not imply that there are no noncyclic rules {n the word-
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level component of the phonology. On the contrary, as we will see In
Chapter 4, and as | have already suggested in §1 of this chapter, Polish does
have noncyclic word-level rules in addition to cyclic rules.

In Czaykowska-Higgins (1987), | suggested that the affixes of Polish
are organized into two cyclic levels, one including derivational affixes, and
the other including inflectional affixes, and that different phonological
rules are associated with each block of affixes. This hypothesis was based
on the assumption that the palatalizations take place in [-back] palatalizing
environments and also on the assumption that both morphological and
phonological rules are ordered in the lexicon. Since in Chapter 2 | argued
that morphology is a2 component distinct from ohonology, the hypothesis that
the affixes are organized into levels which reflect their palatalizing
properties is ruled out in principle. Furthermore, given that the palatalizing
properties of affixes are independent of their phonological forms, a level-
ordered hypothesis explains little. Notice, also, that in any case
palatalizing and nonpalatalizing affixes do not constitute coherent
morphological classes. For instance, palatalizing and nonpalatalizing i-
initial affixes are both derivational and inflectional morphemes (e.g., -/
'n.pl." does not trigger palatalization, while -/ 'm.pl' does trigger
palatalization, including Second Velar Palatalization, and -/ 'Class 4-VS'
also triggers palatalization, but it triggers First Velar and not Second
Velar).

3.2 Floating Features: A Rejected Hypothesis

Gussmann (1987) claims that palatalization across morpheme
boundaries must be regarded as a phonological process " ... If only because
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it applies with the regularity and generality of low phonetic rules” (p. 46).
He suggests therefore that the palatalizing properties of the morphemes are
due to the presence in the underlying representations of these morphemes of
a floating [-back] autosegment. The floating autosegment is anchored or
assoclated with the final consonant(s) of the preceding (1efthand) morpheme
(p.48). This hypothesis cannot be correct, however. Floating or free
autosegments, because they are not bound to a particular position do not
exhibit the kinds of local effects seen in the case of Polish palatalization
but rather are free to associate wherever untversal conventions will allow
them to do so (see, for example, Goldsmith 1976 on Igbo tonal morphemes).
Ito and Mester (1986) reject the hypothesis that [+voice] is a floating
autosegment in Japanese Rendaku for the same reason that | reject such a
hypothesis for Polish [-back], namely in Japanese [+voice] associates to
undergoing consonants only in particular positions and in this sense behaves
as If it were bound to a particular position. To account for this behaviour of
[+voice] they propose the existence of a [+voice] autosegment which {s bound
to its skeletal anchor, thus marking a position in the phonological string,
and which 1s inserted in a certain morphological context.

Even the hypothesis that palatalization is triggered by a [-back]
autosegment which is not floating but is rather bound to a skeletal anchor is
not entirely apprcpriate for Poiish, however, although it does get around the
problem posed by postulation of a floating [-back] autosegment. In
Japanese, the effect of inserting a [+voice] autosegment is to trigger
voicing of those consonants which can undergo a rule that spreads voicing.
Spreading of the inserted feature may be blocked by the presence of another
[+voice] segment in the string. Thus, once tne [+voice] bound autosegment is

inserted i1ts behaviour is phonologically regular. In the case of Polish,
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however, the outputs of palatalization rules are idiosyncratic. Consider, for
instance, Labial Palatalization, Coronal Palatalization and First Velar
Palatalization. In the case of the labials, palatalization can be accounted
for simply by assuming that a hypothetical [-back] segment is associated to
the Place node of a labial yielding a 1abfal-dorsal coarticulated segment. In
the case of the coronal obstruents, a similar assumption is possibie; the
actual surface outputs of the palatalization of [r] for instance (recall that
palatalized {r] surfaces as [Z]) can be accounted for by assuming that there
are noncyclic "spell-out rules” (see Rubach 1984). In the case of the velars,
however, the change to aiveopalatal consonants must take place in the
cyclic component; 1 . other words, the output of First Velar Palatalization is
not simply a fronted velar that later becomes an alveopalatal. Evidence for
this point comes from the fact that a cyclic rule such as Spirantization may
apply to the alveopalatal outputs of First Velar Palatalization (see §1 for
discussion of Spirantization).

In addition, as we saw above, in the environment of some morphemes
Second Velar Palatalization and not First Velar Palatalization applies,
These kinds of differences in the palatalization outputs suggest that the
structural changes effected by the palatalization rules are not simply
phunologically automatic results of spreading a [-back] feature, but rather
are partially lexicalized and must therefore be stipulated by the grammar,
Furthermore, postuiation of a [-back] bound autosegment would not be
sufficient to account for the palatalizing properties of such morpi:zmes as
the diminutive -¢ which trigger only some palatalizaticns. Just :é in the
case of a cyclic/noncyc!ic distinction, then, a distinction betweer
morphemes with which a [-back] bound autosegment 1s assoclated and chose
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not associated with such an autosegment is not sufficient to explain the
facts of Polish.

3.3 Palatalizations are Morphologically-Conditioned

The data presented in §2 and the discussion in §3.1 and §3.2 make clear
that both the occurrence of stem-final palatalization and the type of
palatalization depend on the suffix adjacent to the stem. This suggests that
the application of a particular palatalization rule is conditioned by the
adjacent suffix. Since each palatalization rule occurs in the environment of
more than one suffix, we can assume that palatalization rules {nclude in
their structural descriptions a list of the suffixes which conditfon them.

Recall that nominalizing suffixes such as -3 or -ak are vartably
palatalizing, with the former triggering Labtal and Coronal Palatalization
more frequently than First Velar Palatalization, and the latter triggering
especially First Velar, Both these affixes also occur with nonpalatalized
labial, coronal and, in the case of -aZ, velar stems. From Table 3 and the
description of palatalizing properties of different suffixes it 1s clear that
the property of conditioning palatalization is inherent to a particular suffix.
But forms containing variably palatalizing suffixes reveal that whether the
stem to which a palatalizing sutfix is added actually surfaces as
palatalized also depends on the properties of that stem, (n other words,
although suffixes such as -a#and -ak are palatalizing in some cases the
stems to which they are affixed block application of palatalization. This
suggests that particular roots are lexically marked as to whether or not
they will undergo palatalization rules.
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(60) contains the palatalization rules specified according to the
sufftxes which condition them (the suffixes are those from Table 3).

(60) Labial Palatalization

-if-1 ~ast
-1K[+v) -izn
-ist-a -ic
-ak -ist
-aZ -isk
-an -ivs
-in-a -eys
-izm -ejvs

-1

-e

Coronal Palatalization

-ast ~Sk
-1k -1zn -stv
-ist-a -ic -nik
-ak -ist -n
-az -1sk -C
~an -lvs
-in-a -eys
-izm -ejvs

-1

-¢

First Velar Palatalization

-ast -e
-1k -izn -1
-ist-a -ic -nik
-ak -ist ~n
-aZ -isk -C
-an -tvs -K
-in-a ~evys -sk
-fzm -ejvs -stv
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Affricate Palatalization
-1A-1
-k
Second Velar Palatalization
-{
-e

3.4 Palatalizations are Phonological Rules

Although the palatalization processes mentioned in (60) are
morphologically conditioned, they are neverthless ordered In the
phonological and not in the morphological component of the grammar.
Evidence for this claim comes from the observation that in one case several
of the palatalizations, including fotation, must be ordered after a cyclic
phonological rule of j-formation. lotation thus turns out to be one of only
two palatalization rules which are exclusively phonologically triggered (the
other being Velar Fronting, which is a noncyclic rule).30 The other
palatalization rules which apply in the same environment as iotation,
namely Labial Palatalization, Sonorant Palatalization, and First velar
Palatalization, are, as (60) indicates, largely morphologically conditioned.

30 A very smal) class of adjectives, and a few nouns show reflexes of lotation. (1) gives
examples of such forms:

(1) a kob'eta ‘worman’ kob'ecy ‘odf.’
b. joaghe-joghipt  'lamb’ jogfecy ‘od).’
c. Gele-Cealpt ‘calf’ Gelgcy ‘ad.’
d. twusty ‘fatty’ twust fat’
. pusty ‘empty’ pudte ‘wilderness'

in such forms, the reflexes of |otation must be lexically specified since they are irregular
and are not triggered by underlyig (§] (most adjectives show reflexes of Coronal Palatalization
not lotation); | will not deal with these forms here.
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The [j] environment is the only phonologically motivated environment in
which they occur.

3.4.1 j-Formation

The process of j-formation is itself not an entirely automatic
phonological alternation, but it does apply in a specific phonological
environment. In most cases the [§] which results from j-formation does not
surface; its effects are seen in the application of lotation and other
palatalization rules. There is one set of cases, however, in which [j] does
surface: this is in present tense forms of Class 1 verbs containing the
suffix - ov and in Secondary Imperfective Class 1 verbs containing the
suffix -/,

(61) infinitive 3rd sg. pres.
a. kup+ov+a+(¢ ‘buy’ /Kup+ov+ate/ kupuje
b. mal+ov+a+ ‘paint’ /mal+ov+a+e/ maluje
C. p'istiv+a+ 'write,SI'  /p'istiv+a+e/ pisuje

As the examples in (61) show, in the present tense the morphemes -ov
and - /v suriace as -¢/. The final [§] of -u/ is derived by means of §-
formation (I discuss the derivation of -/ shortly). In other Class | verbs
in the present tense we find stem-final Labial Palatalization, lotation,
Coronal (sonorant) Palatalization, and First Velar Palatalization:

(62) a. kop+a+e kop'je 'he digs’
b. kaz+a+e kaze ‘he orders'
C. kar+a+e kaz: ‘he punishes’
d. ptak+a+e pwace ‘he cries’

196



d. tgtate wze ‘he tells lies’
f. brex+a+e brese ‘he fibs'

The other environments In which j-formation occurs are marked in (63)
with an asterisk and by indicating in bold the outputs of lotation. The fact
that lotation takes place in these forms is evidence that j-formation has
also taken place:

(63) Present PPP Ger Sec. Impf,
Class 3rdpl 2ndsg inf.
| *plistarg  *p'ista+e+$ p'istatnty  Xp'istatrgc p'istyvtatC ‘write’
[p'i89] [p'i8eS] [pisany] [p'i8¢c] [p'isyvac]
3 *Videerg Vidre+{+5  *Vid+e+e+i *Vid+e+gc Vid+yv+a+( ‘see’
[vidzol  [vigZi§]  [viqzent] [vidzoc) [vidyvac]
vid+e+n+a
[v'igZzana)
4 *pros+i+9 pros+i+i+§ *pros+itef+i *pros+i+oc *zapras+i+a+¢
[pro8g]  [prosis) [pro8eni] [pro8oc] [zapra8al) ‘ask’
S ghot+o ghot+e+S  *ghot+en+i  ghot+gc vyghat+a+C ‘crush
[ghotp)  [afheced]  I[ghecent] [grotoc]  [vyghatac)
ghot+en+i
[griecony]

From (61)-(63) we can see that when in the underlying form of a verb
we have a sequence of two vowels, if the second of the two vowels is
[-high), J-formation occurs. In those cases where there is no vowel
sequence or where the second vowel is high, no j-formation takes place.

The only exception to this generalization occurs in the masculine plural (but
not in other forms) of Class 5 Past Passive Participles of a few verbs
ending in the dento-alveolar stops (e.g., gheceni); in these cases lotation

occurs even though there is no vowel sequence which would trigger j-
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formation. Significantly, however, Class 5 verbs which end in dento-
alveolar fricatives do not show lotation reflexes but rather undergo the
expected Coronal Palatalization (e.g., /griz+ef+i/ [gryZefi] 'bite, PPP.'). We
can thus assume that the occurrence of lotation in Class 5 verbs is not
derived by regular rules of Polish but must be treated as exceptional.

Notice also that in Class 3 verbs, the masculine plural of the Past Passive
Participle undergoes lotation (1.e. v7azes/), whereas the feminine singular

(and all other forms) undergo Coronal Palatalization (i.e., vigZana). In (63)

| prstulated different underlying forms for the participle suffix in
masculine plural, thus ensuring that in those forms where lotation does
occur the environment for j-formation is met. | will have more to say about
this in §3.4.3.

There have been several different formulations of the rule of j-
formation; most recently Rubach (1984) and Rubach and Booij (1987) have
suggested that the rule involves insertion of [+high,-back] features. In
Rubach (1984) it {s assumed that it is a glide which s inserted in the
environment preceding the two vowels, whereas in Rubach and Booij's work,
it is assumed that there are no underlying glides in Polish and that
consequently the [1] is inserted and then syllabified as an onset to a
following vowel, thus surfacing as the front glide [j]. As the examples in
(63) indicate, the first of the two vowels in a sequence is deleted whether
or not that sequence triggers j-formation. This {s accounted for in Rubach
and in Rubach and Bool j by assuming that after j-insertion, a rule of vowel
deletion applies. Formulation of the rule of vowel deletion as delinking of
the vowel melody from the skeleton allows us to assume that j-formation
does not involve insertion of the [-back, +high] features in the environment
preceding a two vowel sequence but that instead it involves supplying the
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skeletal position left behind after vowel delinking with [-back, +high). The
rules of Vowel Delinking and [-back, +high] insertion are given in (64) and
(65). | have called the insertion rule i-Insertion; recall that no glide is
actually present until after the rules of syllabification have applied (the
process of j-formation is thus accomplished in two steps, insertion and
syllabification; see §2.4.2):

(64) VowelDelinking

v v vV v

2 |- |

[@F] [pG) (B G)

(65) i-Insertion
v v v v
| = I |
(-high] (+high] [-high]
[-back]

In all cases of lotation except those in Class 1 verbs, the input to
lotation is a cororal obstruent that has already been palatalized. Consider,
for example, a form like /pros+i+g/ prose 'ask, 1st p.sg’. Since, as | show
below, the rules apply cyclically, on the second cycle the verbalizing suffix
-/ triggers Coironal Palatalization, ylelding a [-back] coronal segment. On
the third cycle, when j-formation and lotation apply, the input to lotation is
a [-back]) coronal obstruent. In the case of Class | verbs, however, the
verbalizing suffix - triggers no palataiization rules, and therefore after j-
formation the coronal obstruents are not palatalized. Rubach (1984)
accounts for these facts by postulating that Coronal Palatalization is
ordered after J-formation and is triggered by j-formation, and that,
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furthermore, lotation applies to [-back] coronal obstruents. Since the
coronal sonorants undergo palatalization in the environment of lotation, |
follow Rubach in assuming that lotation applies to the [-back] coronal
obstruents and is ordered after Coronal Palatalization. The rule of lotation

is given below:

(66) lotation

A

f
Root
mcont] [
Place - ° / el
Coronal /

[x ant)

Dorsal
[-back]

Condition: applies only in verbs

lotation 1s constrained to apply before () only in verbs (and In a few
nouns and adjectives, see Fn. 30). In denominal adjectives formed by
affixation of the suffix -/, for instance, on the final (desinential) cycle, the
adjectivizing suffix [1] is turned Into a glide by the rules of syllabification.

lotation, however, does not apply:

(67) a ryb+i+a ryb'ja ‘fish, adj.f.
b. kot+i+a koca ‘cat, adj.f. (cf. *Kkoca)
C. lis+i+e lise ‘fox, adj.n. (cf. li&e)
d. Vilk+i+i Viiky ‘'wolf, adjm’
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The [j] that triggers lotation and the other palatalization rules
exemplified in the forms in (62) does not surface following the outputs of
lotation, Coronal Palatalization and First Velar Pzlatalization, although it
does surface following the palatalized labfals. It is thus necessary to
assume that Polish has a rule deleting [j]. Following Rubach (1984) |
assume that j-Deletion takes place in the environment following coronal
consonants. This rule only applies in derived environments, as is clear from
the fact that forms such as &/abew 'devil’, or ¢jara ‘tiara’, in which [j}
appears following morpheme-internal coronals, occur. Rubach also
postulates that j-deletion applies word-finally and preceding a consonant.
The word-final applicatfon 1s meant to account for cases such as the 3rd sg.
of Class 2 verbs where forms such as underlying /kox+aj/ surface as koxa
's/he loves’. In the case of imperatives of Class 2 and Class 7 verbs (e.g,,
koxa/ 'lovel', wyse/'go baldl) J-deletion Is claimed to be blocked by the
abstract vowe!l underlying the imperative morpheme. The application of j-
deletion preceding a consonant is meant to account for forms such as the
following in which the final [j] of the stem is deleted before the consonant

of the adjacent suffix:

(68) a myj+t+y myty ‘'wash, ppart./(cf. myje 'wash, 3rd sg)
b. Cyt+aj+ Cytac 'to read'
C. tys+ej+t wySaw ‘bald, past, m.
d. Cyt+aj+m Cytam ‘read, 1st sg.pres’

It 1s not always the case, however, that [{] is deleted before a
consonant even in a derived environment:
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(69) a. jajtk+o jajko 'egg’
D. olej+n+y olejny ‘oil, adj.
C. ztodZej+sk+i  zwodZejski ‘thief, adj.

Rubach accounts for cases such as those in (69) by assuming that the
presence of an abstract underlying vowel in the initial position of the
sufrixes in (69) blocks j-deletion. This explanation is impossible given the
hypothesis that Polish has no such abstract underlying vowels. There are
two possible expianations for the nonoccurrence of [j] word-finally and
before consonants In examples such as those In (68). First, notice that all
the forms in (68) are verbs. One could postulate that the deletion of [§] IS
limited to occurring only in verbs. But this does not explain why [}] is
deleted In the 3rd sg. pres. in word-final position, but is not deleted word-
finally in the imperative morpheme -// (the occurrence of [{] In the
imperatives of Class 2 and Class 7 forms could be explained by assuming
that j-deletion iIs ordered before Imperative Deletion). The second possible
explanation is that most front glide-final verbal morphemes, whether roots
or suffixes, have two allomorphs one of which has a final glide, the other of
which does not, and that the gltde-final allomorph Is selected only when the
following suffix 1s vowel-initial. The selection of the correct form of the
morpheme would take place in the morphological component. Whichever is
the correct explanation, | suggest that the deletion of [j) following coronals
Is distinct from and more general than the process by which [J] 1s prevented
from occurring In glide-rinal verbal roots and suffixes.

To conclude this section let me return to the derivation of the present
tense forms of Class 1 -ov and -/v verbs. | repeat examples of such verbs
in (70):
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(70) infinitive 3rd sg. pres.

a. kup+ov+a+l ‘buy’ /Kup+ow+a+e/ kupuje
b. mal+ov+a+l ‘paint’ /ma'+ow+a+e/ maluje
C. plistivta+l ‘writeSI"  /pistiwta+e/ pisuje

As mentioned above, the [j] that surfaces in the present tense forms is
derived by means of j-formation. The [u) is derived by means of rules that
are specific to these two morphemes. The underlying forms of the suffixes
-ov and -/v contaln a final back glide [w]) which becomes [v] by means of a
late noncyclic rule (see Chapter 4 for justification of this hypothesis).
After j-formation has applied one vowel and two glides are adjacent to each
other. In this configuration, the vowel is deleted and the back glide [w] gets
vocalized. It is necessary to assume that this process takes place only in
the environment of these morphemes to prevent its application in forms
such as /tow+i+e/ wovje 'fish, 1st sgpres.. In this form, J-formation
applies on the third cycle yielding the configuration: vowel followed by [w]

and [§]. If the vowel deletion and [w] vocalization rules applied here tren we
would get the Incorrect form *wi//p

3.4.2 Cyclic Vowel-Delinking and Imperative Formation

Evidence that 1-Insertion, and hence the whole process of j-Formation,
is cyclic comes from the fact that i-Insertion follows Vowel Delinking, a
rule which must apply cyclically.3!

31 Rubach ( 1984) points out that Yowe) Delinking ( his Vowel Deletion) is restricted to
applying only in verbs. Native Polish nouns and adjectives never have adjacent vowsis
morpheme-internally or in morphologically derived environments, Yowel-vowel sequences are
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Although Rubach (1984) claims that the palatalization rules and the
rules of j-insertion and Vowel Deletion (equivalent to (64) and (65) above)
apply cyclically, the derivation of verbal forms which he examines do not
actually force us to assume that the rules apply cyclically. Consider the
derivations in (71) based on the rules given in Rubach (1984).32

found only in borrowed words where they occur both in derived and underived environments (e.g.,
ioe+8'i0ed’, Mb+p'ece.’, taalr ‘theatre', etc.)
52 Rubach's (1984) Rules
. j-insertion (= 114)
8~ /=Y V[-tense]
b. Yowel Deletion (=147)
Y-8 /-V
c. First Velar Palatelization (=160)
k.g, x- & ¢, 8/ — [-cons]
(-back]
d. Coronal Palatalization (=103)
t,d, s, z,nr ¥ »6, a8 20,1 /—[-cons)
[ -back)
e. lotation (=111)
6,d,8,2, 8, ~c,2,8 28,22/
f. j-Delstion (=143)
j-0 /{['foa‘mal] —}

—cC
»
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(71) a. pises

'you write’

UR p'ista+e+s

Cycle 2 s+a
j-inser -
V-del -
FvP -
cp -
lot. -
j-del -
Cycle 3 s+ate
J-inser stjate
V-del S*j+e
Fvp -
cp §+j+e
lot. S+j+e
j-del §+e
Cycle 4 3+e+3
p'ises

b. leéis

‘you fly’

let+e+1+8
t+e

¢+i+§
led¢is

C. jezdZg
‘they drive’

jeza++g

2d+1

24241

2d4+1+9
2q2+J1+9
2qQZ+1+9

2q2+J+9
2dz+9

JezqzQ

d. kroCoc
'stepping’

Krok+1+QC
k+1

¢+
C+i+QC
C+Ji+ocC
E+j+oc

&+oc

kro&oc

e. kop'je

1 kick'’

kop+a+e
p+a

p+a+g
p*ja*g
pitg

kop'je

Almost all the rules in these derivations actually apply only on the
third cycle; no rules ever apply on cycle 4, and only Coronal Palatalization

and First Velar Palatalization apply on cycle 2. Obviously the reason for

this Is that it is only on the third cycle that affixation of the connecting

morpheme creates the environment for j-insertion. Given that j-insertion

is ordered first, and that in Rubach's system [] triggers both Coronal
Palatalization and First Velar Palatalization, it is not actually necessary to
have cycle 2. And, as the derivations in (72) show, if it is assumed that all
the verbal morphemes are affixed before any phonological rules apply and
that the rules apply noncyclically in the order given below, the correct
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surface forms are in fact derived. In addition, the entirely vacuous
insertion and deletion of [j] seen in (71d) is avoided.

(72)  a p'i%es b. le¢is C. jezdZg d. kropc  e. kopje
UR p'is+tate+s let+e+i+§ jezd+i+g krok+1+QC kop+ate
j-inser s+jate+$ - 2d+ji+9 k+ji+oc ptjate
V-del  s+j+e+d t+i+8 2d+j+9 K+J+QC p+j+e
FVP - - - C+j*oc -
cp §+j+e+s C+1+3 2d7+j+9 - -
lot. §+f+e+§ - 2dz+J+9 - -
j-del §+e+§ - 2d2+9 &+ -
p'ise$ le¢i3 jezdzo kroCoc kopje

Most of these verb forms, then, can be derived by means of one
noncyclic appiication of the rules. There is thus no direct evidence from
these forms for cyclic rule application.

Such evidence can be found, however, in the derivation of imperative
forms. (73) exemplifies imperative forms of verbs belonging to the
different verb classes:

(73) Class 3rd sgpres. imperative
1 p'iSe p'is ‘write’
2 Cyta Eytaj ‘read’
3 vig#i vidZ 'see’
4 xodZt xodZ ‘come’
3 kwadze kwaqz ‘put down’
6 kZykAe kZyknt} 'shout, sem.
7 wyseje wyse | 'go bald'

In most cases the form of the imperative is basically the form of the
nonpast verb stem. Thus in Class | and 6, the imperative form ends in a
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consonant that has undergone lotation; in all the other cases no lotation
takes place although the other palatalization of coronals, Coronal
Palatalization does. In addition, in Class 6, and in other forms in which the
stem ends in a complex consonant cluster that would violate one of the two
coda constraints if syllabified as part of the same coda, the imperative
surfaces with a final -// (see §2). In the examples in (74) (taken from
Bethin 1987) the two final consonants violate either the Sonority
Sequencing Parameter (74a,e,f) or the constraint which prohibits two
sonorants from occurring in the same coda (74g,h). As Bethin points out,
sonority violations are less tolerated than violations of the constraint on
cooccurring sonorants, hence alternating forms such as those in (74g)
exist:33

(74) 3rd sgpres. imperative
a. vytihe vythij ‘cut out’
b. dm'e dm'ij ‘Dlow’
C. vyrve vyrvij ‘tear out’
d $il $i | ‘dream’
e. zapevii zapevil | ‘make certain'
f. nagl'i nagl'i] 'urge’
g. oznajm'f oznajm'ij/oznajm ‘announce’
h. $¢éemni §¢emnt] ‘darken’

33 Earlier generative accounts of the imperative (Rubach 1984, 1985, Gussmann 1980a)
argued that the -4/ form of the imperative is sslected if the receding stem contains an underlying
lax high vowel. As Bethin points out, even in a framework which assumes that Polish does indeed
have such underlying lax high vowsls, thic analysis is inadequate since many stems which do not
contain yers (e.g., 74f) also surface with ~J/. The hypothesis that the complexity of the final
consonant cluster determinas the form of the imperative is the traditional view (ses, for instancs,
Szober 1963, and more recently Gladney 1983), although as far as | know, Bethin (1987) is the
first to suggest that the complex clusters require a following - // only If they violate syllable
constraints, Bethin does not formulate the syliable constraints as constraints on codas although
she does discuss sonerity violations and constraints against the occurrence of two adjacent
sonorants in the same syllable.
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The forms in (74) must be contrasted with forms whose stems end in
complex codas in which no coda constraint violations occur. In such cases

the imperative -7/ does not surface:

(75) 3rd sgpres. imperative
a. votp'i votp ‘doubt’
D. xewp'i Xxewp ‘boast’
C. up'ekdy up'eks ‘beautify’
d. uis¢t uisc ‘pay’

In providing an analysis of the imperative there are therefore two sets
of facts which need to be accounted for. First, it is necessary to account
for the occurrence or nonoccurrence of -7/ in the imperative. And second,
we must explain how the stems undergo palatalization,

Gussmann (1980a), Rubach (1984, 1985) and Rubach and Booij (1987)
propose that the underlying form of the imperative morpheme is basically an
abstract front vowel which is affixed to the VS-stem of a verb form (e.g.,
/p'is+a+E/, /€yt+aj+E/, /kZyk+e+E/ etc., where E represents the abstract
vowel). In the work of Gussmann and Rubach this abstract vowel is a high
lax vowel, whereas in Rubach and Bool] it 15 a mid front [e] which lacks a
skeletal position. This abstract vowel serves two purposes: it provides an
environment for j-insertion and thus for application of lotation and the
other palatalizations in Class 1 verbs, and it triggers palatalizations (but
not lotation) in verbs of the other classes.34 However, as pointed out in

34 Rubach ( 1984, 1985) assumes that - insertion applies in the environment of two
vowels if the second vowel is lax; in Rubach and Booij ( 1987), however, since the abstract
vowels are distinguished from other vowels by not being 1inked to a skeletal position it is
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Rubarh (1984, 1985), while the postulated imperative morpheme correctly
provides an environment for J-insertion tn Class 1 verbs, it also incorrectly
provides such an environment in Class 3 and Class 4 verbs since the
sequences of the verbalizing suffixes - or -/ followed by the abstract
vowel should trigger j-insertion. That j-insertion has not applied is clear
from the fact that Coronal Palatalization and not lotation is the
palatalization affecting stem-final coronal obstruents of Class 3 and 4
imperatives. Rubach proposes to account for the lack of lotation tn Class 3
and 4 forms by means of a rule of Front Vowel Truncation which deletes -e
and -/ preceding the imperative morpheme. To account for the appearance
of -/7 he proposes a rule of Imperative Allomorphy which inserts -//
preceding the -£ of the imperative morpheme in the environment of certain
types of stems (see Fn. 33); in Rubach and Bootj (1987) this insertion is
made sensitive to the syllable structure of the language.

| have argued throughout this thesis that postulation of an abstract
underlying vowel does not account for facts of Polish such as the e~0
alternations; consequently we can assume that such a vowel {s also not the
underlying form of the imperative morpheme. Following Bethin (1987) |
assume that the underlying form of the imperative is -//.35 Bethin suggests

unnecessary to assume th=t the abstract vowels are lax and high. j-insertion thus tekes place
preceding two vowels 1f the second vowel is [ ~high)], just as in (66) above.

35 Gladney ( 1983) suggests that the underlying representation is /1/, following the
historical form of the morpheme (which is preserved in other Slavic languages such as Russian),
This representation reguires postulation of a rule speciic to the imperative to derive the final
glide. InClass 3 and 4 3rd sg. nonpast tense verbs and in several cases in the nominal system,
desinential -/ morphemes do not surface with final glides. Since, as in the case of §~formation,
front glides in Polish are usually derived as a result of syllabification requirements, it is
probably the case that the imperative morpheme s underlyingly a sequence of two high front
vowels /11/, the second of which becomes a glide. | shall refer to this morpheme as -/ below.
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that while the morpheme is present in underlying form, it is syliabified only
If the nature of the preceding consonant cluster requires it; otherwise the
/1j/ remains unassociated and therefore unpronounced (but see below). She
does not, however, account for the different stem-final palatalizations that
occur in the imperative forms.

The important point about the phonological alternations seen in the
forms of the imperative is, as | mentioned above, that the form of the
imperative is actually the form of the nonpast tense stem. Analyses such as
those of Rubach, etc. fatl to capture this fact because they assume that the
imperative morpheme is affixed to the VS-stem of a verb. Given the
constituent structure of verb forms proposed in Chapter 2, it is possible to
assume instead that the imperative morpheme is affixed not to the VS-
stem, but to the nonpast TM-stem of a verb. This assumption allows us to
account for the palatalization effects seen in the imperative. In particular,
the nonpast TM-stem of Class | and 6 verbs will trigger j-formation and
subsequently lotation and the other associated palatalizations, whereas the
TM-stems of verbs in other classes will not trigger j-formation. In (76) the
underlying nonpast TM-stems of the imperatives of each Class are given:

(76) Class 1 p'ista+e+i]j
Cyt+aj+i]
vidre+i+i]
x0d+i+1+1]
kwad+e+i
kZyk+ng+e+1]
wys+ej+e+i]

NOYUT DLW
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Only the Class 1 and Class 6 stems provide the environment in which
j-formation can occur. It is for this reason, then, that lotation shows up
only in such verbs.

(77) gives partial derivations of imperative forms. Notice that to
derive the correct surface forms, Vowel Delinking must apply cyclically. In
(77a) if both the [a] and [e] were delinked at the same point in the derivation
(even if Delinking applied iteratively from left to right), then there would
be no environment for i-insertion since after Vowel Delinking the empty
vowel slots would precede the [i] of the imperative, a high vowel (i-
insertion applies only before nonhigh vowels). Notice also that it is not
until after Vowel Delinking has applied on the cycle of the imperative
morpheme that it is possible to determine whether or not to syllabify -/
since it is only at this point that -// is adjacent to the stem (the asterisk
specifies a syllabically stray segment).

(77) a /pis+a+e+i J/ b /kZyk+no+e+i §/
1 T N B B 0 T O I B
XXX X X XX X XXX XX XXX

Cycle 2 s+a kZyk+no
|

i
Il P 1
X X X XXX X X
Syll. \/\/ \y/ v
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Cycle3 pis+a+e kzZyk+ no+e
I 0 I I T P
XXX X X X XXX XX X

V-Delink, ¥ Y y %

i-Ins. pisie KZyk+ nite
(N I I O I
XXX X X X XXX XX X

Resyll. VY \y v

lot./CP § )

j-del. @ @

Cycle 4 pis+e +i]j KZyk+*h +e+i j
I S I > N I
XXX X XX X XXX X X XX
\%

V-Delink.

impDelink. p'i§ +i j KZyk+*n+ i |
111 #F N 1 I O I
XXX XX X XXX X XX
X/ \/
p1s k2ykniJ

Bethin (1987) assumes that the imperative morpheme 1s not actually
deleted in forms like (77a), but rather remains unsyllabified and
consequently unpronounced. The problem with this hypothesis is that If the
morpheme 1s unsyllabified in the cyclic component but is not deleted, then
in principle it should be avatlable to the rules of syllabification that apply

at the phrase-level and could therefore be syllabified at that level, ylelding
incorrect forms such as *p7s7/. In the case of the morpheme -e/s

‘comparative’, it is also necessary to assume that deletion has to apply. As
pointed out in §2, the comparative morpheme has two forms, -&/s and -5,

The restrictions on the appearance of the two morphemes are similar to
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those governing the form of the imperative; namely, -&/s surfaces if the
final consonant cluster of the stem to which it 1s affixed cannot be analyzed

as a well-formed coda. (78) repeats examples from §2;

(78) a. cemn+ejS+y  ‘darker’ (cf. Cemn+y ‘dark’)

b. modz+ejs+y  ‘wiser’ (cf. modr+y ‘'wise’)
C. tvard+s+y ‘harder’ (cf. tvard+y ‘hard)
d. prost+3+y 'simpler’”  (cf. prost+y ‘simple’)

As In the case of the imperative, we can assume that [e]] 1s syllabified
only if 1t is needed, and that otherwise it 1s deleted. If it were not deleted
on the cycle of the comparative morpheme, then again the noncyclic or
phrase-level syllabification rules would be able to syllabify it.

Close examination of the derivations in (77) reveals an interesting
aspect to the conditions under which =/ 1s deleted. On the imperative
cycle, arter Vowel Delinking has taken place, both the final consonant of the
stem p7s and the final - of #Zun are unsyllabified. At this point, then,
in both cases the final consonants of the stem are stray and avatlable to
syllabify as onsets to the imperative morpheme. However, in the former
case, the final consonant can be syllabified as part of the coda of the
preceding syllable and therefore it allows -// to deleie, while in the latter
case the final consonant cannot be syliabified with the preceding syllable.
Since this consonant would remain stray if -// were deleted, deletion is
blocked. The rule deleting -// is thus restricted by a condition imposed on
its output. It cannot apply if it would leave a stray segment behind.36.37

36 McCarthy (1986) proposes that in some languages processes are blocked from applying
I the outputs of these processes would create structures that woiild violate the Obligatory Contour
Principle, a prohibition against adjacent identical segments or features on the same tier, These
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We have seen, then, that Vowel Delinking must apply cyclically. Given
that application of i-insertion is dependent on the previous application of
Vowel Delinking, i-insertion and thus j-formation in general must also be
cyclic. Finally, given that Labial Palatalization, Coronal Palatalization,
lotation, and First Velar Palatalization all take place in the environment of
the derived [§], we can conclude that all these palatalization rules are cyclic
phonological rules, even though to a great extent the environments in which
they occur are morphologically conditioned.

3.5 Comments on a Morphological Analysis of Palatalization
Since, in the preceding section, | focused on lotation to argue that

palatalizations such as Labial, Coronal and First Velar apply in the cyclic
component of the phonology, in this sectfon | shall also focus on lotation to

“antigemination” effects thus involve the same kind of condition on outputs as that governing the
Imperative Delinking in Polish,

37 An alternative hypothesis is provided by Rubach and Booij ( 1987). In attempting to
deal with this condition on the form of the imperative, Rubach and Booij suggest that after deletion
of the final stem vowel, the syllabification rules reapply, in the middle of the cycle, to syllabify

the final consonant of a verb 1ike 2 as part of the coda of the preceding syllable. The insertion

of -7 1sordered after this resyllabification has taken place (in the cass of the analysis suggested
here, the deletion of -/ would have to be ordered after the resyllabification of the final consonant
intoacoda). They use the facts of the imperative as evidence that syllabification applies
constantly throughout a cycle after every operation on that cycie. Since Vowel Delinking is
ordered before Imperative Deletion, the input to the Imperative Deletion rule 1s a stem with a
well-formed final syllable. Given a structure such as /pros+i+i/, Rubach and Booij's analysis
requires thet on the third cycle, after deletion of the leftmast [1], the final [s] of the stem is first
resyllabified es part of the coda of the stem syllable. Clearly, however, the word surfaces as fully
syllabified with the stem-final [s] serving as the onset to the final vowsl. Therefore, immediately
after [s] is resyllabified as part of the coda of the stem, it must be resyllabified again es the onset
of the final vowsl. In this thesis | have assumed, following Gorecka ( 1986,1988), that
syllabification rules apply only once on a given cycle, and thet they are ordered with respect to
phonoloatcal rules. Rubach and Booij's analysts of the imperative is thus incompatible with my
assumptions.
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discuss an alternative analysis in which palatalization rules are not
considered to be morphologically conditioned phonological rules.

Although, as we saw above, the insertion of [1] is not an automatic
phonological alternation, it does take place in a clearly defined phonological
environment. Any analysis which assumes that the palatalization rules
triggered by j-formation are not part of the phonology, but rather are either
entirely morphological tn nature or apply in a component of the grammar
which is pre-phonological, would miss this generalization. Nevertheless, if
it were possible to show that assuming that lotation and other
palatalizations are non- or pre-phonological processes allows us to capture
other significant generalizations about Polish which are not captured in the
phonological analysis of palatalizations, then the fact that the
environments in which lotation, etc. occur are phonologically regular would
become less significant.

Recently Spencer (1986) has argued that the palatalization rules of
Polish are not phonological rules at all but are rather morpholexical rules,
where by the term "morpholexical rule” Spencer means a context- free rule
applying before the cyclic rules of the phonology (at what he calls Level 0)
to derive from underlying representations of roots and suffixes the variants
or allomorphs of these morphemes that “figure in morphologically complex
contexts” (p.270). He accounts for the fact that particular palatalizations
occur in the environment of particular affixes by assuming that affixes
select appropriately palatalized stem allomorphs; thus, for instance, the
affixes in whose environments Second Velar Palatalization occurs select
Second Velar allomorphs of stems ending in velars.

In Spencer's framewcrk, then, at the point at which affixation takes
place, the palatalization rules have already applied to derive palatalized
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stems such as those of the Classes 1,3,4, and S verbs listed in (79). Notice
that velar (and also labial and coronal sonorant) stems have only one
palatalized variant, whereas stems ending tn coronal obstruents have two
palatalized variants, one exhibiting lotation, the other exhibiting Coronal
Palatalization. Only Class 5 verbs ending in coronal stops have lotated
stems; Class S lotated stems are thus very limited in occurrence (see §3.4
above).

(79) Pal[iot) Pallcp.)
Class1 pis p'is

ptak pral

3 vid vigz  vidZ
kiyk  kzy¢

4 pros proS pros
krok  kro€

S gfot (ghec) gheé

(80) fllustrates the morphological forms in which lotated stems occur.

(80) Present PPP Ger Sec. Impf.

Class 3rdpl 2ndsg Inf.

! p'istatg pistate+s p'ista+Qc ‘write’
[pi%)  [p'i5ed) [p'18¢c]

3 Videetp Vid+e+eA+ Vid+e+Qc 'see’
(vidzo] [vidzeni] [vidzoc]

4  prosti+g pros+i+ef+i pros+i+oc zapras+i+a+¢
[proZg] [proSeni] [pro8oc] [zapra8al] ‘ask’

S giot+ef+i ‘crush’

[ghieceni]

For Spencer's assumption that morphemes select the stems to which
they affix to work, the morphological constituent structure of verbs
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proposed in Chapter 2 cannct be entirely correct. Specifically, it cannot be
the case that morphemes such as the Connecting Morpheme, the 1st sg. and
3rd pl, and the Gerund attach to stems ending in the verbalizing suffix (i.e.,
to VS-stems). If these morphemes did attach to VS-stems, then the fact
that the forms in which they occur are always palatalized could not be
attributed to selectional restrictions on the morphemes, since they would
never be adjacent to the palatalized stems. One would need to assume
instead, for instance, that the distinction between C-stem and VS-siem is
not that the latter contains a verbalizing suffix whereas the former does
not, but rather that the latter is "palatalized” whereas the former is not. It
would then be necessary to assume in addition that there is another
constituent corresponding to the VS-stem that contains a verbalizing suffix
to which are affixed the past tense and infinitive markers.

Consider now the selectional restrictions on affixes such as the
Connecting Morpheme, 1st sg. and 3rd pl. and the Gerund. In Class | the
Connecting Morpheme affixes to a palatalized, lotated stem. In Classes 3, 4
and S, 1t affixes to a coronal palatalized stem:

(81) Class | p'is+e '3rd sg.
3 V'igZ+i
4 pros+i
S ghec+e

Recall that | pointed out in Chapter 2 that there is one Connecting
Morpheme which affixes to the constituent VS-stem, whose form depends on
the form of the verbalizing suffix of the VS-stem ( -/ appears {f the
verbalizing suffix is [-back], -e appears elsewhere). In Spencer's framework
it is necessary to assume that there are three different Connecting
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Morphemes: -¢ which affixes to lotated Class 1 stems, -/ which affixes to
Class 3 and 4 Coronal Palatalized stems, and -e which affixes to Class S5
Coronal Palatalized stems.

In the case of the 1st sg. and the 3rd pl., | postulated that these
suffixes are affixed to the VS-stem constituent. Spencer needs to postulate
that in Class 1, 3, and 4, they affix to fotated stems, but in Class 5 they
affix to unpalatalized stems:

(83) Class 1 p'i5+e "I1st sg.
3 vidz+e
4 pros+e
S ghot+e

And, simflarly, in the case of the Gerund, in Classes 1,3, and 4 the
Gerund affixes to lotated stems, but not in Class S:

(84) Class | p'i§+oc ‘gerund.
3 vidz+oc
4 pro3+oc
) ghot+oc

Spencer’s framework thus results in a loss of generalization about the
selectional restrictions on the affixes. It also makes it more difficult to
account straightforwardly for the Secondary Imperfective formation of
Class 4 and Class 5 verbs. Verbs of these classes become secondary
imperfectives by being assigned membership in Class 2. In the case of Class
4 verbs, the secondary imperfectives have a lotated stem; Class 5 verbs,
however, have no palatalization in the secondary imperfective:
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(83) Class 4 zapra3+aj+p "invite, SI, 3rd pl.
ClassS rozghat+aj+o ‘crush, Si, 3rd pl.

The fact that in both cases secondary imperfective formation results in
assignment to Class 2 and also causes alternations in the vowels, suggests
that the same process is at work in both Class 4 and Class 5 (the same
process also occurs in Class 7 verbs), In Chapter 2 | argued that since Class
S C-stems are identical to Class S VS-stems, if we assume that secondary
imperfective formation takes Class 4 and S VS-stems as input and assigns
the VS-stem to Class 2 membership, then we can account for the similar
secondary imperfective forms in the two classes. The lotation effects in
Class 4 are a result of the juxtaposition of two verbalizing suffixes, the -/
of Class 4 and the -g/ of Class 2. In Class 5, since there 1s no verbalizing
suffix, -a@/ is simply affixed to the VS-stem, and no palatalization occurs.
In Spencer’s framework the similarities in the assignment of class
membership and in the vowel alternations in the secondary imperfectives of
both classes become simply accidental: it is necessary to assume that in
Class 4 -g/ selects a lotated stem, while in Class 5 1t does not. Since iIn
Class 2 forms -g/ actually never selects a palatalized stem (e.g. Cyt+aj+)
the simple generalization that Class 4 and S verbs are conjugated iike Class
2 verbs in the Secondary Iimperfective becomes much more difficult to
state.

In addition to making it difficult to state generalizations about
morphological structure, Spencer's framework does not provide a more
straightforward account of irregular lotation effects than does the
framework in which palatalizations are assumed to be phonological rules.

In §3.4.1 | pointed out that in Class 3 Past Passive Participles lotation
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occurs unexpectedly in the masculine plural; all other person/number forms
exhibit Coronal Palatalization (the parentheses around [j] indicate that this

consonant does not surface):

(85) Past Passive Participle38
msg. mpl. f.sg. fpl.
Class | p'isany p'isant p'isana p'isane
2 Cytany  (ytadt Cytana Cytane
3 VvidgZany  vidzedi v'idZzana viidZane
4 proSony  proSeni prosona proSone
S gryzony  gryZeni gryZona gryzone

In terms of the morphological constituent structure developed in
Chapter 2, the forms of the past passive participle can be accounted for as
follows. In Class 1 and Class 2 the suffix -7~ is added to the VS-stem; in
Classes 4 and S the suffix -en/-on is added also to the VS-stem as we can
see from the fact that in Class 4 lotation has taken place (the vowel
alternation in this latter suffix is due to a lexically governed process which
has no bearing on the discussion here; see § 4). In Class 3 we appear to have

a hybrid past passive participle. The Class 3 verbalizing suffix -e
alternates with [a) (e.g,, In the past tense we get v/gfaw 'he saw' but

vigZe// 'they saw, m.'). This suggests that in the non-masculine plural

forms, the suffix -»- is added to the VS-stem X+e to form the participle. In
these cases, as expected, the verbalizing suffix triggers Coronal
Palatalization. In the masculine plural, we can account for the lotation
effects if we assume that the Class 4 and S participial suffix -en/on is

38 Verbs whose stems end in nasal diphthongs take -¢ in the past passive participle form:
e.0., 208l ( z500¢ ‘fasten'),

220



added to the VS-stem. The sequence of two vowels triggers j-formation
because the second vowel ts [-highj; consequently lotation is also triggered.

In Spencer's framework exactly the same hypothesis, namely that Class
3 past participles are formed according to the pattern for Class 1/2 verbs
and also in the plural masculine according to the pattern for Class 4/5
verbs, is needed to accounted for the facts. He cannot assume that Class 3
participles are formed from affixation of one suffix, such as, for instance,
an -ensan alternating suffix because then he would not be able to explain
why this suffix selects both Coronal Palatalized and lotated stems. So
Spencer’s assumptions about palatalization rules and selectional
restrictions on morphemes make it difficult to capture generalizations
about verbal morphology and make it no easier to account for idiosyncratic
facts.39

39 Recently, Bochner ( 1988) has proposed a word-based theory of Lexical Relatedness
Morphology n which morphological simplicity is characterized as conformity with patterns of the
grammar, rather than as brevity, According to Bochner the morphologicnl component of grammar
contains a 11st of words (the Lexicon) and a set of rules that "express systematic patterns of
similar ity among entries 1isted in the Lexicon." (p. 57). The rules that express patterns of
similarity may also be used to provide patterns according to which new words are formed. In this
theory morphological opsrations involve substitutions and concatenations and also include changes
in the phonological shapes of words. He considers that &// morphophonological alternations are
integrated into the morphological rule system. Thus, for Bochner all the palatalizations of Polish
are part of the morphological operations of affixation with which they are associated, and not
phonological rules triggered by morphemes. One of the consequences of Bochne~'s assumptions 1s
that the fact that many morphophonological alternations apply only in derived environments is
automatically predicted. Clearly, if morphophonological operations include associated phonological
changes then thess phonological changes can occur only 1f the associated morphological operations
occur. In underived environments, since no morphological operations are at work, no
morphophonological changes can teke place. Since Bochner (1988) is concerned for the most part
with the nonphonological forms of morphological operations and with the development of an
evaluation metric, he has not fully developed a theory of how morphophonological operations are to
be represented in the grammar and integrated into the morphological operations. | shall not
therefore attempt to respond to his work here although it is an alternative worth examining.

Given that there exist phonological rules in the grammar of Polish which are not morphologized
(e.g., the processes affecting nasals; see Chapter 4), it is natural to explore, as | kave done in this
thesish. r‘ww much of the morphophonology can be accounted for in the phonology rather than in the
morphology.
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4. Lexically-Conditioned Phonological.Alternatlons

In previous sections of this chapter | have focused on morphologically
conditioned phonological alternations and in particular on the consonant
alternations or palatalizations. In addition to these alternations Polish has
four sets of vowel alternations which apply in specific phonological
environments, but which are lexically conditioned in the sense that they

apply only in a subset of the words which meet the phonological
environments of the rules. These alternations are: e~0, e~a, 0~u, and ¢~Q.

In this subsection | describe and provide rules for the alternations to
illustrate the types of lexical conditioning that seem to be at play in Polish,
This discussion, however, is not intended as a definitive account of the
alternations (for more extensive discussion see Gussmann 1980).

The most straightforward of these alternations are the first two, e~o
and e~a. Both are found in nouns and verbs, In nouns [e] surfaces in the
environment of a preceding [-back] consonant and a following palatalized
coronal; if the following coronal is unpalatalized, (0] or [a] surfaces. There
also exist forms which meet the environment for the rule but in which the

alternations do not occur:40

(86) 15g.
a. Cast+o ‘cake’ Cesc+e
b. las ‘wood' les+e
¢. ob'ad ‘dinner’ ob'edz+e
d. afow ‘angel’ anel+e

40 Most of the examples in this section are taken from Gussmann ( 1980),
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e. p3od+y ‘front,npl. pSedz+e

f. feb'osa ‘heavenr, npl’ rieb'esSex (pl)
cf. g mod ‘honey’ m'odze

h. b'odro ‘hip’ b'odze

j. vadro ‘pail’ v'adze

The examples in (86) are of underived nouns in the sense that the
nominal root is followed only by an inflectional/desinential affix. There are
also noun (and some adjective) roots which have [a] or [0] in underived forms
throughou*. the paradigm even if the desinential affix triggers palatalization
of the stem-final coronal consonant, but which surface with [e] when
followed by a derivational affix that triggers palatalization; as (87)
indicates, denominal and deadjectival verbs often contain [e}:

(87) a podzaw ‘division" podZal*e  ‘lsg’ podZeli¢ ‘verd'

b. stSaw  ‘shot’ st3al+e sg. st3el'i¢  ‘verb'
C. $an+t0  ‘straw’ San+e sg’  $Senny ‘ad).
d. Slad ‘trace’ Sladsz+e Isg’ sledZi¢  ‘'verd’
e. baw+y ‘white’ b'al'+i ‘mpl’  bele¢ verb'
f. motw+a ‘broom’ m'otl+e 1sg’  metlisko ‘aug.'4!
g anow ‘angel anel+e 1sg.  afelskt ‘ad)’
h. jazda ‘arive’ jeigz+e 1sg’ JeidZec  ‘driver’

Before consonant-initial palatalizing suffixes, [e] surfaces (although
see Fn. 41). Before the consonant-initial diminutive suffix, however, the
situation is different: alternating roots always surface with [o] or [a). This

41 This word has an alternative form m ot/ isko (cf. olso m otlasty ‘odj' - m atlasty).
Some nominal roots with e-a or e-o alternations behave like m afwe ‘broom’ in the sense that not
all the forms in which they are followed by palatalizing derivational suffixes actually contain [e].
kral '(lower' is another example— this root occurs in the following derived words: £/ 8tnik

‘flower bed', £7acasty ‘fNowery', ATacisty ‘llowery', Aracarrie 'florist'- 47 adarvie .
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is true even of roots which have underlying final [-back] coronal onsonants

(recall that -« triggers depalatalization of such stems; see Fn. 15);

(88) a. afow ‘angel’ anele 89,
b. §ano ‘hay' senny ‘adj.
c. kam'ert  'stone’ kam'enny  ‘adj.
d. pers¢en ‘ring p'er§Cenny ‘adj.
e. fedzvedz bear
f. gvazda ‘star’ gviezdny  ‘adj.

anowek 'dim.
$anko 'dim.
kam'onek  ‘dim.
p'ers¢onek ‘dim.
fedzvadek ‘dim.
gviazdka  ‘dim/

There 1s a small number of verb roots which have e~o0 alternations. In

all but one case (89d) the final consonant of the root is coronal. As in

nouns, [e) surfaces If the final consonant 1s palatalized, otherwise [0)

surfaces. One verb, (89f), has an e~a alternation.

(89) Infinitive Istsgpres. 2ndsgpres.
a. ghe$¢  ‘crush ghote gheced
b. viesc lead’ v'ode vegze$
c. fes¢ ‘carry’ Aose neses
d. viec ‘drag’ vioke vieCes
e. bra¢ ‘bring’ b'ore b'eZes
f. jexal 'go’ jade jedzes

pastf. pastm,
grhotwa grhetl'
vodwa vedl'
foswa  Aesly
viokwa  viekI'l
braw bral'{42
jexaw  jexal'i

Finally, e~0 and e~a are found in several suffixes of the verbal system,

The Class 3 and the Class 7 verbalizing suffixes - and -e/ alternate with

[al, and the Class 4 and S past passive participial suffix alternates between

-on and -erf;

92 prac 'bring' and ara ‘leunder’ have irregular root alternants and appear both in

syllabic and asyllabic forms s (89) shows.
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(90) infinitive Istsgpres. pastf. pastm. pppsg nominal
a. wySe¢ ‘gobald wyseje  wySawa wySel'i
b. kzyCe¢ ‘shout’  kZyle kZyCawa kZyCel'l kZylany okZyCene
c. hesc ‘carry’  fose noswa AesSl't  nesony resSene

Gussmann (1980) suggests first, that there must be two distinct front
vowels underlying these alternations. The vowels must be front according
to Gussmann because the consonants preceding the alternations are always
[-back]). Since there are two distinct alternations, there must be two
vowels underlying them. Gussmann thus postulates that Polish has an
underlying tense /2/ that alternates with [a] and that 1ax /&/ alternates
with [o]. To derive [a] and [0] there is a rule of Backing that applies in the
environment of an unpalatalized coronal. Notice, however, that it is
actually unnecessary to postulate that the vowels underlying these
alternations are front vowels. As we have seen, it is necessary to assume
that Polish has underlying [-back] labtal and coronal consonants; given that
rules which derive [-back] consonants are all morphologically conditioned
rules, root-internal instances of such consonants must be considered to be
underlying. Thus in all the root-internal cases of e~a, e~0 alternations, the
preceding consonants must be underlyingly palatalized. We are therefore
not forced to postulate that the alternations are front vowels underlyingly,
In those cases where suffixes exhibit the alternations (in the verbal
system; see (89)), since suffixes do not necessarily have to have front
vowels to conditfon palatalization there is also no need to assume that in
these cases there are underlying front vowels. | conclude then, that the
vowel underlying the e~o alternation is /¢/, and that underlying the e~a
alternation s [al. Fronting of these vowels occurs when the following
(almost invarifably coronal) consonant becomes [-back] as a result of
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application of a palatalization rule. This fronting, or Vowel Palatalization,
is lexically-conditioned In two senses: first, not all forms which meet the
environment for the application of the rule undergo it, and, second, in most
cases it takes place only in the environment of non-desinential or
derivational morphemes-only a few roots undergo the rule if it is triggered
by nominal inflectional/desinential suffixes.

Interestingly, (0] and [a] rather than [e] surface before the diminutive
suffix -«. Recall that this suffix triggers only palatalization of velars and
the alveolar affricates, and does not palatalize labials or coronals; in
addition, it causes depalatalization of underlyingly palatalized stem-final
coronal consonants. In tnis sense it differs from other palatalizing
consonant-initial suffixes like -~ ‘adj’, -/#/k ‘nom. or -s¢v 'nom' which
trigger Labial, Coronal and First Velar Palatalizations. Since -4 does not
condition Coronal Palatalization, it follows that aiternating vowels in
coronal-final roots preceding this suffix will not be palatalized to [¢].

The rule of Vowel Palatalization is given in (91);

(91) Vowel Palatalization

v Y C C

| | I I

X - X / X - X

I | | I
[+back]) [-pack]  [-back] [-back])
[-high]

(91) derives a [+low, -back] [@] from underlying /a/; since this is not a
permissible segment in Polish, later clean-up rules ensure that [&] surfaces
as [e] (see Calabrese 1988 for the notion of clean-up rule). Notice that if
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this hypothesis about the representations underlying the e~0 and e~a
alternations s correct, it leads us to postulate that the verbalizing
suffixes -e and -e/ are actually -z and -3/ underlyingly, but are
distinguished from the Class | and Class 2 -2 and -a/ by diacritics which
indicate that they undergo Vowe! Palatalization.43

The second vowel alternation, o~u, occurs in a closed word-final
syllable just in case the following consonant is voiced and can be
characterized as Raising of underlying /0/ to {u}44 [t appears in both nouns
and verbs. Not all words which could undergo Raising do (92m,n), and some
words which do not meet the environment since they have final voiceless
consonants nevertheless undergo the aiternation (92g,h,0).

(92) Nouns
a. moda ‘fashion’ mud 'gpl.
b. boby ‘beans,npl.’ bub nsg.
c. droga  ‘road drug 'apl.
d. moze 'sea’ muz 'gpl’
cf. e grota  ‘cave grot ‘gpl.

43 Historically the vowels under lying these alternations were indeed front vowels, That
this 1s the case is evident from the fact that words which historically contained [e) no longer do.

For instance, the word for ‘honey', m az-m ag 1s related to English mead. badro-bode hip'

came from b'edro ; etc.' At the time when thess alternations were more productive than they are

now there were indeed two nonhigh front vowels, as Gussmann suggests. Synchronically, however,

the only reason to postulate a second [ ~high] front vowel is to account for these alternations,

which, are as we have seen, lexically-conditioned in any case. For this reason | have proposed that

gha '?ltarn?tions have been reanalyzed and in contemporary Polish are represented by underlying
ack vowels.

44 Nasal-final stems never have o-u alternations; some liquid-final stems do and some do
not; and glide-final stems do exhibit the alternation. It is unclear to me whether these facts
sufoest that nasals are not supplied with the default festure [ +voice] until after the rule raising
(o] has applied, whereas 1iquids receive the [ +voice) feature earlier, or whether it is simply the
case that nasals are exluded from the rule for no natural phonological reason, It is beyond the
scope of this work to deal with redundancy rules in any detail. | shall therefore discuss only
obstruent-final stems here since [ +voice] obstruents are most 1ikely specified as such in
underlying representations.

227



f. Sopa 'shed’ Sop 'apl.

cf. g. robota ‘work’ robut ‘gpl.
h. stopa ‘foot’ stup ‘gpl’
Imperatives
i, rob1¢  'work’ rub ‘Imp.’
i. pomaga¢ ‘help’ pomuzZ ‘Imp.
k. otfozy¢ ‘open’ otfuz 'Imp.
1 godzic  ‘"agree’ quqz ‘Imp.

cf.  m. skroba ‘scrape’ skrob ‘Imp.
n. xodzi¢  ‘go’ X0qZ ‘Imp.
Past Tense Jrdsgmasc. 1stsgmasc.
0. Nes¢ ‘carry’ Ausw Aoswem
p. busé ‘gore’ budw bodwem
q. muc ‘can’ mugw mogwem

Preceding consonant-initial suffixes, Raising does not apply, although
again, there are exceptions (93e):

(93) a. sposub ‘way' sposobu ‘g.sg’ sposobny  ‘adj’
b. xwud ‘cold’ xwodu xwodny ‘ad).
xwodihtk  ‘cold soup’
c. dzub ‘beak’  dZobu dZobfica  ‘stem’
d. mud ‘honey’  m'odu m'odik ‘nectary’
e. bug ‘god’ boga bosk1 ‘ad).
cf. bustvo  ‘deity’
f. rug ‘horn”  rogu (D) nosorozec 'rhino’

cf. nosorozca 'g.sg.

The examples in (93) indicate that Ratsing takes place In a word-final
closed syllable. The situation is complicated, however, by the case of the
diminutives. While diminutives of masculine nouns that have the o~u
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alternation in nondiminutive forms very rarely contain Raising, diminutives

of feminines and neuters do contain Raising.

(94) a. grub ‘grave,m.  grobu  'gsg. nagrobek  ‘tombstone’

nagrobka  ‘gsg.
b. qzub ‘beak,m.  dZobu dZobek 'dim.
c. gwud ‘hunger,m.” gwodu gwodek ‘dim.
d. osub ‘person,gpl’ osoba ‘'nf’ osubka 'dim!

osubek ‘gpl.
e. bzuz ‘birch,gpl. bZoza 'nf. bZzuzka ‘dim.
f. pul ‘field,gpl. pole  ‘nne’ pulko ‘dim.

The fact that Raising does not occur in masculine diminutive nouns is
expected, given that it seems to occur only in word-final position. In
feminine and neuter nouns, the diminutive suffix behaves as if it, and the
desinential suffix following it were not present, as if it were outside the
word at the point at which Ralsing applies. Clearly this behaviour of the
feminine and neuter diminutives is specific to the Raising rule since in the
case of other alternations diminutives of all genders are undistinguished.
The Raising rule is given in (95). It must be ordered before rules of Voicing
Assimilation and Final Devoicing which may change the voiced nature of a
stem-final consonant and thus bleed Raising.

(95) Ratsing

Vv Vv Rhyme

l I / \

X - X / -— Coda J

I l I -
[+back] [+high] Ci
[-high] [+voice]
[~low]
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The final vowel alternatton, e~p, also involves idiosyncratic behaviour
on the part of the diminutive.4S The basic generalization is that in those
cases where alternations occur, [¢] 1S found in open syllables, whereas [9]

occurs in closed syllables. (96) gives examples from the verbal system;
notice that the verbalizing suffix - undergoes the alternation:

(96) infinitive  pastm. past,f. p.p.p.m.
a. zap'oC zap'ow zap'ewa zap'ety ‘button up’
b. nadpc nadow nadgwa  nadety "inflate’
C. kZykng¢  kZzykngw  kZykngwa kZykfety  ‘shout,sem.

In nouns we find many cases with nasal diphthongs in which no
alternations occur. In those words which do have alternating forms, [¢]

surfaces {n closed syllables, whereas [¢] surfaces in open syllables. Given
that there exist so many words with either /¢/ or /¢/ in which no
alternations occur we must assume that lexical items are marked to undergo
the rule. Once a form is marked to undergo the rule, it applies only if its
phonological environment is met:

(97) a moZ ‘husband' meZa ‘9.0,
b. mok ‘torture,gpl. meka nsg.
cf. moka ‘flournsg’  mok ‘gpr
c. bweod ‘error’ bwedze '1sg.
d. svot ‘holiday,gpl. $vieta ‘npl’
e. jaghot  ‘lamb,gpl’ jagne nsg.
f. JastSob ‘hawk’ jastdg¢b'a  ‘gsg.

45 Gussmann ( 1980) accounts for the nasal diphthong alternations by postulating that the
nasal diphthongs are underlying lax high vowel +nasal consonant sequences. See Chapter 4 for a
completely different analysis. He does not refer to syllable structure in his account,
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In both the verbs and the nouns above, the vowel underlying the
alternations is the front alternant; backing occurs in a closed syllable,
Before derivational suffixes we find that in the environment of the
diminutive, backing always occurs, but before other consonant-initial
suffixes no backing occurs. The lack of backing in these latter cases is not
explainable on the basis of syllable structure since in the majority of cases
the syllable containing the nasal diphthong is closed:

(98) a z¢b ‘tooth’ zeba  'gsg.’ zobka/zgbek 'dim.
zebny ‘adj’
zebnica ‘cogwheel ratl’
zgb'ec/zebca ‘aug’

b. kSpg  ‘book,gpl’ kéega 'nsg’ k$pZka 'dim.
&arnok$estvo ‘blackmagic’
C. rok ‘hand,gpl’ reka nsg’ rocka ‘dim.
recny ‘ad).
d. moZ ‘husband’ meZa ‘gsg’ meZny ‘adj.
meski ‘manly'
e Jast§gb ‘hawk’ jast3eb'a ‘gsg’ JastSgb'ec/jastSebca
‘hawkweed'

Since no Backing occurs before the suffix -¢ ‘nom’ which has the same
epenthesis properties as does the diminutive -4, we cannot assume that the
reason Nasal Backing occurs in diminutives is that it is ordered before
epenthesis inserts [e] in its environment and that therefore in diminutives
at the point at which the rule applies the nasal diphthong is in a closed
syllable. Again we have a case where the diminutive suffix behaves
differently from the other suffixes. If it is assumed that the closed
syllables in which Nasal Backing applies must be word-final, then the
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behaviour of the diminutive with respect to this rule is similar to its
behaviour in the case of the o~u alternation. For purposes of the application
of the rule the diminutive behaves as if it were not there. It must also,
however, be specified to trigger Nasal Backing since there is a number of

words in which the vowels are basically nonalternating but which surface
with [p] before the diminutive:

(99) a. pelet ‘seal peptka  ‘dim/
b. kes bite’ koska ‘dimg.sg.
C. pamet ‘'memory’  pam'ptka  ‘souvenir’

The rule of Nasal Backing 1s given in (100):;

(100) Nasal Backing

N N Rhyme
I l /\
- X/ -— Coda ]k
I Cy -k

X
I

[-back] [+back]
¢ Y

Although the alternation effected by Nasal Backing is very different from
that effected by Raising of /0/, it 15 Interesting to note that the
environments in which they occur are identical. Both Steele (1973) and
Laskowski (1977) suggest that this is the case. The rules differ, however,
in their relative ordering with respect to the application of epenthesis in
clitics. The masculinelst sg. of the past tense is signalled by affixing the
clitic -m to a TM-stem ending in the past tense morpheme. In this
environment we find an epenthetic [e] (cf. Awaaw '3rd sgm.past', kwaawam
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'1st sg.f.past’ and «kwadwerm '1st sgm.past’). Raising must be ordered after
cliticization and epenthesis (e.qg., /oswem ‘carry,ist sg.m.past’', /iusw '3rd

sg.m.past’, /foswam '1st sg.f.past') whereas Nasal Backing is ordered before
cliticization (e.g., gpwern ‘breathe, 1st sgm.past’ gpw ‘3rd sg.m.past’,
agewam ‘st sg.f.past’).

S. Conclusion

(101) lists most of the rules discussed in this chapter (with the
number, or section in which they occur). The rules are listed in the general
order in which they apply (this ordering has not been justified In all cases):

(101) Cyclic Rules

Vowel Delinking (64)

i-Insertion (65)

Imperative Delinking (§3.4.1)

Syllabification: CV, Onset, Resyllabification
Epenthesis (47)
Coda (§2.4.2)

Coronal Palatalization (3)

Labial Palatalization (2)

First Velar Palatalization (13)

Second Velar Palatalization (15)

Affricate Palatalization (10)

Strident Palatalization (Fn. 4)

Spirantization (S1;see 11)

lotation (8, 66)

j-Deletion (83.4.1)

Vowel Palatalization (91)

Nasal Backing (100)
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Clitic Epenthesis (84)46
Raising (95)

Noncyclic Rules

Sylabification

Epenthesis (47)

Extrametricality (§2.4.2)

Feature-F1lling (of [e]) (§2.4.2)

velar Fronting (17, §2.4.3)

Depalatalization (Fn. 15, §1)

Redundancy Rules: [£LIC] insertion (S1)
Affrication (S1)

In this chapter | have argued that most of the rules listed as cyclic are
morphologically or lexically conditioned. An automatic consequence of the
fact that a rule s morphologically conditioned is that that rule cannot apply
in underived environments. If all the rules were simply morphologically
conditioned, then there would be no need to postulate a condition such as the
Strict Cycle Condition to account for the fact that these rules seem to apply
only in morphologicaily derived environments. However, cyclic Epenthesis,
V-Delinking, and lotation which are not morphologically conditioned but are
cyclic rules, also apply only in derived environments. The Strict Cycle
Condition 1s thus needed in the grammar. In accounting for the consonant
and vowe] alternations, | have claimed that the morphologically conditioned
rules are ordered in the phonology; | have also claimed that all Polish
suffixes are cyclic. Even if these claims turn out subsequently to be false,
the general claims that | have made seem to be indisputable: namely, that a

46 Raising and Clitic Epenthesis are listed as cyclic here; whether rules that apply in the
environment of clitics can in fact be word- level cyclic rules, or whether they must instead be
ordered at the phrase-level is a question that requires further study.
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great deal more idiosyncratic information is associated with the
phonological rules of Polish than previous generative analyses of Polish had
assumed.

While this chapter has focussed on cyclic rules, | have assumed
throughout that there {s a noncyclic phonological component. In the next
chapter we turn to an examination of the no’ncych (word-level) and phrase-
level nasal processes of Polish,
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CHAPTER 4
THE NONCYCLIC COMPONENT: NASAL PROCESSES AND NASAL
DIPHTHONGS*

Nasal assimilation and nasal gliding are common word-level noncyclic
and phrase-level processes in Polish. Since nasal segments and their
properties have been the subject of much discussion as well as of much
confusion in the literature on Polish, | illustrate the existence of a
noncyclic phonological component in the Polish grammar by proposing an
explanatory analysis of these segments.!

1. Introduction

The orthography of Polish distinguishes 2 nasal vowels, ‘¢’ and 'a'=[g)], in
addition to 6 oral vowels '1,y,u,0,e,a’. Phonetic studies have shown,
however, that the orthographic nasal vowels are not nasal. Unlike French
nasal vowels, to take one example, where the nasal vowels have distinctly

different formant structures from corresponding oral vowels, Polish nasal

vowels are actually sequences of an oral vowel, which is optionally slightly

" This chapter has benefitted greatly from discussions with Loren Trigo.

1 Ses, for example, Bethin ( 1984a), Benni  1959), Biedrzycki ( 1963), Dukiewicz
(1967), Feldstein ( 1983), Gladney ( 1968), Gussmann ( 1974, 1980), Rubach ( 1977b,
1984), Wierzchowske ( 1966), Brooks ( 1968) and referencss therain.
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nasalized, plus a nasal stop or plus a nasal glide (see e.g., Dukiewicz 1967,

Brooks 1968 and references therefn). The nasal stop variant of an

orthographic nasal vowel is always homorganic to a following noncontinuant

(1a,b); the nasal glide surfaces as labiovelar (1c), or, occasionally, as

palatalized (1d), in the environment of a following fricative:

(1) vsteg+a
vsteg+e
vstoZ+k+a

g¢s

a o oo

[fstengal
[fstenqze]
[fstowW3ka)
[geWs ~ ges]

T'bbon, nsg.
15!

'dim.

‘goose’

Polish orthography alsv distinguishes three nasal stops 'm’, 'n’, and ‘A"

As (2) shows, these may surface as nasal glides (in fast speech), or as stops

homorganic to a following noncontinuant:

(2) a informacja
b tramvaj

c. ¢yns

d. kun3t

e. bomba

f. inteligentny
g

. Cynk

[iWformacja)
[trawvaj]
[Cyws)
[kuwit]
[bomba]
[intel'igentny]
[cynk]

"Information’
‘tram’

rent’
artistry’
‘bomb’
‘intelligent’
'Zinc’

Polish thus has two types of nasal segments phonetically: nasal stops

and lablovelar or palatal nasal glides. The distinction between them is

neutralized in the environment of a following consonant: before

noncontinuants (stops, affricates and nasals) homorganic nasal stops are
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found; before continuants nasal glides occur.2 In word-final position,
however, contrasts between three nasal stops and the labiovelar nasal glide
are observed:3

(3) a ton ‘tone’ (4) a sen ‘dream’
b. tor ‘depth’ b. $eh 'vestibule'
c. tom ‘volume' c. pstem  ‘dog, i.sg’
d. tow ‘this, i.sg. d. Sew refl.
e. to '‘this, nsgne’

Given the sequential properties of orthographic “nasal vowels" and the
similarities in phonetic forms of these vowels and orthographic oral vowel
plus nasal stop sequences, generative analyses of Polish nasals have
disregarded orthography and have argued that all vowel plus nasal sequences
are in fact simply vowel plus nasal-stop sequences underlyingly. A problem
facing such analyses is that they cannot account straightforwardly for the
word-final contrasts between nasal glides and nasal stops (see (3),(4)
above). A hypothesis such as that reflected in the orthography, that Polish
has two mid nasal vowels, can account for these distributional facts, but
this hypothesis in turn makes it difficult to account for the sequential
properties of “nasal vowels" and for their similarities to nasal stops. Some
nongenerative analyses tried to get around this problem by postulating that
Polish has an additional segment, a phonemic nasal glide (Schenker 1954,

2 This statement is qualified in the presentation of data in §2. In particular, /m/ and /f/

behave differently from /n/ with respect to neutralization; and word-internal neutralization is
different from neutralization across word-boundarfes.
3 |n fest speech in word-final position the nasal glide may lose its nasalization or be deleted.

Thus sp ‘reflexive’ may be pronounced [éeW], (dew] (rerely) or [é6]. [oW] may be pronounced as
[ow], rarely as (o).
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Feldstein 1983), or a nasal diphthong (Biedrzycki 1963) but such hypotheses
do not explain why the occurrence of such nasal segments is limited to pre-
continuant or word-final position.

The difficulties faced by all previous analyses of Polish nasal
segments arise because all of these analyses can account successfully for
only some of the facts at any one time. Hence the great number of studies
devoted to the problems of nasal segments.

The difficulties faced by earlier analyses are due in part to the
limitations of linear frameworks. In this chapter | show that combining
recent developments in the theories of hierarchical feature representations
(see Clements 1985; Sagey 1986; Archangeli and Pulleyblank, in prep.) and
of underspecification (Archangeli 1984, Steriade 1987, etc.) not only
allows us to explain the various distributional and phonetic facts
associated with nasal segments, but also leads us to expect those facts.
Thus in addition to explaining Polish nasal processes, the analysis presented
here also provides evidence in favour of both hierarchical feature-
representations and underspecification.

The analysis is essentially as follows. | argue that Polish has two
nasal diphthongs which contain an oral mid vowel followed by a nasal
segment that lacks place of articulation. The placeless nasal segment
receives place specifications either by Spreading of a place node from a
following noncontinuant segment (as in (1a,b)), or by insertion of dorsal and
labial features ((1c,d) and (3d,4d)). | further argue that nasal consonants,
under the right conditions may lose their underlying place nodes and thus
also either assimilate place of articulation from following consonants or
become specified later as labiovelar nasal glides. The word-internal
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neutralization of nasal diphthongs and nasal consonants is thus attributed
to the fact that both types of nasal segments are, or become, placeless.

The analysis presented below suggests that, unlike terminal features
such as [high], [back], [round], [anterior], which, it is claimed, need not be
specified underlyingly but may be supplied by default rules (see, e.g.,
Archangeli 1984; Archangeli and Pulleyblank, in prep.; Pulleyblank 1988;
Mascard 1987; Stertade 1987; etc.), all nonterminal Place nodes, including
the unmarked node for Polish [coronal], must be specified in underlying
representations.

The chapter 1s organized into eight sections. Sectfon 2 presents the
data. In sections 3-7 | give arguments in favour of postulating an
underlying nasal diphtnong, and discuss underlying representations of the
nasals /m/, /n/ and /i/, the rules and their modes of application. §8 is the
conclusion. In order to minimize confusion in terminology | will assume the
correctness of my analysis before providing arguments for it, and will refer
to mid-vowel-nasal-segment sequences represented as orthographic nasal
vowels as nasal diphthongs. | will continue to use the symbols ‘e¢' and '’ in
non-phonetic representations to distinguish nasal diphthongs from regular
oral vowel plus nasal segment sequences.

2. The Data
The three nasal stops represented in Polish orthography are in fact

underlying nasals in Polish. In this section | describe the conditions under
which these stops assimilate place of articulation from following
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noncontinuants, or become nasal glides. | also describe more fully than
above the properties of hasal diphthongs. '

2.1 Nasal Assimilation

The nasal part of nasal dichthongs always surfaces as a nasal stop

homorganic with a following noncontinuant:

(5) rob+a¢  [rombac]  ‘hew’

Zod+y  [Zondy] ‘governments’
teC+a  [tenCa) rainbow’

p'ec [p'enc) ‘five’

rek+«l  [renki] ‘hand, gsg.
vegli+a  [vengla] ‘coal, gsg.’

~® a0 o

Of the three underlying nasal stops, however, only the coronal stop /n/
always assimilates to a following noncontinuant.4 /n/ undergoes place
assimilation both word-internally and across word-boundaries.
Assimilation to a velar (6a,c), or across word-boundaries is optional and
occurs most frequently in faster speech; assimilation to a labial or to a
coronal is obligatory word-internally in all types of speech:

(6) a. kemping [(kempyng] ‘camping’
b. blond [blond] ‘dlond’
¢. bank [bank] ‘bank’

4 /n/ does not assimilate to a following stop in one word- internal context: before the
diminutive suffix -£ Rubach and Booij ( 1987) attribute this lack of assimilation to the presence
of an under lying vowel which has a melody but no timing slot (this vowel is postulated to underie
the e- @ alternations). Given the analysis of Epenthesis suggested in the previous chapter, one can
p:arthaps assume that the lack of assimilation preceding -£ is due to the presence of an fnserted V-
slot,
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d. pan bug [pam buk] ‘Lord God
e. on Ceka [on Eeka) ‘he waits’
f. onk'eruje [on' k'eruje] ‘he drives’
g. huragan kolosalny [huragan kolosalny] ‘colossal hurricane’

The assimilation in place features to a following noncontinuant
undergone by coronal nasals is similar to that undergone by nasal
diphthongs. What distinguishes coronal nasals from the nasal segment found
in nasal diphthongs is that while the former may assimilate to a following
consonant across as word-boundary (as in (6)), the nasal diphthong never

assimilates across a word-boundary:

(7)  a tgtaksuvkg  [tow taksuvkow .. by this taxi’
*[ton taksuvkow . . ]
b. on $e ceni [oW Se(W) ceni ] ‘he values himself’
*{oW Sen ceni)

Underlying /m/ never assimilates to a following non-iabial stop or
affricate, although it is found before lablal stops. Examples are given in
(8)3

(8) a. komtur ‘commander of Teutonic Knights'
b. mdlié 'feel nauseous'
. klamka ‘doorknob’
d. tamten ‘that one’
e. kwamca ar'
f. éemno ‘dark’

S There are no examples in the literature which show phrase-level assimilation of a labial
nasal to a following non-labial stop, | therefore assume that lack of such examples means that
labials do not assimilate to stops between words, just as they do not assimilate within words. This
assumption seems to be borne out by speakers of Polish that | have checked with.
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g. bomba ‘bomba

The prepalatal nasal has a particularly interesting behaviour. In normai

speech it is pronounced as a prepalatal nasal and, like /m/, does not
assimilate to adjacent obstruents. In casual and fast speech, however, /f/

decomposes into a palatal glide followed by a nasal stop homorganic with
the following obstruent. This decomposition happens both word-internally

and across word-boundaries:6

(9 hanba [hajmba]  ‘'shame’

swonce [swojnce] ‘sun’

konfe  [kojnte] 1 finish’

baka  [bajnkal ‘can’

zagon do domu [zagojn do domu])  ‘chase (it) home'

tydzen calutki [tydZejn calutki]  ‘the whole week'’

nazekan na zazod [nazekajn:azaZzond] ‘complaints (gpl) against the

administration’

© o a0 o

From the examples in (9) it is evident that the assimilation undergone
by the prepalatal nasal after decomposition parallels that undergone by the

coronal nasal.

6 Benni ( 1959) from whom Bethin ( 1984a) takes these examples transcribes the
decomposed /f1/ as [TN], a nasalized glide followed by & nasal stop; S7 ownik Wymowy Polskigy

does not indicate that the glide or the vowel preceding it is nasalized. | interpret the nasalization
indicated by Benni as the result of a very late rule and do not therefore include it in my own
transcriptions.

245



2.2 Nasal Gliding

As pointed out above, nasal diphthongs surface as nasal labiovelar or
palatal glides in the environment of following continuants and word-finally.
If the following consonant s [-back], the nasalized glide may also be
[-back]?

(10) a vosk+ [vowsk(] ‘narrow, msg.
b. k§pZ+k+a [kSoWska] 'DOOK’
C. vex [vewx] ‘smell’
d. ges+ [geWsi~g€lsi] 'goose’

The nasal stops become nasal glides both word-internally and across
word-boundaries when followed by continuants, subject to the following

conditions: 1) /m/ becomes a glide only before a labial continuant
(11a,b,h,1); 2) an underlying or derived prepalatal /ii/ always surfaces as a

palatal glide [J) (11e,g,); 3) aglide derived from /m/ or /n/ may become
[-back] if the following continuant is [-back] (11f,m), again depending on the
palatal quality of the preceding consonant(s) and vowel; and 4) in very fast
speech a word-final glide may become [-back] (11m). The examples in (11)
are organized in terms of the place of articulation of the underlying nasal
stops, word-internal assimilation is illustrated in (11a-g), phrase-level
assimilation is {llustrated n (111-m):

7 Gladney ( 1968) claims that the appearance of [J) is more likely if the preceding vowel is
(] (&sin ( 10d)), or if the onset as well as the coda of the syllable containing the nasal diphthong

is [-back] (e.g., vAast'~{ vioWsCE) or [vZoysE) ‘to take').
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(11) a triumf [tryuwf] ‘triumph’
b. xamski [xamsk 1] ‘boorish’
c. $ansa [Sawsa] ‘chance’
d. konfikt [kowflikt) ‘conflict’
e. konski [koJski] ‘horse’s’
f. sense [seWse~selse] 'sense, 1.sg.
g. tandy [tai5y) ‘cheaper’
h. tam valg [taw valow] ‘they are banging there'
i. zvartym Sereg'em [zvartym SeregemP ‘in close order'
J. on vySedt [oW vySed] 'he went out'
k. zabudovanh fabrylnyx [zabudovd] fab.] ‘factory buildings'
1. on $e [oW $e~0] Se) ‘he refl.
m. ¢oco Se .. [€odo] Se. . ] ‘aunt, 1.sg. refl.

3. Nasal Diphthongs

In this section | present arguments in favour of the hypothesis that
nasal diphthongs really are, as | suggested in §1, underlying diphthongs
whose second member is a placeless nasal segment. In begin in the
following subsection by taking up the hypothesis presented in previous
generative analyses of nasal diphthongs that the diphthongs are derived
from underlying oral vowel plus nasal stop sequences.

3Benni (1959) claims thet /m/ becomes & glide in this phrase even though the following
continuant is not labial. Rubach ( 1977b), however , disagrees. My own intuitions, and those of an
Informant agree with Rubach, According to Rubach ( 1977b) final /m/ may in some cases become
a glide before non-labial continuants, but this happens only in very fast speech (& slur-type
rule), and is 1imited to the 1st m.sg. ending of the past tense (1.6., X+w+em) i the glide of the
past tense morpheme has previously been deleted.
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3.1 Nasal Diphthongs are not Vowel/Stop Sequences

The argument that nasal diphthongs are not derived from vowel plus
nasal stop sequences is a simple one: any analysis which makes such a
hypothesis cannot derive the word-final contrasts between nasal diphthongs
and nasal stops in an explanatory or nonarbitrary way.

Recall that in word-final position the nasal glide contrasts with nasal
stops. | repeat the relevant examples from (3) and (4) here as (12) and (13);

(12) a. ton ‘tone’ (13) a. sen ‘dream’
b. ton ‘depth’ b. Sed ‘vestibule'
c. tom ‘volume' C. pstem  ‘dog, isg’
d. tow ‘this, 1.59. d. Sew refl.
e. to ‘this, nsgne

An analysis that tries to derive the nasal glide from an underlying
nasal stop such as the coronal nasal, to tak~ one possibility (proposed, for
exampie, in Rubach 1977a), makes the prediction that word-finally there
should be no contrast between the nasal glide and the coronal nasal in
surface forms. In other words, such an analysis predicts that one should
either find [n] or (W] word-finally, but not both, The fact that both exist
obviously indicates that this prediction is false.

Gussmann (1980) and Rubach (1984), make crucial use of word-final
underlying 1ax high vowels to distinguish nasal stops which do not become
nasal glides (gliding is blocked by the presence of a following iax high
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vowel) from those which do (no lax high vowel follows these).9 Although
there are many cases where a postulated final lax high vowel is claimed to
function as an inflectional (masculine nominative singular, or genitive
plural) suffix, there are also cases where such vowels are used simply as
diacritics to prevent gliding (as in, for example, the postulated underlying
form for the instrumental suffix -em: /em0/ ). Furthermore, proposing that
lax high vowels block word-final gliding leads to an ordering paradox. In
order for lax high vowels to block gliding, the gliding rule must be ordered
before Lower, the rule which lowers or deletes these vowels.!0 In forms
such as /pan+Esk+1/~[pafskil~[pdJski] ‘lordly', however, the rule which
Causes the palatalized nasal (whose palatalization is supposedly triggered
by the presence of a lax high vowel) to become a glide must be ordered after
Lower otherwise the lax high vowel would block the gliding rule since the
nasal would not be before a [+continuant] consonant.!! Thus even if one
assumes the existence of lax high vowels, such an analysis 1s not without
its problems. | have argued in chapter 3, however, that Polish does not have
underlying lax high vowels. If this is correct, then using such vowels to
prevent gliding is not a possible option. Moreover, postulating any other

9 Gladney ( 1968) provides no solution to this problem, although he recognizes it as a
problem. Rubach ( 1977) suggests that the gliding of nasal stops word-finally fs limited to
certain morphological environments.

10 Gussmann's rule of Lower both lowers and deletes lax high vowels:

[+syll] [-hi ] [+syll]
[+hi ] =) [-back] /— [+hi ]
[-*anse] [-tense)
[ -nasal)

"]

Rubach ( 1984) considers Lower to be a cyclic rule, wherees Lax High Yowel-deletion is
postcyclic. My argument holds for either view of this rule.

111t might be possible to resolve the paradox if one assumed, for example, that word-final
gliding occurs at the word-level and is ordered before Lax High Vowel-deletion, whereas gliding
before a continuant 1s ordered at the phrase-level and thus after deletion. As | show below,
however , word-final and pre-continuant gliding result from the same process.
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type of segment to block nasal gliding would be even more a4 hoc than using
1ax high vowels since at least, within a framework where such vowels are
assumed to exist underlyingly, the hypothesis that they occur word-finally
as inflectional suffixes in many forms is motivated on independent
grounds, 12

One argument used by Gussmann (1980) as evidence in favour of the
hypothesis that nasal stops underlie all nasal processes, comes from data

such as the following:

12 Bethin ( 1984a) attempts a nonlinear , syllable-based analysis of the nasal facts. She
postulates 1) that nasal consonants which become glides word-finally are in syllable rhymes,
whereas other nasal stops are in appendices, and 2) that nasals in rhymes are unspecified with
respect to features such as coronal, anterior, etc., and that these features are acquired from
following obstruents. in the absence of a following abstruent the unspecified nasal becomes a nasal
glide ( how this happens is not made clear). The suggestion that Polish has a placeless nasal is, 8s |
have already indicated, one which | will argue below to be correct. In spite of this, however,
Bethin's analysis as a whole is untenable because the distinction that she postulates between nasals
in rhymes and nasals in appendices. is unlearnable Be:hin does not discuss the syllabification
algorithm for Polish, and therefore she does not make clear how non-nasal consonants following
vowels are to be syllabified if Polish has a rhyme/appendix distinction for consonants following a

nucleus. In the case of forms like swpr~[bwond) ‘misteke’ the stop following the nasal in the

rhyme is presumably in the appendix of the syllable. But in the case of a simple CYC syllable such
as vud 'water, g.pl.' the final [d] could be either in the rhyme or in the appendix. If [d] is
syllabified as part of the rhyme, then it has a different structure from a seemingly simple CVC
syllable which ends in a nasal (e.g., fon). It is difficult to see how a speaker could deduce the
ditference in structure of two such simflar syllables. Conversely, if the [d] of vua is syllabified
as an appendix, then this suggests that core syllables of Polish can only heve nasal codas ( where
the nasal 1s unspecified for place) and that all other consonants following a nucleus, Including
fully specified nasals, are not part of the core syllable. In the absence of other evidence in favour

of such a claim, the structures proposed by Bethin to distinguish & from o or fam are merely
adhoc. Furthermore, the constraints on codas ( discussed in Chapter 3) which play a role in the
e~@ alternations and in the determination of imperative and comparative allomorphy (see Bethin
1987 for discussion of the allomorphy) suggest that non-nasal as well as nasal consonants are
imt:orptm?d into syllables by rules of core-syllable formation such as the Coda Rule, and are thus
not appendices.
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infinitive pf. st sq. pf p.pfpart.

(14) a vyzoé¢ [vyZoiC]  vyzne vyZety reap’
b. vyéo¢ [vyconé] vytne vyéety ‘cut off’
C. vyzot [vyZzon¢] vyzme vyZety 'squeeze’
d. nadg¢ [nadonc¢] nadme nadety "inflate’

In these forms, nasal consonants aiternate with nasal diphthongs.
Notice in particular, that in two of these verbs, the nasal consonant is
labial. Gussmann argues on the basis of these forms that, since the quality
of the nasal stop is unpredictable it must be underlying. If Gussmann's
analysts of the facts represented in the examples was correct, then it would
be strong evidence in favour of the underlying-nasal-stop analysis.
However, there are only two roots with labial consonants, Z» ‘squeeze’ and
am ‘breathe’, which participate in the illustrated alternations,
Furthermore, these roots belong to a small class of verb roots (discussed in
Chapters 2 & 3) which trigger the e~@ alternation in prefixes and which for
this reason are unusual. Finally, even if there were a rule to derive the
nasal diphthongs from underlying vowel plus labial-nasal sequences, an
additional rule would be needed to cause the /m/ to assimilate in place of
articulation to a following stop (see 14c,d above). But, as we saw in §2,
labial nasal stops never assimilate in place to following stops. Thus any
rule that could be posited to derive the correct surface forms would go
counter to the other rules of Polish. Given these considerations,
Gussmann's argument in favour of underlying nasal stops is considerably
weakened.

Nasal diphthongs are thus not derivable from vowel plus nasal stop
sequences. Therefore the simflarities in the behaviour of nasal diphthongs
and [coronal] consonants with respect to assimilation and gliding must be
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explained in some other way. In the next section | show that nasal
diphthongs are placeless in underlying representations and that they are
diphthongs rather than simply placeless nasal segments. In §4 | provide
evidence that coronal consonants are aiso placeless when assimilation
occurs, thus explaining the parallels between nasal diphthongs and coronal

nasals.

3.2 Nasal Diphthongs are Unspecified for Place

The structure that | propose for nasal diphthongs is given in (15);

(15) Nucleus
Rnot l
laryngeal A
supralaryngeal i \
Nasal °
[+nasal]

Place I
Dorsal f

~high
tback

The structure In (15) represents the fact that nasal diphthongs always
occur in the environment following mid vowels and that they take up more
than one timing slot (measurements taken by Brooks (1968) suggest that, at
least In word-final position, the mid.vowel-placeless nasal sequences
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(especially 9) are longer than oral vowels, and shorter than vowel plus nasal
stop sequences). Postulating that the nasal part of a nasal diphthong is a
placeless segment, specifted only for nasality, represents the fact that the

place of articulation of this nasal is predictable.

3.2.1 Predictability of Place of Articulation

As we have seen, the nasal member of the diphthongs surfaces in two
forms: as a nasal stop homorganic to a following noncontinuant segment
(e.9., owpd [bwond) ‘error, bwpqZ/c [bwondZi€] to err'), and as a labiovelar
nasal glide [W] (the glide may become palatal by means of a late rule
spreading [-back]; | discuss this below). Since the labiovelar nasal glide
surfaces both before continuants and word-finally, it can be considered to
appear in the "elsewhere” environment. It is clear that the homorganic nasal
stop alternant of the diphthong is derived by a rule which spreads Place of
Articulation from the following noncontinuant and in this sense s
predictable {(see §5.3 for a statement of the rule by which Place of
Articulation spreads). It Is less clear that the lablovelar glide alternant
must be derived by rule, Two sets of racts, however, indicate that this is
Indeed the case. First, Polish has no rule which deletes labiovelar place
specifications, suggesting that these specifications are not present in
underlying forms and, second, rules inserting labiovelar features are needed
for deriving lateral sonorants as well as for derfving lablovelar nasal
glides. | argue for the first point next.

If the labfovelar specification of the nasal diphthong were not derived
by rule, then it would be necessary to assume that this specification was
present underlyingly and that the second member of the diphthong was
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specified [+back].!3 Before noncontinuants the lablovelar specifications
would need to be deleted in order to assimilate place of articulation
features from the adjacent segment,'4

Recall from §2 that although the coronal and prepalatal nasals can
assimilate in place of articulation to following noncontinuants across
word-boundaries, word-final nasal diphthongs never assimilate to following
consonants in this environment (the examples in (16) are repeated from S2):

(16) a. pan bug [pam buk]) ‘Lord God'
b. on eka fon Ceka] ‘he waits’
C. onk'eruje [on' k'eruje] ‘he drives'
d. zagon do domu [zagojn do domu] ‘chase (1t) home’
e. to taksuvko [tow taksuvkow ..] ‘by this taxi’

¥[ton taksuvkow . . ]

The lack of assimilation of the nasal diphthong to a following [t] in
(16e) suggests that at the point at which phrase-level spreading of place
applies, the word-final segments are fully specified for place of
articulation features. This implies therefore that coronal place
specifications can be deleted (as in (16a-d)) and hence trigger spreading of
place from following noncontinuants, whereas dorsal specifications cannot

13 We know from independent evidence that labial specifications are not deleted before
spreading applies, since in forms such as 4amfur 'commander of Teutonic knights' (see (8) in
$2) a labial nasal stop does not assimilate to a following noncontinuant. We also know that the
diphthongs cannot have only labial specifications underlyingly since then they would be
indistinguishable from labial nasal stops. | assume therefore that if they were underlyingly
specified for place they would at the least have to be specified as [ +back] and thus s dorsal
{although they could also be [ +round) ). The evidence presented here suggests, then, tiat Polish
has no rule of dorsal deletion, &s well as no rule of labial deletion.

14 Alternatively one could assume that spreading of place of articulation from the
noncontinuant to the nasal causes deletion of the place node dominating the labiovelar specification
of the diphthong. | argue below that in Polish deletion of place precedes spreading of place. The
point | am making here, however , applies to both possible versions of assimilation.
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be deleted. Other arguments that deletion of [coronal] is indeed a rule of
Polish are given in §5.

Assuming, then, that there is no rule that deletes dorsal specifications,
and given that spreading of place to a nasal diphthong in word-internal
position is obligatory, one can conclude that nasal diphthongs cannot be
specified as dorsal (or dorsal-labtal) in underlying forms. Notice also that
they cannot be specified as coronal, because then they would not be
distinguishable from coronal nasal stops tn word-final position. One could
assume that nasal diphthongs are distinguished from coronal nasals in
underlying representation by means of the features [-consonantal] or
[-continuant]. In the former case, the nasa! diphthong would be specified as
[-consonantal], while the coronal nasal would be either [+consonantal] or
unspecified for [consonantal]. In the latter case, the nasal diphthong would
be unspecified for continuancy, while the coronal nasal would be
[-continuant]. In the case of both these segments, the values for
[consonantal] and [continuant] which these segments take on are predictable
from the context in which they appear. A nasal diphthong is [-consonantal)
If it surfaces as a glide, and [+consonantal] if it takes on the place features
of an adjacent nasal stop. A coronal nasal is [-continuant) except before a
continuant segment, when it surfaces as a [+continuant) nasal glide.
Assuming that either [-consonantal] or [-continuant] are underlyingly
specified would therefore require us to postulate that rules delink these
features In the appropriate environments (i.e,, before nasal stops in the one
case, before continuants in the other case) so as to allow the rule-governed
values of these features to be derived. But such delinking rules are
dnnecessary on the assumption that nasal diphthongs are distinguished from
coronal nasals in that the former are placeless, whereas the latter have a
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coronal place specification. One can conclude, therefore, that the nasal part
of nasal diphthongs are not specified for place in underlying forms, and that
consequently they are placeless.

If this latter conclusion is correct, then the labiovelar specifications
must be filled in by rule(s). In fact these rules seem to be default rules for
placeless sonorants in general, since they are also needed to account for
laterals. And this brings me to the second argument in favour of the
hypothesis that the place specifications of the nasal part of a nasal
diphthong are predictable.

One of the consonant alternations found in standard Polish involves
the lateral represented orthographically as ‘t'. In the environment of

following [-back] segments ‘t* s pronounced as a [-back] lateral [1') or [1); In
all other environments it surfaces as the lablovelar glide [w) (e.g., [$kowa]
'school’, n.sg.', [Skole) d./1.sg." [3kuw] ‘g.pl’; [b'awy] ‘white,m.n.sg., [b'al'i]
‘m.'n.pl.'). This lateral contrasts with another laterai-orthographic 'I'=[1]-

which alternates only with [I'} (e.g,, [fala] ‘wave, n.sg., [fal'l] 'd./1.50.). We
know that 't in underlying representations 1s not a labtovelar glide which 1s

later specified as a lateral since, in Polish, underlying /w/ surfaces as a
labfal fricative, [f] or [v]. Evidence for this latter assertion comes from the
behaviour of the lablal fricative with respect to voicing assimilation.
Voicing assimtlation in Polish is regressive for the most part as the
examples in (17a-c) fllustrate. In some cases, however, devoicing seems to

spread progressively (17d-f):

(17) a ryb+ta  'fish’ ryb+k+a [rypka) 'dim.
b. I'1C+y+C ‘to count’ TiC+bta  [I'iqZba)  ‘number’
C. sklep  'store’ skle[b] vazyvny ‘greengrocer’s’

254



d. listv+a ‘board’ I'istevek [Vistevek] ‘dim.

[Vistfa)

e. blitvta ‘battle’ b'itevny [b'itevny]  ‘adj.
[p'1tra)

f. potZ+e!S ‘Peter,voc” Potr [potr] ‘Peter’
[p'otSe]

Boot§ and Rubach (1987) claim that Polish has :wo rules of voicing
assimilation, one which Is regressive and accounts for the first three
examples in (17), and another of progressive devolcing (which they
formulate as applying In feature-changing fashion to fricatives), Mascaro
(1987) shows that If one assumes a) that voicing assimilation applies
before the default value of [+voice] is assigned to sonorants, and b) that
[f/v]in (17d,e) are underlyingly /w/ and hence sonorants (an assumption
that 1s justified on historical grounds within Slavic), then the rule of
progressive devoicing becomes a feature-rilling rule which spreads [-voice]
from an adjacent obstruent. Since /r/ 1s also a sonorant it undergoes the
same kind of progressive devoicing as does /w/. Notice that in (17¢) [v] |
spreads the feature [+voice] to the preceding obstruent. This follows on the
assumption, argued for above, that when phrase level rules apply, all
segments are fully specified.

If ‘1" is not labiovelar underlyingly, then this suggests that it receives
1ts lablovelar specifications by rule. The question then is what 1S the
underlying representation for this segment. ‘' functions like a coronal in
its palatalizing properties. For instance, an't" which has heen palatalized

by rule triggers Palatal Assimflation of a preceding coronal fricative (e.g.,
vis/a 'Vistula, nsg., v/s/e'd./1.sg.’; see Chapter 2, §2.5.1 for examples of

15 The output of the application of a palatalization rule to /r/ is /2/.
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Palatal Assimilation). Since all the other cases in which Palatal -
Assimilation takes place involve only clusters of (palatalized) coronal
segments, we can assume that ‘' is coronal. As | argue below the coronal
place of articulation is more easily delinked than are other places of
articulation. As a coronal lateral, then, ‘' loses its place of articulation
and its lateral specification in all environments except palatalizing
environments.'6 As a placeless sonorant segment 't* receives its place
features by insertion of lablovelar specifications. ‘I' functions together
with the prepalatal coronal consonants in that it always requires a [-back]
high vowel to follow it (e.g., cf. 4osw/*/ shirt,q.sq. ~ kosu/*a'nsq.’; smot+y
‘coal tar, g.sg' ~ smof+a2 ). This indicates that ‘I' is a corono-dorsal
segment. The two laterals are thus distinguished from one another in that
one is a simple coronal, while the other is a coarticulated [-back] dorsal and
coronal segment.

Rules that insert labiovelar specifications thus seem to be needed to
account for both laterals and for nasals. We can thus safely conclude that
the nasal member of the nasal diphthong is unspecified for place at the
underlying level and that it receives place features either by spreading of
Place of Articulation triggered by a following noncontinuant, or by rules

16 The fact that [ lateral} 1s deleted along with [coronal) suggests that Steriade ( 1986) and
Sagey ( 1985) are correct in pestulating that [lateral] is dominated by the coronal node. However,
evidence from other Polish dialects suggests the opposite. In some Polish dialects, the coronal
lateral is pronounced as a dark-1 rather than as a labiovelar glide in nonpalatalized environments,
Dark-1 s dorsal [ +back]. Now, if one assumed that { 1ateral) is not under the coronal node, then
one coud account for the dark-1 pronounciation by postulating that in this case, as in the case of
the labiovelar-1 dialects, a corona! place node fs deleted and a dorsal [ +back] feature is inserted,
but that the lateral feature is not deleted. The difference between the two dialects, then wouid be in
the deletion of [ lateral]. As indicated in Chapter 1, | assume here that lateral is a stricture
feature and is not situated under the coronal node. This question requires further investigation.
What is clear from the behaviour of the lateral, however, is that placeless sonorants predictably
become labiovelar: glides.
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which apply to placeless sonorants. Notice that this kind of analysis is
possible only within a framework which assumes both that distinctive
features are organized into ordered sets which constitute natural groupings
of the features and that predictable feature specifications need not be
present at the underlying level.

3.2.2 Nasal Diphthongs as Vowels

Nasal diphthongs undergo two types of phonological processes which
affect vowels.

As we saw in Chapter 3, Polish has the alternation between e~0 seen in
(18). It occurs In the environment of a preceding palatalized consonant and
a following coronal consonant; when the coronal is palatal(ized) [e] occurs,

when it is not, [0] occurs:

(18) a. anow ‘angel’ anel+e '1sg.
b. Cow+o ‘forehead’ Cel+e .89,
c. feb'os+a ‘heavens' neb'es+ex  ‘Ipl.
d. 20wW+0 ‘herb’ zel+Aik ‘herb book’
e. kam'on+k+a 'stoneware’ kam'ery 'stone’

In a small set of cases, an underlying nasal diphthong followed by a
coronal segment undergoes the e~o alternation:

(19) a pam'ot+k+a 'souvenir’ pam'ec ‘merory’
b. Celpt+k+o ‘calf, dim. Cele ‘calf’
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This suggests that because the nasal diphthongs are nuclei in which the
mid vowels are heads, they function like vowels. This hypothesis is
supported by the fact that the diphthongs undergo an alternation,

exemplified in (20), which is similar to other vowel alternations in that it
IS a phonologically triggered ([} In this alternation 1s found only in closed

syllables, [¢) occurs in open syllables), but lexically-conditioned

alternation:

(20) a bwod  ‘mistake’ bwed+u ‘959,
b. zpb ‘tooth’ zeb+a '9.59.
c. $vot ‘holiday,gpl.  $vet+o nsg.
d. ksog ‘book, gpl. kSeg+a nsg.

Furthermore, in the verb system, the nasal diphthong that occurs in the
Class 6 verbalizing suffix -np, undergoes the rule of Vowel Delinking (e.g.,

KZyknpre+s ‘shout, 2nd sq.' — kZukres), and triggers j-formation,
In this section we have seen evidence that the nasal diphthong contains

a placeless nasal segment in underlying representation and that it functions
like a vowel. | turn now to a discussion of the underlying representations of

nasal stops, beginning with prepalatal nasals,

4. Prepalatal Nasals

As we saw in the examples in (9) in §2, when the prepalatal nasal
undergoes decomposition into two segments, the second of which is a nasal

segment, the kind of assimilation which the nasal segment can undergo is
identical to that undergone by a coronal nasal (e.g., baria 'can’ [bajnkal,
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etc.). This suggests that the prepalatal is actually a complex segment with
a double coronal-dorsal articulation, and that it is the coronal articulator
which takes part in the assimilation rule, while the dorsal [-back]
articulation remains unassimilated. Evidence that all prepalatals are
coarticulated segments comes also from other cases of decomposition; as
the examples in (21) show, one of a pair of adjacent (almost) identical
stridents is subject to a deletion rule which is obligatory word-internally

and optional post-lexicatly:

(21) a /ves+sk+i/ [Vejski] rural’
b. /Sescé+set/ [Sesset, Sejsset, Sejset] 'six hundred’
c. /fhegdys 3edt/ [fegdyjSed) ‘once, he walked..

Sagey (1986) argues that complex segments have unordered or
simultaneous articulations. Since the [-back] dorsal specification of the
prepalatals has both leftward and rightward effects—in /tan+i/ ‘cheap’, for

example, the prepalatal nasal ensures that the vowel [i] to its right
remaings [-back] and is not retracted to [y] (1.e., [tani]), while in
decomposition the dorsal features attach to the left—this is further
evidence that they are complex, coarticulated segments. Interestingly
enough, It appears that both of the articulators are primary, or major (Sagey
1986).17 Historically, prepalatal segments derive from palatalized dentals;
hence, one would expect that synchronically the coronal articulator is the
major articulator. The fact that in normal or /ento speech (before
Decomposition has applied since it {s a rule of casual or faster speech) the

17 Sagey ( 1986) defines a “major* articulator in @ segment as “an articulator to which the
phonological degree of closure features of the segment apply” (p. 203).
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prepalatal nasal, unlike the coronal nasal, does not obligatorily assimilate
to a following noncontinuant suggests that coronal is not the (only) major
articulator. If it were, then one would expect the prepalatals to behave like
all other coronals and thus to obtigatorily undergo delinking of the coronal
node.

Given that prepalatals are [-back] dorsal-coronal coarticulated
segments (and regardless of which articulator is major), both the dorsal and
the coronal articulator must be specified in underlying representations, The
[-back] dorsal feature, and hence the dorsal node, {s unpredictable and
marked and must therefore be specified. Coronal must also be specified
because without its specification there would be no way to indicate that the
segment s coarticulated.!8 The underlying representation for a prepalatal
segment Is thus as In (22), where the parentheses around Nasal indicate that
prepalatals need not be nasal segments:19

18 Sagey ( 1986) indicates major articulotors by means of pointers which represent the
relations between the degree of closure features and the major articulator(s), Assuming both
articulators in a prepalatal segment are major, one could imagine that the segment in underlying
representation has two pointers but that only the dorsal value of the segment is specified, Since,
however, a pointer represents a relation between degree of closure and an articulator, and since o
relation presumably can hold only between at least two elements, it is difficult to see what a
pointer pointing to nothing could mean. It therefore seems that both articulators do indeed have to
be specified underlyingly.

19 Catalan hes a palatal nasal which undergoes the same kind of decomposition found in
Polish. Bonet ( 1987) suggests, as | do here, that the Catalan process of decompaesition indicates
that palatal nasals in Catalan are coarticulated coronal-dorsal segments. See also Mascard ( 1986)
for a discussion of Catalan palatals.

260



(22)

Root /)f
Laryngeal f
Supralaryngeal
(Nasal) *)
Place
Coronal /\ ¢
Dorsal ‘
[-bk)

| suggested above that In /énfo speech, when Decomposition has not
applied, the prepalatal 1s not treated as a coronal segment and does not
undergo assimilation to a following stop. If this is correct, then clearly the
rule of assimtiation arfects only coronal nasals (we have already seen that
labtals do not assimilate); since assimilation does occur arter
Decomposition, then Decomposition must remove the dorsal articulator from
the coarticulated prepalatal, leaving the coronal articulator behind. At this
point, the coronal derived from a prepalatal and the underlying coronal are
Identical (this is justified In more detail in §5). Therefore they behave in
the same way. The rule of Decomposition Is given In (23) (see Mascar6 1986
for an analysis of palatal decomposition in Catalan):
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(23) Decomposition
X

Root /'

lLaryngeal
Supralaryngeal

[~
[ T
Place N e
Coronal [ V\\ %\
Dorsal | L

v [-bk]

Notice that this rule, rather than simply delinking the dorsal

“ V4

)

-
L]

specification of the prepalatal, both delinks the dorsal node and spreads it
leftwards, creating a palatal diphthong. Since, by definition, the vowe)
already has a dorsal node of its own (see Sagey 1986), the only way that the
dorsal node from the prepalatal can dock onto the preceding vowel is by
generating its own place node which in turn generates a supralaryngeal node
and a root node (node generation is discussed in Archangeli and Pulleyblank,
inprep.). The diphthong created by Decomposition is a contour segment
involving sequences of articulations, and thus contrasts with the complex
coarticulated prepalatal segments. Decomposition must be ordered before
rules which cause coronal consonants to assimilate to following
consonants.. The ease with which coronals are affected by assimilation
rules 1s discussed in S5.

5. Coronal Nasals

The fact that coronals and not labials or prepalatals lose their place
specifications and assimilate to following noncontinuants is not a
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phenomenon peculiar to Polish, Word-internally in English, for irstance, we
always find labial and velar nasals unassimilated to following stops (e.g.,
Camaen Tomkinsg [@pmal Langden), but we rarely find cases of
unassimilated coronals.20

In Central Catalan the coronal (dental and alveolar) stops and nasals,
but not the labial or velar ones, assimilate in place to a following consonant
{examples are from Mascaré 1987):

(24) a. set] se[b bleus se[d dlones se[f Kladres  se[k klosins
'seven’ 'voices' ‘women’ ‘thieves' ‘cousins’
b. relp] re[b bleus reb dlones relb AJadres  relp klosins
‘s/he receives’
c. di[k] di[g bleus  di[g dlones di[g AJadres  di[k kJosins

| say’

d. séfn] so{m bleus s6[n dlones so[p Aladres  séin klosins
‘they are’

e. s6(m]  sélm bleus s6[m dlones sélm AJadres  s6[m klosins
‘'we are’

f. ciln) cilnp bleus  ciln dlones ciln Aladres  ciln klosins

Mascaro6 (1987) claims that assimilation affects the coronals because
their place of articulation is unmarked, and that this follows from the
general observation that consonants of any class can assimilate most
properties except those they are marked for (or that are incompatible with
them). Thus he argues that since nasals are marked for nasality they do not
lose this property, but can assimilate in place, laterals can become palatal,
dental or nasal, and so on,

20 | am indebted to Morris Halle for these examples.
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In some dialects of Spanish nasals in codas regularly lose their place
features. If they are followed by an obstruent, the placeless nasals become
homorganic to the obstruents (25a); if, however, no obstruent follows, then
coronal {s inserted (25b):.

(25) a impio  ‘impious’ b. desden  ‘disdain’ (cf. desdep-a
indigno ‘undignified’ 'disdain-vb’)

| propose that the susceptibility of the coronal nasal of Polish to
assimilation and gliding, and the comparative inertness of the labial and
prepalatal nasals can be attributed, as in Spanish, Catalan and English, to
the unmarked, and therefore default, status of the coronal place of

articulation.
5.1 Coronal as Unmarked

Recent work in underspecification theory has suggested that default
values of features, or terminal nodes in feature hierarchies (see Clements
1985, Sagey 1986, Archangeli and Pulleyblank, in preparation) are
unspecified in underlying representations, and that their values are filled in
by universal or language-specific redundancy rules, Mascar6 (1987) has
argued, for example, that such differences in voicing assimilation as that in
some languages voicing is triggered by sonorants (e.g., Cracow Polish),
whereas in other languages it is not (e.g., Warsaw Polish), can be explained
by ordering voicing assimilation after default assignment of [+voice] to
sonorants in the former case, and before the default voice assignment in the
latter case. Similarly, Pulleyblank (1988) shows that the asymmetric
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behaviour of the default vowel [i] in Yoruba with respect to rules such as
regressive spreading of vowel features is a result of the fact that (1] is
unspecified for the relevant features when the rules apply.

Given the evidence that default underlying feature values are
unspecified, one could assume that default place specifications (or non-
terminal nodes) are also unspecified. In the case of Polish such an
assumption would mean that the coronal nasal would have no place
specifications.

In this section | provide two arguments showing that [coronal] must be
specified in underlying representations in spite of the fact that it is the
unmarked place of articulation in Polish. The first argument comes from
the prccesses of phrase-leve: spreading of ;lace to coronals, and from the
underlying representation of prepalatal segments.

If the coronal nasal stop were in fact placeless in underlying
representations, then there would be no need to postulate a rule to delete
coronal specifications (such a rule could efther precede Spreading and thus
trigger Spreading, or it could be triggered by Spreading to a coronal).
However, as it turns out, such a rule is needea independently in Polish to
account for the nasal assimilation which takes place after prepalatal
Decomposition, and for the assimilation of coronais to following obstruents
across word-boundaries. In the first case, as | argued in §4, the prepalatal
nasal is specified as both dorsal and coronal underlyingly. Therefore after
decomposition, at a point before or at which Spreading of place of
articulation occurs, the nasal segment which is to be the target of the
assimilation rule has a [coronal] node which must be deleted. As far as
phrase-level place assimilation is concerned, recall that the reason why
nasal diphthongs in word-final positton do not undergo assimilation to
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following noncontinuants is because at the phrasal level they are fully
specified as labiovelar glides. If glides are fully specified at this level,
then presumably all nasal stops are also. Thus in order for coronal nasal
stops to undergo assimilation at the phrase level, the [coronal] specification
must be deleted.

Given this Independen. motivation for coronal-deletion, postulating
that coronals have a tendency to assimilate because they lack place
specifications in underlying representations is not necessarily a better
explanation of the Polish facts than postulating that coronals are specified
underlyingly and lose their place features.

The second argument that [coronal) is present underlyingly comes from
the application of redundancy rules. If [coronal] were not present
underlyingly, then it would have to be inserted by means of a redundancy
rule, after all phonological rules providing place of articulation features to
placeless nasals had applied. In §3.2.1 | concluded that Polish has another
redundancy rule which applies to placeless sonorants: namely, a rule
inserting lablovelar specifications. This rule derives both labiovelar nasal
glides frorm placeless nasals and labiovelar oral glides from placeless
laterals. Postulating that both rules (i.e., insertion of coronal and insertion
of dorsal/lablal features) are active in Polish leads to a problem, however.
The structures to which a coronal redundancy rule would apply are identical
to those to which the lablovelar rule applies. Consequently, depending on
which rule would be ordered first, that rule would assign features to all
placeless sonorants, and therefore would yteld efther all coronal segments
or all lablovelar segments, obviously an incorrect result. One could
hypothesize that coronal place insertion was limited to nasal segments,
thus perhaps preventing its application to placeless laterals, but even In
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this case whichever redundancy rule applied first would apply both to the
placeless nasal segment of the nasal diphthong and to the placeless nasal
segment purportedly underlying the coronal nasal stop. It might be possible
to play around with the underlying representation of the coronal nasal stop
to distinguish it from the nasal diphthong's placeless nasal (e.g., one could
assume that the nasal stop, though placeless, was specified as
[-continuant]; this might present a problem as well, though, given that
stricture features seem to be dependent on place features (see Fn.18); if
[-continuant] were specified underlyingly on a placeless segment, then there
would be no place node that the [cont] pointer could point to). Since arule
of coronal deletion is needed in any case for Polish, it is much simpler to
assume that the [coronal] is specified underlyingly for all nasal stops and in
this way to avoid the problem of conflicting redundarcy rules. Notice in
addition that nonnasal obstruents must be underlyingly specified as coronal,
since if they were not, then when Spreading applies (before the redundancy
rules) they would have no features to spread. As coronal does spread, along
with labial and dorsal features (see §2), it clearly is present in obstruents,
and thus it must be present in nasals as well.

5.2 Coronal Deletion

The question that must now be answered {3 whether the rule which
deletes [coronal] fs independent of, and ordered before, the Spreading rule,
or whether delinking of [coronal] is a result of Spreading. If the latter were
correct, then Spreading of place features would have to be sensitive to the
coronal specification of the nasal preceding it and would thus be a feature-
changing rule. Since it applies to the placeless nasal segment which {s part
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of the nasal diphthong, however, we already know that it can apply as a
feature-filling rule. | suggest therefore that, rather than having Spreading
apply in both feature-changing and feature-filling fashion, we assume that
it is only feature-filling. This implies that coronal deletion is independent
of Spreading. The rule of Coronal Deletion is given in (26);

(26) Coronal Deletion
RhTme

T
Place
coronal

(26) states that [coronal] is deleted if it occurs in a syllable Rhyme.

5.3 Spreading

After the application of Coronal Deletion, the placeless, formerly
coronal, nasal and the placeless nasal segment of the diphthong are targets
for the rule which spreads place of articulation, This rule is given in (27);
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(27) Spreading-Place

Root
Laryngeal

Supralaryngeal
Nasal

Place

| A

J

[-continuant]

\i\‘\\

[+nasal] ~ -

~
1
[(X]

(26) states that a [-continuant] segment spreads its place of

articulation features by spreading its Place node leftwards onto a placeless

nasal segment. This rule must refer to the noncontinuant status of the

triggering obstruent, since it does not apply when the obstruent following

the placeless nasal is continuant.

So far | have proposed four different rules to account for nasal
processes in Polish: (23) Decomposition, (26) Coronal Deletion, (27)

Spreading-Place, and the sonorant redundancy rule which provides placeless

sonorants with labiovelar specifications (discussed in §3.2.1). The order in

which the rules apply is refiected in the order in which they are listed.

These rules account for the decomposition and subsequent assimilation to a

following noncontinuant of the prepalatal nasal, assimilation to a

noncontinuant of a coronal nasal, and the word-final surfacing of the nasal

diphthong as a 1abiovelar nasal glide. It remains still to account for word-
internal 1ablovelar and palatal nasal glides, and for the behaviour of the

labial nasal. Before discussing these processes, | provide sample

derivations llustrating the application of the ru'es (only nodes relevant to
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the derivations are represented in (28); recall that [nasal] is actually under
the supralaryngeal node):

(28) a. /to/=[tow]

t X /N \x
Ropt  Rdot
(23)
[+nas] =>(26)=>[SON]RR. = [+nas]
Place (27) Place  Place
n/a 7
Dors DorT Dors
(+back] [+back] [+md] [+back]
b. /zgb/=[zomb]
e N\

2 >|< P4 Z X )f X
Rogt Ropt oot Rdot Rogt Root
[+nasal) \ =>(27) SPR => [+nas] \\

[-cont] \/ [-cont]
Place PJace Place PITe
Dors Lab Dors Lab
[+back] | [+béck]
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¢. /hanba/=[hajmba]

(i) N
h X X a
Rbot Root  Ropt
has]
[-cont]
Place Piace Place => (23)DEC =>
Dors XOr Lab
Dors
[+bK]) -bk]
[+10)
(i1)
X _ X >l<
Root ﬁqot Rdot Rqot
| [+has]
{ (I\ [-cont]
Place Plage Place Place => (26) CDEL =>
\\ !
Dors D?rs Lab
: Cor
[+bk] [-Dk]
[+10)
(iii)
X ) :
Root Roct Root Root
[+nas]
[-cont]
Pla[e Plaice Place Place =>(27) SPR =>
Dors Dors Lab

[*bkl\

[+10]

cor
[-bk]

271



(iv)

X X X
Root Root /&ot Rbot

[+nas]'x
AN (-cont]
Place Place Place
Dors Dors Lab

[+bk] (-bk]
[+10]

6. Labial Nasals

In §2 we saw that labial nasals never assimilate in place of
articulation to following noncontinuants (e.g., komtur ‘commander of
Teutonic knights"), but they do become nasal glides in fast speech if
rollowed by a homorganic lablal rricative (cf. framva/ [trawaj) ‘tram’, but
xamsk/ [xamski] ‘boorish’). In contrast, coronal and prepalatal nasals

become glides in fast speech regardless of the place of articulation of the
following continuant (cf. sansa [Sawsa) ‘chance’; konvu/ [kowvuj) ‘convoy’;

on xce [owxce] ‘he wants'; korisk/ [koYski] ‘horse-11ke’). In both cases, in
fast speech the gliding of the stops is obligatory. In the case of nasal
glides derived from underlying nasal diphthongs, glides are obligatory word-
internally before continuants and word-finally.

The lack of assimilation of a labial nasal to a following noncontinuant
was attributed above (§5.1) to the fact that [labfal] has a relatively marked
status as a place of articulation. Since labials do not assimilate to coronal
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or prepalatal noncontinuants as coronals do, one can conclude that there is
no rule of [labial] place-deletion in Polish which would function similarly to
Coronal Deletion and would delete the [Iabial]l node of a segment situated in
a syllable Rhyme. The fact that lablal nasal do become nasal glides before
labial noncontinuants, however, indicates that there must be a rule that
deletes [labial). Given that labials lose their place nodes only in the
environment of following labials, | suggest that the [1abial] deletion rule is
triggered by the Obligatory Contour Principle: when two labial nodes are
adjacent to each other, the Obligatory Contour Principle causes the first or
leftmost labial place specifications to be deleted.2! The placeless segment
that results from the [labial] place node delinking, either gets labial
features from the following noncontinuant labial by the rule of Spreading,
creating a linked labial segment, or if the following labial is a continuant,
the usual sonorant redundancy rules supply the placeless segment with
labiovelar features.

The Labial Deletion rule is stated in (29); the derivation of ‘ramva)
itrawaj] ‘tram' is given in (30) in a simplified form:

(29) LabialDeletion

]
Pl;e P\ace
Labfal Labial

21 McCarthy ( 1986) states the Obligatory Contour Principle (OCP) es follows; “At the
melodic level, adjacent fdentical elements are prohibited.” See also Leben ( 1973), Yip (1988)
and references therein,
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[ +nes) [ +nas)
I I
(30) X X X X X X

I - LABDEL - & | -+ SRR - | |
tramv a | tram v a | traw v a |

7. Palatal Nasal Glides

One final autosegmental process is needed to account for Polish; this is
arule fusing two glides.

Prepalatal nasals, as you will remember, surface as palatal nasal
glides, whether they are underlying as in (31a,c) or derived (31b):

(31) a kon+sk+i [koYski] 'horse-ad).
b. pan+stv+0 pafstvo [pajstvo] 'state’
C. kof xce (koY xce] ‘horse wants'
d. sens+e sene  [sewSe~se]se) 'sense, loc.sg.

The [-back] quality of the nasal glides is not a result of spreading of
[-back] from a following segment. In (31a,b) the affixes -sk-; -stv-o are
palatalizing but, as we saw in Chapter 3, this property is independent of
their phonological form. In (31c), the word xce ‘wants' cannot be
considered to spread [-back] and yet a palatal nasal glide appears. (31d)

shows that when [-back] does in fact come from a following segment (in
this case It comes from [§] derived from /s/) the palatalization of the glide

IS optional. When [-back] derives from a prepalatal nasal, as in (31a-c), the
glide is obligatorily palatal. Thus the palatal nasal glide derives its [-back]
specification from its own dorsal node. | have argued above, however, that
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in order for the prepalatal to become a nasal glide, it must first undergo
Decomposition and Coronal Deletion. This suggests, then, that the [-back]
quality of a palatal nasal glide derived from a prepalatal nasal arises as a
result of the fusion of two glides, the [-back] dorsal glide linked by
Decomposition to the preceding vowel, and the placeless nasal glide created
by Coronal Deletion:

(32) Fusion
! ’f
Root /\1 1
Supralaryngeal o
/
Nasal Y,
/ [+nasal]
Place 1 4
Dorsal |
'} (-bk]

This rule takes the place specifications of the palatal glide and
combines them with the {+nasal] specification of the placeless nasal. | have
schematized it in (32) as a spreading of the place node of the palatal glide
to the placeless nasal. The derivation of a form such as (31a) thus involves
several steps: first, the underlying prepalatal nasal undergoes
Decomposition; second, the coronal nasal is deleted by Coronal Deletion;
third, the [-back) dorsal specification on the diphthong derived by
Decomposition spreads onto the placeless nasal as a result of Fusion:
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(33) [ +nes]

X X X -DEC- X XX -CDEL-» X X X
I IN T I\ F |
ko ski k 0 jnski kojn s ki
[ +nas)
-FUS» X X X
IN7 |
k 0j nski

8. The Noncyclic Component

This completes my discussion of the autosegmental rules needed to
account for the nasal vowels and nasal processes of Polish. The order of
the rules is given in (34):22

(34) (23) Decomposition
(26) Coronal Deletion
(29) Labial Deletion
(27) Spreading-Place
(32) Fusion
Sonorant Redundancy Rules

22 |n addition to the rules in ( 34) there are three fast-speech rules which apply only in
word-final position. it is only in quite deliberate speech that ord-final occurrences of the nasal
diphthong are pronounced as [ow] or [ew). More frequently, in fast speech [oW) is heard as [ow],
whereas [eW] may be either {ew) or [e]. Polish thus has rules which delete the nasal feature,
and/or the glide portion of the nasal diphthong. In addition, in some cases [oW] and [eW] are
actually pronounced as [om) or [em] (Rubach ( 1984; p. 162 Fn. 13) points out that this
pronunciation is not accepted in prescriptive descriptions of Polish, and is found more often in the

speech of less-educated Poles). A phrase-level rule inserting [ -continuant] could account for this
pronunciation.
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The examples in this chapter have illustrated that all the rules in (34)
apply within words and between words. Within a model of phonology such as
that adopted in this thesis, there are two possible explanations for the fact
that the rules apply both within and between words: either the rules are all
ordered in the phrase-level component of the grammar, or they are ordered
both in the word-level component and the phrase-level component. The
word-final behav.our of the nasal diphthong indicates that the latter
hypothesis is correct. Recall from §3.2.1 that although coronal and
prepalatal nasals can assimilate in place of articulation to following
noncontinuants across word-boundaries, word-final nasal diphthongs never
assimilate to following consonants In this environment (cf. pan bug [pam
buk] ‘Lord God'; fp laksuvkp [tow taksuvkow] 'with this taxi', *¥{ton
taksuvkow]). These facts indicate that at the point at which the phrase-
level Deletion and Spreading rules apply, the nasal diphthong is already fully
specified as a labiovelar glide. Therefore, the Sonorant Redundancy Rules
must have already applied by the tiine the phrase-level nasal processes are
activated. Furthermore, the Sonorant Redundancy Rules must be ordered
after all the word-level applications of nasal deletion processes, since they
apply to the outputs of these processes, and after word-level Spreading,
since Spreading bleeds them (1.e., since Spreading supplies place features,
segments affected by Spreading cannot be inputs to the Sonorant Redundancy
Rules). So the Redundancy Rules are sandwiched between the word-level
nasal processes and the phrase-level processes and could, in principle be
ordered either at the end of the word-level component or at the beginning of
the phrase-level component. Since Redundancy Rules also apply to the

outputs of phrase-level Coronal and Labial Deletion (before continuants the
outputs of Deletton rules become nasal glides; e.q., {am vajp [taW val) 'they
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are banging there), they must be ordered after the nasal processes at the
phrase-ievel. This suggests, then, that they are also ordered after the nasal
processes at the word-level and that we have two parailel sets of rules,
applying in two different components: at the word-level and at the phrase-
level. At the word-level, all the nasal processes apply noncyclically. This

is clear from the observation that they consistently apply both morpheme-
internally and in morphoiogically derived environments (cf. sworic+a 'sun,

g.sg’ - [swdnca) and gorf+c+a ‘runner, g.sg.’ - [goYnca)).
The nasal processes are not the only processés in Polish that reveal a

distinction between word-level and phrase-level application of rules. In
Chapter 3, §2.1 (and also in Chap*er 2, §2.5) | discussed the rule of Surface
Palatalization which applies at the phrase-level in the environment of the
[+high,-back] vowel or glfde. This rule is bled by a rule which applies In the
noncyclic component, namely, the rule which retracts /1/ to [yl. Examples of
Surfaée Palatalization are given in (35) (examples are taken from Rubach
1984), examples of forms in which Retraction has occurred are given in

(36). Retraction is not a phrase-level rule, since it does not apply between

words:
(35) a xwop' idZe ‘the farmer is walking'
b. pas’ jest '‘the belt is’
C. brat' i Sostra ‘brother and sister’
d. s'inus 'sinus’
e. zobal je 'see them’
f. dZ'insy 'Jeans’
(236) a. byc¢ ‘to be’
b. optym'ista ‘optimist’
d. 3ynka ‘ham’
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Since Retraction is a noncyclic rule, it applies to most word-internal
instances of /1/ following consonants which are not [-back], both in
nonnative (36b,c) and native (36a) words. Retraction does not affect word-
initial underlying /1/. Consequently In most cases the environments in
which Surface Palatalization can apply are created by juxtaposition of two
words, the second of which has an Inftial unretracted /i/. In some nonnative
worcs, however, Retraction 1s blocked from applying (e.g.,, 35d,f). In these
cases, Surface Palatalization applies within words,

In addition to the nasal processes and Retraction, the noncyclic
component contains redundancy ruies such as those whi. ,h supply [tLower
Incisor Cavity] to corenial segments (see Chapter 1, §3, Chapter 3, §1). The

phrase-level component also contains various cluster simplification rules
(see Rubach 1977a) such as those in the following example: /Ses¢ set/ =

[Se$ set] - [Ses set] - [3ejset].

| mentioned above that the rule of Labfal Deletion occurs only in fast
speech. An examination of nasal processes in Polish reveals (at least) three
different speech rates, each with 1ts own rules: 1) slow speech permits no
Decomposition of prepalatal nasals, does allow coronal dele*{cn and
spreading of place, and does allow the redundancy rules (in other words, in
slow speech only underlying nasal diphthongs and underlying coronal nasals
can undergo ass-.nilation in place of articulation);23 2) casual speech

23 In *-w speeci. -oronal nasals do 1ot become nasal gides 1 the environmenit of following
continuants. However, if coronal dolation were obligatory fn slow speech as | suggest hare, then
une would predict that coronal nasals would always surfece 8s nasal glides before continuants.
Cor.verse™/, in all but very slow speech coronals do assimflate to following stops (e.g., /cynk/ is
almost a:ways pronounced w ith «. velsr nasal, and there are no examples of 72 clusters). This
discrepancy In the behaviour uf coronals 1s just one example of the way rules apply differently at
different tempos of speecli. Another exzmple also involves assimilation beforo continuants: in
casunl speech, rather than finding the expectea nasal glides in the environment of continuants, we
can find nasal stops ho'norga. i to the foilowing continuant (Rubach 1977a). This suggests that in
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allows Decomposition in addition to the other rules found in slow speech
(prepalatals can thus also assimilate); and 3) fast speech allows all the
rules allowed in the two slower rates as well as Labial Deletion (1abials as
well 1s coronals, prepalatals and nasal diphthongs can become nasal glides).

It is interesting to note that regardless of the rate of speech at which
they apply, all the processes which affect nasals in Polish apply both within
words, and across word-boundaries. This suggests that the organization of
rules inte cyclic, noncyclic, word-level and phrase-level, is independent of
speechrate.

cusual speech continuants may spread their place featurres, but not their continuancy features, to
preceding placeless nasals. The three different speech rates postulated here thus represent a
simplification of the facts. More work remains to be done on the relationship between rule
application and tempo and style of speech.
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