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SBETRACT

This theslis has three main aims. The first i1s to presenrt
crit=ria that can be used to constraln the class =f rmatural
larguage compr=hensicon devices. We argue that a certain clazs of
Cavserss LP(P) bourded context processors can explain why
grammars for natural languages must contain a Subjacency
constraint., More generally, we argue that the zsbhility toc grovids
a functicnal explaration for linguistic const t =

riterion for judging the adequacy of classes of pr

e rvice of the first goal, we alsc s

o= u ic experiments that have been = Fuf =Tl SERE! 1
w11 e LR approach and show that a more refined LRIOF) then
C the Mi mal Commitment Theory) can deal with thesse casecs i 2

g way.

n

O ecord aim 1s to show that the theocy of pacrsing fooms
any inbtegral part of grammatical theory not only in the senss of
pmroviding @8 functional motivation for sone of the theory’ s wajor
constraints, but also in 1ts ability to explain otherwics
wyeterious properties of subjacency. In particulars T claim tha
a2 parsing theoretic approach can explain why subjscency ascpliss
=t S ctructure, why 1t applies to movement, perasitic gers, ntl

D
subhzet of gapping structures even though thes
constituts a natural class given only forma
snhstantive criteria. Thus the theory of p
integral part of grammatical theory in tha
tunctional demand of language learn*ng dic
grammars of natural languages can take.
The final aim of this theory 1s to pr

4]

formal theeory of Subjacency and the Empty in
ECPY.  Following WAHL((forthcoming), I propocse tec separats the
ECP inta two parts: a condition of lexical government and
gens:-alised binding. These ceonditions apply conjurnctively and
in separate parts of the grammaer. I arguese for this approsch by
considey 1ng superiority effect=s and cther "WH in sita”
constructions., These conditions interact with the Lroposed

c c
snhjarency constraint in that subjacenzy farces overt
movemernt to be local. Local movemsant 1
ciortnnat can satisfy both parts of the ECP. We = :
approach yiaelds a revealing treatment of the stand
island sffects, the uDﬂdlthﬁ on Extraction Domai
fiom HPs, and the parasitic gap construction.
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Introduction

D
<
8
-

This thesis investigates topice in the theory o
grammar and the theory of parsing. Typically, acccunts in

the psychelinguistic and computational literature provide

T

brief analyses of linguistic structures and propose accousts
that are not heavily dependent on what linguists know about

e

il

the ahalysislof natural language. In this thesis, we t
the opposite tack, and ask what the ccocnseguencss wculd ks for
g parsing theory if 1t tock the analyses proposed by
linguists serionusly and tried to incorporate them into
parsing aralyses. We 2lso look at the questiocn from the
cther directions asking what linguistic ‘theory car lear: from
consideration of parsing models.

Linguistic theory has taken the sclution ko the =z

called "bLogical Problem of Acguisition’” as its re2search goal.

=]

s

That is, children are exposed to deta that is bgoth deficiz:n

1t
-+

and degenerateinot containing relevant data te support the
inductive generalisations that children evertually arrive &b,

o]

and containing pocrly presented exemplars of eviderncs .

flonetheless children attain 3 rich system of bnowledge in a
surprisingly short time. (Lirnguists have thus taken their

tast bto be fhe provigion of an itnmate linguicstic Taculty that

can guide the child through his impovericshed environment to



the adult state eof knowledge about language in a relatively

short pericd of time. Solving this problem gplaces heavy

'8
r
~
8

erpirical constraints on the form that the innate linguisz

eodcwment can tatke.

We do meore with our language however, than learn it. We
are also able tec produce a semantic represertaticn for a
zentence in more or less the time that it takes ue =imp

hear (or read) the werds of the ssntence. Considering the

complexity of the mapping betwesen the pheonetic string ardd t
semantic interpretation, this is a remarkable feat. Onre

might wonder whether the sclution to this problem would

also
place constraints on the faorm of the innate endowment. Thisz
thesis explores this peossitblitys: arguing that the greseacs of

bhe Subjacency Corstralnt proposed in Chomsky (1272, 173!,
1984) in Universal Grammar is to be exgplainsd in tsrms of Lne
role 1t plays 1n allowing the netural language parcser to

build the appropriate syrntactic analysis to suppert semantic

interpretation in an efficient way.

Looking at things in this way also allows us to decidas
which, ameng & wide rarge of possible processing daevices
models the human language compra2hensicn system. This is =

m

impertant side benefit because; as was the case in generati
grammar several vesrs age. many mutually incompatible pacsing

appreoaches seem fully capable of describing a wide rarge of



2
experimental data. Thus we need evidence of a different cort
to tell us which device is the appropriate model for human

beings.

The second part of this thesis lcoeoks at the interazctions
hbetween the parsing thecretic motivation that ws provide fo-
the subjecency constraint and the actual formal 2naly/sis of

sub jacency in a variety of grammatical appreaches. Seme of

Can

{u

these analyses are compatible with cur interprefatbion of bhis
zorndition while others are not. We present the variocus

analyses and try to argue on linguistiz grounds. fco an

analysis that is cempatible with cur i1nterpretaticn of this
constraint.
Let me now present a brief tour of the of thvis

(o
T
(3]
it
—
ul
as

Chapter Twe precsents 2 varietbty of mutually ircompatible

o

T

parsing models for ratural langusge. We present a range of

= =3

T

euperimental data for which 21l models are descriptively

it

adequate. Further inspection reveals that only one modsl il a
deterministic parser employing & minimal commitment strats

1s fully compatible with a wider range of experimentzl date.

He present the organisaticn of this type of parser and

notivation for i1ts design properties.
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Chapter Three presents a formalisation of a deterministic
parser in terms of an LR(k) parser; a model develcpped 1n
Kruth(1973). We show that a versicn of this medel, a bounded
context LR{k) parser wculd require =2 locality conditicon like
subjacency in aorder to guarantee efficient parsability of LM

moved structures. We argue that looking at subjacency

i
\fi
i

locality constraint metivated by parsing consideraticns also
allows us to explain the set of constructicns that this
constraint applies to: WH arnd MP movement, parasitic gaps.
ard gapping constructions. The constraint does not apply 4o
i.F movement, binding, or control structures. Loghked at from
the perspective of the grammar, the class of constructions
that subjacency applies to is unnatural. bWe will sesz howewvers
thhat all of these cocnstructions confront a3 bounded cortext

narser with the same problem; a problem that the

z=olve by i1nvoking a subjacency restriction.

Chapter Four presents the grammatical framework in wh:
cuorrent formal analyses of the subjacercy constraint ars szt
e review the basic i1dea proposed Iin Barriers
(Chomsky (198B&) ), which 1s the unification of the domains that
are relsvant for the theories of government, proper
government and bounrnding. We propecse an alternative system
Fhat unifies artecedent government with the biading thoooy

Fat

am ldea proposed in Bcun (128%) and developped 1n Waitl

(1987). Under this approach we would not expect the same



domains toc be relevant to "antecedent government” and

haunding theory.

11

Clapter Five explores the bounding thecories that result from

the assumptions of the Barriers and WAHL frameworks. e by

to show that the urification achieved in Barriers cames at
the expenss of making a series of unmotivaeted assumptions.
We pursue the idea of unification propossd by Chomnshky, Lot

within the WAHL framewordk . We show that in the Wahl

fi-amewori, there is an intimate conmmecticn bestween the thenowy

3f lexical government and bounding for the case of gvert
movement. We derive the traditiconal syntactic island

phenomena first noticed in Ross (19267 in beth frameworks,

g9

ine fram

a2 alsc show how the Condition on Extracticn Com

i

Huang(1981) would fall cut freom the subjacency thecoriss

proposed by both of these systems.

Mhapter Six explores some differences between the Bar i

and WAHL frameworks in an effort to choocse bstween them on
enzirical grounds. The main difference between thece

framewarks is in the treatment of antecedesnt government.

i
bt
1
N
O
~h

Antecedent government is taken to be a subspe

governmeant in the Barriers system and a subspecies of Bindiog

il

in the WAHL system., We examine a raft cof LF phenomena,

resenting an analysis of so—-called supericrity effects and
F 4 Y

reconstruction cases. We show that many problems associated



—
n

with these constructions disappear if we treat the LF
representations for these cases as structures of unrestriclted
quantification. We show that this idea is compatible wifth
the WAHL approcach but is not compatible with the definitocn of

antecedent government proposed in _Barriers. We also pressant

another class of problems for this approach by lcokirng at

movement out of subject roun phrases in Recmance languages.

Chapter Seven deals with the parasitic gap constructicon. e
show that the definition of subjacency preposed itv _Barviers
to handle these constructicns is incompatible with our view
of this candition as a locality constraint imposed by
considerations of efficient parsing. We prcocpose an
alternative consistent with out approach, present scme
empirical support for our theorys and compare it to other

theories in the literature.
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Constraints on the Class of Natural Languege Processaors:

Experimental Results, Determinism snd Bounded Context Parsinrng

One of the major problems facing the theory of natural
languiage processing is the fact that a wide array of
experimental paradigms from the psycholinguistic literature

seem consistent with a host of mutually ircompatible parsin

s}

algorithms and even contradictory parsing architectures.
Thuss while data from psycholinguistics canr tell & lot about
the way that pecple process natural language, such data do
not have, enough constraining power by themselves to
distinguish the unigue architecfure and class of algorithms
that underlies the human natural language procecssing devics
from the general class of posssible architectures and
algorithms. I will first discuss a general classifcation of
the basic types of processing architectures. Newt I will
relate these models to psycholinguistic data by considering
the interpretation of guestions, showing first what
evperimental data tell us about how human beings comprehend
questions, then discussing the class of architectures and
algorithms compatible with this data. MNext, I will discuss 3
special class of parsing mechanisms, bounded context
deterministic parcsers, and show how they can be made
compatible with theories of 1inguistié representaticns by
having them process according to a "minimal commitment"”

scheme. Finally, I will discuss a wider range of
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psycholinguistic evidence that seems to favor this "minimal
commitment" approach. Additional assumptions about the
parsing mechanism are also introduced and

psycholinguistically justified.

2.1 Classes Of Processing Devices

The basic classes of natural language processors are definec
with respect to the way that they handle local ambiguities in
natural languages. Local ambiguities occcur in cases like

(1)

(1a) Mary expected Fred.

(1b) Mary expected Fred to arrive.

The sentence is locally ambiguous because at the pecint when
the device is analyzing the lexical item "Fred’, it cannoct
tell whether this item is to be attached as the direct objesc:
of the verb ’believe’ or as the subject of the complemert
clause ’Fred to arrive’. The structures are given in (2a)

and (2b).

(2a) [Mary (our expected Fredll

( b)Y [Mary [uw» expected [y Fred to arrivelll
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This sentence cannot be disambiguated until the complement

verb is detected at a later point in the parcse.

Two classes of parsers deal with this problem by adepting a
"he who hesitates, is lost" strategy. Upun meeting an

ambiguous fragment of the sentence a parallel parser pursues

all possible analyses consistent with the material that it
has previously encountered. In a case like (la); a parallel
parser would initially construct both the arnalyses 2a and 2k
because each is consistent with the material seer urtil it
reaches the predicate ’to arrive’. O0Once such a parser
reaches a disambiguating portion of the sertence., it dreps
the analysis that is inconsistent with the disambiguating

material.

A second type of parser is called a backtracking parsec.

When confronted with an ambiguity like (1) above, this parser
nursues ane analysis based on some predetermined stored
pretceccol. That is, the parser can be preprogrammed toc choncee
to pursue i1.e. an analysis like (2a) as its first choice for
any sentence containing a local ambiguity as in (1), It doeé
so without consulting the actual input to see whether the
choice i1s in fact the right aralysis feor the case at hand.

In the case discussed above, the parser will of course be
wrong if the sentence turns cut to end as in 2b. At this

points the parser backtracks from the disambiguaticn point,




tc the point where it made its initial misanalysis and
reparses in accoardance with the data that 1t currently has

available.

A third type of parser takes the more conservative "look
before you leap"” approach. This type is called a

deterministic parser. Once a deterministic parser proposes

an analysis, 1t is stuck with it in the sense that it can
only pursue one analysis at a time, and ornce an analysis is
pocstulated, it cannot be rescinded when later disconfirming
evidence is encountered in a parse. Marcus (1280) propaosed
such a parser based on the Extended Standard Theory and

proposed two conditions that defined it as deterministic.

"First, all syntactic substructures created by the gramnar
interpreter are permanent. This eliminates the possibility

ntacti

[l

of non-determinism by backtrackirg... Second, aill s

~

substructures created by the grammar interpreter for & given
input must be cutput as part of the syntactic structure
assigned to that input ...this property eliminates the
possibility of simulating non-determinism by pseudo
parallelism.”

Marcus (1980) pg.12



17

2.2 On the Simulation of Perceived Processing Complexity:

Because of sentences like (1) and a variety of ambigucus
sentences like those listed in (3), Marcué claimed that
imposing a determinism condition forced the additiaon of "a
lookahead" mechanism to the parsing architecture. A
lookahead device allows the processor to delay some parsing
action that it is not sure how to compute correctly while 1t
scans forward to gather information that will tell it exactly

what the next correct move should be.

(3) a. Have the students take the exam!
b. Have the students taken the exam?
c. The man [ux ran after the girll

d. The man Lplranl [.after his dirnner]

o
4

The sentences in (3) are all ambiguous at varicus poinr

-

and each sentence is aonly disambiguated at some later point
imn the analysis. In additiony, all cof the analyses of the
sentences in (3) seem to be quite easy to process: a fact
that the processing model must be able to simulate. This
rules cut an analysis where a deterministic parser would
pursue the wrong'analysisy reach a dead end,s and have to
start over frem the beginning, because we dern’t have the
conscious sensation of an actual parsing failure far these

cazses. Examples like (3) contrast with cases like (4) where



18
there i1s a conscious sensation of difficulty and in some

cases, even failure to come up with the appropriate reading.
(4) The horse raced past the barn fell.

Marcus (1980) explained the differences between the two
types of cases by beounding the size of the lcokahead. tHe
correctly observed that the lookahead had to be bounded in
order for the determinism hypothesis to have any content.

& bound on access to upcoming input (right contest) is
necessary to make a processing device psycholecgically
plausiblé. Miller (1951) showed that short term memory cvould
only hold a minimal amount of uninterpreted 6aterial. This
is what lexical i1tems that are scanned by the leockahead and
that have not yet been associated with a lecgical role by
being incorporated intc a syntactic tree are. In additiaon to

the conceptual and general considerations about the structure

u

of memory, Marcus (1920) further claimed that the structhure
of the loockahead device could also account for the

differences between sentences in (1)-(3) and (4). The hbasi

i

structure of the Marcus parser is as follows: Lexical items
are accessed by passing through ar input buffer. This buffe;
can access between 3 te 5 words at a time.' The parser
analyzes incoming material by comparing it to a set of stored
pattern-action rules. These rules can access any element

that the parser can store in the input buffer and the parser
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can look within the buffer space to see which rule pattern
matches the input lexical items. The rules tell the parser
how to construct a syntactic tree representaticon. The parser
can also access a bounded amount of material that it has
previgusly seen (left context). Marcus alsoc limits the
amount of left context material to those elements contained
in the same sentence as this constituent.® This type of
architecture as well as the backtracking archiltecture divides
rases into three types. It seems that some bcocund should be
nlaced on left context because we cannot remember infinite
stretches of previously encountered structure. Let us now
review how the Marcus parser deals with different types of

structures.

(a) Cases like (1) and (3) that are leccally ambiguous but

cause the parser no difficulty.

In these cases backtracking models claim that the
backtracking needed to transform an incorrect false sta:rt
into & correct aralysis is so minor that it is not associate=d
with a computational cost. The determinist claims that these
cases involve such a minimal lookahead that disambiguating
information is sure to be in the lookahead buffer and so the
parser will not make a mistake on this input. A mixed
solution would supplement a3 backtracking parcssr with a

minimal loockahead. These parsers use an exact analogue of a
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deterministic parser’s local buffer solution and thus always
make the right choice in these cases. Such a solution would
work for cases iike (1) and (3b) (3c). In a case like (1ib)
=ven if the parser mistakenly hypothesized that the subject
nf the embedded infinitival was the direct cbject of the vert
"helieve’, the backtracking needed to insert the infinitival
S marker between it and the verb is minor and a
nondeterministic parser might correct its mistake in a way
that came '"cost free". By analogys the lookahead needed to
figure ocut whether the matrix had a sentential cr nominal
complement is minimal, as the point of disambiguation 1s aonly
cne lexical item away from the point of initial ambiguity.
Thus on the deterministic story, all interpretaticns for

these sentences should be easy to analyse.
(b)) In contrast, there are cases that regquire more =sxtensive
backtracking over essentially unbounded distances. These

cases can be divided into two types.

There are those for which people register a strong preference

for_one of the possible analyses {(even when pragmatic biasing

peints to the other choice but where both readings ar=

eventually made available.)

An example of this case is shown in (3), where, as

Fodor 19283 mentions, there is an initial preference for the
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3

reading where ’who’ is taken to be the object of the embedded

preposition.

(3) a. Who., did the little girl beg e. [y PRO, to sinrg

those stupid French Songs?

b. Who, did the little girl beg to sing those stupid

French songs( (for) e;,)?

The misanalysis (what is referred to as a '"garden path')
occurs in (35a) because a trace is not placed in the post
matrix object position. Since the sentence ends without
ancther position from which to interpret the Wh phrase, it is
irnitially taken to be unacceptable, subject tc reanalysis.
The sensation of corscious difficulty results fraom the fack
that the point of disambiguation (the final punctuation peint
) 1is quite far away from the point where the parser must
decide whether to insert a trace or a PRO intoc the subj=ct
position of the embedded sentence. Within a backtracking
parcser, this means that the device must bactrack over a
significant distance to chenge its initial insertion of a
trace in embedded subject position te a PRO. The
deterministic framework also equates the difficulty with (3b)
to the distance between the point of ambiguity and the point
of disambiguation. The disambiguation point is simply

nutside the scope of the lookahead buffer anrd sc the parser
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makes the wrong choice at the ambiguous point. Since parsing
decisions cannot be rescinded,; the device is stuck with this
mistake, cannot find an object gap with which to co-interpret

the WH-=lement, and goes into an error condition.

c. The other cases are the conscious garden paths where one
reading 1s so difficult to process that it usually bhas to be
explicitly pointed out to peacple,; even if it is the only
reading that results in a grammatical sentence. There aire

cases like (&).

(&) The horse raced past the barn fell.

The processing load associated with cases like (4) is
compatible with the backtracking approach if it is assumed
that backtracking over long distances is computationally
costly. The extra burden imposed by true garden paths is a
complex effect that is partly lexical, partly structual and
exacerbated by distance effects.

We will discuss these cases and their relevance to the choice

of the correct natural language processing device below.

fhe straightforward prediction of a parallel parser is that
all possible interpretations asscciated with the above
sentences are computed during the initial analysis phace.

Therefore relative difficulties in retrieval of a particular
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analysis must reflect the difficulty of communicating some
par ticular analysis to a decision-making part of the system
that analyses natural language. We will discuss e proposal

nf Lhis type below.

2.3 Empty Operators and Non-Parallel Processors

The following sentences (first pointed out in Fodor (1233))
present a superficial problem to both deterministic and
backtracking parsers. In factive constructions, and other
constructions that are analysed by predicatinrg an empty
cperator headed clause to a head, the presence of the head
makes creating an empty operator possible but it does not
make this position obligatory in these structures. Consider

(7)) and (8).

7. The fact that Mary stated clearly was surprisinrg.
8. The fact that Mary loved Bill was surprising.
In a case like (7)), the parser must place an empty operator

in the complementiser of the relative clause in order for the
relative clause to be interpreted as a predicate and <o tihat
the operator can bind the empty object of ’“stated’. In (8)
by contrast, we do not want to place an empty operator in

either adjunct or relative clause initial position because
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there is no empty pesition for the operator to bind. In (8)
there is no corresponding gap position. Because of the
possibility of successive cyclic movement however, the gap‘
can be indefinitely far away on the surface from the empty
operator positior. A deterministic parser with limited
lnookahead will not be able to wait for the disambiguating
right context. Therefore, there will be certain cases where
it will incorrectly place an empty operator in the adjunct’s

COMP.

Fodor 1983 implies that thecse facts pose a problem solely, for
deterministic parsers, suggesting that a nondeterministic
solution is called for. In fact the determinism/
nondeterminism issue is beside the point. Both deterministir
parsérs and non-deterministic parsers with backtracking are

going to have problems in these cases because they beoth at

bt

least superficially predict that such cases cshculd cause
pecple to have noticeable difficulties in comprehending these
sorrts of sentences. However, neither of the senterces in (7}
oy (8) cause any difficulty at all. Thus these sentences
break the association inherent both in deterministic and
backtracking architectures between the length of material
intervening between an ambiguous point and the point of

disambiguation in a sentence and perceived processing

difficulty. I would like to suggest & solution for this



problem that is compatible with either one of these

approaches.

e could solve these problems if we could design an
algorithm in which the semantic component simply didn’t
interpret empty operators unless they were sventually bound
to elements in argument positions. Since these elements have
no phonetic content, if they received na semantic
interpretation, it would be as if these elements never
existed. In that case we could insert the empty cperater in
all cases but we would always be sure to be right because an
withound empty operator would simply be ignored kbecasuse it was
invisible. There are several ways to implement this
suggestion. The first is a loose translation of visibility
conditions discussed in the linguistic literature into
conditions en the processing mechanism. Loosely fcllowing a
suggestion by Aoun (1981), subsequently adepted hy Chomsky
(1281) we could claim that different interpretive componments
({.F and PF) can only detect material that is coded within the
appropriate vocabulary for these componsnts. Concrately,
this means that the PF cemporent can only interpret
categories that bear the appropriate phonetic features (lile
Case) and the LF compenent can enly interpra2t categories that
have semantic features (categories that are referential,
delimit a range or are asscciated with a predicational or

thematic role.)
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In Berwick and Weinberg (1984), we provided an
implementation of this idea in terms of a two stage parsing
model. The first stage dealt with tree expansion and built an
s-ztructure analysis of the sentence. The second stage dealt
with interpretaticen of structures and could search the
previously built syntactic represenrntationrn. We can think of
this 2nd stage representation as an analogue to the LF
coemponent of grammar i.e. as a component that provided a
semantic interpretation for previously built syntactic
structures. Pursuing the intuition that the 2nd level "LF"
was a representation concerned with purely semantic aspects
of tHE interpretation, we placed a semantic visibility
conditicn on the categories appearing in this component. Ue
claimed that, to be interpreted by the "semantic compone~t".
3 category had to have semantic features. These were the
features that allowed a noun phrase to either denctes an
individual or set of individuals or allowed a gquantifier tu
delimit a range. Assuming a category had such features it
would be given a "referential index"” and be visible in the LF
component. If a category did net intrinmsically have such
features, it could obtain a referential index by being linked
to an element that did. Given the visibility caondition, an
element would have to receive a referential index before
being shunted into the LF component. If an element did not

receive an index before shunting, it would become invisible
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and receive no interpretation. We will state the combined

rondition on visibility as follows:

VISIBILITY CONDITION
To be visible in thes interpretive (LF compornent), an
element must be associated with a thetae role [either by
cccupying a theta position or binding an element in a theta
position]l The ocutput of the LF component must alsc ascociate
siich a3 category with an element that has referential fzatures
[features that either designate an individual or set of

individuals or that delimit a rangel.

Given this ideas it is easy to see why cases like (7) or (3
do not cause any processing difficulty. We will go through
these cases here simply to make the analysis absolutely
concrete. The parser will create an empty operator in the
initial position of the embedded clause in (7) or (8) becsuss
both structures could contain an empty pesition later on in
the sentence. Thus we will derive structures like (9) for

both examples.
{9) The fact [ O, thatl...
In case (7)), the structure will ultimately be linked to a

trace in a thematic position as in (10). It will also get a

referential index by being associated with the head of the
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relative . Thus it satisfies both conjuncts of the
Visibility Condition proposed above and so the structure,
complete with empty operator is visible in the interpretivé

component.

(10) Lips [The [ fact [ O, that [y Mary explained e,

clearlyli].

In (8)y all theta positions are filled by elements that are
inlinked to the empty operator. This is shown by the
structure given by (11). Since the empty operator does rot
bind a thematic position, it cannot be interpreted by the LF.

It is as if the operator had never been postulated;
(11) L Lo The factl [ O, thatf Mary loved Billl,

This type cf analysis allows us the retain the connecticn
between distance separating an ambigucus point in 3 parze
from disambiguating material and complexity of comprehensicn
of & structure that is implied by both backtracking and
deterministic models and which seems to make the right
empirical predictions for a large class of cases. In section
2.5 below, we shall presenrnt some further experimental facts
that are inconsistent with parallel models and suggest that
the empty operator algorithm is therefore a necessary part of

a fully psycheolinguistically plausible parser.



2.4 LEFT CONTEXT and the Analvysis of Operator VYariable

Structure:

The analysis of cases like (7) and (8) alsco implicitly
assumes that the creation of a variable (or its tracs) in an
empty position is triggered by the presence or absence of zan
operator, either phonetically specified or empty in the
sentence. That 1s, we only want to expand a phaonetically
empty position in a case like (12), if we have previcusly

encountered a question word in the sentence;: i.e. in (12a

bBut not (12b).

(12) a. Which boy did you think that Mary believed that Fred
decided to run in the race?
b. Did you think that Mary believed that Fred decided

to run in the race.

The problem here is similar to problem of creating empty
operators but in the reverse direction. The WH or empty
nperator can be indefinitely far away from the potential
variable. If a backtracking parser literally had to
backtrack aover all the material that could passibly intervene
between the variable position and the operator, we would
predict that guestions like (12a) or (12b) shcould be very

difficult to interpret. In fact, neither sentence is much
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more difficult than an active sentence of the same length,
and the extra difficulty seems to be no greater than that
between a short question and its corresponding active. The
same predictions appiy within a deterministic framework. if
the device contains a bounded, and thus psycholinguistically
reasonable mechanism to search previously encountered left
context, the WH operator will be beyond the scope of this
mechanism in a case like (12). This will entail that it will
insert a variable based simply on information that is locally
available in the phrase structure representaticon, incorrectly
predicting that one of the readings in (12) should be

impossible or at least extremely difficult to comprehend.

It seems clear that either a backtracking or detsrministic
parser must be supplemented with a mechanism fer lccall.
encoding the presence of the Wh operator so it carn later be
retrieved in a relatively cost-free way. In fact there ars
basically two mechanisms that have been proposed to do this:

methods of generative and literal encodinrg.

We will first discuss two generative encoding mechanisms,
The first was proposed by Wanner and Maratsos (19278) and is
known as the "HOLD Hypothesis." Under the HOLD analysis, the
parser places a copy of a WH-word intec a special holding bin
at the point when that ¥WH word is first encountered in a

sentence.® The element remains in this bin until a potertial
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variable position is located later in the string. At this
point, rather than baecktracking over left context, or
guessing about whether or not te insert a variable, the
rarser simply accesses the HOILLD cell. Its actions are guided
by the conterts of this part of the mechanism. If the HCLD
cell contains a WH word, then the parser can infer that a WH
element was previously encountered in the analysis and insert
a variable in the potential variable position of the phrase
structure representation. If there is nothing in the HCLD
cell, then no variable will be inserted in this position.
Since the presence or absence of a previcusly 2sncountered UH
element is not retrieved from the previously built-phrase
structure representation, then the literal distance bestween
the question word and the variable position shcould have no

effect on the difficulty of interpreting a question.

A similar result can be achieved by generatively encocding
the presence of a WH element through the phrase structure

rules. This method involves annotating the phrase structur

iD

rules so that each rule encodes whether or not an cperator
has been previously seen in the sentence. Each rule of the
grammar can be paired with a duplicate rule that simply
indicates that this phrase structure rule is alsoc a possible
expansion site for a variable. This is indicated by
annotating the PS rules with a slash notation. Categories

that appear to the right of the slash are interpreted as
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potential variables to be inserted intoc the phrase. A term
that has the same category to the right and left of the Slash
is interpreted as a variable. This method was first
nproposed in Harman (1963) and is currently the method
employed in Generalised Phrase Structure Grammars. We will

discuss this method in more detail in the next chapter.

A final method involves literally encoding the presence
of this question word throughout the phrase structure. In
this case, this comes down to adopting a& parsing aralogue of
Chomsky (1973)7’s theory of successive cyclic movement.
Bresnan{1978) discussed the left (or right) peripheral
categories {(complementisers) that sentences contain and that

serve as marks of subordination. Examples are given in (13).

(13) a. I believe_that Mary is a good scholar.

b. I want very much for Mary to be elected.

A}
Question words may also appear in this position as shown by

(14,
RO I wonder who you think is a great scholar.
Combiring these facts, Chomsky (1973} assumed that

complementiser positions, like all other grammatical

categories could be filled with empty copies of any lexical
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element that could fi1ll the position. In fact, given the
precursor of the Subjacency restriction discussed ir the next
chapter, he assumed that the representation of (12a) mould

thhe (14b).

(14b) [ -Which boy, dolyou think [g- e, that [Fred decided

[ e, [PRO to run e, in the racellll3

Receding this as an algorithm, the parser’s first actionr ugen
opening an embedded clause would be to check the
cemplementiser of the previous clause to see whether it
contained a WH element or a trace.. If the parser found & WH
element in COMP position, it would insert a trace into the
current complementiser position. The process would itevrats=
until the chain of traces was associated with a theta
positien in the syntactic string. To execute this analysis,
the parser only has to have access to the previous clause &t
any point in the parse in order to interpret gquesticnrs

4

left context

efficiently and correctly. Thus the search of

Ih]

is literally bounded.

One might think that psycholinguistic evidence would be able
to tell us which of these algorithms is actually used by the
fruiman comprehension device. The problem is that, while
psycholinguistic experiments clearly suggest that subjects do

compute operator variable structures as they interpret
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questions, all of the algorithms mentioned above can be made
to comport with the experimental data. I will give two
examples of the type of evidence that I have in mind. Warner
and Maratsos (1978) reasoned that in order for subjects to
interpret gquestions as operator variable structures,s they had
to remember that they had seen an operator when they reached
a3 potential variable position. This meant that they had to
retaln the uninterpreted WH element in memory from the time
it was first encountered in a parse until the time it reach=d
the variable position. Recall that Miller (1931) had
independently established that the storage of uninterpreted
elements placed a heavy burden on transient memory. The HOLD
hvpothesis thus predicted that subjects would be relatively
worse at performing some task that accessed transient memory
if they were probed during the period between the pocint of
discovery of the WH element (and its placement as an
uninterpreted category into the HOLD store) than if they were
probed after encounter of the variable pasition,
{interpretation of the element in HOLD by associaticrn with a
theta position and removal of the element from HOLD). They
tested this prediction by presenting their subjects with =2
series of relative clauses. Subjects were told‘that they
wonld have to read these sentences for comprehensions as this
would be tested during the experiment. At various random
pecints during the presentation of these sentences, Wanner and

Maratsos also presented their subjects with a list of
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unrelated proper names that subjects were told that they
would have to recall. The dependent variable was the number
of names from the list that subjects could remember.
Sometimes the list of names appeared after the operator was
associated with the variable position and sometimes it
appeared before. Examples are given in (15). The "#" symbol
indicates points at which the list of unrelated names appears
in the full set of stimuli. Each particular sentencs was
interrupted at only one of these points.

(15a) # the witch who, despised # sorcerers frightened #
little children#

(15b) # the witch whom, sorcerers# despised =, frightsrned #

little children#«

As discussed above, the HOLD hypothesis predicts that
sith jects would be better at the memory task in the foraer
case. This is the result that Wanner and Marstsos chbtained.
Notice though that all the algerithms cited so far make this
prediction because they all inveolve holding an uninterpreted
element in memory until a theta position is reached. Thus
the Wanner & Maratsos experiments can’t tell us which
algoyvithm we really use.

Another experiment that makes this point is a rhyme
priming experiment published in Tanenhaus, Carlson, and
Seidenberg (1983). Tanenhaus et al found that subjects

recognised a visually presented target word that rhymed with
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a previously presented prime faster than if the context
contained no rhyme. They demonstrated that this effect
disappeared if at least seven words intervened between
pi esentation of the rhyming word and the target.
Interestingly, rhyme priming remains effective beyond the
seven word limit if these lexical items intervened between a
Wi{ operator and its variable position.®™ As in the Wenner and
Maratsos experiment,; Tannenhaus et al take their results to

tentatively suggest that ...listeners appear to hold on to
the verbatim form of the filler word until the gap is

identified and filled#®

To make matters worse; any of the algorithms proposed zbove
zan be embedded in a parallel, backtracking, or serial
architecture. Therefore the available experimental evidencs=
seems to hopelessly underdetermine the underlying structure
of the natural language processing device and the aslgoirithas

‘that this device uses.

2.5 The Minimal Commitment Theory

Before subjecting the deterministic, parallel and
backtracking parsers to further experimental test I will locok
more closelys at the properties of a deterministic perser

arguing that if the human natural language procsssing device
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is a deterministic device, it is one that does nct make use

cf a loockahead.

The first problem with the locokahead mechanism is that,
given the structure of a Marcus type model, we must sither
make the lookahead buffer soc capacicus as to be
psycholinguistically implausible; or incorrectly predict that
certain sentences that are in fact quite easy to process will
cause the processor to make mistakes. This 1s because
disambiguating information appears outside of the scope of

the loockahead window. (16) is a case of this type:

(148) I drove my aunt from a small town in Wiscensin’s car

into the city.

After the parser has rececgnized a verb phrase by seeing the
verb ’drove’, the buffer weuld ceontain the lexical items

2

spanning from “my’ to “town’ Thus the parser can assume at
most that it has seen a complex noun phrase with the

following shape :



(17) NP

Spec N’ N7
i
|
my N P
aunt MNP
Spec N’ N7
from a small town

If we hypothesize the attachment of the complement right
after it has recognized the verb, then it will incorrectly
assume that (17) functions as the direct cbject of the verb
‘drove’. Notice that we can expand the complement structure
of this sentence indefinitely and so no matter how much we
expand the parser’s lookahead it should still incorrectly
make mistakes in these cases. We can build parser routines
tno handle these phrases without making mistakes in a number
of ways. First, we could wait until we come to the =nd of
the NP ’my aunt from a small town in Wisconrsin’, and builld
this phrase before deciding where to attach it in ths tree
structure. This is the solution adepted in Marcus (1980).

If we adopt this sclution thoughs we commit the parser to
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storing potentially large amounts of material whose logical
role is unknown. Following Miller f(op.cit.) this should
quickly overburden short term memory and we would incorrecily
predict that sentences with constituents of this type'should
be difficult to understand. We could alsoc bound the domain
of uninterpreted constituents that we allow the parser to
store by forcing 1t to attach a structure to a tree within s
bounded distance. The parser is then bound to err in cases
like these because the evidence telling it that the NP should
be attached as a determiner to the complement of “drove’ and
ot directly as the complement of this verb will be cutside

of the buffer’s view at the point of attachment.”

A variety of authors, (see Frazier and Rayner( 19282) Fodor
(1983), and Berwick and Weinberg (19835)) point ocut that a
parser with even minimal lookahead should be able to process
shiovt garden path sentences like (18) easily. For example,
in arder to have enough lookahead to process the embedded
clause in (18)% the parser must be able to store at least 3
lexical items in memory. Unfortunately, this would give the
parser enough access to process a sentence like (18b)
rorrectly because the device should be able to detect the
final verb of the sentence and thus realize that the first

verb was part of an initial relative clause.

{18a) The man believes [the woman really is a spyl.
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(18b) [ Lw=The boat floated] sankl

Marcus et al (1983) deal with cases like (1&) by modifying
thhe structures that the parser builds. Instead of building
syntactic tree representations directly, they adopt a
formalism that is reminiscent of the one proposed by lLasnik
and Kupin (19277). This formalism allows one to capture all
of the relations that one states using syntactic trees,
without constructing these trees directly. The model
represents syntactic information as a series of statements.
Separate statements express linear precedence and daominance
relations. More importantlys the only predicate used to
express hierarchical relations is the predicate dominates.
The notion of "direct domination'" can be inferred frem the
representation. (If X and only X dominates VY, then cne knows
that X directly dominates Y.) The expression ’X domirates Y’
is written as in

(192)a and ’X precedes Y’ is expressed as in (19b).

(12)a. D(X,Y)

b. X <Y

Using this representation helps us to do away with the need
fer a lookahead buffer because it allow.. the parser to be

conservative. The parser can say that it knows that one
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category dominates another at an ambiguous point in a
structure, even if it does not know whether or not there is
a relation of"direct dominance’., With this in mind, let Qs
reconsider a case like (2), which we repeat below which
Marcus claimed force a deterministic parser to include a

lnokahead device.

(20)a. Mary lup.expected [wafFredll.

b. Mary expected Fred to leave.

The parser can use the information contained in the lexica
entry of ’expect’ to tell it that this verb must take a
complement and it knows that ’Fred’ is part of a ncun phrase,.
Putting these two pieces of information together, it car
predict that the NP will be dominated at scme level by the VP
containing ’expect’,; either as the verb’s direct object or as

the subject of the verb’s complement sentence. Thus it <an

add (21) to i1ts assertion set.

(21)D(VRP1, NP2)

Mary < expected < Fred....
In @ case like (20b), the parser will have te add the
statement (22) to the assertion set after i1t detects the

presence of the infinitive.

(22) D(VP1 S2)



D(S2 NP1)
Motice that adding this statement doesn’t force the parser te
retract ary of its previous assertions and thus the parse for
thiis sentence is deterministic.®

Finally, as proposed by Berwick and Weinberg (1983),
and Berwick (forthcoming) it is helpful to let the parser
krnow when it has finished a phrase and can thus close s
domination statement. To do this,; we adopt the standard
notation from the context free parsing literature that
represents the beginning of a phrase by placing & dot in
front of it, and the termination of a phrase by moving the
dot to its right.*® Thus when the parser sees a verb in a
phrase like (23a)s it builds the representatiocn (23b) and on
encountering and attaching the following MP, and detectirg oo

following werds, it moves the dot over,; deriving (23c).

(22) a. ...believe John
b. D(.VP, V)

c. D(VP. ¥V NP.)

lle thus allow the parser to perform the following three

actions:

(24)a. Make assertions about material 1t has seen.
b. Add to the assertion set after seeing disambiguating

material either by adding a statement to the
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assertion se? or adding features defined by the
X’conventions to incomplete X’predicates that appear
in previous assertions after seeing disambiguating.
material.

c. Establish and add to linear precedence statements.

Obviously, we must place some bound on hew long the parser
can walt to commit itself to full analyses of lexical
material and we must also bound how much previously
encountered material a parser can use in order to male itis
decisions. Given the psycholinguistic evidence cited above,
if we make no restrictions, the parser would not be
plausible because we wéuld commit it to holding unbounded
stretches of previously encounter=sd material sirnce it would
always allow dominaticn statements to be added to its
nrevious stchture.

In order to put well tailored bounding conditions anr
the system, let us briefly recapitulate the basic features of
the Marcus system that we discussed in chapter one:

The Marcus system produces stacked representions cn its
active nocde stack. These elements will now censist of
domination statements. Since parsing decisions can be based
on previous domination information we will have to insure
that sach deomination statement contains a bounded amount of
information and that a parsing move (addition of domination

statements, etc) cean only make reference to a bounded number
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of these domination statements. Let us solve the first
problem by claiming that each domination statement can only
contain information about what the parser currently claims
afe its immediate daughters. That is, a domination statement
can be of the form (25b) but not (25c) fer a sentence like
25.
t25)a ...believe Nory likes lawnmowing...

b. D(DVP, S)

c. D(VP, S)

//\\\T
J

N R
‘L NP

For the moment, the restriction that a docmination statement
can only contain one level of embedding (as opposed to 3 or
22 levels) is a stipulation which we will justify in the next
chapter.

Given this restriction, information about daughters of
daughters of a category must be contained in separate
domination statements. Proceeding with this example, we
would add 25d and e to the set.

(25>d. D(S, NP, VP,)
D(VP, s V NPu)

D(NP, N

Besides asscciating a set of domination structures with
a unique syntactic tree in those cases where cspeakers give

the corresponding sentences a unique interpretation. the
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parsing routine forces parsing decisions to be made based on
c--commanding information only for the majority cof cases. UWe
will see in chapter 7 that in addition to making the model
more psycholinguistically plausible, this architecture also
rorrectly rules out a variety of unacceptable sentences.

In order to completely restrict the parser from using
unbounded amounts of previously encoded material, we have
limited the number of domination statements in a substack

that can be accessed during the parsing process.

2.6 An_Apparent Problem for Mon-Backtracking Models:

In this section ;5 we examine Frazier and Rayner’s (1982)
experiments and show that, while they are consistent with the
minimal commitment theory, they are not coeonsistent with &

deterministic parser with a lookahead.

In fact, Frazier and Rayner claim that their results are
iriconsistent with both a deterministic processor with a
lookahead and a parallel model. Frazier and Rayrer measured
subjects’ eye movements as they read a variety cf lccally
ambiguocus sentences. The sentences were those like (1) above

and (26)

(26) a. The lawyers think that his second wife will claim

the inheritance.
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b. His second wife will claim the inheritance belongs
to her.
c. Since Jay always jogs a mile seems like a very

short distance to him.
d. Since Jay always jogs a mile, this seems like a

very short distance to him.'*

These sentences were presented without the disambiguating
comma. The (b) sentences were uniformly more difficult to
process. In the (b) cases subjects gazed for longer pericds
nf time at the disambiguating phrase ( the postnominal verb
‘that signals that e.g. ’a mile’ is a sentential subject).
Tﬁey also exhibited regresssive eye movements te the point of
local ambiguity (the phrase “a mile’ in (26) that can either
be attached to the adverbial or main clause. This pattern
was only observed in the (b) type cases. Frazier and Rayner
argued that these results were inconsistent with a parallel
mocdel because such a& medels; on encountering an ambiguous
segment would pursue both analyses consistent with the
material that it had previously seen. Therefere, the
observed assymetry would be difficult to explain. Things
look no better for deterministic parsing models with a
lookahead. Given that the deterministic device of the
Marcus(1980) vafiety cannot misparse any material, we would
expect 1t to pause at a locally ambiguous segment 1in

csentences like 26a or 2&éb because in both cases it must look
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ahead in order to unambiguously decide how toc proceed.
However s, longer gaze duration was not observed at the
ambiguous position in either 26a. or 26b. We would also
expect regressive eye movements following lookahead in both

cases.

By contrast, if we assume that a backtracking parser always
pursues one analysis preferentially*®, then we expect the
observed assymetries. We do not expect longer gaze durations
at the ambiguous point of the structure because the parcser
does not resclve the ambiguity at this point in either cace.
Rather it executes the preferred analysis of the structure
automatically. If the disambiguating material reveals that
the nonpreferred analysis was, in fact the correct structure,
then the parser must backtrack and reccmpute the analysis
from the point where 1t made its initial error. This would
comport with the regressive eye movement pattern cbserved in

non-preferred readings like (2éb).

Notice that it is the lookahead mechanism of the
deterministic parser that yields the incorrect predicticns.
I order toc make the determinism hypothesics consistent with
this data we must re—-examine whether we need a lookahesd
mechanism in this type of device. Thes=s cases are fully
consistent with a minimal commitment processor. At the

ambiguous point, the parser will simply add as manv
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statements to its assertion set as it\can make with full

confidence. If the parser reaches a disambiguating point that
ics consistent with the minimal analysis that it has computed
it does not have to add to its assertion set and so this
material will be treated like any other phrase. In cases
like (26b) and (2&éd) the parser must add to its assertion set
and so we would expect both longer gaze duration at this
point. Regressive eye movements are interpreted as in the
backtracking model except that, we interpret the paréer as
simply adding to its assertion set at this point rather than

changing the attachment at the point of ambiguity.

2.7 Saome Advantages of the Minimal Commitment Thecory aver

Backtracking and Parallel Devices

Considering only the results in 2.7 might lead us to
conclude that the Miminal Commitment Version of the
deterministic model was merely a barcque simulation of the
more standard backtracking solution of Frazier & Rayner. Zo
far, the most that we can say for this theory is that the
enmendations proposed are motivated independently as shown in
section V and are not simply accretions designed post-hoc to
irandle Frazier and Rayner’s experimental results. In this
sectiony I would like to strengthen these conclusions by
shewing that the minimal commitment strategy allows us to

account for twe other unrelated experimental results. The
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results, from Crain and Foder (1985) is unexplained given a
parallel model, as was the Frazier & Rayner data. The second
result is from Gorrell (1987) and is not consistent with

Frazier & Rayner’s backtracking sclution.

VIa. Foder and Crain

Fodor and Crain (19853) conducted a self pacaed reading task

on sentences like those in (27) and (28).

(27) a. Wheo could the little child have started to sing
those stupid French songs for last Christmas?
b. Who could the little child have forced to sing
those stupid French songs for Cheryl last
Christmas.
c. Who could the little child have begged toc sing thocse
stupid French songs last Christmas.
d. Who could the little child have begged to sing those

stupid French songs for last Christmas.

28) a. The little child started to sing those stupid
French songs for Cheryl last Christmas.
b. The little child forced us to sing thaese stupid French
songs for Cheryl last Christmas.
c. The little child begged to sing those stupid French

songs for Cheryl last Christmas.
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d. The little child begged us to sing those stupid French

songs for Cheryl last Christmas.

They were interested in whether cases like 27 (c) and (d)
would be more difficult to process than the other centences
in 27 or than their declarative counterparts, 28 (c) and (d).
27 (c) and (d) could conceivably be more difficult than the
other sentences in this group because verbs like "to beg” are
locally ambiguous in terms of the complement type that they
select. As 28 (c) and (d) show ’beg’ can subcategorise for
either an NP S with object control into the S camplement ar
for a simple S complement with subject control. By contrast,
vefbs like ’started’ and ’forced’ subcategerise uniguely for
3 sentential complement with a PRO subject and an NP, S

caomplement with object controlled PRO, respectively.

The gquestion is interesting because it can help us to choose
hetween parallel and non parasllel models. A parallsl mnodel
predicts that both analyses consistent with (27 ¢ and d)
should be pursued in parallel and so neither of the
underlined continuations of this sentence should be

problematic. The structures are given in (29).

(29) a. Who, could the little girl have begged e, [o-PRO,
to sing those stupid French sangs for Cheryl last

Christmas.
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b. Who, could the little child, have begged [unPro, to

sing those stupid Fr. songs for t. last Christmas.

By contrasts; a minimal commitment or backtracking theory
predicts that 2%9a should be a more difficult senterce than
any of the others in 27 and also more difficult than its
matched declarative control. Within the minimal commitment
framework, this is because the parser will pick the minimal
hypothesis consisfent with the input. Since it cannct be
absolutely sure that the "WH" element should be taken as a3
complement to the verb ’beg’ and since the postulation cof a
trace in a case-marked position that this analysis requires,
would cause the parser to go into an error condition should
the analysis be incorrect, the parser will delay postulaetion
af this category. This means though, that if the parser
reaches the end of the sentence without finding an
alternative theta-position to interpret the WH =lement 1n, it
should make the analysis increasingly complex and firallwy
force the parser to go into an error condition. A
backtracking parser that includes a minimal commitment

heuristic will make the same predictions.

Crain & Fedor’s results confirm the minimal commitment
interpretation. Crain & Fodor measured the reading times fou

2ach word in their stimuli'® which they divided inte 11



positions. We will be interested

rositions 7-11. Their analysis is:

Pesition Description

in their analyses for

Examples

1 Initial words

who could the little

child have

the little child could have

e Main verb

8]

Potential gap
position, sometimes
filler (answer)
4 embedded infinitive

complement verb

[8]]

6 NP
7 P
8 gap in nonminimal

reading lexical NP
in minimal reading
Adverbial
sentence final
punctuation.
Increasing complexity was measured

reading time at position 7

(the positien of the gap

start, force, beg

tig us

to
sing
those stupid French sonrgs
for

e,
Chervyl
by subtracting the

in the
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minimal reading) from the sum of the reading times at
position 95 and 10. For the non-minimal reading, the reading
time at position 8 was subtracted from the sum of the reading
times at position 8 and 9. Increasing complexity scores in
both cases were also taken by subtracting the reading time at

the final position from that of the previcus positicn.**

tigh increase scores measure extra processing load and can
be interpreted as showing that the parser was garder pathed

at the position where these scores appeared.'™

Fodeor and Crain first looked to see whether the unambiguously
minimal or non—-minimal verbs (’start’ and ’force’) differed
from their declarative controls in position 8 . They found
no significant difference in either case. This makes cense
if we claim that the parser can use subcategorisation
information (as we have been assuming) in forming i1ts
syntactic analysis cf these structures. Both of thess
structures are disambiguated at position 5 by the
suhcatgeoricsation information of the relevant verbs and so
the parser will choose the right structures in both casses and
not be garden pathed at later positions in the sentence.

C&F found however that there was a significant difference
between the non-minimal question reading of ambigucously non-
minimal verbs like ’beg’ and their declarative controls at

nnsition 8. This suggests that the parser first computes s
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minimal reading (29b) swhich 1s consistent with the material
np to position 8 for ambiguous verbs . At position 8 , it
uncovers input that is inconsistent with the initial analyéis
and s0 it goes into an error condition because it must return
to a domain that is more than two maximal projections away
from the disambiguating material to add the object trace tc
the matrix sentence and bind the PRO to this trace as is
shown in (2%9a).

At position &, C&F found that the increase score for the
trnambiguously non—-minimal verbs was higher than for that of
the ambiguously non—-minimal class. This reinforces the
conclusion of the previous paragraph because it suggests that
the parser computes the minimal reading for the ahbiquous
case (which involves creating only cone empty category {(the
PRO) at this position and should thus take longer to provess
than the unambiguously non-minimal reading which involves
creating both a wh—trace and embedded PRO subject in this

position.'®

As mentioned at the beginning of this secticn, these data
are inconsistent with a parallel architecture because this
model predicts that the parser would construct both readings
consistent with the information up to position B8 for the
ambiguous verbs. Therefore the parser should have already
built an analysis compatible with the non-minimal reading

revealed at position 8. Thus we do not expect a higher



55
increase score at this position for these cases, contrary to
C&F’s results. We also might expect a higher increase score
at position & for the ambiguous cases when compared to
tnambiguously simple cases because the parser would have to
create a reading with two empty posikions at this peosition
for the ambiguous verbs. C&F failed to find this result, they
also did not find that these verbs patterned with the
unambiguously non-minimal structures in this position. This
result is also contrary to what is predicted by a parallel
model because in both cases the parser is creating two empty
categories at this position for at least one of the readings

consistent with material at this position.
He should also note that these data are also consistent with
a bhacktracking parser that preferred a subject contraol

reading over object control for the ambiguous cases .'7

Gorrell’s Lexical Decicsion Task:

ke will use the next set of data to choose between minimal
commitment and backtracking models. The data come from
Gorrell (1987). Gorrell used a lexical decison task that had
beern shown by Wright and Garrett(1984) to be sensitive to
syntactic context. Wright and Garrett had shown that

sub jects are faster at lexical decision when the lexical
decision target is the head of a maximal projectiecrn that is

consistent with previous syntactic context than in the
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control case where an inconsistent target is presented. The
examples in (30) contrast targets that are syntactically
appropriate (30a and b) versus inappropriate targets. The

Farget 1tem 1s capitalised in each case.

(30) a. If your bicycle is stolen, you must FORMULATE
*b. For now, the happy family lives with FORMULATE
¥c. If your bicycle is stolens you must BATTERIES

d. For now, the happy family lives with BATTERIES.

Wright and Garrett found that subjects responded to the
target nouns and verbs significantly faster when thesy wers
placed in the appropriate syntactic context, thanrn in the

uriacceptable controls.

Gorrell(19287) adapted this result so that it could be used
tc shew what analyses subjects computed for verts with
ambiguous complement structuires. He presented subjects with

triples like those in (31)

(31) a. Its\obvious that Holmes saved the son of the
banker/ right away.
b. Its obvious that Holmes suspected the son of the
banker/
c. Its obvious that Holmes realized the son of the

banker/ was guilty.'®
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The sentences in the triples contrast in that the first verb
unambiguously takes a simple noun complement, the secord verb
can take either a simple noun complement or a sententisl
complement with a lexical subject, while the third verb can
only take a sentential complement. At the point indicated by
the "/" in (31), Gorrell presented subjects with either a set
of verbs or pronouns as lexical decision targets. NMNeither
target was appropriate for cases like (31a) as shown by 32a.
The verb target was appropriate for the non-minimal reading
in 31b (as shown by 32b vs. 32c.) The verb target was also
appropriate as a continuattion for 3lc (as shown in 32d vs.
e.). Items enclosed in brackets are the lexical decision

targets.

(32) a.*#Its obvious that Holmes saved the son of the banker
[WAS, HEI right away.
b. It obvious that Holmes supected the son of the
banker{WAS]
¥C . Its obvious that Holmes suspected the scn of Lhe
banker [HE3J

d. Its obvious that Holmes realized the son of the
banker [WAST guilty.

ke . Its obvious that Holmes realized the soun of the

banker fHEJ. ..
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I1f we assume, as we did to explain Frazier and Rayner’s data,
that subjects first compute the minimal reading of ambiguous
structures, then since neither of the lexical decision
targets is an appropriate continuation of either 3la. or 3lb.
neither target should bernefit from facilitation by syntactic
context. Howevers;if subjects compute a structure consistent
with the non-minimal reading of 31b, then we would expect
facilitation for lexical decision on the verbal target since
verbs (as copposed to the pronoun targets) serve as
appropriate continuations of the non minimal reading. Thus
this experiment can serve as a clear test of the backtrackinrg
hypothesis. In order to explain Frazier und Rayner’s data,
hacktracking theorists must predict initial preference for
the minimal reading in ambiguous cases, thus predicting that
the ambiguous cases will pattern with the unambiguously
minimal cases in Gorrell’s lexical decision task because

sub jects must first backtrack, and revise their initial
hypothesis in order to make the sentence consistent with the
verbal target.. At the time of verb target presentation, the
ambiguous senternces should be inconsistent with this r=ading.
Gorrell found however that the ambiguous cases pattern like
the unambiguously non-minimal verbs in that lexical decision
on the verbs was significantly faster than for the proncuns
in 31b and c.*?

Gorrell claims that his data argue that the natursl language

processor is a parallel device because they show that
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sub jects must compute both readings of the ambiguous verbs,
with computation of the non-preferred, non-minimal reading
accounting for the subjects’ lexical decision judgements.
This interpretation presents us with an unparsimonius picture
because,; as we argued above, the parallel model cannat
account for the data from either Frazier and Rayner cor Crain
and Fodor’s experiments. Obviously, we would prefer a model
that could make sense ocut of the full range of experimental

t asks . #2C

e showed above that the minimal commitment theory predicted
the data observed in the Frazier and Rayner experiment anrd
was consistent with the Crain and Fodor data. This theory
also predicts Gorrell’s findings. This is because, the
theory will build a parse that is consistent with verbal
targets in both the ambiguous and unambiguously nen-minimal
reses. This is because; in the ambiguous 31k, the parser
will have committed itself only to saying that the verb
"suspects’ dominates the noun phrase “the son of the berker’ .
Thus the parser builds the domination descriptions shownr in
33.

(33) Its obvipous that Holmes [.esuspectedls [iuwethe son of the
banker ;um WAS. s

D(VP, NP)
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It has not committed itself to saying that the verb directly
dominates this phrase. The verb target is consistent with
the non-minimal reading for the ambiguous case which the
parser can compﬁte by first adding the domination statement

in (34a) and then in (34b) to the description in 33.

(34)a. D(S,VP)

b. D(S, NP)
Holmes <suspected <{the <{son <of <the <banker <was

As mentioned above, there is no censistent continuation for
=ither lexical target for the simple verbs or for the pronou::
target in either reading of the ambiguous case. Therefore we
cairrectly predict facillitation efffects for the verbeal
ron%inuations in the ambiguous and complex {(non-minimal)

rases., @t

In this section, we have discussed three types of
computaticonal architectures: parallel,; backtracking, and
deterministic parsers. Within the deterministic class, we
discussed parsers with and without lookahead and empirically
justified a minimal commitment strategy that allowed ths

parser to handle natural language without recourse to
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lookahead. We also presented psycholinguistic arguments to
show that i1if the natural language parser is deterministic, it

muist have no lookahead capacity.
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Footn

s}

{.Marcus (1980) pg.

2. The justification for this particular limitation is
weaker, but as 1t will neot be crucial to further discussion
in this thesiss we will not dwell on this issue but see
Berwick & Weinberg (1984) for details.

3.This analysis can apply to all instances of WH movement.
The presence of the operator is signalled by the actual
question word in gquestions the relative clause head or U
elements in relatives or the topic or cleft head in these
ronstructions.

4. These sentences are from Wanner and Maratsos (1979) pg.l142-
113.

5. Examples are cases like (a) and (b) where subjects
recagnised a target "fear!” faster in (a) than in (b).

(3) The man was surprised at which beer, the judges awarded
(b)) wine, s
the first prize to. [(Fearl

L.Tannenhaus et al(1985) pg. 368

7. Thanks to Kim Sterelny, whose guestions about a related
point made me realize this.

3.That is, in order to attach the subject NP of the embedded
sentence correctly. ’

?.The parser design that Marcus et al. suggest in fzsct zdopts
this formalism and retains the loockahead architecture of
Marcus (1980°s) previocus design. First, as we cshall see,
aiven this formalism, the loockahead mechanism beccmes
superfluous. Moreover, Marcus et al make the same incorrect
predictions about the difficulty of short garden path
sentences that we discussed above.

0. GSee Earley (19270) for a full implementation using this
formalism and Berwick(forthcoming) for a fuller discussicn aof

this approach.

11.Sentences from Frazier and Rayner (1982) pg. 20&
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12. This could either be because an analysis is precoded into
the parser’s rule focrmat or because one attachment strategy
is independently motivated and follows from meore basic
principles of parser design as Frazier and Rayner (1982) and
Frazier (1985) argue) :

13."In order to minimize the effects of different overall
reading speeds for different subjects, all reading times were
cronverted to z-scores...the standard deviation frocm that
subjects overall means word reading time."

C & F pg. 118,

{4.In all cases "reading time"” should be read as "z-score'" of
the reading time.

15. These data are interesting in ancther respect in that
they show that we should not generalise our empty operator
strategy to all empty categories. We might imaginre that we
could insert traces as well as empty operators at will,
assuming that they would simply remain uninterpreted if they
were not assocciated with an gperator. Thus in a case like
(a) above, we would simply insert a trace in the matrix
postverbal position which would remain uninterpreted i1f we
happened to be dealing with a structure like (b ).

a. Who, could the little girl have begged t [.-PRO, to
sing those stupid French songs for Cheryl last
Christmas.

b. Who, could the little child, have begged t [urPro, to
sing those stupid Fr. songs for t, 1st Christmas.

The algeorithm prcocposed above does not allow this because,
zince the unindexed trace in (b) is in a theta position and s
~ase position it will be visible in both PF and LF and so
cannot remain uninterpreted. Rathery, it will cause the
parser to go intoc an error condition because 1t will
interpret the uindexed trace as a free variable which rmatural
languages do not allow.

This seems to be the right conclusion, because, if we
adopted the altermnative algorithm, then we would not be able
to explain why the parser garden paths in a cace like (a).

It would have already created a trace which could then be
bound to the operator.

16. We should make two additional points to give a clear
picture of the Crain & Fodor results. First, at position 8,
C&F failed to find a significant difference between ambiguous
and unambiguously non-minimal sentences (disregarding their
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declarative controls). However they ncte that this dees not
urndermine the garden path account of the ambiguous case
discussed above because this lack of an effect could alsc
result from the subjects’ uncertainty about whether position
8 was the only remaining potential gap position in these
structures. That is, a minimal reading for these sentences
predicts a WH trace position after pcsition 6 in all cases
hut subjects,; upon realising that position 8 was lexically
filled, may have concluded that this trace position would
appear at a later point in the sentence. This predicts that
the increase score for the final position should have heen
hhigher for cases in which the nonminimal reading was the
rorrect cne for an ambigucus structure than when the parcser
was computing an unambiguously non-minimal reeding which is
what C&F observed. (See C&F pg 122).

We should also note that C&F did not find a significant
difference between the increase scores at position 6 for the
inambiguously minimal and non minimal verbs. Thus without bEhe
data from position 8, we could not be as confident that
difference between ambiguous and unambiaguously nonminimal
verbs could be related to the complexity of the analysis at
nosition 4.

17. This strategy might be motivated by the fact that
subject control seems to be the unmarked optionrn for natural
language in the sense that there are many languages that
allow only subject control structures while ther are no
corresponding languages that allow only objsct control.

18.8ee Gorrell(1987) pg.28.
19. The data for the relevant experiment is given belaow:

"Mean response times and percent cerrect for context/tacrget
nairs "

TARGET
Context Yerb Pronocun
Simple 771 (&%) 753 (P8%)
Ambiguous 620 (F3%) 762 (8&Y%)
Complex 626 (27%) 761 (24%)

>

Verbal targets used in the experiment were ’is, has, must’

versus pronominal targets me, him, them’.

’Simple’ corresponds to ‘unambiguously minimal’® verbs (verbs
that unambiguosuly take simple nominal complements.
"Ambiguous’ corresponds to verbs that can take nomiral or
sentential complements and ’complex’ corresponds to verbs
that only take sentential complements.



Gorrell (1978) pg. 40.

20. In subsequent experiments, Gorrell alsoc finds that
ambiguous verbs pattern with the unambiguously non-minimal
aroup. However, since these experiments asked subjects to
judge the grammaticality of sentences that had just been
pmresented to them, Gorrell correctly’ argues that this pattern
could result from the fact that since the minimal reading
takes less time to compute (it contains fewer constituents
than the nen-minimal reading) it would be the first one
submitted to the post syntactic decision making componrnent of
the processing device. Thus even i1f the syntcatic component
computed all possible structure in parallel, we wousid expect
these data because the judgement task calls upon a post
syntactic, decision making process. We chose to discuss the
Frazier and Rayner and Crain and Fodor experiments because
the same argument cannot be made 1n these cases. That is,
these authors have argued extensively that eyetracking and
self paced reading reflect the workings of the on-line
syntactic component, and do not involve the post syntactic
decision maker. Preliminary support from this claim comes
from simply noticing the fact that reaction times for these
taskes are significantly faster than for grammaticality tasks.
See also Frazier and Rayner (1982) and Crain and Foder(19835)
for discussion of the on—-line nature of their tasks.

21. In the main text, we have actually analyzed half of the
results that Gorrell presents in favor of the parallel
processihg hypothesis. The other half of his results have fc
do with the ambiguities between main verb and participal
presented by cases like (a):

(a)’ The old man was shaved/whenever he was was ill.
>’ The old man shaved in bed/
77 The old man they shaved in bhed.
The interesting case is a’’ which Gorrell ncoctes is ambiguous
tetween a "main verb" resading as in (b’) or & paerticipal
reading as in b’’.

()7 The old man shaved in bed
(b)?’ L= the old man,; [y 0, [y e, shaved e, in bedll]

As in the experiments discussed above, subjects were
presented with either verbal or pronominal targets st the
point indicated by the "/". Alsao, as in the first
axperiment, subjects responded significantly faster to the
verbal targets when they followed unambiguous relative
clauses like a’’’ or cases that are possibly relative clauses

11y their neon-preferred readings like a’’. Again, Gorrell
argues that this suggests that subjects must be computing
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both the preferred and non—-preferred readings for the
ambiguous cases.

While this analysis will explain his data, it leaves us
with no explanation for why this reading is so inaccessible
to conscious interpretation. If both readings are computed.,
then both will eventually be submitted to the post-syntactic
aralyzer, with the non preferred reading eventually winning
et over the preferred reading as the parser encounters a
verb that disambiguates the structure in favor of the non-
nreferred reading.

However,; it seems that this effect may be an artifact
of the particular class of verbs chosen for the experiment.
Gorrell presents 18 verbs that can be ambigunus between the
main verb/participal reading. Of these 18 verbs, 8 are
actually put in frames like a’’ and followed by a verbal
target. However, three of these eight verbs (given in the
sentence fragments used by Gorrell in his experiments in (<))
are ergatives as shown by the fact that they can be used in
the stative passives or causative censtructions in (d).
Manzini (1982) shows that both of these constructions can
only be formed in English from verbs with underlying objects.

(c)’ The prisoners, marched e, along the road.
>’ The oil, poured e, onto the road.
’?? The soup. boiled e, in the pot.

(d) 7 The general marched the prisaoners down the road.
7 The o0il is all poured from the can and is ruining the
driveway.
7?7 The soup is already boiled and shouldn’t be cooked
anymore.

Assuming this analysis, the parser might initially treat the
fragments in (b)) as simple ergative structures. The presence
nf the target verb ‘has’ would not be inconsistent with this
analysis 1if the initial fragments were reanalysed as
sentential subjects.

Motice that, unlike the case b’’’ this analysis doss ot
force any undoing of the intial thematic role assignment
intermnal to the simple ergtive structure. The only resson
that the sentential subject analysis carnot be maintained is
that 1t wviolates the *#NP Tnes VP filter. This information is
arguably not used by the parser as it constructs 1ts initial
analysis. Eventually, the parser will have to restructure
this analysis into a relative clause with an MP head, empty
nperator, and empty trace in the subject position of the
relative clause, but even these additions will not viclate
the determinism assumption because they do not invaolve
revocation of any decisions about the case of theta structure
of these initial clauses. In addition, ergatives are like
the passive participals in the reduced relative reading in
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Chapter 3: Subjacency and the Deterministic Model

T Ehis chapter I use some linguistic and computational
arguments to buttress the psycholinguistic evidence for a
bounded context deterministic model of language comprehenrnsion
and discuss the constraints that such a parser imposes on its

input grammar.

In the previous chapter, I examined the constraints placed on
the design of the human parsing algorithm by the problem of
encoding grammatically relevant information in a
psycholinguistically verified and comphtationally tractable
way. We can approach the problem from a different
perspective as well; namely we can ask what conditions the
design of efficient parsing algorithms imposes on principles
of grammar. In Berwick and Weinberg 1984 we tiriled to show
that the Subjacency Condition, an axiom of the Geovernment
Binding Theory had a functional motivation in terms of
efficient parsers. That i1s, we tried teoc shcw that the

sub jacency condition was invoked by a deterministic parser in
order to provide local disambiguation for cases that would
ntherwise be locally ambiguous and that local disambiguation
was crucial for guaranteeing efficient parasasbility in these
cases. We tried te provide both conceptual and empirical
motivatioﬁ. Namely, we are not claiming that 1t is logically

necessary that the parser be able to process all sentences
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generated by the grammar efficiently, or even at all.
Rather,; we notice a class of locally ambiguous cases that the
parser seems to be able to disambiguate without exhibiting e
preference for one reading over another. We therefore
cenclude that the parser must be able to disambiguate these
structures on line. We further notice that disambiguation
entails access to previously encountered context and so we
conclude that the parser must be able to access this
information efficiently. The idea that this condition has =a
functional motivation i1s reinforced by lcocoking at the ceses=
where 1t applies and noticing that this conditicn applies
whenever the parser would need to access left context in
order to builld a syntactic structure correctly. In this
chapter; T will briefly review the ;elevant results from
Berwick and Weinberg 1984 and extend the treatment provided
there in a way that explains the curious set of constructicnr
tvpes thgt are governed by this conditien. The set 1is
cuvrious from the grammatical perspective because the cases
that are governed by Subjacency do not constitute a ratural
class. This condition cannot be seen as a natural condition
nn movement because while it governs both WH movement, and NP
movement, 1t also governs the parasitic gap construction. snd
a subset of gapping cases which involve no movement at all.
It does not govern LF movement. The condition is also
irrelevant to Binding, or Centrol. We will éee that

sub jacency stands as the only condition on S-structure
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representations. Even when viewed as a condition an
representations, the condition is urnnatural because it
applies only to cases where empty categories are invelved and
mily to a subset of these constructions. If the condition
had no motivation external to the grammar, we would expect it
to apply to a class of rules that the grammar construed as
natural. We might expect the condition to govern the output

of either all movement, all movement and deleticn

transformations or to all S- structure gaps. We will see
however that the full set of constructions governed by

Sub jacency form a natural class in that they present an
efficient parser of a certain type with a unigue
computational problem. Imposing a ban on unbecunded linking
hetween an antecedent and the category it binds allcocws the
parser to find a unigue solution to the problem presented by
all of these constructions. This chapter concentrates o 5-
structure phenomena and introduces the way in which

sub jacency governs the parasitic gap construction, ' and
gspping constructicons. We explain both why these structures
should be governed by subjacency and licensed at S-structu e.
We alsc show that subjacency does not govern LF movement.
Finally, we discu%s what 1t means for the parser to impose a
cendition on a grammatical formalism and how this condition

igs enforced by Universal Grammar.
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This account is interesting in two other respects. First, we
will see that the hasic parser design that we motivated in
the last chapter using completely unrelated data plays a
crucial role in resolving the aforementioned puczzles. In
addition, we will see that the features of our account are
all independently motivated and inconsistent with truly
nondeterministic parsers. Therefore this kind of evidences
allows us to eliminate a rather large class of mechanisme
from the set of "possible parsers"” urderlying human language

comprehension, a major goal of this thesis.

3.2 Bounded Context Parsing

In this section we introduce the idea of bounded cocnrntext
| F(k) parsing and discuss the basic structure and efficiency
of this class of processing devices. LR(k) parcsers have th=2

following properties.?

1) | R(k) parsers are determiristic in the sernse discussed in

the previous chapter.

That 1is, an LR(k) parser must always be able to unambiguously
make its next meve based on what it can store from material
that it bas previously encountered and a finite amount of
lookahead. If we think of this condition in terms of

parsing® a simple phrase structure grammar, this means that
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the parser must be able to look at the structure it has
already built, and a bounded number of lookahead tokens, and
decide how to expand the phrase structure rule that it is

currently building.*

(2) Previously encountered material must be representable as

a finite control table.

This places restrictions on the type of information that the
parser can use to make its decisions about what to do next.
As is well known there can be an unbounded distance between
the WH-operator ard the variable position on the surface in

questions.

{3a)Who do you believe that Mary said that Fred decided to

visit?

One might represent the material between the operator and the

trace position as variable in the form of a rule like (3b)

(3b) WH X == > WH X trace

where the X7 stands for an unbourded stretch of terminal and
non terminal material. This encoding is unavailable in the
I R(k) framework because it cannot be represented in ths

device’s finite control table. A finite control table must



73
explicitly encode a set of actual terminal and non terminals
in its stored set of grammar rules.® Thus if the parser has
to look at material that is unboundedly far away from a state
in which it has to make some parsing decision, this material
has to be recoded so that this information can be recaptured
at a place that is finitely distant from the state at which
it will be needed to make & parsing decision. The

alternatives open to an LR(k) device for questions ar

ID

discussed below.
(4) The parser can use only a finite number (k) of lookahesad

tokens in order to make a parsing decision.

Given the psycholinguistic evidence cited in the previcus
chapter, we will place the most restrictive requiremenrt
possible within this framework, limiting the parser to usinrg
cnly material it has previously seen and the current inpat
token that it has uncovered. That is, we claim that =2
peycholinguistically motivated parser is an LR{O) parser.
As Knuth (12635) and many other authors have noted, thsre is a
rather substantial payoff for placing these restricticns on
Lthe parser’s architecture. Knuth{1963) proved that if a
language can be parsed by an LR(k) parser,; we can guarantee
that it will be able to parse sentences in time that is
linearly proportional to their lengtﬁ. That is,; 1f we can

show that sentences of natural language can be parsed in the
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[.LR(k) framework, we can model the ability of human beings to
understand the majority of sentences in their language in
basically the time that it takes to read or utter the words
of Lhose sentences. That is, we can guarantee that the
prncess of associating the surface string with a deep
ztructure does not add unduly to the language comprehension

time.

The force of the argument presented in this chapter depends
on our being able to show that Government Binding theory 1is
naturally implemented by aoanly a subset of LR(k) parsers; the
bounded context parsers. This restricts the class of LR(k)
parsers to those where the left context must be "literally"
finitely encoded in the sense that we must insure that thers
will always be a finite number of non terminal symbols
intervening between the symbol that the parser needs teo
retain in the left context to make a syntactic decisiaon and
the point in the tree where the decisicn is made. The ban o
essential variables does not insure literal encoding of lefl
context because as we showed in the previous chapter, 1t is
rossible to obtain the egffect of essential variables withaout
actually using them. One does this by using the methcod of

generative encoding.

the first methed discussed was the "slashed category"

natation from GRSG. Recall that this notation allows the
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grammar/parser to pass down the presence of a WH element
through the phrase structure so that its presence is
yecoverable at any point by reference to the immediately
dominating phrase. A sentence like (Sa) has the

vrepresentation (Sb).

(5a) Which cake did you bake?

(Sh) S’ /NP
CQMP S/NP
\ /
which cake did NP VP/ P
/
ybu % NP /N
bake e

The price of this choice lies in the expansion of the number
nf phrase structure categories. Such a theory now nesds
those PS5 categories sanctioned by X’ theory, and also must
add a set of categories wheose sole purpose is to locally
encode the presence of previously viewed fillers. As shown
in Berwick and Weinberg (1984), and Barton, Berwick and
Ristad (1987), this method expohentiaily expands the size of

the grammar. Since, under a rule based systems the parser
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must search through the grammar space in order to find the
appropriate rule for the senternce under analysis, this
nrocedure will greatly impede our goal of efficient
parsability. Moreover; this representation is not consistent
with the view that phrase structure rules are merely the
nrojections of lexical categories. In such a theory, the
enly categories that are available for the construction of
phrase structure are.those that are independently generated
by X’ theory,; i.e. Heads and their projections. Furthermore.
the X’ system does not in general distinguish batween
projections of empty and lexical heads in the way necessary

for the interpretation of these "slashed" categories.

Gernerative encoding can also be achieved by augmentinrg the
parsing mechanism. An example is the ATM system discussed in
rhapter 2. The HOLD CELL in that system provides the parser
with a way of locally checking whether a WH element is

available to fill a gap positicn at any point in the parse.

Since the HOLD CELL remcves the WH element from the rest of
the left context representation, the parser 1is never forced
te wind back through unbounded stretches of left context.

The costs of thic approach were reviewed in chapter 2 and sc

we will not dwell on them here.

| et ue adept a transparent representation of a GB grammer 3s

a parser. Since both methods of generative encoding involve
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nnmotivated additions either to the rule writing vocabulary
or to the parsing mechanism,; we must insure local encoding of
left context by using the class of bounded context LR()
parsers that allow only a literally finite encoding of left

context.

3.3 The Problem of Ambiguity and teft Context for Bounded

Context Parsers

f#s noted in the previous chapter, the main problems facing a
deterministic parser are those where the grammar presents the
device with multiple alternatives at a given point in the

parse. Consider a sentence like (6) in this light.

(&) What, do you think Fred ate e,”?

To analyze this sentence correctly the parser must insert an
empty category after the verb. Notice that this verb las an
ambiguous subcategorisation structure and takes an
intransitive reading as well.

(7) Do you think Fred ate?

There are three possible ways for a parser to deal with

thhis problem. It could simply output one of the
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representations consistent with the locally available
subcategorisation information. This would predict that it
should be difficult for the parser to process one of the
readings given above correctly, which does not seem to be the
case. Secondly, we could give up the assumption of
determinism, resorting to a parallel model in which beth
structures would be generated, but where only one would
uwltimately receive an interpretation. Such an acceocunt would
have to distinguish the cases discussed in chapter 2. where
the parser seems to compute a single reading for multiply
ambiguous structures, from cases like (46) and (7).® The final
possibility is for a bounded context parser to introduce an
2lgorithm that guarantees that the information it reeds to
locally disambiguate a structure will be present within its
bounded context.

A deterministic answer to the gquesticn of whether to incsert
an empty category after the verb,; cannot be gotten simply
from the analysis of the local subcategorisation envirornmant.,
Rather, the only firm evidence for the need for the evxpansion
of an empty category in (46) is the presence of the WH
nperator at the beginning of the sentence. The problem
however 1is that, on the surface at least, the disambiguating
operator can be indefinitely far away from the site of the

poteritial empty category as the example in (8) shows.
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(8) What, do you believe Mary suggested Fred thought that
Bill said that Frank believed that John expected Sue

to eat ei

This suggests that if the parser had to consult the WH
element at the beginning of the sentence directly, it‘would
have to store a potentially unbounded left context. This is
because we cannot guarantee that a finite number of
nonterminal symbols will intervene between the trace and thes
antecedent 1f we use an actual encoding of the intervening
non terminal symbols between the antecedent and its trace.
This entails that some bound must be placed on the distance
hetween the empty category and thevelement that binds it. IFf
we assume successive cyclic movement and Subjacency,; we can
guarantee that the parser will only need a finite amount of
left context in order to make its decisions in these cacsss.
Azsuming the parsing analogue of successive cyclic movement
tihe decision to insert a trace into a structure like (%)

Rha

L

below can be made on the basis of the presence cr absenrc

o

a trace in the COMP of the adjacent 5. This guarantees thiat
e will only need to use a finite left context (the limit
being placed by the upper bound on how many nonterminals one
clause can contain) in order to make the decision about

whether to expand the trace.
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(9) What, do you believelg- e, [ Mary suggested...lg-

e, that Sue eat...

Tf there is a trace in the subjacent COMP, we can expand the
phrase structure with a traces; i1f not, we don’t.” Notice
however that any bound on the distance between the antecedent
and trace will be sufficent for ocur purposes. One must then
wonder why the condition is one of sub as opposed to tri
jacency. Berwick and Weinberg 1984, suggested that we were
limited to sub jacency because the parser reflected the
grammar in that the predicates used in 1ts rule writing
formalism could not include counting predicates. Therefore
the parser had to use a bounding predicate that could bé
stated in non numerical terms. The only case where numerical
notions can be stated using non numerical predicates is the
nredicate for ’one away’ which we can reformulate as
‘adjacent’ or ’next to’. Therefore the fact tHat bounding 1=

expressed as Subjacency follows straightforwardly.

e might also wonder why this condition applies to all cases
of WH Movement and not only to the cases where the detection
of a trace position involves retrieval of elements in the
left context. Alongside cases like (&) we have cases like

(10) involving an obligatorily transitive verb.

(10) Who did you hit?
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Again we appeal to a condition of "natural implementation’.
The rules of the grammar are not permitted to be written
nsing either Boolean predicates or existential
quantification. But in order to tell the parser to lock at
left context enly if the verb has an ambiguocus
subcategorisation frame we would need to use existential
gquantification. Thus, in order to write a deterministic
trace expansion rule we have to allow the parser to look at

left context in all cases. This gives us the Subjacency

Condition for all cases of WH Movement.™

'Interestingly, the link between parsing ambiguity and
syntactic bounding ituhierent in this account seems to
correctly predict the cases that are governed by subjacency.
This account predicts that constructions that present the
parser with syntactic ambiguities that cannot be disentangled
from local context should be governed by subjacency, while
those that do not create these problems should not be subject
to this constraint. Notice that cases which involve the
hbindirg of phonetically present anaphors, pronocuns. and names
ko antecedents are not constrained by subjacency, as shown by
the examples in (11). This follows from our account becaucse,
since all of the potential bindees in (11) announce their

nresence by being phonetically pronounceds the parser does
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not have to rescan the left context in order to decide how to

thuild the syntactic tree.

(11) a. The men, thought that [ [pictures of each other, 1

themselves,

would be on salel

b. Fred, was excited that Mary accepted [ a

proposal [y that [he, form a new companyl]

c. Oliver, believed that [[PRO, helping bis country

in Switzerland] was the American thing toc dol™®

d. c)\u:::- The man [y that she . adored]] ssked the womai,

to marry her

Another important feature of this account 1s its loglaal
dependence on the deterministic character of the natursal
language parser. Notice for example, that 1f the parser
mould compute all locally ambiguous representations in
parallel,; there would be no reason to bound the distance
between the point of ambiguity and the disambigusting point
in the left context. In the ambiguoué cases the parser could

zimply build both the transitive and intransitive structures
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and then carry out a post syntactic search of the previcusly
built syntactic tree to discover the appropriate structure.
Motice that the grammaticality of the structures in (11)
suggests that the bounding condition imposed on the parser 1is

imposed at the tree building, as opposed to the post

syntactic binding, stage. The difference between empty
categories and the overt class of bindees in (11) is that
empty categories force the parser to look at left context in
order to decide how to build the syntactic tree, while the
cases in (11) only require the parser to rescan previously
built structure in order to decide the binding possibilities
for categories in this structure. Thus, even though it is
possible to claim that in the parallel case, locality
conditions apply to the post syntactic search phase, this
approach would make the wrong empirical predictions bhecause
1t would incorrectly assimilate cases like (7) with thos=s cof
(11) and would predict that either both cases or n=ither of

these cases was governed by subjacency.

Ul
i

I[f this account is correct it also suggests that the par
does not use the type of generative encoding mechanism
embodied in the HOLD hypothesis. Recall that this approach
involves supplementing the parser’s architecture with s
mechanism that allows it to store the presence of a WH 1in
such a way that it can be reaccessed ét arbitrary points in

the parse. Supplementing the parser with this type of



mechanism predicts that we should be able to reaccess the
nresence of a WH element even inside a syntactic island.
Notice that we could always put special stipulations on the
HOL D mechanism to bar access to a stored WH category as the
rarser built a syntactic island, but this restriction would
clearly be ad hoc and would be added only to model syntactic
island effects.

"

Similar remarks apply to the '"slashed category" mechanism
discussed above. If any category can have a duplicate
"slashed"” notations then there would be no reason to expect
ungrammaticality to result from movement ocut of an island.

We could always supplement the grammar with restrictions thal

har passing a slash into a syntactic island, but these

assumptions would be ad hoc.

3.4 Parasitic Gaps

This analysis predicts that the distributicon cf parasitic
gaps should be governed by the Subjacency Condition, because
as Fodor (198S) has pointed out, the same ambiguities are
found in the case of parasitic gaps.'® Thus in (12) w2 can
put a parasitic gap into the position following the adjunct’s

“erbh while in (13) this is not allowed.

(12 What, did you cook e, without PRO eating e,
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(13) Can you cook without eating?

Choamsky (1986) provides the following examples which show
tihhat these constructions are in fact subject to the

Sub jacency Constraint as our theory would predict.

(14) Who, did you read a book about e, to e,?

(13) Which man, did you interview e, without reading up conr

e, 7

(16) #*Which man; did you interview e; without reading [,.lthe
filel, [0,0s you made e, on e,11]

In (14), both gaps are subjacent both from the complementiser

and from each other. This ics shown by the fact that both

(17) and (18), with overt movement from both the parasitic

and regular gap position are acceptable.

(17) Who, did you read a book about e,

(18) Who, did you read the book (that Mary bought yesterday)

to e, .



Chomsky uses the contrast in (13) and (16) to argue that
parasitic gaps are bound to empty operators and are licit
only if they are subjacent to these operators or to the
operator traces in COMP. These empty operators must appear
at the head of the adjunct clause because they must be

suth jacent to the real gap chain. Put in terms of cur parsing
model, we can use the presence of the overt aoperator to
signal the presence of the "real" gap.*'* The presence cof the
empty agperator can, in turn, be used to signal the presence
aof the parasitic gap if it is in a subjacent position. For
simplicity we will assume the theory of bounding nodes in
Chomsky (1973) for this discussion but we will refine the

substantive theory of bounding nodes below.

This arnalysis predicts that (14) 1s bad because, since the
CUMP of the relative clause is already filled by the operator
that is linked to the MP’s head, the parasitic gap cpsratm

cannot appear in a position that makes 1t subjscent to the

>

real operatorsi see (19) below.*#

This contrasts with (1

U

where evéry trace 1s subjacent to the operator that licencses

ity as shown in (20).

¥(19) Which man, Ly did you [oue interview e, 30gr without [OP,
[e, PRO reading [ine the file, [4-that yocu made e, on

e,1313111



(20) Who, [udid you [up interview e,;3 [without -

0P, [PRO reading up on ;313117

We showed that the creation of empty operators causes no
problems for a deterministic system in chapter 2. We can use
their presence to license parasitic gaps in the appropriate
structures. Thus we can make the parsing model predict the
properties of this construction in a straightforward and
independently motivated way. It is important to note at this
point that we are not changing assumptions in an ad hoc way

simply to model the facts.

e algorithm introduced and independently motivated in
chapter 2 allowed us to create an empty operator if a
potehtial antecedent was available in a c—-commanding domainr,
without fear of causing a subsegquent garden path. This is
because, assuming that the empty operator had ro subsequent
variable position to bind, it would not be visible ia LF. [t
also has nc phonetic content so is not visible in PF.
Therefore 1t is simply uninterpreted if it does not form part
of ah open sentence. With this algorithm in mind, let us

consider cases (21) and (22):

(21) a. who did you meet without ...
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(22) a. did you watch the movie without eating

Tii 3 case like (21) the parser recognizes that part of the
sentence is an adjunct phrase. This signals the pecssibility
of a3 parasitic gap appearing in the subsegquent structure.
erefore the parser inserts an empty operator in the COMP

position as shown below.

(21) b. Who, did you meet e, without [y OP,...

If the parser subsequently finds a gap positier in a
sub jacent domain it can create a trace and bind the operator
to it, thus associating the operator with a theta position as

shown in (21c).

(21) c. Who, did you meet e, without [(0OP, [y PRO

greeting e, .1

Compare this case with (22). In (22) the parser will alsc
detect an adjunct and so create an empty operator. In this
structure there is no c-commanding antecedent for an empty
nperator therefore no parasitic gap chain will be initiated
within the adjunct and so ’eating’ will be given an

intransitive interpretation.

(22) b. Did you watch the movie without [y- [uPro eatingll.
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In cases like (13) above, the adjunct again triggers the
creation of an empty operator. Since there is no gap in the
adjunct phrase, the operator is not associated with a theta
role. Therefore, even though there is an overt operator to
link with, the empty operator dces not meet the criterion for
visibility at LF and so is not interpreted. Since empty
onerators are not interpreted unless the condition on
visibility is met, a deterministic parser can always create
tlese categories because they can never cause i1t to simulate
vwon-determinism either by backtracking or pseudo parallelism
in order to correct past mistakes. Notice that this solution
will only work for empty operators. Lexically specified
elements will receive a phonetic interpretation but ne
semantic interpretation, a situation that will lead to
unacceptabilty. An empty element with no semarntic features
hiowever is neither semantically nor phonetically interpreted
and so simply plays no role in the interpretation of the

sentence.

Similar remarks apply to the empty gap position. The astute
reader will have noticed an apparent problem created by this
solution. Why, we might ask, 1if empty categeries can become
invisible at later stages of the interpretation, must we cue
their creation to the presence of oveft operatours. The cacses

that motivated the account in the first place were those in



which the local subcategorisation of a verb was
indeterminate. Before positicning an empty element after
siich a verb we claimed that we had to make sure that an
actual operator was present in the previously analysed
structure. However, given our present approcach,; one might be
tempted to argue that if a verb that can be optionally
transitive turns ocut to be used intransitively in a given
ztructure, the gap will simply not be asscciated with an
nperator and so will become invisible at later levels of
representation. This seems to remove the motivation for
putting restrictions on left context which was crucial to the
functional motivation for.the condition in the first place.
Recall howevér that only elements with no phonetic features
can escape causing unacceptability if they are not
semantically interpreted. Since WH elements have Case

features they will be visible in the phonological componant -

3.5 Licensing of Parasitic Gaps

This analysis has tacitly assumed that the real gap in a
parasitic gap structure does nogt c-command the adjunct that
rontains both the empty ocperator and parasitic gap.'” The
assuunption has imporfant consequences becceuse; 1f we can
justify it we can derive the otherwise stipulated fact that
parasitic gaps must be licensed at S—étructure. That i1s, we

derive the fact that guantifiers and WH operators that move



F1
to COMP or some other pre-S position at LF do not cresate
acrceptable parasitic gap structures as shown by the examples

in (23).

(23) a. ¥LguYou Lo met who,l [ewwilthout greeting e, 11

b, #[gEveryone [, met someone,llqw without greeting

e, 11

Ne know for reasons independenrnt of bounding theory, that
parasitic gap constructions are not licit if the real gap
nccurs in a c-commanding position like the Subject position

in (24) .o

(24) a. *Which man, t. got drunk before we saw e,

b. #Everyman, t. got drunk before we saw e,

i

As suggested above, the subjacency condition incorporates

c-command requirement. Chapter 7 gives some empirical

ct
T

motivation for this proposal. Neither the WH el=ment nor

i

quantifier in (23) c-commands the adjuncts containing the
parasitic gaps. Since the parser only uses c-cemmanding
sub jacent NPs or their traces to direct its creaticn of
fiirther trace NPs, there will be no evidence to create an
enmpty operator in the CdMPS of these édjuncts and thus no

parasitic gap chain will be formed. Given that the input for
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parsing decisions is the S-structure of the sentence, the
subsequent movement of a category to a c-cemmanding pesition
at a post S-structure level cannot help the processcr decide
how to expand the parse ftree. Therefore ocur parsing thecry
can derive both the fact that subjeacency is an S—-structure
property and the fact that parasitic gaps are governed by
sub jacency in that they must be licensed at S—stfucture --

the two central properties of the construction.

Recently, Heles Contreras has brought together some
interesting evidence that might lead us to gquestion our
crucial assumption. Contreras (1985)> claims that the real
qQaps iﬁ parasitic gap structures may c-command the adjurcts
contaning parasitic gaps. In the next section, we present
some evidence to justify cur originel claim of nen c-command

hetween real and parasitic gap. We also critically evaluste

Contreras’ counterevidence.

3.6 On _the Distribution of Epithets

In this section we willl discuss the distributicn of epithets,
By "epithet”, we mean a noun phrase with a pejorative
conmotation. We can informally describe the distribution of
thhese phrases as being both like pronouns and like names.

I ike pronouns, they can be understocd as coreferential to
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another noun phrase in the sentence or discourse. Examples

are given in (235).

(R”3) a. Mary knew Bill, but [the bastardl, wouldr’t speak

to her at the party

b. Sue told Frank, off before [the cretinl, could make

excuses for himself,

They also share the pronominal property of being able to sct

a5 a bound variable.*™ By "bound variable", we mean that the

epithet or proncun can be linked to a c—commanding

quantifier, and has its range specified by being so linked.

(26) a. Mary buttonholed [every senatorl, before [the

bastardl., could get away

b. Mary buttonholed [every senatorl, before he, czould

get away

We can capture this resemblance by claiming that epithetes

have the status of proncuns. This would have the syntactic

consequence that epithets should elicit "Leftness" viclations

in the sense of Higginbotham (1980).
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This predicts that an epithet, like a pronoun, cannct be
coreferential to a quantifier if it appears to the

quantifier’s (or its variable’s) left:

(27) a. *[[His motherl, thought that (every contral, should

get an F-15.

[the bastardl;’s mother
b. #John, knew [the bastardl. thought that

[every contral, should get on F-13.'*

This cannot be the whole story though, because epithets are
distinct from pronounss and like names or definite
descriptions in that they cannot be bound by a c-commanding
NP anywhere in the sentence. Thus (28a-b) contrasts with
(28c)s which contains a bound pronoun, and with (28d) wher=

thhe name or epithet is bound to a non-c-commandirg NP.

(28) a. *John [uw persuaded him,; [gthat Bill, wass a foolll

b. #John [uw persuaded him, [ that [the peoor bastardl,

was a foolll

c. John [ persuaded Bill, [ that he, was a2 foolll
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(28) (continued)
d. [wmThe man [gthat Bill, trustedll persuaded Mary
that [the poor bastardl. was & fcol

Bill,

e can capture the entire distribution of this categery by
claiming that epithets fall under Principle C of the Binding

Theory. Principle C claims that

An R-expression (name or variable (ASW)) may rot be

bound.

Thits we formally characterise epithets as beth like

nronominals and like names.

These facts about epithets, and particularly the fact that
they cannot be bound to a c-commanding NP, can give us a
sensitive probe into the c-command properties of parasitic
gap structures. Recall that cur initial gquestion was whsther
tlhhe vreal gap in a structure like (29) c-cemmands the adjunct

containing the empty operator or parasitic gap.

(29 Wheo. did Jehn criticize e, 1in private while praising

"

e, in public.'”
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We can answer this question by placing a name in the position
of the real gap and an epithet in the position of the
parasitic gap. If the real gap position c—-commands the
adjunct and the parasitic gap, we predict the sentence to be
tungrammatical. The grammaticality of (30a-c) shows that the
yeal gap does not c-command the parasitic gep in (29) and
tihat the epithet is functioning both as a proncminal and as a

name, as our analysis predicts.

(30) a. John criticized [the senatorl, in private while

praising [the bastard], in public.

b. John criticized [every senatorl in private while

praising [the bastardl, in public.*®

c. Which senatorl, did John criticize e, in private

while praising [the bastardl, in public.

The data from epithets thus provide the crucial sugpport we
rneeded to buttress ocur derivation of the fact that licansing
of parasitic geps can only occur at S-structure by showing us
that the real gap position does not c-command the adjunrct

containing the parasitic gap.'?

3.7 Critical Remarks



In this section, I want to show that the data cited in
Contreras 1985 should not be accounted for by claiming that
the real gap c—-commands the parasitic gap in adjunct
structures.®® Contreras (1983) notices that there camot be
coreference between the underlined pronoun and name in (31)

when the sentence is pronounced with normal intonation.

(31) *John filed them . without reading [Mary’s articlesli

He argues that we could rule out this senterce 1f we claime
that there was a c—command relationship between these two
phrases. The R-expression would be bound which would viola

Principle C of the Binding theory.

This seems too weak theugh because we incarrectly predict
that (32), where the proncun is deminated by a FP ard so do

not c-caommand the name should be acceptable.

(32) ¥John talked about them, to Fred without reading

[Mary’s articlesd,.

We might be tempted to claim that the ungrammaticelity here

vesults from reanalysis creating a structure like (33)

(33) John L[uwlutalked aboutl them to Mary....

@7

#20

d

te

€3
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If this were the appropriate structure though, we would
expect (34) to be grammatical because the reflexive would be
-~ commanded and bound. The ungrammaticality of (34) shows us

that this cannot be the right structure.

(34) *I talked about Thmug to himself

(This sentence is from Jackendoff)

Contreras’ theory is also too strong in some of its
implications. Contreras (citing an anonymous LI reviewer)
remarks that a sentence like (31) sounds perfect with the

altered stress pattern of (33).

(35) John filed them, without (even) READING [Marvy’s

articlesd, .

le argues that this sentence 1s the result of right
dislocation on a structure like (31) which results in a
structure like (36) where the proncun does ngt c-command the

name.

(36) John Cvp'f'-iled them;‘,, [r-::-r:WithDUt [.t:;; PRO r‘eadiﬂg

e,31 [Mary’s articles],

It is unexplained and peculiar to have stress on the verb

trrigger right dislocation of a following NP. Morecver, it
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seems that some kind of special stress pattern is associated
with coreference even for the standard cases of backwards
pronominalization. Many speakers do not get coreference in
(37a) if the sentencs is spoken with a normal intonation
pattern. Backwards coreference is possible with emphatic

stress on the preceding verb as shown in (37b).

(37) a. His, mother loves John,.

b. His, mother LOVES John.,.

Given Contreras’ analysis, (37b) should also be formed by
right dislocation. The problem is though that if (37b) is
formed by right dislocation, then (38) should alsoc be formed
by right dislocation. If this is true though, we inccrrectly
predict that (38) violates the ECP and should be

imacceptable.

(38) a. His mother THINKS John is nice.

b. His mother [ = [ueTHINKS [., e, 1s nicellJohnl

Thus Contreras’ account is too weak in that we can find cases
where there is no c—-command relation between pronoun and
name, but where backwards pronominalization is nonetheless
impossible. It is also too strong in that it links emphatic
stress to right dislocaticn in a way fhat forces us to

incorrectly rule out grammatical sentences. We have
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obviously not given a complete account of the conditions
under which backwards pronominalization is possibles but have
suggested that the data Contreras was concerned with should
be not be ruled out by c—-command restrictions. By contrast,
the distribution of epithets seems to be more
straightforwardly ruled cut by purely structural factors,and
this probe tells us unequivocally that the adjunct i1s not
c~-commanded by the real gap position in parasitic gap
structures. Given this, we derive the S-structure licensing

of parasitic gaps.

3.8 Gapping Constructions

Fodor (1985) has noticed that "gapping" is not a unitary
phernomenon. Rather she claims that gapping constructions are
ieally the result of two distinct rules: "Main Verb
Deletion" and "Tense Deletion". Interesstingly, bounding
constraints are observed only for Tense Deletian. UWe can
show that our analysis can predict this distinction wilth yio

ad hoc complications.

3.8.1 Descripticn of the Pragblem

Fodor (19835) points cut that escape from bounding constraints
correlates with the appearance of an auxiliary marker in the

nregap position. (32 and (40) illustrate this contrast.
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(39) a. Mary fishes in the Ocean and Harry in the sea.
bh. *¥Mary fishes in the Gcean and I think Harry in the

sea.

{40) a. Mary has fished in the ocean and Harry has in the
sea.
b. Mary has fished in the ocean and I think Harry has

in the sea.

I Berwick and Weinberg (1984), we claimed that bounding was
expected in gapping constructions because the cemplements of
the gapped verb had to be correctly attached in VP internal
or external position. Correct attachment depends on
properties of the verb. Since an overt verb i1s nobt availazsbls

tc direct the parser in a gapped constituent we predicted

(L

that deterministic attachment of these complements reguired
laock at left context (some previous conjunct corntaining ar
cvert verb). Given the usual requirement that we assums only
bounded access to this left context, the bounding constiraint
nn1 these constructions followed. Since the parser faces the
same problem in both types of gapping corstructions, Fodor
(198S) correctly argued that cur own assumptions would
predict that bounding constraints appiy to gapping in

conjuncts with or without auxiliaries since both structures
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contain potentially ambiguous complements in gapping
constructions. In aadition, we claimed that the parser could
only have access to c-commanding left context and since the
PP complement in the first conjunct of a gapped structure
does not c—-command material i1n the second conjunct, it could
not guide attachment in this clause. Therefore, we must show
that complement attachment cof PPs does not require access to
left context but that there are other properties of gapping
constructions that require this access gnly in cases where nn
nvert auxiliary precedes the gapping site. Before turning to
this point, let us present some additional evidence for our
assumption that the parser can make a decision to create or
attach an empty category on the basis of c-commanding

information alone.
Consider a case like (41a) with the structure (41hbh):

(41) a. John begged ELOISE®® to get married and FRAMCES to

get divorced.

b. John [orlour» begged; [wwELODISE]l [PRO to get
marriedl] and [uwO. [Lue FRANCESI [PRO to get

divorcedlll

lle assume that lexical information about the head of a

~ategory is projected from that head to its most "marximal



projection”".®% Therefore, information about the verb is
projected to the VP dominating both conjoined cleauses and is
available to guide parsing decisions about the structure of
the second conjunct. In particular, the fact that ’beg’ is a
verh that takes an NP S complement is available and we
predict that the phonetically present remnants ’Frances to
get married’ will be placed in an appropriate syntactic
structure, thus facilitating interpretation. Netice
hhowever, that we can also conjoin full IPs which include
gapped verbs in the second conjunct. In these cases, we
predict that since only information about the inflection. the
head of the sentential category, will percolate by standard
conventions, information about thé verb and its complement
structure i1s not available as a cue about the structure of
Fhe second conjunct. Thus in a case like (42), the

fragmentary structure (43) will be created.
(42) JOHN begged ELOISE to get married and HAROLD SUE

(43 [:sLesJobhn [I [begged Eloise to get marriedll] anrnd [

Harold [I [Le[0] LweSuelllll

tle must assume that the correct interpretation cf this
structure , which includes the final complement of the verb
’heq’ as part of the second conjunct applies at a subsequent

level of representation.®”
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If this is corrects then we would predict that there should
be cases where the parser will not have the appropriate
information in the second conjunct to allow it to create the
rorrect syntactic structure. This prediction is confirmed by

the contrast between (42) and (44).

(44) #John begged ELOISE to get married and HAROLD SUE to get

married.

In (44) the parseér dees not have access to the lexical
structure of the verb of the first conjunct when it reaches
the second conjunct. Given the minimal commitment theory, it
ihhas no evidence to create a separate MNP and S and would build

the structure (45a) instead of (4Sb).

(437 ... and [sHAROLD [ =0 [48UE to get marriedl]]

[«,HAROLD [x,u:‘-:'o [zxum-SUE] [~1PPO to get marrried]l]l]

This structure is ceorrect for a case like (46) and predicts

the relative acceptability of this case.

(446) John [believedl, SUE to be funny and HARCID [01, MARY tn

.

be smart.
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be the only permissible expansion of the embedded clause in
the second conjunct. Since ’believe’ doesn’t take small
rlanses we predict the unacceptability of the structure in

rontrast with the acceptable (54b).

(54) a. *#I think Fred is a fool and Sue believes Jchn
stupid.
b. I think Fred is a fool and Sue believes John is

stupid.

In contrast, cases that involve only main verb deletion will
never create the same kind of ambiguous situations. This is
hecause the presence of an overt auxillary unambigucusly
signals that a verb phrase must follow. 0One never finds
overt auxiliaries in small clauses. Since the parser will
always be correct if i1t expands the phrase after an overt
auxiliary as an empty headed VP, it will never have to scan
the left conjunct. In a case like (355) it simply uses the
presence of the locally available overt auxiliary te decide

about subsequent expansion of the tree.

(35) John has fished in the occean and Bill has [.=[J01

in the seal

Since we never need to scan left context when the auxiliary

remains in the surface string, we do not expect Main Verb
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Deletign to obey bounding constraints. This is in fact what

Fodor observes.

This account has another virtue in that the information
provided by the left context to resolve the ambiguous cases
will be available at the time when the parser is confronted
with the ambiguous material of the seconrnd conjunct. This
contrasts with the analysis of Berwick and Weinberg (1984)
where, as we mentioned before and as Fodor (19835) correctly
notes, correct identification of a verb’s subcategorisation
and selectional properties involves scanning the actual verb
of the previous conjunct. Unfortunately our parser will 1ot
have access to this material. As mentioned above, our
processor can only consider c—commanding information as the
hasis for future decisions about tree expansion. This is nac
problem for the present analysis because we distinguich small
clauses from gapped constituents merely by scanning previons
conjuncts for the presence of a tensed auxiliary. [f we
tieat sentences as the maximal projecticns of INFLECTION, 3=
suggested in Chomsky (1981) and 1if we assume that lexica
information about the head of a category is projected from
that head to its most "maximal projecticen’”s then the relevant
information will percolate up to the highest S node on the
tree and thus be available to the parser for tree expansion

decislions.
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Consider again (52), repeated as (5&) with irrelevant details

omitted:
(56)
INFL"
MP INFL’
ILhn Iﬁgl\\\t::;yp
(+TNS) \\\?NFL“
believes +TNS
[~
INfL” and | INFL"
///f?ms //////
rﬁ?/// INJL’ ' NP INEL’
+TNS
FRANIK INAL vg\\\ HENRY INFL YR

\ | j\
+TNS VNP +T&S v NP
!

. LN
fool®e ®) an 1dict

1

By the time the parser reaches the locally ambiguous seconr|
conjunct, the first conjunct will have been completed and
shunted to the second storage representation. Thus
information contained in this conjunct will not be available
for decisions about tree expansion. This causes no trouble
fhough because we see that the fact that the inflecticon of
the first conjunct is tensed can be read off the highest
INFI " which c-commands and is boundedly far away from the

INFL® of the next conjunct. If the first conjunct was a
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small clause, then the O-inflection would alsc percolate up
to the maximal S node. This is all the information that the
parser needs to correétly expand the tree of the second
conjunct. If the previous conjunct contains a tensed or
infinitival inflection, the parser expands the second
conjunct as a gapped structure. If the previous conjunct
contains a O inflection then the parser expands the ambiguous
structure as a small clause. The analysis mekes the
interesting prediction that if S’s instead of Ss are
rounjoineds tense deletion should be unacceptable. Since 57
is not a projection of Inflection, conjunction of S’s weculd
not allow percolation of information about the inflection
beyvond the first conjunct i1in a structure like (56).®7 GSince
expansion as a tensed structure is conditioned by‘the
nresence of an overt auxiliary in the previcus conjunct, thes
narser will not be able to apply the rule. This prediction
is confirmed by comparing (57a-b), where we have conjceined

Ssy with (57c-d); where we have conjoired S°s.

(57 a. That Bill would hit Sam and Frank would hit Haro¢y
surprised me.
b. That [xBill would hit Saml and [oFrank [l -9
Lo lu0d Harrylll surprised me.

That Frank would hit Sam and that Bill would hit

A

Hlarry surprised me.
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d. #[g-Lg-ThatlgFrank would hit Saml] and [g-that [g

Bill CINWL*O [uw[vO] Harry]]]]] surprised me .

As predicted,; Main verb deletion can apply in both conjoined

S and 5’s as shown in (58):

(38) a. That Frank would hit Sam and Bill would Harry

surprised me.

b. [ﬁThat CﬁFrank [vwWOUld hit Saml] and [mthat [m[maill

[ywould [uwOHarry surprised me.

Thus this approach correctly distinguishes the two cases of

gapping.

2.8.3 Caomplement and Adjunct Attachment

Returning to our first problem;,; we must show why complement
vs. adjunct attachment which applies in both types of gapping
dnes not force the parser to look at left context, thus
incorrectly predicting that bounding constraints apply to
both types cof gapping. The treatment in Berwick and Weinberg
(1984) assumed that the semantic interpretation of adjuncts
and complements proceeded in essentially the same way, by
reading off tree structure. If we assume this, then it

follows that a deterministic parser must attach PPs and othear



113
ad junct phrases as they are attached in the grammar, in order
to carry out semantic interpretation. However,; this
assumption is highly dubious. As Miller and Chomsky (1%9&3),
Marcus (1980) and many others note, in certain casess strings
of PPs can occur in potentially an unlimited variety of
configurations. Thus a sequence like (5%9%a) can have any of

the interpretations in (3%9b-d).

(59) a. The man in the house by the river in the woods near

the town

b. in the housel by the river [ by the woodsll [near

the townl

c. in the house [(by the river [by the wocods (near the
townll]
d. [in the houselby the riverl] [by the wcods [near the

townl]

A parser that had to do semantic interpretation from tree
structure would find itself in an exponential regress in
cases likes these. In order to figure out which
interpretation to give the sentence,; it would have to compute
the correct syntactic structure, but in order to do this it
has to compute all the possible patterns compatible with the

string, and then see which one "it means to say”. This will



cause a corresponding exponential slowdown in the parsing
algorithm, if all trees must be explicitly reconstructed. To
solve this problem, these authors suggest that adjunct

phir ases that can be ambiguous (either between adjunct and
romplement readings or between various adjunct readings)
should be par;ed as essentially flat structures. Semantic
subroutines can then come in later and decide between
possible readings: a procedure that allows us to maintain

efficient parsing.

Fut in the context of gapping constructions, i1f a parser
cannot figure ocut where an adjunct is attached from local
rantext, it can simply attach it as a fiat structure to the
lowest node in the parse tree. Then independently needed
semantic routines will give this phrase its appropriate
semantic interpretation. Given this story, complement

phiy ases that cannot locally be distinguished from adjuncits do
not cause the parser to use left context to disambiguate
their interpretation. The independently needed semantic
subroutines da that. Therefore attachment of potential
adjuncts does not imply boundedness of a constructicn, thus
morrectly allowing us to maintain the previously motivated

distinction between Tense and Main Verb Deletion.

3.8.4 Subjacency as an S—structure Condition
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We have assumed that the Subjacency condition is motivated
Ity processing considerations. Moreover, we have assumed that
this condition is part of universal grammar. This assumption
is crucial because we have claimed that the formulation of
the bounding condition imposed by the parser is governed by
restrictions imposed by universal grammar on its rule writing
formalism.®®2 If Subjacency were not part of UG then there
wowld be no reason for why restrictions imposed by UG should

apply to this condition.

Given these assumptions, we must insure that we can state the
Sub jacency condition in a way that allows 1t to apply
correctly to the gapping cases discussed immediately above.
In particular, we must insure that the parsing instanciation
of the Subjacency condition does not need to use illicit rule
writing formalism to distinguish the application of

Sub jacency in the case of tense deletion from its non-
application in verb gapping. We do this in three steps. We
show that the verb deletion part of the gapping rule does not
result in the formation of a connection between the gapped
verh and its controller. Next, we show that tense deletion
vequires such a connection between a present and gapped IMFI.,
Thirdly, we assume with Chomsky (198&6) that Subjacency
applies to S—-structure chains. The effect of these
assumptions will be the enforcement of thé Sub jacency

rondition in cases where the tense is deleted (where no



auxilliary is present) but a lack of bounding =sffects in
cases where the auxilliary remains.
let us assume the formulation of subjacency provided by

Chomsky (1973) as condition on UG:®®

(60) No rule can relate X and Y in the structure
feee.o Y [.ooofoee X3 oo 3 VY 3

where and are bounding nodes.

ffecoded as a parsing rule this condition reads:

(61) If {Y] a cue for the creation of a category X appears

in a local left context, then create X.

Following Chomsky (1986&); we assume tht Subjacency is a
condition an S-structure chains. As discussed in chapter 2.
and as we will discuss belows; a c-command condition is

incerporated into the Subjascency Constraint.

Given our assumptions about gapping constructions and the
formation of conjoined structures, a verb in a conjoined IP
structure does not c—-command anocther verb in any other
conjunct. Thus the creation of a verb by the parser in a
gapned structure cannct depend on the presence of a verb in
annther ceonjunct. At the formal level, the gapped verb

cannaot form a chain with a verb in another conjunct because
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the c—-command condition would not be respected by links in
the two conjuncts. The only left context that the parser can
refer to in creating a gapped VP or other predicative phrase
is the inflection (or lack of inflection) that appears within
the same conjunct as the gapped predicate. This information

will always be locally available to the parser.

Things are different in the case of the creation of the INFI
marker in a conjoined structure. As mentioned akove,

information abcocut the structure of the inflection marker of

18]
—
—

3riy conjunct in a conjoined IP structure is available in
conjuncts at s—-structure because this information can be
percolated to the maximal projection that c-commands all
~onjuncts in a conjoined IP structure. Thus the value of the
IMFL marker ({" tense} or 0) can depend on the value of the
IMFI. in another conjunct as that infermation is available at
s-structure. Moreovers the only way to tell the value uf thea
inflection marker is to look at another conjunct because a
cenjumct with a gapped INFL marker has no informaticn about
the INFL’s value. Since this information involves coinrdexing

{and chain formation) between INFL markers, we predict

correctly that this operation will be govern=sd by Subjacenay.
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3.8.5_Subjacency as a Matural Condition on Grammars

Even though we have argued that we can state the Subjacency
condition as a condition on S-structure chains using natural
predicates of grammar in a way allows it to apply correctly
tn the cases discussed so far, we must still appeal te
principles external to grammatical theory to explain why

certain constructions must form chains at S—-structure.

Thus for example, we assume that the coindexation assocciated
with chain formation occurs automatically in the case of 5-
structure movement, so there are formal reasons why

Sub jacency should apply in these cases. Notice though that
we cannot say that subjacency is a condition con CHAIN
formation in general because; as we showed above,; this
corniition does not apply to the chains formed by LF movement.
It also does not apply to the chains created by the Binding

Theory (arguably at LF).

Moveover, in the case of parasitic gapss the chain formed
between the parsitic gap chain and the real gap chain is rnot
an automatic consequence of movement. Therefore, although

the grammar can represent the fact that a composed chain is
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" formed at S-structure, it cannot explain why this chain must

be formed at S—-structure.

Our parsing explanation solves these puzzles. The elements
in a chain formed between a lexical anaphor and an antecedent
are independently detectable without recourse to left
raontext. Therefore we predict that these elements would not
neéd to be incorporated under the formal definition of

sub jacency and thus there would not need to be any principle

fForcing the construction of these chains at S-structure.

Similarly, the empty operator in 3 parasitic gap structure
rannot be unambigously created without recourse to left
context. Therefore, we would predict that an LR(k) parser
‘would need to incorporate conditions forcing the creatica of
a composed chain that would be governed by subjacency at S-—-
structure. The parsing explanation of the Subjacency
constraint thus can be seen as applying to UG and as acting
ko force UG to designate the class of constructicns that

nbligatorily ferm chains at S-structure.

3.9 Bounding Conditions in LF

In the section on Gapping we have argued that Subjacency

cannot be seen as a natural condition on movement and only
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has a natural characterisation in terms of the problems these
rules create for the natural language parser. We argued that
this problem was created only if the construction under
consideration entailed a parsing decision about tree
expansions thus correctly predicting that Subjacency should
not apply to lexically specified elements, pronouns,
sanaphors,s and constructions involving WH in situ. A& direct
chhallenge to both of these claims is posed in an interesting
paper by David Pesetsky. Pesetsky (19285) argues that
Subjacency is a defining characteristic of movement and as
such applies to LF Movement as well. QOur analysis of gepping
shnows that bounding is not a defining characteristic of
movement, thus removing the conceptual motivation cf
Pesetsky’s claim. If LF movement can be shown to be goversned
iy Sub jacency, we will be in the unhappy position of having
no natural characterisation of the constraint. LF Movement
dnes not involve tree expansion (the category moved is "in
=itu" on the surface) and so we do not expect the constraint
te apply in these cases. In fact, there are many superficial
viclations of the constraint in LF. However, Pesetsky
reanalyses these cases in a very interesting ways claiming
thhat these superficial vioclations are not viclations at all
hecause they are not derived by Mowvement. Pesetsky claims
Lthhat the domain of an LF item is specified either by movement

oy a process of linking to a @ operater.®® A case like (&2)
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helow, that violates Subjacency is thus to be derived by

linking.

(62) a. Which man believes that [glauspictures of which womenl
are on salel
b. Loome=R.; which man, [ge. believes that [

[pictures of [which womenl;] are on salellll

The scope of the second quantifier is marked by its being
linked to the Q@ marker in the matrix complémentier and so
does not involve movement. Pesetsky predicts that all
quantifiers whose scope is derived by linking without
movement should allow subjacency violations. To show that
Sub jacency holds in LF, Pesetsky then has to present a class
of quantifiers whose scope can only be derived by movement
bhecause he only predicts that this class of quantifiers
should show overt Subjacency effects. Using a set of
independent criteria, Pesetsky argues that only
"discourse-linked” ("d-linked") WH words can uss the linking
mechanism to represent their scope. A discourse-linked
element is one whose reference must be taken from the set of
elements mentioned in a prior discourse. Since it has
referential properties it is really not a gquantifier at all,
and therefore we might not expect it to undergo the usual

quantificational process of scope assignment. Non-discourse
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linked guantifiers do not have these referential properties
and do not have to refer to an element mentioned in a prior
discourse. We therefore expect them to use the normal means
nf scope assignment, which is movement.®' A typical d-linked
quantifier was given in (42) above. An answer to a guestion
of the form "which NP" is bizarre if it does not pick from a
set of previously menticoned MNPs. So for example (63b) is s
bizarre answer to (63a) if the men previously mentioned were

Sams Frank, and Tim.

(63) a. Speaker 1: Which man do you like?

b. Speaker 2: Bob

If we use a non d-linked gquantifier, the same answer is not

bizarre even if preceeded by the same disccurse.

(44) Who do you like? Baob.

hus the prediction is that we should see clear Subjacenrcy
effects if we choose non d-linked quantifiers. Pesetsky
constructs cases using the quantifier "what the hell"”, a
auantifier that clearly does not ask for a discourse internal
reference, and then he shows that indeed locality constraints
do show up. The examples are given in Japanese,; a language
that, as shown by Huang (1982) and Lasnik and Saitoc (1984)

has WH movement only at LF and can "violate" Subjacercy when
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other quantifiers beside "what the hell” are involved. The

relevant examples are given in (65).%&

(65) a. Mary-wa Luwle-John ni nani-o agetal hito-nil
MARY-TOP JOHN-DAT what gave man—-DAT
atta-nao?
met-Q7

What did Mary meet [neethe man [gwho gave e, toc Johnl

b. Mary-wa [ae [u-John —ni ittsi-nani-o agetal
Mary-TOP John-Dat what the hell gave
hito-nil atta-no?
man—-DAT met-Q?

What the hell did Mary meet the man who gave to
John?

c. Mary-wa [John-ga nani-o yomu mae-nil dekekata -no”?

Mary-NOM John—-NOM what-ACC read before left-Q7

What, did Mary leave before John read e,

d. Mary-wa [John-ga ittai-nani-o vomu maE*ni
Mary—-MOM John-NOM what the hell read before
dekekata-nol?
left-Q7

What the hell did Mary leave before John read?
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While the locality effects in these examples are clear, it is
not so clear that they should be accounted fer in terms of
Subjacency. In French, one can test whether binding
constraints result from Subjacency or some other lccality
corndition by seeing whether the construction respects the
Wi-~island constraint of Ross (1967). As Rizzi (1982) and
Sportiche (1981) have noted, French and Italian allow
vioclations of the WH Island Constraint as shown by example
(bba) . (66b) shows that the locality conditions on "what the
hell” phrases in these languages are stricter, suggesting |
that a different locality condition must govern their

distribution.

(56) a. Qu’est-ce que, tu as dit comment [manger e,]
What. you said how to eat e, 7

What did you say how to eat?

b. *[Que diablel;, as—-tu dit comment [manger e,]
[What the devill, said you how to eat e,?

What the devil did you say how to eat?

fAionrn (personal communication) presents some data that
stiggests that these examples vioclate the locality
restrictions imposed by his "Generalised Binding Thecry"®®

e will discuss this theory in great detail below Aoun
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(forth) generalises the binding theory to include both A and
A’ anaphors. He explains Huang (1982)°s insight that
sub jects and some adjuncts must both be bound in a local
domain by claiming that both are A’ anaphors and so must be
bound in their minimal domain. In (66) the minimal governing
category is the embedded S. In Aoun’s theory, an operator or
trace in COMP may act as an A’ Binder. Since the lower COMP
is filled with another complementizer and since French
dnesn’t allow doubly filled COMPs,; the phrase '"que diable”
would have to move in one swoop to the matrix COMP. Thus the
trace of "que diable"” is not bound in its minimal governing
rategory and the sentence is correctly ruled out.
Interestinglys it is crucial to Aoun’s analysis that phrases
like "que diable" not be referential in a way reminiscent of
Pesetsky’s claim that such phrases are non d-linked. Acun
must distinguish objects from adjuncts and subjects because
nbjects are not governed by the same locality conditionrns. e
does this by claiming that objects do not have a domain
because they don’t have an accessible subject. If agreement
were the accessible subject in a case like (66), then we
should be able to coindex the object with i1it. However, by
ronvention, the subject is also coindexed with agreement and
so the A’ anaphor would also be coindexed with the subject.
In this case though it would be A bound. These A’ anaphors
are subject to Principle C of the Binding theory though and

so cannot be A-bound. These A’ anaphors can simultaneously
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satisfy Principles A and C of the binding theory, only if
they have mno governing category. Superficially the same
reasoning should apply to phrases like "what the hell”
phrases and other adjuncts. However, Acun has pointed ocut
that only "referential expressions”" are subject to Principle
C of tﬁe Binding Theory. If a phrase is not referential it
does not obey principle C and so it does have an accessible
subh ject and must be bound in its local domain.®* Thus it
seems that Pesetsky’s distinction between ‘'"referential!
(d~1inked) and non-referential (non-d linked) phrases is 1
fact é theoretically relevant distincticon, but one that
showuld map into the theory of Binding and not Subjacency.
Gub jacency 1is irrelevant to explaining the distributon of

"what the hell" phrases.

FPesetsky’s analysis must also deal with further complicetions
hecause many d-linked phrases can also bte used in non

d linked contexts. In Japanese,; many WH phrases that don’t
seem to be linked to a discourse element alsc seem to move
out of an island. Pesetsky notes though that there are
subtle facts that suggest that Japanese speakers actually
chey Subjacency and get the "problematic” readings by pied
piping the entire island along in LF. This explains why
speakers can answer a superficial island violation like (47a)

wilth (67b) but not with (67c).
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(67) a. Mary-wa [John-ga nani-o yomu mae-nil dekaketa-no

What did Mary leave before John read

b. sensoo to Heiwa-o yomu mae desu

War and Peace-ACC read before COP

It’s before he read War and Peace

c. Sensooc to Heiwa desu

It’s War and Peace

Jith or without Pied-piping Pesetsky’s analysis has problens

with English. Consider (68).

(&£8) Who wonders whether the sheik bought what?

ke can give a wide scope reading to "what"” 1in this sentence
even though movement of this phrase would violate the

WH- island constraint which English respects as shown by the

mmarceptaebility of (69).

(£7) What does Mary wonder whether John saw?
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Moreover, this sentence can be used in a non d-linked context

3s the following discourse shows.

Speaker #1: The sheik returned from a big trip to London.
I think everyaone is wondering what tie did
there.

Speaker #2: You mean "who wonders whether bthe sheik

bought what”.

Moreover, the "pied-piping'" analysis runs into preblems vis a
vis the ECP. As noted by Aoun, Hornstein, Sportiche (1981) a
case like (70) is ungrammatical because it violates the FCP

at |F.

(70) ¥*Who said that what was exhibited.®w

A sentence like (71) on the non d-linked reading will viglzte
sub jacency if the WH phrase in situ moves alone to COMP in

(I S If we pied-pipe the whole subject NP thoughs; we predict
that this sentence should also viclate the ECP. There is no
way to derive the grammatical readings assuming Pesetsky’s

analysis.

(71) Who said that pictures of what were exhibited
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We have shown that the locality effects for "what the hell"”
type phrases follow from the binding theory, thus removing
the need to invoke subjacency at LF for these cases. We have
also shown that the pied piping analysis needed to make the
arcount work for a variety of cases makes wrong predictiaons
in English. We conclude that we should not extend subjacenrcy
to the LF domain and that the condition maintains its natural

parsing interpretation.

In this chapter, we argued that an explanation both for the
existence of the Subjacency constraint and the class of cases
that this constraint applied to could be derived from
functional constraints of efficient parsability placed by the
nse of bounded context on deterministic parsers. . e showed
that the class of cases where bounding restricticns applied
was unnatural from a grammatical perpective, but fully
natural given the perspective of this chapter. Finally, we
provided an alternative to Pesetsky (1985)’s analysis of | F
movement which was consistent with cur claim that since LF
movement does not lead to ambiguous structures, this type of

movement should not be governed by bounding theorvy.
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Footnote

0

1. This topic will be taken up in more detail in Chapter 7.

2.This discussion is a condensation of material from Berwick
and Weinberg(1284) pp.183-192. and Berwick(1983)pp.313-332.

3. An LLR(k) grammar actually instanciates a typical "bottom
up" approach to tree expansion in that the grammar starts
with the rightmost terminal symbol in a string and expands it
to its most immediately dominating non-terminal category.
This process continues and results in a successful derivation
if all terminal nodes can be associated with nonterminals by
the set of stored phrase structure rules and the final
sssaciation (called a reduction) derives a matrix sentential
nonterminal. An example of this sort of derivation is given
in (a)

(a) 0. Start --2 S
1. S8 -—=2 NP VP
2. VP --» ¥V NP
3. NP -—->Mary, John
4, V -—-=-2 loved
e can use these rules to produce a rightmost derivation
for:
5. Mary loved John
fhe first move reduces the rightmost terminal symbol
according to the stored rules to an NP, leaving the string
Mary loved NP
The next terminal can be reduced to a Verb by rule a4% above
vielding the string
Mary V NP
The string V NP can be reduced to a VP by rule a2. The final
terminal Mary’ can be reduced to an NP by a3, and the string

MNP VP can be reduced by atl. the output of al can be
rediuced to the start state (which 1s also a final state) and
so the derivation is successful and the string 1s gernerated.
The (R) in the name LR(k) stands for the fact that this
parser does not predict the presence of terminal items from
acress to the nonterminal symbols available in its stored
arammar rules. Rather, 1t accesses nonterminal material
directly and tries to associate this material with a unigue
der ivation from the set of possible sets of stored phrase
structure rules. The parsing analogue of this grammar mimics
the property of direct access to terminal material but
reverses the order of the computation, trying to reduce the
leftmost terminal symbol first, instead of the rightmest.
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Thus it computes a rightmost derivation in reverse,
proceeding in aleft to right fashion.

4. Aho and Ullman (1972) define a grammar as LR(k) if
"...when examining a parse tree for G"(the
grammmar (ASW) ) "we know which production is used at any
interior node after seeing the frontier to the left of that
nodes what is derived from that node, and the next k terminal
symbols.
Aho and Ullman pg. 379

5.5ee Lewis and Papdimitiriou(1?281) or any standard formal
langquage theory text for an explanation of why the use of
esssential variables extends the expressive power of the
system beyond the class of regular expressions that a finite
state language can generate.

6. A simple parallel approach would predict that there would
be no difference in acceptability between cases like (a) and
(h)s which, as we discussed in the previous chapter is
incorrect.

#(a) kWho did the little girl beg e,[PRO,toc sing those stupid
French songsl (¥ as a first interpretation for this
structure)

(b) Who, did the little girl, beg [PRO. to sing those stupid
French songs fore,; 17

7. Berwick and Weinberg(1984) state the subjacercy
Constraint as follows:

If adjacent (5/5’) contairns a WH element cor trace, expand an
empty NP position as a trace.

The standard Complex NP and Wh-islands fall ocut under this
account because the parser will not find the category in the
adjarent COMP that will trigger placement of a trace in the
amhiguous position. The adjacent COMP in a complex NP will
be filled by an operator predicated of the head of the NP zs
shnwn in (a) and in the WH-island construction; by a WH bound
to another open position as shown in (b).

3. Who, did [you [ux believe [nw the fact, [oj that [(John
liked e.11.

h. Which man,; did Jobn wonder [which woman,[ e, loved e;11.
fhe well known parameterisation of the bounding ncdes for

this constraint can be stated exactly as they are in previous
acrcounts.
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8. We will formalise this cendition and indicate an explicit
theory of bounding nodes below.

. The PRD in (c) is locally detectable because, given the
Projection Principle, the embedded phrase ’helping his ‘
country’ requires a subject and given case theory the empty
category placed in this position must not need case. Given
theta theory, the empty category canmnoct be an NP trace
herause the subject position is theta marked. The only
possible choice is PRO.

10. See Fodor(1983) for a detailed discussion of this poirnt.

11.ltere we differ from Chomsky (1986) who licenses empty
operators if they are subjacent to the real gap an oppused to
the real operator. We will justify this assumption below.

12.This analysis is refined in Chapters (5) and (7) below.

13.This assumption was also adopted in the previous analyses
of Engdahl (1981) and Chomsky (1982).

14.The reason for this is the main focus of Chapter 7.

15.5ee Chomsky (1982), Evans (1980), Higginbotham (1980),
Hornstein (1984) and Haik (1985) for various analyses of the
"pronoun as bound variable" phenomenon.

16. We will see in Chapter 6 why (a) is equally
unacceptable:

(a) *¥Every contra, thinks that the bastard’s., mother should
get an M-13.

17.(30) may sound slightly worse than (2%9a or 29h). This is
hecause as argued by Koopman and Sportiche (1982) this
sentence violates the Biljection Principle. The crucial point
is that (30) should sound no worse that (a).

(a) Mary buttonholed every senator., before he, could get
awmay .

As Koopman and Sportiche argue, Bijection violatiens rusult
in weak unacceptability.

12.Recall that (b) and (c) will not be perfect as they are
Bijection vioclations. The crucial point is that they are not
worse than the corresponding sentences where they are
replaced by pronouns.
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12.Richard Larson (personal communication) suggests that
cases like the following are disconfirm the claim thaet the
grammaticality of cases like (30a and 30b) is related to the
c-command properties of the real gap in the VP.

(a) No wine was sold before the damn thing was ready to
drink.

() Mo wine soured before the damn thing was brought to
market.

Possible LF structures for these cases are (c) and (d). The
cases are problems because the variable seems to be in a c-
commanding position but nonetheless the cases are acceptable
in apparent vioclation of Principle C and suggesting that
something intrinsic to the adjunct structure protects the
epithet from such violations.

(c) No wine ; [iw %. was sold [ before the damn thing, was
ready to drinkl.

(d) No wine, Ly X, soured [ before the damn thing, was
brought e, to market.]

First, notice however that cases like (e) and (f) are
significantly worse and so adjuncts can’t always block
Principle C vioclations.

(e) #¥No spy., escaped bhefore we located the bastard,
#¥[Every bottle of milkl, glistened after we polished the
damn thing,
VS .,
(F) No spy. escaped after we located him,
[Every bottle of milk], glistened after we polished it,.

Mo factors seem to combine to make (c) and (d) as acceptable
as they are. Notice first that in the quantified expression
gets its theta role from the post verbal position in bioth «f
these cases. We might claim that these cases are interpreted
with the variable in the postverbal (and thus non c-
cnommanding position). In effect, this extends the treatment
of quantifier lowering proposed in May(1983) to these cases.
Thus the structure of (c) and (d) would be (g) arnd (h)

(g) No wine, [iw Pro [ur soured e.,] [before the damn thing,
Low was sold e, ]
was ready tec drink.

As noticed in LGB (pg. 177), quantifier lowering cannot take
place 1f the quantified expression appears in 3 thets
position at s—-structure. Thus we would predict that we
siiould not be able to treat an epithet as a bound variable if
it is bound to a quantitifed expression that appears in a c-
commanding theta position at s— structure. Lowering should
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he possible only from a non—-theta position. This prediction
seems to be confirmed by the contrast in (h) and (i) which
have the LF representations (j) and (k).

(h) * No spy., expected to be tortured after the bastard.
confessed.
vS.
No spy. expected to be tortured after he, confessed.

(i) Mo spy, was likely to be tortured after the bastard,
confessed.
Mo spy was likely to be tortured after he, confessed.

(j> No xsx a spy: x. expected [PRO; to be [tortured e.]l
after the bastard, confessed.

(k) No xsx a spy: pro, was likely [ to be tortured x.] after
the bastard, confessed.

This analysis predicts that cases like (f) where the
quantified expressions are not subject to lowering should be
wIDY Se.

Another possible confound comes from the fact that Mo
wine’ in (c) and (d) can be given a mass or count
interpretation. It is unclear that coreference to a mess
noun is an instance of binding as shown by the relative
acceptability of (1) over (m):

(1) Humankind, threatened humankind, during WWII.
(m) *The soldier; threatened the soldier, during WWIT.

The second example in (f) where the epithet clearly refers to
the bottle’, a count noun, which is the subject of an
intransitive verb and is thus not subject to lowering tekes
both of controls for both of the potential confounding
fartors cited abeve and seems not to permit the bound
variable interpretation for the epithet. When these factors
are taken into account, it seems that we can maintain the
claim that the bound pronoun rule must apply tc the LF
representation and that the anti-command requirement between
R-expressions in A-positions, is uniformly respected at this
level of representation. The bound epithet can be bound by
the gquantified expression that appears in an A’ position at

' F, but the variable itself must not c-cocmmand at this level
of representatiaon.

20.Contreras also argues that parasitic gaps should be bound
to empty operators. We have adopted this part of his analysis.

21 .Contreras 1985 #4.
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P2. We follow the convention of indicating the placement of
heavy stress on a word by capitalizing it.

23. Projection to the most maximal projection is supported by
the fact that movement of a postverbal subject in Italian is
permitted. Since these elements occur in structures like (a)
we must insure that the verb can transmit its features to the
maximal VP in order for the trace of the post verbal subject
to satisfy the conditions on proper government imposed by the

ECP.

VP NP

v

24. That is, we assume that as long as the syntactic
compeonent ocutputs a complete constituent, some missing
elements of the complement structure can be added at the post
s—structure level. We might assume with Williams (1978) that
missing portions of a conjoined structure can be inferred
from the complete conjunct, as long as the remains of the the
incomplete and complete conjunct can be given an identical
factorization. In any case, regardless of the mechanism we
choose to implement this idea, there are many reasons to
treat these complements as a special phenomenon. First, as
Stillings(197S5) notes, this type of deletion seems to be
limited to complements in constituent final position. Thus
(a) is much better than (b)

(a) John dreamed that SHIRLEY was killed [in HIS sleepl and
HARRY that SUE was in an accident O,

¥(b) John dreamed [that SHIRLEY was killedl, in HIS sleep anrd
HARRY 0, in his daydreams.

Secondly, these complements can be interpreted even if the
head of the phrase that they appear in is not gapped.
NMormally complements can only be deleted along with their
heads.

(c) I begged FRANK to get married, and Myron begged JAMAL.

Finally, the complement can be indefinitely far away from the
"controller"” in the previous conjunct:

(d) 1 begged FRANK to get married and I think that Sue said
that MYRON begged JAMAL. '
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e will see below that normal gapping cannot occur in these
circumstances.

25. The structures of small clauses is the subject of some
controversy. Chomsky (1981) following Stowell (1981) argued
thet the embedded categories "Bill a fool" formed a
sentential complement (in this case,; with the structure

rc D JohnJe @ foelll., Williams (1980) and (1983) argued
that these categories did not form a constituent and that
they were properly analysed as [...0ue Johnd L a feell..o.d.
Hornstein and Lightfoot (1987) argued against Williams’
analysis and in favor of a modified version of the Chomsky
Stowell approach. The only point that is relevant tec this
argument however is that the predicates of small clauses are
not YPs.

& . Chomsky (personal communication) suggests that the fact
Ehhat locality violations in these constructions are
velatively severe when compared to standard subjacenrcy
violations is evidence that the restriction on gapping is
different from subjacency. It seems though that the severity
nf the gapping violations could come from the fact, in order
to interpret standard subjacency violations one must simply
add an empty category to a potential theta position. In
order to insert a tense and gapped verb into a structure
misanalysed as a small clausey, we must turn a "O inflection”
into une that is marked as +TNS, we must also add a VP anrd
reattach any other elements in the small clause as
complements to this PP, Therefore the relative
unacceptability of these structures may simply come from the
more complicated nature of the "repair routines employved by
the parser i1in these cases.

27. See Zubizarretta (1982) and Stowell (1981)

28. Mamely, we have assumed that the grammar could only
implement a bounding condition on left context as subjescency
because the grammar does not allow counting predicates and we
hhave assumed that subjacency governs all instances of WH
movement because of a ban on Boolean conditions and
existential quantification (see abaove).

2?9. Below, we will discuss reformulations of this condition
proposed in Chomsky (1986). These reformulaticons do not
change the logic of our remarks.
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30. This mechanism was first discussed by Baker (1970), as
Pesetsky notes.

31. Henceforth,; we will borrow Pesetsky’s terminoclogy and
refer to these elements as D—-linked and non D-1linked
elements.

32. All examples in 22 are from Pesetsky 1985.

33. The Generalised Binding Theory is presented in Aoun
(1981) and (1986).

34. See Wahl (1987) who crucially uses this argument to
explain the distribution LF Movement of Adjunct phrases.

35. As Aoun, Hornstein, Sportiche(1981) argue, the WH elemert
has to move here to get the appropriate "paired reading".
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In the previous chapters, we have concentrated on the
relationship between the grammar and the processor; arguing
that processing considerations can influence the form of
universal principles of grammar. Recent work, particularly
by Chomsky (1986) has reconsidered the nature of bounding
theory in an attempt to unify constraints on boundiﬁg with
constraints imposed by the theory of government. As we will
sees the version of subjacency proposed for example in
Chomsky(1986) is inconsistent Qith the parsing thecoretic view
thhat we argued for in previous'chapters; the view that this
condition insures that there will be a bounded number of
symbols between a trace and its local operator. In this
chapter, we present the theoretical background that motivates
Chomsky’s analysis of bounding theory, critically evaluate
that theory, and propose an alternative to it. In e next
chapter, we will ocutline a theory of bounding that is

consistent with the alternative proposed in this chapter.

The revisions to the theory of bounding found in
Chaomsky (198&) are part of an effort to unify the theories of
government and boundiﬁg. Chomsky claims that there is a

uniform set of categories that create domains into which
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gnvernment is possible and out of which movement is allowed.
The theory of government is relevant to the theories of Case
and theta assignment, which apply under government and to the
Empty Category Principle (ECP), which governs the
distribution of non pronominal empty categories. Therefore,
in OFdEF.tO evaluate the unification préposed, it is
necessary to understand the theory of government that the
hounding theory is supposed to tie into. In this section, I
will review the theory of government, proposed in
Chomsky(1986), concentrating on the parts of this theory
devoted to proper government and the ECP. Next I will
present the alternative to this theory that was originally
proposed in Aoun, Hornstein, Lightfoot, and
HWeinherg(forthcoming)*. Finally, I will cutline
Chomsky (1986)°s theory of bounding arnd some of the problems
that the theory faces. More challenges to this theory will
he taken up in chapter 6 after an alternative approach to

bounding is discussed in chapter 5.

4.1 The Barriers Theory of Government and Proper Government

The Barriers approach modifies the traditional definiticn of

the ECP given in (1).
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(1) (a) properly governs (b) iff either

{a) governs (b) and (a) is a lexical category (that is,
an X® in the X-bar system but not INFL, COMP or P)
or

(a) is a phrasal category X" locally coindexed with (k).

Chomsky(1986) modifies this definition by making theta-
marking a condition for lexical government and by modifying
thve domain that counts for "local coindexaticon” of antecedent
government.® The previous definition assumed that S was not a
maximal projection and defined local coindexation as
coindexation between categories with no intervening maximal
projections. The revised theory treats the projection of
IMFI and the projection of the complementiser as separate
maximal projections (IP and CP) thus generalising X’ theary
Fo nen lexical projections. @ Governmment and antecedent
government can potentially be blocked by the intervention of
any maximal projection if that maximal projection is 2
barrier. The definition of a barrier is given in terms of
the notion of & blocking category. The relevant definitiaons

are given in (2).
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{2a) Blocking Category:

X is a blocking category for (b) if X doesn’t have

lexical sister that theta marks it and X contains b.*

(2b) Barriers:

X is a barrier for h iff either (1) or (2)
(1) X immediately dominates Y, Y a blocking category for bh.
(2) X is a blocking category for b unless X is an IP.

fhe notion of government is in turn defined in terms of

harriers as in (3)

13) (a) governs (b) iff (a) m-commands (b) and every barvier

for (b) dominates (a)™

Given these definitions, a head will govern its zomplements
and a lexical head will also be able to govern into a
complement that it theta marks. Thus case assignment (which
applies under government between atcase assigner and
assignee) is permissable within a phrase or in exceptionsal
rase assignment contexts. In the first instance this is
possible because no maximal projections interverne between a

head and its complements and in the second case the maximal
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projection that intervenes between the case assigrer and
assignee is a complement cof the assigning verb. Since it is
theta marked by a lexical category it does not count as a
hlocking category for elements it contains. Relevant cases

are given in (4) below.

(4a) vP (4b) VP
Y NP v =
A
hit John believe NP I
John to VP

be smart

Case assignment is not possible by a verb that cannct delete
its complement CP because, even though IP carnct count as an
inherent barrier, given part (b) of the definition above, it
is a blocking category. Thus CP, which immediately dominastes
IP becomes a barrier through inheritance given part (a) of
the definition of a barrier, even if it is not intrinsicelly
a barrier, having been l.-marked as the complement of V.
Undery this analysis, French, which has no CP deletion will
not allow exceptional case marking inﬁo the subject pocsition
and therefore lexical subjects will not be permitted in

infinitivals in French. A case in point is (3)



¥(3) Tu croisles [iw Jean etre maladell

As in previous approaches, a category can be properly
governed if it is lexically governed or antecedent governed
One of the disjuncts of this condition must be satisfied at
lFy which is the level where the ECP applies. Since proper
government is taken to be a subspecies of government,these
relations are defined in terms of barriers.® A lexical
category can lexically proper govern an empty position if it
l -marks it, where L-marking assumes both that the empty
position is not separated by any barriers frem its proper
governor and that the proper governcor theta marks the empty
category. As in previous analyses standard movement of an
object to its complementiser position is allowed because ths

trace will be lexically governed by the verb that theta marks

it.

Adding the notion of theta government to the noticn of
lexical government allows Chomsky to turn super—- raising in
MPs into an ECP violation.™

(6) John, is certain that it seems [ ;= ., to be a fool.]

In this case "seems" governs the subject position of the

infinitival clause. If theta marking is part of the notion
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of lexical government though, this trace is nct properly

governed and the structure is correctly ruled out.

If we assume that lexical government involves theta marking,
thern adjuncts can never be lexically properly governed and
movemenrnt will always be ruled out unless each link in the
movement chain from adjunct position is antecedent governed.
We will now turn our attention to the distributien of

adjuncts and to antecedent government.

A category is antecedent governed if it is coindexed with an
antecedent that governs it. In order to allow'for movement
trom thetsubject position in a case like (7), Chomsky is
forced to stipulate that IP canmnot count as an inherent
barrier because since the complementiser is not a lexical
category it cannot L-mark this position and thus the presencs
nf an IP would block antecedent government of the subject

trace.
(7) EA‘,:)::» b‘lhD-., C');r»m e, Ssaw Bill.3

ti{- movement of an adjunct i1s still barred under this theory
ot the assumption that adjuncts hang from VP as argued by
Andrews (1982) and others. In a stru;ture like (3) the
3djunct is not lexically governed by the verb because it is

nnt theta marked by i1t. It is alsoc not antecedent governed
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hecause the intervening VP is not L-marked and thus counts as

a barrier. The structure is given in (8).

(8) Luw Why, did [ie Nory [ue Lum mow the grassl e,l131].

In order to allow movement of a VP internal adjunct,‘and for
other reasons to bé discussed below, Chomsky allows maximal
projections to adjoin to any X-max that is not an argument.
In addition, he also allows a category to antecedent govern
inside a maximal projection that 1t is adjoined to by

rerdefining government in terms of exclusign. The definition

nf exclusion is given in (?a) and the redefined notion of

government is given in (9b)
(Fa) (a) excludes (b) if no segment of (a) dominates (b}

(Pt ) (a) governs (b) iff a m-commands (b) and there is 1o

X, a barrier for (b) such that X excludes (a).®

Given these assumptions, the adjunct can first adjoin to the
Yy which will no longer constitute a barrier for antecedent
government. Its trace in turn will be antecedent governed by
the Lrace i1n CP because IP is not an inherent barrier. We
further assume that unless all parts of a category contain an

element, that category does net contain the element and thus



cannot count as a barrier for an adjoined trace.® The

relevant structure is given in (10).

(10) [(;;;y.:u Wh\/:'.. fdid [:[F‘-‘ NOY‘Y [vpﬁ e . Cvr.':- [vr::- mow the grass]

e,1313

The previous discussion has outlined how the ECP applies to
the cutput of S-structure movement. Since the ECP applies at
{Fy we would expect both syntactic and LF movement to be
subject to this condition. To show how this works., let us
consider the case of "long movement"; movement of WH element

across a clause with a WH in the intervening CP.

Long movement of an adjunct is barred under the
aszumptions outlined so far. An adjunct is by definition, not
theta marked by a lexical category, and since antecedent
government cannot take place over any barriers, long
movement, either in the syntax, or in LFs will be barred due
tno a failure of antecedent government. Cases of lang
movement are given in (1l1la) and (11lb) and the relevant
structures, with the trace that fails to be antecedent

governed underlined, are given in (1lc).
¥(11la) how did you wonder whether John fixed the sink.

¥(11h) Who wonders whether John fixed the sink how.
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(11ic) Emm hOWm [dol [xw you va e fwonder CCW whether E{p

Jehn E\,»p::-_g:‘s._[vr;;- Evp::- fixed the sink]l e;'._]J

( 1 ld ) [(;;;p‘:- hDVJ 1 WhD 3 [ e e“—', CVF:-‘ e. [VF'T‘ wo nders [ [oog o V‘Jhether [ O

Inhn C\)r.::- =% [\)F.tr [vr.:a fixed the sinkl e.]]]]]]] e

In both cases the underlined trace fails to be antecedent
governed because even though the IP is not an inherent
barrier, it is a blocking category and thus can transmit
barrierhood to the CP. Even though the CP is L-marked, it
bhercomes a barrier by inheritance. Therefore, the next
possible adjunction site (the matrix VP) is separated from
the next trace in the chain by a CP barrier, blocking

antecedent government and creating an ECP violation.**

It should be noted that (1la) will be unacceptable in
Erglish because of considerations of bounding theorvy.
Chomsky (198&) correctly claims however that this violation
is much more severe than long movement of an argument, which
is also ruled out by subjacency,; as we will see below.
Therefore, he claims that this case should be ruled cut by
another subtheory as well. The principles deQeloped =ta)

far will also rule out long movement of an argument, which i

i

ann unfortunate result because such movement is possible in



marty languages including some dialects of English. Let us

ronsider a case where we have long moved a WH-object.
{12) what do you wonder who saw

As in (11) the trace at the foot of the chain will be
antecedent governed by the trace adjoin=sd toc the most deep
cmbedded VP. Subsequent movement leaves a non-properly

governed trace as shown in (13).

(13) [mW whati do Cmm You LVW (=Y [wonder Luw WhDJ me =g

N

-

C\)rﬁ (=% -Eurr—' sSaw E.J]J]J}J

In‘order to hanale this, Chomsky follows Lasnik and
Sai1to(1984) in claiming that traces of arguments in non-A
positions can be deleted in LF. Therefore the trace that
causes the ECP viclation in (13) will be gone by the time
antecedent government is checked. Again, following lasnik

and Saito (1984), Chomsky claims that traces of adjuncts
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Ly

rannot antecedent govern until LF. Therefore they must remain

in the structure at this level and so long movement of

adjuncts i1is ruled out at this level.

Although this proposal will work out technically there

are wvarious conceptual problems with it. Chomsky tries teo
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justify the stipulative difference about the level at which
categories can be properly governed by reference to "the
Projection Principle.” One might think that it would be
mastural to force empty categories corresponding to arguments
to be identified (perhaps by being properly governed) at all
levels where they must be checked to see whether the
Projection Principle is satisfied. This would force
arguments to be properly governed at s-structure, but it is
still not clear why these considerations disallow the
mechanisms that properly govern adjunct traces from applying
at this level. We will suggest below that the distribution

2

of "why’ and ’how follows instead from their semantic
nroperties as '"non-referential’” categories, rather than from
their classification as adjuncts. Independent evidence that
the adjunct/ argument distinction is on the wrong track is
provided in Wahl(1987) and Hornstein and l.ightfcot
(ferthcoming).

Both works point out that all adjuncts do not sesm to
beliave in the same way with respect to long movement. This
(142 is ambiguocus, with the WH-in situ capable of b=ing
censtrued with the WH element in either the matrix or

embedded clause. This contrasts with (13), where the

sentences are unacceptable.

(143) Who asked what haeppened when

(14h) Who asked what happened where
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(with the reading: ’Fred asked what happered at six o’clock,
Sue asked what happened at seven o’clock...’ or ’Fred asked
what happened in San Diego, Sue asked what happened in

Washington, ...7)

#¥(15a) Who asked what happened why

¥(15b) Who asked what happened how

Since temporals and lccatives are not arguments and do not
receive their theta role from the predicate'®, we would
expect them to be able to be antecedent governed only at LF.
But given Chomsky and Lasnik & Saito’s assumptions abcout the
presence of adjunct traces at LF, we would expect that long
maovement should be impossible for these cases at it is faor

the cases in (11). 1o

In this section, we have presented the bare bones of
Chomsky’s theory. We have shown how antecedent government
and lexical government are assimilated under the thescry of
barriers. We have also presented empirical motivation for
inrorporating theta marking into the notion of lerical
government by looking at super raising and adjuncts. In the
eyt chapter, we will discuss why and how boundirng thecry is
handled in this framework and look at further sxamples of

movement In the syntax and in LF.



In the next section we will present an alternative
account of the ECP that does away with some of the
conceptually unsatisfactory aspects of the Barriers approach.
A versién of this account was first presented in Wahl(1987)
and tries to handle the distribution of adjuncts in a
different way. This account starts with an intuition that is
=imilar to Chomsky’s in that it tries to do away with an
independent theory of antecedent government and tries to
assimilate these phenomena to a subtheory that i1s needed
independently in the grammar. It alsc tries to relate the
theory of lexical government to the general thecry of
government. It is different from Chomsky’s approach in that
(i) antecedent government is assimilated to the theory of
Generalized Binding as proposed by Acun (1981), (1784} rather
than to the theory of government. The disjunctive definition
is dispensed with in favor of a theocry in which both lexicel
government and Binding applys; the feormer in PF and the lzatler

in LF.,

4.2 The WAHL Framework:

A review of the cases discussed in the previous section
shows that in the majority of cases, proper government can
only be satisfied by antecedent government. In fact, in the

fimal sectiens of Barriers, Chomsky dispenses with le<ical

government entirely, and assimilating all cases of proper



government to a modified form of antecedent government. In
this section, I will try to show that lexical government
csheuld play a more central role in the theory of proper
government. I will present some arguments from WAHL(1987)
and Koopman and Sportiche(1984) that argue for treating
lexical government as an integral part of the theory of
proper government. I will also draw on evidence from WAHL to
show that the lexical government must apply in addition to
the theory of generalized binding, which replaces antecedent
government in this framework. I alsc assume thaet lexical
qovernment is a purely structural relation that applies even
where there is no theta marking between the proper goverhor
and the empty position. A last assumption is that lexical
government applies at PF, while antecedent government applies
in tF. A sketch of this model is given in (17). Finally, I
assume that government can apply across an adjacent maximal
projection, and 1if the category is a proper governor, proper
government will apply in this domain as wellt«,

The definition of government is given below.

{1b6a) (a) governs (b) i1f (a) is an X®, a sister of (b) or
(b’s) maximal projection.®™

Proper government is a subcase of government and is

restricted to X®s that are lexical.

hhe resulting model of the applicatioﬁ of the two parts of

1
i
!

the ECP is given in (17),




(17) D-gtructure
Syntax
PF LF
ronstraiLed by lexical constrained by generalized binding
government

As a first example of how lexical government works, let
ne take the case of "that —-trace” violations. These are

c3zes like (18) which are unacceptable in English.

(18a)*Whe do you think that left?

Vs
(18hH) Whe do vyou think left?

I the structure (19a), we can see that the category that is
=z sister to the empty category’s maximal projection is C°,
wirich 1is rnet a lexical item. The Wh element in the SPEC (7
is nnt a sister and is not an X%. Thefefore it is net a

potential proper governor for this empty category. However
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the trace in the embedded subject position must be properly
governed or the structure will be ruled out by the lexical

government part of the ECP.

(19) [ [whos Le’do [ap you think [em 25 [ end Dy e,

leftl131.

Notice however, that the WH element in SPEC seems to be
able to transfer its features to the head of the
complementiser. If we assume that selecticn is uniformly =z
l{ead to Head relation as proposed in Chomsky(1986&), then we
shonld assume that the WH in the specifier in a case like
(19) or (20) can transfer its features to the head of CrP, sco

that the selectional restrictions of “wonder’ are met.

(20) You wonder [(::)'.'." who i [x;:; - T B4 left]
Motice also that in relative clauses like (21), "that-

t" effects are cancelled.

(20b) The man that left is a nice guy.

Following Pesetsky(1981), this has been interpreted to mean
that the “that’, which in normal cases cannot function either
as a binder or antecedent governor, can somehow take on these
teatures in this case. Pesetsky{(1981) claims that this is
hecause there is a process of index tfansfer between the hesad

nf the relative clause (perhaps through the relative



nperator) and the complementiser. We can interpret
Pesetsky’s story as claiming that 1if a category bears the
index of another category, it can serve all the functions
served by the category with which it is coindexed. In the
case of relative clauses, it can serve as a binder.
Following this line of reasoning, we claim that if the Wh
element, which is a lexical category could transfer, or copy
its index onto the complementiser, then the complementiser
wnuld be treated as a lexical category. Since it is
intrinsically a head, it would thus be a lexical head and
counld serve as a lexical proper governor for the subject
trace in (18).
The ungrammaticality of a case like (18a) then comes down to
the question of why transfer of the WH element to the hesad of
CP is disallowed in this case. Recall that, independent of
these constructions; English bars CPs that have lexizally

filled specifiers and heads as in (21).

(21)Y% I krnow who that John likes.

et us express this restriction as the filter (22)

("D.?) * [‘_‘:‘ O (a;'._) [(;;;'ﬂ(b‘:‘)---Where b iS 19)’-icalc
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tinder normal conditions, onrly the index of the head of CP
will percolate to the X max projection of this category. If
the index of the specifier is transferred to the head
position though, given standard percolation conventions, it
will also percolate to the CP.

Thus (18a) is ruled out because,; in order for the head
nf CP to lexiéally properly govern the subject positicn, the
Wl element must transfer its features to the head of CP.
ltnwever, transferring these features will produce a structure
vialating filter (22). Transferring thwe index to the head in
(18h) will not produce a violation because the head of the CP
is non—-lexical and thus the resulting structure does not
violate filter (22). A structure like (23) is alsoc possible
hecause, since the trace of the object is independently
lexically governed by the verb, the transfer of the index of
the Specifier CP to the head of CP islnot required and so the

resulting structure will not violate filter (22).
(23) What did you think that John liked

( 23(3 ) [(Zi:li»f‘ What Cdid . ] A You think [cgjl-l‘ e . r that 3 3 3 L T J‘:)h!ﬁ

liked e, 1

This theory predicts that 1if a language allows itis

complementisers to be doubly filled, it should alsec allow



157
’that - trace’ violations. This prediction is confirmed in

Germanic languages like Dutch as shown by (24)

(24) Wie denk je luwe e, [dat [;» e. gekommen war
who think you that came

Who do you think that came

(25) Wie denk je dat hem gezien heeft
who think you that him saw has

who do you think that has seen him? '

Annther case of lexical government in action comes from Kayne
(1981) and Stowell (1981) who showed that the deletion of
rnmplementizers is subject to lexical government. They tcok
Comp to be the head of a clause and showed that the governed
cnmplementizers in (26) may be deleted, but not the
ungoverned complementizers in (27). Since these
complementizers are not coindexed with NPs, antecedent

government is net relevant for these cases.

(26) a. 1t was [, apparent [ (that) Kay leftll]
b. the book (that) Kay wrote arrived
c. it was obvious (that) Kay left
As (27) shows, lexical proper governﬁent seems to heold under

a conditicon of adjacency. There cannot be an intervening
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lexical item between the proper governor and the category

that is properly governed.

(27) a. it was apparent yesterday *(that) Kay left
b. the beook arrived yesterday *(that) Kay wrote
c. *¥(that) Kay left was obviocus to all of us

d. Jay believes, but Kay doesn’t, *(that) Ray is smart

The same requirement extends tc wh words in Comp.
fAssuming that non-restrictive relatives and scme factive
constructions have the structure of (28a), where the
relative clause or factive "complement” is cutside the hesd
MP, and that restrictives have the structure of (28Bb), we
account for the non-deletability of wh words in
non-restrictive factives by claiming that a deletion site in
Comp must be lexically governed, in this cese by the head

vwoun. So the ungoverrred wh word in (2%a) or (2%L) may nnh he

T

deleted, unlike the governed whao in a restrictive rela
(Q9c). Similarly, the relative pronoun in restrictive
relatives like (30) may not be deleted bhecause it is not

governed by the head noun: an extra maximal projection {(the

PP armd NP indicated) separates the head from the wh wocrd.

(23) a. NP1 &S°

h. [det -CN” S?2733t7
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(2%9) a. Jay saw Kay, *(who) I admire
b. The claim *#(that) Mary loved Fred '

c. Jay saw a guy {(who) I admire

(30) a. the guy -lwxlto *¥(whom)] I wrotel

b. the guy - Luw*¥(lwhose) housel I bought]l

In order for this account to work, we must assume that even
when a complementiser is unrealised at s-structure, it is
present in the PF component, where lexical government
applies. Let us assume that a category is visible in PF if
it is lexical or if it is indexed. Let us fdrther assume
that "deletion" leaves an indexed element that is visible in
PF, at least at the level where lexical government applies.t!'”™
l.et us also assume when a category is moved it leaves an

indexed element.®®

let us now consider a case that shows that the
condition of head government should apply at PF and not at
Se-shtructure. We consider the case of prepositicon stranmdirg.
which occurs freely at LF but is generally not possible in
Fhe syntax. Syntactic stranding in modern English must
invelve some marked propertys, as noted by many writers:
perhiaps a2 reanalysis process aslong thé lines of Hornstein and

Heinberg (1981) or a preocess extending goverrnment across a PP



node along the lines of Kayne (1981), so that the trace is
lexically governed. Whatever that process is, it must apply
after stylistic rules which can affect government relations;
foy example the permutation rule relating speak_to Jav

——

tomerrow and speak tomorrow to Jay. If after these stylistic

rules, the V governs the PP, then the marked process permits
the V to govern the NP object of the preposition, permitting
(31a) but not (31b for the same reason that 3lc with a2 non-

governed PP is not permitted).

(31) a. who. will you speak to e; tomorrow?
b. *who, will you speak tomorrow to e.?

c. *which concert, did you sleep during e.?

This shews not only that a condition of lexical government
miist apply after at least some stylistic rules, hencs
structure. These examples also show that imposing a
condition of lexical government at LF leads to some
~nmplications. Since prepcsitions may be stranded frezely
{F,y, then their traces would have to be lexically governed at

¥ . A case in point is,

(3a) a. which man said he would spesk toc which woman
b. which man said he would speak tomorrow to whichk

woman

c. which man slept during which concert®?
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Gensralized Binding

Given that the lexical government requirement applies
at PF, it must be supplemented with a locality condition that
will also apply to LF movement. In this section, we consider
the distribution of adjuncts and arguments within the

Generalized Binding framework.##®

GEBI requires that anaphors be locally bound in their
domain, i1f they have ocne. The theory is '"generalized" in

thhat this binding theory applies to the elements that ar

i1}

nrart of both A and A-bar chains. The binding theory is

i

generalized version of onre propesed in Chomsky (1281) and
given in (33). In order to be bound; a category has to be

coindexed with a c-commanding element in its domain.

(33) (where X = A or A7)

A. An X—anaphor must be X-bound in its domain.

BR. An X-pronoun must be X-free in its domain.

C. R-expressions must be A-free.
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We alsoc follow Aoun (1985) in claiming that the domain for
Binding consists of the first NP, S or S’ that contains an
accessible SUBJECT, where a SUBJECT is the most prominent

nominal element (NP or AGR) within that domain.®® e also

adopt Aoun’s noticon of accessibility.

(34) (a) is accessible to (b) iff (b)) is in the c-command
demain of (a) and assigning the index of (a) to (b) would

violate neither the i1 within i _condition®* nor Principle C af

the binding thecry.

Before considering some casess let us finally discuss
how categories move into COMP and the conditions under which
binding of WH traces takes place. We assume that CP consists
nf a specifier which is the landing site for a WH element.
Thus, 1n the normal case, a WH element will meove into Spec CR
from which 1t c-commands every thing in the clause that it
dominates and so can bind a trace in the clause. (353)
requires that the binding condition to be satisfied, but

(36h) does not.

( 3{33 ) [L'Il---' VJhD_‘._ E res €. 1Eft ] ]

(B(Db) [l;';w what [idid [_“;.‘ JDhﬁ like e_:,‘j]

fn both of these cases the wh—-trace is an A’ anapher. As &

Ll element it 1s also subject to Principle C of the Binding
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theosry. These "A/C" anaphors have domains, only if they have
accessible subjects given the definition of accessibiility
cited above. (36a) has the structure (37a), and AGR as its

accessible subject.

(36a) [(::a‘-'~' who A L R T = AGR leftl

The object trace shown in (37a) has no domain because
it has no accessible subject. The NP in subject position is
not accessible because coindexation between i1t and the cobject
tr ac2 leads to a violation of Principle C. AGR alsc camnot
count as an "accessible subject, because by standard
romventioné, it is coindexed with the subject position.
Therefore coindexing the object trace with AGR will also le=ad

to a Principle C violation.

(373) C(;;;.'.:- V‘lhatﬁ, Cdld John.‘ EAGR‘ Eu/p.u like E,]]

We alsoc assume that a trace in COMP inherits the status
nf the category at the feocot of its chain. If the foct of the
rhain 1s an A/C anaphor, then the trace in COMP will be an
A/C anaphor. More importantly, we assume that if an A7
anaphor must be bound as in (36a), it must be strongly bound
at 1 F. That is, its chain must be lirnked to a c-commanding

lexical operator at LF. If, the trace does not have a

domain, then its chain must still be linked tec an operator,
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hut that operator need not c—command or bind an element in

0

the chain.

These assumptions are natural, and are crucial for our
treatment of adjuncts.®® (et us first reconsider (8),

repeated as (38).

(38) [r;::rf-:' ll‘lh\/, did C'):r-"a Nor‘y Evr:-\ [Vp:x mow the CJ\'BSS] E,,,]J].

The first question that we must ask is whether the

>

adjunct ’why’ has a domain or not. We follow Acun (1923886) and
WAL, (1987) in claiming that it does because, unlike the
cbject trace, the adjuncts ’why’ and ’how’ are non
referential. Following Huang (1981) ard Aoun(19835) we claim

thhiat there 1s a syntactic notion of referentiality.

In the unmarked case '"referential elements” tend to be

neoun phrases and we tend to find a set of deictic prencuns
for these elements. Notice that wh elements like Twho’,
"what’ and ’which’ have corresponding deictic proncuns ( he’

’1t7, ’this’, as do the temporal and locative phrases  whers’
and ’when’ ( ’here’, ’there’, ’then’ and ’now’). There are
no corresponding deictic praoncuns for ’why’ arnd “how’. The
grammar seems to treat persons, times, things and places
differently from reasons and ways of doing things. It seems
possit:le to pronominally pick out the‘former but net the

latter. We mark this distinction by dubbing the former
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"referential”. This description is intended to have
grammatical, not metaphysical, significance.

Since reasons and ways of doing things are non-
voferential, the traces of “why’ and ’how’ ar= not subject to
Principle C of the Binding theory. Therefores; unlike Lraces
that are A/C anaphors, the traces of ’why’ and ’how’ have s
domain and must be bound in the clause that immediately
dominates them. In (38), the adjunct trace is bound and thus

the sentence i1s acceptable.

Contrast this case with the unacceptable (1lc) and

(d)s repeated as (3%9)

(3?)%a. How do you wonder whether John fixed the sink.

#¥b. Who wonders whether John fixed the sink how.

Since GEBI applies at | F,; both structures must cornform

to it. The structure for (38a) is given in (3%9c).

(39) c. Lgre how, [dol [ you [up wonder [y whether [i-

John [\/l-!!~ E\Jliii fixed the =sink] E;.,J]

The adjunct is not bound in the lowest clause as
ancther WH element is filling this positien. Therefore the

structure is ruled out by GEBI.®7
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In (39b), the WH in the matrix clause moves into the
SPEC CP in the syntax.®9 We assume that WH elements must be
sdjoined to the MNP occupying the SPEC CP positions vielding a
structure like (40), which will subsequently be interpreted

as an absorption structure.

(400 Lo Dwey Thowal Cuey who ;3 Ceeflyw 25 Lup wonders [

whether [j}:)‘it‘ John CV,::- [VF:' fixed the sinkl g;]]]}}]] we

The underlined trace in (490) is an A—-anaphor. However
it is not strongly bound at LF because the guantifier that
showld ultimately bind its chain is adjoined to the maximal
projection NP ;. ThQs, while NP, c—-commands the rest of thes
structure, 1t prevents the adjunct from c-commanding and
strongly binding the adjunct trace in the underlined

pasition.™®

Since the adjuncts ’when’ and “where’ are referential
4/C anaphors, they have no domain. Thus we expect them to he

abhle to take @ wide scope interpretation in (14), repeated

b
i

(41,
(41 )Who asked what happened when

Do Do " whenrn, Lus P who 3 e e, asked [oy what, [ e

it

happened e, 91



The two Subject traces both have accessible subjects and
must be bound. The adjunct has no domain and so it can

simply be linked to the non c-commanding WH in the matrix.

Next, let us discuss the way that GEBI handles binding
into noun phrases and compare it to the Barriers approach.
We will consider relative clausess noun complement
constructions and movement from the sub ject position.
For the moment we will not discuss viclations as they relate
to bounding theory, but will discuss those maovements that
also invoke a Generalized Binding or antecedent gevernment

violation.

¥(42) How do you know a man who fixed the sink?

First consider how (42) is handled within the Barriers
framework. On the assumpticon that categories cannct adjoir
to NP or CP, movement out of the relative clause will produce
a violation of antecedent government, the only disjunct of
the ECP applicable to adjunct traces. The antecedent of the
underlined trace is separated from it by two barriers, the CFP
and the NP which inherits barrierhocd from the CP. The

structure is given in (43)
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(/1 3) [.;:;)::-.- Row, [do {a;;w you [v;:-- e, c\)g.m know [N-,:x a man, Ci;;y:n

that, [y &, Cum e, Cfixed the sinkl e,1131313311.

We follow the analysis in WAHL to handle these cases.
Recall that an adjunct is a pure A-anaphor, and so must be
borind in the domain of its subject. Since there is already s
relative clause aperator in the SPEC CP, the adjunct must
adjoin to the MP in Spec CP. Howevers it will no longer c-
command the adjunct in the embedded clause and so the

structure is ruled out.

(44) [ how, did [y you Lo know [ue e, Due @ mang

Loz B ©00 Doaes WhOJJJ L e, [fixed the carl e,311111%#

In the noun complement case, things are somewhat more

complicated for the Barriers analysis. Since the complement
ig |.-marked, it does not count as a barrier for antecedent

government, and if the NP is in object position, it 1 lso

W0
[

{ -marked by the verb. Since no barriers are crossed,
movement should be possible either in syntax or in LF. To
handle cases like (43) Chomsky praoposes a "minimality"”
condition that works to block antecedent government even in
rases where no barriers are crossed if there is an
intervening potential governor. ThusAthe head MNP in a noun

complement structure blocks antecedent government from
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nutside of the noun complement. We will discuss this
corndition more formally in chapter &. For now the intuition
will suffice. In (43), the VP- adjoined trace inside the
noun complement structure cammot be antecedent governed
because the intervening nominal head is a possible governor
and so protects this trace from outside government. NMNMotice
inn this case as welly; that Chomsky must not allow the

intervening trace to delete before LF.

(43) #*heow do you know a plan to fix the car
{4 5h ) E e hO W s dD [ e YOW [ vin By C M a p 1 an C fort PRD [ e . to

fix the carl e,

ihe GEBI framework rules ocut (435) as it does (42). The most
prominent‘nominal element in the noun complement is the head
M?. Therefore this counts as a subject and so the adjunct
must he bound inside the NP. All the intermediate traces of
the adjunct are A-anaphors and so they must be bound inzide
the MP. Therefore any subsequent movement outside cof the NP
111 he blocked because the adjoined trace that it would
leave behind would not be bound in the structure. The

nffending trace is underlined in (46).

(i h) [(;,)u how, do [\:1.-'- You krnow [';.n:»- a3 CN* pler‘. [i_x‘v-

o

(e PRO

to fix the car e,313331%®



Movement from noun phrases will be discussed in some.
detail in chapter 6. For the moment, we note that any
rmategory that needs to be antecedent governed cannot move

from subject noun phrase position in the syntax given the

Barriers framework. The NP in subject positicn is not L -
marked and cannot be adjoined to for reasens given above.

Thus this NP will always block external antecedent

gnvernment , @

We will explore the divergent empirical predictions
that the Barriers and Wahl theories make about movement from

a subject NP in chapter 6.

Having discussed GEBI and lexical government
scnaratelys, I will present a case that argues that structures

must satisfy beth lexical government and generalized

binding.

This case is takenp from Koopman and Spovtiche(198&).



171
Koopman and Sportiche notice that adjuncts can only be

moved in the syntax in Vata, a West African language,if a
cspecial morphoclogical suffix is appended to the verb.®% This

applies both to reason and manner adverbs.

(47a) VYeso n didg sSuo la
how come you cut-suf tree-det WH

why did you cut the tree

¥(b) Yeso n di suo la

why did you cut the tree

(48a) so n na ka suo dido
like-this I said I-fut tree cut

It is like this that you said you cut a tree

¥(h) so n na ka suc di

like—-this I said [-fut tree cut

Assuming that this morpholegy acts as a lexical proper
gnvernor and assuming that the ECP was satisfied if either
disjunct of this condition was met, we would predict that
long movement of an adjunct would be possible from @ position
qn»erﬁed'by verbs with this special sﬁffix. This prediction

is not borne ocut as shown by (49).
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#(4%) Yeso n ylanyni ze n didodido—- bo la

how you wonder thing you cut+morph Rel

Long movement of non-adjuncts is possible, as shown by

(30 .

(SOYalo n nl ze n ka bo nyE w1 1a

who you NEG-A thing you fut Rel give know WH

Whao don’t you know what you will give to®e®

t.ong movement of PP adjuncts is also impossible as shown by

(31).

—

*(S51) vyi gbu n nl ze n ka bo nu oyl
what cause vou neg-A REL vyou FUT REL do lknow WH

Why den’t you know what to do?

We can explain this pattern by assuming that MNP

adjuncts are subject to both lexical government and to

generalized binding. Both categories are subject to

generalized binding. The adjuncts, being rnon-referential
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elementss fall under Principle A of the Binding theory. PPs,
also being non referential, fall under Principle A and sc
hoth types of cases have to be bound in the domain of their

first accessible subject, barring long movement.®7”

A further case that argues for applying both lexical
government and generalized binding comes from reconsideration

nf super raising structures like (32).

(352) Jobn, seems it appears e. to be intelligent.

Since we have divorced theta marking from cur notion of
lexical government, the trace in the lowest clause will hbe
lexically governed by '"seems'". The sentence is still rulsd
nut by generalized binding because the trace, which is an &-
anaphor is net bound in the domain of its first accessible
sub ject; the medial clause. Several authers have questioned
thhis analysis because sentences like (32) sound much wcorse
thhan sentences where binding of an overt anaphor is bhlocked
in similar constructions. We attribute this extra degree of
ungrammaticality to an additional vioclation of the theta
criterion along the lines of Haik (1985). Haik suggests that
theta roles can only be assigned to well formed chzains.
Assuming that theta roles are assigned to chains (see Chamsky
(1981)) it is natural to assume that if a chain camct be

formed glven independent principles of the grammar., then this
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object will nect be available for transmission of a theta role
to its head.®® Notice that this idea alsoc accourts for why
the structures in (353) sound much worse than the

coryesponding structures in (354).

(53) #*a. The men, were believed e, were happy

#b. Fay was believed pictures of e were on sale

(54) ¥*a. The men believed each other were happy.
¥b. Who did Fay believe pictures of were on saie.™?
This assumption or something like i1t seems tc be ne=sded
in the Barriers _framework as well, on the assumpticn that
lexical anaphors are actually moved in LF, leaving empty
rategories subject to the ECP. (55) will then havé the same

structure as (53a). but nonetheless, (535) is less deviant.

(55) The men heliesved each other were handsome.

. The men, each other, helieved e, were hendsome.™"

Consideration of a case like (36) suggests that
dizpensing with the i inside i condition is quite problematic
even within the Barriers framework.

(S6a) The men.. believe E(;:;]'-:- that E[)::'» [Nr-'vy._ some reviews of [;,7‘,;-.\,

each others, booksl] are in the libraryll.
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In this case movément of ’each other’ at LF will leave a non
properly governed trace. Lexical government is not
applicable because ’review’ does not theta mark the
determiner position of NPJ.. ’Each other’ is contained in
NP, s, which is a barrier . Moreover, the anaphor cannot
adjoin to this NP as this is completely disallowed in the
Barriers framework. We cannot dispense with the i insides i
condition unless we treat "binding" possibilities of subjects
of tensed clauses as ECP phenomena because, unless we assume
that the AGR sets up an opague domain, tensed clause cases
will not be ruled out under Chomsky (1986)7s versicn of the
binding theory. If we treat these cases by moving the
lexical anaphor in LF, we seem to rule out acceptable cases
hitt 1f we treat these cases as binding theory phenomenras then
we will have to reintroduce AGR as an accessible subject or
wme willl expect tc be able to bind an anaphor in a tensed

clause from outside of that clause, which is impossible.

4.3 Conclusion:

In this chapter, we have considered twoe approaches to
thie ECP. We have tried to suggest that the Barriers
framework captures the facts, but only at the cost of making
some rather unnatural assumptions regarding the levels at
whyich categories canr be governed and‘the types of categories

that elements can be adjoined to. We have pressnted an
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alternative which takes the referential status of adjuncts
innto account and so easily distinguishes between adjuncts
like ’why’ and ’how’ vs. ’where’ and “when’ in termsvof
their syntactic distribution. We have also presentsd a case
for treating lexical government as a PF condition which

-

applies in addition to GEBI or antecedent government. In the
next chapter we will discuss what constraints on overt
syntactic movement would look like in these frameworks and
cvitically evaluate the two approaches. In chapter six, we

will provide further tests of these approaches as alternative

versiens of the ECP.



Footnotes

1.tHenceforth, this work will be referred to as WAHL.

2. Actually,s this statement is a bit misleading because
Chomsky(1986) presents two alternatives, one as presented in
tihe text, and one where lexical government is eliminated and
the ECP is reduced to antecedent government. We will discuss
this latter alternative below, suggesting that this runs inte
a variety of empirical problems. For the moment however, we
will concentrate on the disjunctive alternative for precper
government.

R.0ur discussion of gapping in the previous chapter crucially
relies on treating S or IP as a maximal projection and we
will continue to make this assumption for the rest cof this thesis.

4, This is a somewhat simplified account of the definition
given in Chomsky(1928&) pg.2S

S. The notian of "m—commandment” comes from Acun and
Sportiche(1983) and obtains when every maximal projection
dominating (2) dominates (b) in the structure

A
a

L. As mentioned above Chomsky(1986) tries to reduce proper
government to antecedent government in the latter part of
this work. We will discuss some problems for this directly
and thus will concentrate on the version of the Berriers
tramework that retains both disjuncts of the ECP.

7.Chomsky(1986) correctly observes that super-raising from NP
shhould not be block=d as a simple subjacency vislatiaon
because the results are much worse than long WH movement 1y
similar structures like (a)

(a) What do ycu wonder who saw.
3. Both definitions are from Chaomsky(1984) pg. 9.

?. This assumption is justified in May(1983). It is cruci=zl
in allowing subsequent movement from the adjcined VP to COMP,
because if the VP contained the adjocined trace, 1t wcould
cotint as a barrier ard blocck antecedent government, under the
assumprtions discussed above.
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10. We follow Huang(1981) Acun(1985), Chomsky (12xx) and
Aoun, Hornstein and Sportiche(1981) in claiming that Wh in
situ constructions can be interpreted as double questicns in
Friglish only by actually moving the WH in situ to the
position containing a WH Specifier or head of CP.

lt. It should be obvious that long movement from the subject
nosition in the syntax or in LF is also barred for exactly
the =ame reason. A relevant case is given in (a) and its
structure is given in (b).

¥(a3) Which man do you wonder who liked

(h) [(;;;;...- Which man ., do [_);p:- you Evr::- e [vr-xa wonder [(j;r;'.- whO_-,
s liked e,3311

12. See Zubizarreta (1982), who argues that these phrases are
"ad junct theta" roles that meet the adjunct theta criterion
only at LF. See Hornstein (submitted), who argues that thece
elements are pure modifiers whose presence is checked in PF.
linder either assumption, they should behave differently from
true arguments that must be present at s—-structure in order
tn satisfy the Projection Principle.

13.5ee alsoc Hornstein and Lightfoot (forthcoming) for further
empirical arguments against this proposal from the grammar of
Polish.

14, In this we follow Kayne(1981), who allows cacse mailking
to apply across one maximal projection in French.

15. Given this definition, a verb will govern an MP in (a).
Motice that the preposition also governs this position. ‘e
will assume, loosely following Chomskys that govermnment
should be a unique relation and that the closer potential
governor blocks government by the farther governor. We will
nise Chomsky’s definition to obtain this result:

(a) Lo V [ P D 333

(b)) In the configuration

- B A A P S = I I

(a2) does not govern (b)) if (X) is a projection of (x)
excluding (a).

Chomsky (1986) pg. 42

1&.  This correlation was first pointed ocut by Koopman(1984)
and others.

Sobin(1987) paoints out that there are dialects of
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English that allow "that-t" viclations in non-relatives.
Sobin assumes ala Pesetsky, that in these cases, the index of
the WH-trace is nret simply transferred to the complementiser,
bhut is "fused" with it, creating a category with a uniqgue
index and a uniqgque set of features. In marked dialects which
allowed this extension of "fusion" to non-relative clause
structures,; we would predict that there might be no
correlation between violations cof the "doubly filled COMP"
and "that—-trace" filter. Sobin does not discuss whether
Eriglish speakers who allow that-trace violations alsec allow
doubly filled COMPs, so his data cannot decide the issue.
Interestingly, neither Dutch nor English allaows this kind of
"fusion" when the complementiser ’whether’ replaces “that’.
Thiz would he predicted if we assumed that the WH
compleméntiser moved into SPEC CP at S—structure, as argued
in Chomsky(1973). In this case, the WH complementiser would
not be in the appropriate positien to properly govern the
subject trace, whether or not fusion had occurred.

17.Williams(1986) provides independent evidence that this is
the structure for restrictive relatives. He notices that (2)
but not (b)) is acceptable.

(a) pictures of each other, that the men, like are on sale.
#(ph) each other’s, pictures that the men. like are on sale.

He attributes this difference in acceptability to the fact
that since the relative clause 1s predicated of the N", this
N” can be reconstructed within the relative clause.
Assuming that the relative is not predicated of the
determiner, we would not expect reconstructicon to apply in
(h), thus predicting i1ts unacceptability.

13. Crucially,s, we follow Kayne(1981) ard Stowell{(1981) 1in
claiming that the attribution of "ncun-complement
construction” to cases like (29b) 1a & misncmer. These
authars claim that there is a difference in the semantic
relation of a tensed and untenrsed clause to the head rnoun 1n
these constructions, with a tensed clause in an appositive
relation to the head; and an infinitive in a complement
relation. Given this semantic differences we would expsct
the two constructions to have different structures. Eviderce
fone this claimy, taken from Stowell(1981) shows thet the
tensed complement in effect identifies the same entity as the
lhead of a "factive" NP, while the infinitive functions as a3
Frue complement. As such we expect that only tensed clausses
can appear in "identity statements” with the head cf thes NP
whiile infinlitives cannot.

{2) Andrea’s claim that she was insecure
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(b)) Andrea’s claim to be insecure
(c) Andrea’s claim was that she was insecure

*¥(d) Andrea’s claim was to be insecure

See Stowell(1981) chap 6. for further arguments along these
lines.

Chomsky(personal communication) claims that this argument is
inconclusive because there are cases where the tensed
"romplement” in a noun complement construction does not seem
to establish an identity relation. Such cases are given in
(e).

{e) The proof that four is divisible by two.

Motice that this same '"nmonidentity" reading occurs in clear
appositive constructions.

(f) Four, which is divisible by two...

Stowell and Kayne’s claim then is really the claim that
tensed constructions are parallel to appesitivess; in that
they identify but do not necessarily uniquely identify the
head with which they are construed.

12.This assumption deserves further comment.

Chomsky(personal communication) points ocut that our notion of
FPF cannot be equated with a notion where PF is taken to be
the level at which only those categories that are pronounced
are represented because our empty, indexed categories are
certainly not proncunced. Notice however, that sirce &
variety of PF processes like contraction, refer to empty
categories (see Lightfoot(1977, 1986), Jaeggli(1980) anrd Acun
ard | ightfoot(1984) for details), we have independent
evidence for a level of representation where both empty and
lexical categories are present and which can fzed PF

nrocesses. Thus this account only adds the assumption that
bolh i1ndexed and case marked empty categories can be visible
at this more abstract level.

20.We must crucially assume that PRO need not be indexsd at

s-structure or at PF because it can appear in ungoverned
positions. We will see the effects of this lack of
i1nvdexation in chapter 7.

21 . Chomsky (perscnal communication) claims that we could
disallow movement from the extraposed structures cited above
simply by assuming that the verb preposition sequence is
reanalysed at s-structure. This would bleck extraposition
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hecause there would be no PP to extrapose. Sentences like
(a) where the NP ’advantage’ can be passivized even though it
is internal to a reanalysed structure show that reanalysis
does not block movement from reanalysed constituents and thus
we would not expect extraposition to be blocked even if these
structures are reanalysed. '

(a) who was advantage taken of

We will see below that there are theory internal
reasons for claiming that lexical government applies in PF.
If we claim that the ECP governs the deletion of s
complementiser then it must apply at the level when these
complementisers are deleted. However, we must claim that
adjuncts in complementiser position and WH elements linked to
the subject position are present at LF or else we will induce
a violation of generalized binding at LF as we will see
helow. Examples are given in (b) and (c).

(h) The reason (why) John arrived
{c) The man(who) you thought would win the race.

P2. Henceforth, we will refer to Generalized Binding as GEBI.
The theory to he discussed here is a slightly modified

version of the theory presented in Aoun(1981)(1983) and WARHIL{1987)

23.In order to be "bound in its domain” an antecedant must
hind its argument in the first domain in which the argument
rould be bound. For a WH operator, the first potential
antecedent position is in the c-commanding Spec CP posit
Ttars, the firgt domain is the CP. For a rnon WH element, t
first pectential antecedent position is either adjocined *to
Ar within IP. Thus, the first domain is the IP.

e assume the definition of c-cocmmand provided in foun and
Sportiche(1983) except thats following Reinhart(1°9832), Ao
and MHornstein(1985) and Weinberg and Hornstein (1587) we
ascsume that a phrase may c-command material theat it contsins.

Y 1)
i) .

-
e
-
s

(1) (a) c-commands (b) iff every maximal projection that
tdominates (a) dominates (b).

R4. The 1 within 1 condition says that:
YL (e eeal(d)e.ad where (b)) and (a) bear the same i1ndexn.

25. It should be clear that if the foot of a chain has no
domains then all the traces intermediate between 1t and 1tl=
head have no domain. This is because if, any link in a chain

were to be coindexed with asny c-commanding subject, the fcot
nf the chain would also be so coindexed, inducing a Principle
C violation.



26. Chomsky (personal communication) suggests that
constraining the distribution of anaphors in this way is
inelegant,; particularly in comparison with the approach toc
the distribution of these categories ocutlined in Chomsky
(19846). The appreoach to the binding theory ocutlined in this
work governs the distribution of anaphors in tensed cleauses
by the ECP, rather than by the binding theory. In such a
theory AGReement does not count as a potential binder, and
the 1 within 1 condition ics dispensed with. It seems however
that under the Barriers analysis of the ECP, this idea runs
into trouble. If we try to reduce all cases of the ECP to
antecedent government, then a case like (a) which moves the
nuantified expressicon from NP internal position, should be an
ECP viclation, on a par with (b).

(a) The men theought pictures of each other weres on sale.
(a’) The men,; each(other), thought [ge [ie Lue pictures of
e, (other)l were on salell

#*(h) The men thought each other were nice.
(h7) The men . eaCh ( Q ther ) W though t E o [ e [ PTECI - 3 wesr e
nicel

In bhoth cases, the trace is separated from its antecedent by
2 barriers, NP and IP. We will have more to say abocut these
rases in Chapter 6.

27. We make the standard assumption that ‘whether’ must
nccupy both the specifier and head positicn of CP at LF in
arder for the clause containing “whether’ to be correctly
interpreted as an indirect guestion.

8. This entails non—-adoption of Chomsky(128&)°s conditiaorn
on vacuous movementi the claim that WH elements do not move
vacuously in the syntax. Elements in the subject positiaorn do
not move into COMP until LF and selectional restrictiens are
satisfied at this level. Rather, we claim that selection
restrictions must be met at both s-structure and LF for
languages that exploit syntactic movement, and at LF for
Jarngquages like Chinese where WH elements meove in LF. Given
the UMH, we would expect that the WH in situ would be asble Lo
takte narrow scope in a sentence like (a) because the
embedded verb would select its complement at LF. Assuming
that selecticonal restrictions apply at s-structure in French
caorrectly rules out this the unacceptable reading.

(a) Jean sait que Pierre a vu qui.
Who does John think that Pierre saw
# John krows who Pierre saw

Fenstowicz (1986) also provides evidence against this
rondition using evidence from Targale. Kenstowicz shows that
sancdhi phenomena apply to the last segment in a word 1f that
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word is followed by another word in the same phrase. Sandhi
nccurs to a verb when followed by a postwverbal object.
Interestingly, sandhi does not occur when this element is a
WH element. Kenstowicz explains this result by claiming that
the WH object moves vacuously into the right peripheral SPEC
CP position, which is the normal position for WH elements in
this language. Kenstowicz also shows that only one WH
element can move to this position in the syntax. This
predicts that in & double question, since one WH word would
hhave to remain in situ, 1t should trigger the phonological
rhange on the verb inside its VP. This is what is observed.
Given the VMH, we should predict sandhi in both cases
because there would always be a WH in situ at the level where
sandhi applies.

2?. Recall that we follow Acun (1986), Chomsky (1981) and
Aoun, Hornstein and Sportiche(1985) in claiming that Wh in
situ constructions can be interpreted as double gquestiaons 1n
English only by actually moving the WH in situ to the
position containing a WH Specifier or head of CP.

30. The quantifier that was originally moved to the
specifier position can bind the subject trace in the matrix
rmlause because its lexical features can percclate its maximal
prajection. '

The same remarks will force the adjunct in ‘a) to have
narrow scope in a language like Chinese, as described by
Huang (19282) and Lasnik and Saitof(1984). Consider the
contrast in (a)

(a) NMi xiang-zhidao shei shuo l.isi mai-le sheme
vou wonder who said Lisi bought what

(b} Ni xiang-zhidao sheil shuc Lisi weisheme mai-le shu
vou wonder who said Lisi why becught the back

(3) is ambiguous, with either (WH) element taking wide scope
kit the adjunct in (b) can only have scope over the embedded
clause. The structure for the non-occurring reading is given
i (c).

(c) Lo weisheme [ei- ni xiang-zhidao [ew shei [ e, shou

{(1.isi mai-le shullll.

In this structure the adjunct 1s neot bound in the domain of
1ts first accessible subject and so the sentence is ocut.



An alternative derivation which moves “weisheme’
successive cyclicallys to save the sentence form being a GEBRI
violation will not help matters. We claimed that selectional
resty ictions are met for verbs that select WH complements by
having the category in the specifier transfer its WH feature
to the head. If weisheme moves to the specifier position
first, then subsegquent movement will leave a trace in this
rosition. We follow Lasnik and Saito in considering traces
as [~WH3. Therefore, the selectional restrictions on this
v2rh will not be met given this derivation.

As Huang (1982) points out, the subject in Chinese
hetiaves like an object in English and can long move. We
follow Aoun (1986) and WAHIL(1987) in accounting for this fact
by claiming that Chinese has no AGR, and therefore the
suth ject position has no domain or accessible subject. As
Acun notes, this idea also predicts that we should be zsble to
find reflexives and reciprocals in this position. This 1s in
fact the case.

31. Things become more complicated in the case of overt
movement. In general, it seems that there is a preference to
sssociate adjuncts and other Wh phrases with the nearest s-
structure clause. Thus in (a), the most natural r=ading
associates the adverb with the matrix verb.

{(a) When did you say that John left.

Alsos cases like (b) are marginal. In both cases, 1t is

nossible to interpret the WH element in the upper clause,
respecting the WH island condition. This seems Lo be the
nreferred option.

2700 When did vyou know what teo do e,.
77 (b7 Whe did you ask whether we met e,

Motice theough, that when there is overt evidence of the
nosition from which an adverbial phrase is moved, the
csentences are improved, comparing faverably to simple Wh
island violations.

() Where did you wonder whether to move to?
{d) Where did you wonder which boy came from?

Since extralinguistic factors seem to be playing a role for
aover t movements LF movement seems to provide a better tesh of
the domains in which an element can be bound.
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32, We should say a few words about languages like Spanish
and Hebrew where relative clause structures can contain
resumptive pronouns. Let us assume that these structures do
not involve movement of an operator binding a pronoun into
Spec CP. Movement of an adjunct is nonetheless unacceptable
from within these structures at LF. Consider (a), a
translation of these cases.

¥(a) [(;;r.:t HDW;',, [;\nt‘«‘a g:'._[hn:r- a man Lo e, [J,F'-:- You hElDEd Fim
e, 13111 repay youl.

There are two possibilities here. If these languages only
allow LF movement into a [+WHJ Spec CP, then block movement
will be blocked because the COMP is not marked [+WH1 1n this
case. Even if this restriction does not apply,s the

under lined trace will not be bound in the domain of its first
arcessible subject,; which is the head of the relative clause.
Movement ocutside of the NP containing the relative clause
head thus violates GEBI even if it 1s successive cyclic and
at LF.

33. For further discussion of these sorts of noun
romplement constructions c.f. chapter 5. That A-anaephors
adjoined to S must be bound within that S ¢c.f. Acun and
Htornstein (1983).

Johnson (1987) presents evidence against treating the
heads of noun complements as SUBJECTS.

He notices the contrast between (a) and (b)

{3) They read proofs that pictures of each other had been
forged.

#(b) The read theorems that books about_ecach _other explained.

e claims that this contrast can be related to the fact that
Fhe underlined phrase is a complement to the head MP in {(a)

buitt not 1in (b). He crucially relies on the assumptiocn tha
novry complement structures, with finite complements have

PDet N’ structure and cn the assumption that an N’ cannct

to set up an independent binding domain.

(b

o W
'I
or

We have presented evidence against assuming a det M structurs
for noun complements above.

Moreover there is evidence that we should ot relabs
the extension of the possible binding domain in a cese liks
{a) ta whether the post nominal clause is goaverned by MNP or
1" as Johnson’s account would suggest.

Mntice that picture MPs allow an extension of the binding
domain beyeond the embedded claucse:
ta) the men thought that pictures of each aother were on sale



It seems that if an anaphor is subject to the i-within-i
condition it can extend its binding domain beyond the next
SHUBJECT:

(h) The men think that Harry said that pictures of each
cther were on sale
Sentence (b) is not particularly unacceptable, especially 1if
compared with (c):
(=) The men think that John likes each other

Howevers if this is correct, then it i1s unclear what

thhe acceptability of (b)) or (d) shows as regards the guestion
mhether the head of a noun complement structure is a subject:

(d) The men denied the fact that pictures of each other were
on cale
If one accepts that it is not a SUBJECT in (d) then one=
wontld also have to claim that “Harry’ is not a SUBJECT in
(h).

In addition, it is not clear that the sentesnces that
Jniinson cites are truly minimally different. The relevant
noun complement sentence would be one that toock an embedded
nuestion so that the effects of the WH in COMP that appears
in a relative clause could be controlled for. When we
contrast the appropriate pair of sentences, it is not clear
thal Johnson’s argument goes through. Contrast (e), (f) and
(g):

(2) Jehn answered the question who ate the cake
¥ (f) John, answered the question who, those pictures of
himself, impressed e,
?7 (g) Jobn, answered the question which , those pictures of
himself, suggested e,
1o aur ear, the relative clause (g) scunds a little bettrer
than the noun complement (f). It certainly sounds no worse.

34. e will see in chapter 6 that this must be qualified
somewhat when we consider external antecedent government of
the determiner position of an NP.

35. Koopman and Sportiche(1987) ncte that this morphelogy 1s
not allowed 1f the moved category is an object. They clain
that the requirement of special morphology in the adjurct
rcase, is motivated because it extends the domain of lexical
proper government to configurations (like ar adjunct in anr
adjoined VP) where the verb does not c-commend the potentiasl
proper governee. This morphology is alsoc not possible if the
verth is followed by a lexical argument or adjunct.

[

2&6. Even those these sentences superficially have the form
of relative clauses,; Koopman(1984) argues that ‘they act
syntactically like simple indirect gquestions.
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37. Koopman and Sportiche(1987) explain the impossibility of
long movement by introducing an extra condition called the
condition on long extraction. They claim that we must add
this condition because an account of these data in terms of
generalised binding is ad hoc Thus they say that

"In order to derive the fact that only shart movement
nf PP adjuncts is possible, it must also be assumed that they
fall under the GEBI requirement...they must, in order to fal
nnder GEBIs be considered non-referential. WAHL otherwise
assumes that PP adjuncts ...are referential. The necessary
assumption for Vata appears ad hoc.”

While it is true that we must assume that PPs can
differ as to whether they are treated as referential elements
ar riots this ambiguity is quite natural. Nouns are the
referential categories par excellence. It would be natural
for language learners to syntactify the concept of
referentiality,; equating it with projections of ncun phrases

thhat have an inherent reference. In such languages, we would
expect PPs to count as non-referential categories in virtue
of their syntactic form. Other language learners might fahke

other semantic factors such as whether a category substituted
for a moment of time, or location as in the case of ’where’
or ’when’. Moreover;s i1t seems more reasonable to try to
assimilate this case to independently needed principles, than
tn create a special condition that simply governs lorg
extraction.

Finally, 1t seems to be a simple empirical fact that
languages differ as toc whether long movement of PPs is
allowed. Rizzi(1982) and Sportiche(1981) give many erxamplss
nf long movement of PPs in Italian and French.

38. This account requires adoption of Chomsky’s idea that
the expletive is replaced by the NP it binds in cases like
(a) and (b)) in LF.

¥(a) there were helieved were two men in the rocom.
#(h) there seems it appears to be a man in the room.

tle assume that the LF chain has ’two men’/ “a man’ in the
subject position of the matrix sentence, a position in which
it will not receive a theta role if it is not part cof a well
tormed chain.

39. This contrast between (353b) and (54t) 1is due to Edwin
Milliams (personal communication) and is cited in WAHL(1987).
Wahl1 (1987 and McCloskey and Chung (1287) provide
further evidence that both lexical government anrnd binding a1 e
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needed in UG.

40. Binding Theory would not rule ocut (52) if the 1 inside i
condition applied to empty categories as well as to overt
2naphors for reasons discussed in Chemsky (1981). The
nriginal motivation for this condition was to block circular
reference in a case like (&), where an anaphor is
referentially dependent on a noun phrase that contains it.
(a) [The picture of itself,1,

Therefore, we might expect this condition to apply cnly to
cases where referential dependency was at issue. Since NP
traces are not referential, i.e. not variables, we would nrot
expect this condition to apply to these cases. Similar
remarks apply to non bound variable proncuns. Traces of Wh
movement, while variables, cannot be subject to the i inside
i condition because, if such variables were coindexed with a
containing NP, the structure would viclate Principle C,
assuming that a container can c-command categories that 1t
contains as argued by Reinhart, Aoun and Hornstein, and
Jornstein and Weinberg. Sportiche(1983) presents empirical
svidence to support the conclusion that the i1 inside 1
condition only governs the distribution of anaphors.
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Two Notiens of Bounding

In this chapter I will compare the theory of bounding in
Barriers with one that is compatible with the WAHL framewori.
Bath theories try to explain the domains from which extracticn is
trlocked in terms of the theory of government, related to the ECP.
The main thrust of the bounding theeory in Barriers is
that the notion of L-marking that defines barrierhood for lexical
and antecedent government also defines the class of bounding ncdes

for syntactic movement.

I will suggest that movement is regulated by the
condition of lexical government, applying in PF. Beunding theory
will force syntactic movement to proceed as a series of local
steps. If the remnant of any of these steps is not lexicaily
agoverned. the derivation will be disallowed. In certain cases.
syntactic movement will alsoc be constrained by GEBI, applying in
tF. Even though the conditions of GEBI and lexical government doa
not directly interact, there will be cases where, in order.for a3
syintac bl structure to satisfy GEBI in LF, a category will have to
mawve tn a position in the syntax that will ultimately vield a

violation of lexical government in PF.

5.1 Bounding in the Barriers Framework
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Like earlier theories of subjacencys beounding is only
permitted across one designated bounding node, but now the class
of bounding nodes are taken to be co-extensive with the class of

ha;riers. Subjacency is defined in (1).

(1) (b) is n-subjacent to (a) i1f there are fewer than n+l barriers

foor () that exclude (a).*

Chomsky (1986) provides both empirical and conceptual
justification for this idea. One major empirical advantage of
this approach is that it allows Chomsky to derive the Condition on
Extraction Domains® of Huang (1982) freom subjacency. In addibion,
Chinmsky claims that this theory allows him to dispense with =z
suhstantive theory of bounding nodes. In previous thecries, P
and S were stipulated as bounding nedes. The Barriers thecr, i3
suppesed to pick ocut e set of nedes (barriers) that independerntly
define domains of government and proper gevernment as ralesvact for

Bounding theory.

We will discuss how this follows from Chomsky’s
approach, show how the standard island facts are derived by this
theory, and then discuss how parametric variaticon in the class of

bBounding domains is handled by this approach.
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The CED

The CED encompasses the adjunct and subject island conditions
nf ifdiang (1982) and bars syntactic movement from either a subject

or an adjunct. Cases are given in (2).

“{2a) hhat lawnmowers are advertisements about appearing in

the newspaper ?
¥(h) What lawnmowers did Nory use handteools before buying?
Both subjects and adjuncts are categories that are non L-mariked;s

an adjunct by definition because it is not a theta marked

rategory, and the subject'because, except in small clauses, th=

th

anly category that geverns the position is the CP, whose head i
ot lexical. Therefore, beth categories are barriers. Sirnce baoih
categories are also immediately dominated by IP, movement forom
2ither structure crosses two barriers and violates subjacency.

—

Structures with both barriers underlined are given in (3).

(3a) [ what lawnmowers. are [, _Lue advertisements [

ahnout [ 2,311 appearing in the newsbaper
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(3h) [y what lawnmowers, did [ Nory [ouw [uwe use handtools?

[r---i'-’ hefore [(::r::» (=% L he [\/‘F»‘ e, Cvr-‘:' bought E,JJ]]]JJ-

In order to derive the subject island part of the CED,

it iz crucial to disallow adjunction to MNP, because ctherwise the

T wmitld not inherit barrierhood from it for the same reason that

Lhe IP does not inherit barrierhood from the VP in standard cas

of movement from object position. As mentioned in the previous
rhapter, Chomsky stipulates that adjunction is barred to an
argument position. Chomsky tries to meotivate this stipulation
claiming that adjunction to an argument (CP, or NP) induces a
violation of theta theory because the internral part of the
adjoined structure is no longer a full category and thus might
1nvisible for the purposes of theta assignment.

There are several problems with this approach. Let
assume that theta marking is a relationship between a head and
maximal projection that serves as a cocmplement as is suggested

Choinskty (1981). NMNormally, features assigred to a maximal

rrojection under goverrment can percolate down through a series

tdentical maximal projections to the head of the X-max. This i

s

shawn by 2 case like (4) where case is assigned to the MNP

dominating the head of the appositive construction and then carn

percolate to the head.

) I EL,,:(--— Saw []\u:.» [)\ll;h JDhn 3 [l.I)"-‘ who Bi 1 1 l i “RES J } .

=s

By

h

u
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Thus we must claim that for some unknown reason, theta assignment
does not ohey standard percolation conventions.

Secondly, the approach seems too weak to block all of
the relevant cases of movement from "non- argument” positions. ke
can show that we must block movement to NP even in cases where
theta assignment does not seem to be involved. We cen move a
heavy noun phrase in (Sa) to a non L-marked positionrn as shown in

Sh.

(Sa) I composed a long letter for Mary to write to Sue
vesterday.

(Sb) I composed vesterday a long letter for Mary to write %o
Sue.

Notice however that further movement from within the heavy noun
rhrase is disallowed as shown in (Sc) which has the structure
(Sd) .

¥(Sc) Who did you compose yesterday a long letter for Mary to

wirrlte to

(3d) Lo Who, did [Dyw you (uw eslouw compose e, yesterdayl (.. o,
i & long letter [gw for [ie Mary to [ow 2, [ write to 2,13

e assume with Chomsky that ’who,’ camnot adjoin to the CP
inside the moved heavy NP because this would trigger a theta
criterion violation. However, the heavy NP itself is not a
position for theta role assignment. Rather the theta rcles is

assigned to the trace in the A-position from which the heavy NP



moved. The heavy NP functions as a quasi operater® and sc we
would expect to be able to adjoin to this category. Thus,
movement out of the adjoined NP craosses only one barrier.
Subsequent movement proceeds as would standard movement from
ohjoct position. Therefore, we incorrectly predict that (Sc)
shni:1d be acceptable.”

Similar remarks apply to so-called "bare NP adverbs".
Movement from these categories 1s also disallowed in a case like
(6h) .
t6a) John got drunk the day that Bill married Sue.
*¥(6h) Who did John get drunk the day that Bill married.
Agains adjunction to the internal CP is disallowed because the CP
is an argument. Adjunction to the bare adverbial should be
allowed théugh because this category is at most getting an
"adjunct theta role”, which Zubizarretta(1982) argues is only
checlked at LF. By LF however, the adjoined trace can be deleted
and the adjunct theta role can be assiéned to the structure. The

s styurture for this sentence is (&c)

(650) Loy who, did [ John Lo e low get drunkl NP e, (e bthe

day [ that [y Bill married ,3131111

In order to rule out these cases within the Barriers
firamework, we must claim that adjunction te NP is simply
disallowed. However this means that The Barriers frameworbl canrot

simply use the barriers defined feor government and proeper
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government as bounding nodes. Rather, bounding theory picks out
MP and CP as particularly relevant. This means that we have
simply shifted substantive restrictions from the class of bounding

nodes to the class of adjunction sites.

Another problem is that careful inspection of (3b) cshows
that we must also bar adjunction to PP because otherwise the IP
wottld not inherit barrierhocod. Given that the PP is not an
arqgument however, we cannot use the justification provided by
Chomsky to block adjunction in this case. We will see below, that
whtiile movement from some adjuncts is acceptabls, movement from a
tensed adjunct can yield quite deviant results as shown by (7).

¥(7) Who did Jack leave London before Harry spoke to.

The tensed/nontensed distinction cannot be incorporated inte the
frestment of this parameter if we can adjoin to PP in these caszes.
Again 1t seems that we would prefer to disalleow movement to this
position, but again we cannot justify this ban in terms of thata

theory.

Barring adjunction to arguments is alsoc & crucial

il
T

coamponent of Chomsky’s derivation of the island constraints. -
ns consider how movement is blcocked from relative clause

structures like (8).
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¥(3) Ly Which woman, do you like [ the girl poe who,

£ e By [\)r:-- e [vr‘m Sawnw e, 3333313

The relative clause in (4) is not L-marked by the NP.
Therefore i1t is a barrier and since the underlined MP immediately
cdominates the CP, barrierhood is transferred by standard
conventions. Movement thus crosses two bounding nodes. This, of
rourse would not be the case if we could adjoin the trace inside
the relative clause to the CP, for the reasons discussed above.
Observe that the CP is not an argument of the head of the relative
rlause. However,; we will show below that an empty cperator incside
3 relative clause must be predicated of the head of the relative
and siﬁce predication is under govérnment, adjunction is barred

for independent reasons in this case.

We will continue our discussion of bounding theoyrv
within the_Barriers framework below. We will discuss Choemsky’ s
ty 2atment of noun complements in Chapter &. Parametric variation

in the Barriers__ framework is discussed in section S.2. The

distribution of parasitic gaps is discussed in Chapter 7.

A

.2 Bourding_in_the WAHL Framework

As we’ve seen above, Chomsky assumes that every maximal
projection (except IP) counts as a potential barrier for movemsnt.

There are two reasons to make this assumpticn. First, Chemsky
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tries to unify bounding with antecedent government. We instead
thave claimed that antecedent government is a subspecies of
binding. Therefore, there is no a priori reason to expect all
maximal projections to be bounding nodes.

Secondly, Chomsky claims that we can eliminate a
substantive and particular theory of bounding nodes from UG. We
have seen above that the substantive thecry of bounding ncdes is
simnly replaced by a substantive theory of adjunction sites.
Therefore, we lose ncthing by claiming that IP, CP and MNP are the
relevant nodes for bounding. At the end of this chapter we will
provide some reasons for why just these nodes are relevant for
suh jacency phenomena.

In chapter 3 we presented functional motivaticn for

treating subjacency as a condition on S-structure. Given that th

i

results of S—structure movement feed the PF component and that
there is no deletion at this level, all empty categories in a
rhain feormed by movement will have to conform to lexical
gnvernment at PF. The results of syntactic movement must also
fesed L F and meet the conditions of GEBI. We will try to shaow that
svntactic 1sland effects fall ocut from the fact that syntactic
derivations must meet the locality cenditions impos=sd by
suth jecency at S-structure, lexical government at PF and CGEBI at
.

First let us define subjacency:

(?) (3) is subjacent to (b) i1ff (3) is separated fraom
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(b) by at most one bounding node that contains (b) but

does not contain (a).

Our definition of containment comes from May (1985).
Mav arques that a category does not contain an element unless all
n3: ts of a category contain that element. Thus in (10) the two
rmdes (a) and (b) are separated by two bounding nodes, while in
{11), the xmax, does not contain (b) and so (a) and (b) are

zeparated by only one bounding node.

(1) X max, (11)

X max,
(a? X max, (a) X mar.
X max, X max
X max, ' (b) =R
(b

(where X—-max, and X-max, are bounding redes)
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We further assume that adjunction is free. In
particular, a category can adjoin to any maximal projecticn. We
will sees however, that in many cases such adjunction will lead to

violations of lexical government.

Last of all, we assume that bridge verbs have the

special property of voiding a category’s status as a bounding ne

a8
il

hitt only for elements that are governed by these verbs."™
Let us begin with the simple case of COMP to COMP
movement in a language like English where CP, IP anrd NP are

bonnding nedes.

1e [ s Who i do [ e YOU C g think € e € L T Bill liked

e.33113

In this case the verb can move directly toc the Spec CP position of
the embedded clause, crossing only IP. The bridge verb ’think’
311ows the CP not to count for the trace in Spec CP trhat it

qoverns,. Thus the rext movement is also allowed.”

We must also deal with the so called

n

/S’ parameter.

U

FF122101982) and Sportiche(1981) proposed that Remance languages

tnele MP and CP as the relevant nodes for bounding theory, ci

ot

3~
1ng

the acreptability of examples like (13) and (14).
t13) {Combien, as L. tu mange [, e, de gateauxl]

How many cakes did you eat



n
D
O

(14) Tuo fratellos, a cui mi domando che storie abbiano

raccontato era molto preocccupatoe

Your brother, to whom I wonder which stories they told,

was very troubled.”™

Fecently, the 1dea that this is a truly language specific

narameter has come into some gquestion. Both Rizzi and Sportiche
claim that movement across a CP is much better when the CP is it
tensed. Many English speakers also seem to allow movement across

3 CP in these cases as shown by (139).

(15a) What do you know how to fix
?77¢13h) What do you know how they fixed

To explain this difference, we will assume that sicca
acn tensed clauses contain dummy inflections, they are considered
te be nondistinct from YPs and so do not ccocunt as bounding node
PMntice also that in Romance languages: the verb can meve inbta Lhe
IMFI =1t in the syntax, making the InFL a projecton cof YP ina
sense to he made precise and eventually moving into CP.
Therefore,; we might claim that in certain cases, even tensed
clanse IPs do noet count as bounding nodes in Romance: allowing

sentences like (13).
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We assume that verbs adjoin to inflection in the syntax
in Romance, subsequently moving to Spec CP. If this is the case
then adjunction of ava trace to VP 1s blocked because the trace
nf the verb would not be properly governed. The structure is
given in (16)

(15) INFL+ Y— UP

< N\oe

v e,1®
In languages that do not allow the verb to move tc SPEC
CP. we assume that the verb moves to INFL in LF. Agailn adjunction
of a Wt trace would be disallowed because since the inflection
itself is nen-lexical, it could not lexically govern the adjoined

trace at PF. The structure is given in (17).

17y INEFL

v

We turn now to blocking 1llicit movement from syntactic

islands. In chapter 4, we considered how to block movament of
adjuncts from these constructions sc we will corncentrate on
111123t movement of arguments. WHe should expect that these cases

=111 ke handled straightforwardly given that ocur analysis is

similar te more traditional conceptions of bounding. The conly
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difference that we must monitor, is that, given that we allcocw free
adjunction, we must insure that the addition of possible landing

sites for movement does not permit extracticen from islands.
With this in mind, let us consider reletive claus=s.
We argued in the previous chapter that these categories

have the structure given in (18)

13) NP

det K/N;\
} COMPLEMENT

Movement out of an island is blocked in a case like (19):

*(1 ) [r_j;r.' What 3 dD C T YOW C\,n:-» 1 i kE [|\”z-, the man [ oo tno whom A

[\'.r-- Bill [\,",::u wrote e, e,]]]]]]]

tnder the standard analysis, there is an NP and CP intervenirng
hetween the Wh in the Spec CP and the trace inside the relative
zee, so sub jacency is violated in (19). Other derivations

a2re also blocked. So for example, 1if we tried tec adjoin to th

]

51
= i

relative clause’s IP, the wh in COMP could transfer i1its lexi

n
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festures to the C and thus the adjoined trace would be properly

gnverned.

(20) NP

[to%\

[t'.':,:.!;, e [iw Blymeeee..

llowever, since both CP and NP are still bounding ncdess the NP
must still adjoin to CP in order to move frem the island.”®
Relative clauses centain predicates that must be predicated of the
head. Predication holds under government between the head and the
predicate. Adjunction to CP will block this predication relaticn.

The structure is given in (21).

(21) NP
d{(\1F
JgJ...*”

Therefore, since all possible adjunction is blocked, extraction

from a relative clause is impossible.
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0w
adjunction to CP because, given our definition of subjacency,
direct adjunction to the NP still crosses two bounding rodes: the
CP and the NP that is the adjunction site. Once the Wh eslement is
adjoined to the CP though, further movement will leave a trace

that is not lexically governed.*?

*(273) C‘,;:Fu WhOﬁ_ do [];o—'n YOou believe Emw' [N,;:-_. the fact]l [(j:y::~ that [r.»-»-

John [y liked e,33333117

Next, let us consider noun complement structures.
Movement from the subject position of a noun complement structurs
ic disallowed. If a noun complement appears in a tensed clause,
the IP and NP will count as bounding nodes and the complementvmust
‘2djoin to the NP in order to obey subjacency. Further movement
=11l thus leave a non properly governed trace in the NP adjoined
position.  The structure is given in (24)
#¥(20)Lew who, did [y L €l @ picture of e,11 sppear on
the table.'®

WH movement from a complement in cbjsct pesition is
allowed even from deeply embedded complemenrts bescause a caomplement
P or NP can successive cyclically adjoin to other complement PRs.
In certain cases this seems to yield unacceptable results but in
others rhis movement seems perfect. Contrast (25e) and (2Sh). I
A ot have an explanation fer why 25a is as deviant as it is.

?7i253z2) This is a man that I read reviews of books about
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Now we turn to "lorg movement" cases in Romance
languiages. The basic facts, presented in Rizzi(1982) and
Sportiche(1981) show that a WH element can move over one filled CP
particularly if that CP governs an infinitival clause. Thus (28)

is acceptable while (29) is not.

(28) NMNon so proprio chi possa avere indovinato a chi

affedero gquesto incarico.

T really don’t know who might have guessed to whom I will

entrust this task?’?.

¥ (29) Questo incaricos che non so propric chi pessa avere
indovinato a chi affideroc mi sta creardo un sacco di

grattacapi

'This task, that I really don’t know who might have guessad

En wihiom T will entrust, is getting me into trouble.’

In order to rule out (29), Chomsky (1986) makes the following two

assumptions:

(320 Iri Fnglish type languaeges, the lowsst tensed claucse

hecnomes an inherent barrier.
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(31) Even if only onre barrier is crossed per movement, a
deyivation counts the accumulated set of barriers, and if

that number evceeds one, the derivation is ruled out.

While it is clear that these assumptions will rule OQt
the had cases, they are again, quite peculiar. There is no other
nperation in the grammar that makes use of the notion "lowest IP".
Monetheless as Chomsky notess we must specify that cnly the lowest

TP rounts, or else we will also rule out a case like (32).

{3”) kho do you think [(:‘,;1::‘ e, thatfl John said [n:;r-::' e . that E'x:‘."r'

Mary liked e, 11.

The notion of "counting up violations” is elsoc nrnot used
slsewhere. It is forced here however. Since Chomsky allows
adjunction to VP, every movement across a complementizer, will
mvyoss only one barrier; i.e the CP that has inherited barrierhosod

fraom the IP that contains the embedded VP adjoined trace.

The account that I am proposing allows us to do without
these dubious assumptions. In tensed clauses where both IP and CPR
covmt as barriers, long movement will be barred as 1t was under

previous approaches to subjacency.

For infinitivals where IP can be non distinct from VYPj

mabling intervening IPs not count as bounding nodes, the thecry of
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from adjuncts containing infinitival or gerundive clauses is
marginal, at worst even in English. Moreover the Barriers theory
nredicts adjunction to these adjuncts for overt movement because
ad junction is only barred to arguments. Consider the following

paradigm:

{34) Libvich monument should we not leave London, withcut PRO

sesing.

(35) Which monument should we not leave London without teking

Htarry to see

?7(346) Which monument should we not leave London without Harry

seeling

¥ {(37) Which monument should yocu not leave London before Hariry

4

Sees

[

fPFesuming that Iinfinitivals are structures with INFL »on distinct
Trom VP, we would expect that we could move directly from the
adjunct to the matrix CP, crossing only the matrix IP. A

structure is given in (38).

(28) [ which monument, should [y we not Lourleave Londonl

Lo before (e PRO visiting e, 3"
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By contrast, the tensed inflection heads an IP distinct from VP.
Therefore, the category must first adjoin to the adjunct’s IP.

However, further movement will leave a non-lexically governed

by are., The structure is given in (39).
(32) [ which monument, should [, we not [leeve Londonl
Ly before [y 24 & Iw Harr’y visits e, J1.%

If the adjunct is an infinitival, we predict that cne could even
move across a WH island contained in the adjunct phrase. Here
speakers seem to differ. Browning(1987) cites (39) as
unacceptable, but a variety of French speakers (perconal
rommitinication), don’t find them deviant. Similar examples, sven

in Enaglish seem not totally unacceptable.

#¥(40) Quelle personne Jean se demande comment guitter Paris

sans rencontrer

?(41) Which person did John wonder how to sneak away withcut

leave Paris

seeing.

As we saw in the previous chapter,; long movement of an
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A anaphor from an adjunct is rigidly excluded by generalized

binding.
5.3 Concluding Remarks

In this chapter, we have compared two theories of
bnunding. We have suggested some empirical problems for the
Barriers approach, particularly in regard to parametric variation,
the theory of adjunction to noun phrése adjunctsy, and movement
from noun complements; We have presented a theory where no
nnmntivated stipulations are made about adjunction sites. However
lhe astute reader will have noticed, that with the exception of
v complement structures, adjunction to categories other than IP
seldom leads to acceptability. We will see however, that the
ahility to adjoin to MP and IP plays a crucial role in determining
the distribution of parasitic gapss a topic that we will take up

in chapter 7.

One of the most important differences between this
approach and the Barriers approcach is this theory’s return: to an
ear lier version of bounding theory. Like the theory originally
autlined in Chomsky (1973),; a substantive class of nrncdes svre
selected for bourding. Chemsky (1984) suggests that there is no
good reason for taking only NP, IP and CP as bounding nodes. For
Chomsky (1986) a substantive theary of bounding ncdes gave way to

one based on structural censiderations. Though all maximal



213
prejections were potential bounding nodes, this property could be
remaoved 1f a maximal projection happened to be‘governed.

There is another possible way of dealing with Chomsky’s
abjectionss one that tries to give substantive reasons for why
jnst these nodes constitute the inventory of bounding ncodes.
Clauses and MPs are domains of completion of theta assignment.
They are the domains within which "complete functional complexes”
are defined. When one looks at subjacer: y restrictions from &
parsing point of view and thinks of the central problem of parsing
as assiéning theta roles to categories and categories to theta
pneitinons efficiently, then it does not seem at all surprising
that the bounding domains should be coextensive with domains in
which all of a predicate’s theta roles are assigned.

As mentioned, clauses and NPs are the domains within
whiich theta theory operates. So, for examples the theta criterign

prohitbiits the same theta role from being assigned twice within th

]

same theta domain. Consider Noun Phrases for esxample.

In (42) *John’ is at least three ways ambigucus. It can hav

it

the theme reading, the agent reading cor the possessoar

m
1]
(88
-
J
{3

(42) John’s picture
However, as we "add" these theta roles overtly to the NP “John’
can no longer bear these theta roles:
(43) a. John’s picture by Rembrandt
b. John’s picture of Harry

c. Jehn’s picture of Harry by Rembrandt
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In (43 a), *John’ can no longer bear the agent theta role. >Jehn?
can he the theme or the possessor but not the agent. In (43b),
*John can have the agent or the possessor but neot the theme role.
Tnn (43c) "John? is limited to the possessor theta role. These
facts can all be accounted for if one assumes that the theta
criterion applies within MPs to limit theta role assignment. If
1t does, the same theta role cannot be carried by more tharm one
ar gqument.

Similar reasoning holds within clauses. Thus, cne could
see (44) as ruled out for the same reason that in (43a) both
"Tobin? and Rembrandt’ can’t both have the agent theta role.

*¥{(44) John painted Bill by Rembrandt

The domains for theta assigrnment are the NP and the

rlanse. It seems natural, therefore, given the central precblem of

rarsings that these should also be the domains for bounding.'™
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Foctnotes

1. Chomsky limits n to at most 1, following the argument
given in Chapter 3, where we claimed that since grammars
could not employ counting predicates, locality could onrly he
defined by employing notions like adjacency.

2.dlenceforth, we will refer to this conditicn as the (ED.

3.We know that this functions like a standard A-bar cperator
berause heavy NP shift licenses a parasitic gap.

4. Moreover, we can delete the heavy NP adjoined trace before
{F and so the heavy noun phrase can furction as an
unambiguous binder for the trace left in its theta positiaon.

S.le will see below that if a bridge verb voided the bournding
status of a CP for everything inside its complement, we would
incorrectly allow movement across a series of previcusly
filled CPs as in a case like (a).

#(a) Who did you wonder who knew who saw.

6. We could also derive this sentence by first adjoining the
object to the embedded VP. We will assume that in English,
thie verb does not move into the inflection position, and =o
the resulting structure of this movement would ke (3}, where
the adjoined trace would not be properly governed.

f2) /l\
I /P

ST—yp.

e

e will discuss adjunction of the verb in languages that
allow movement of V tc Infl below.

7. These sentences are from Mouchaweh(198%) and Rizzi(1282).

8. As we will see below, we must block adjurction to YP in
order to block super leong movement.

@. Direct adjunction to the NP is blocked because, given that
oy definition of subjacency is not stated in terms of
cxizlusicon, the trace inside the relative clause will still be
separated frem the NP -adjoined trace by two bounding nodes.
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(a) C,\n-:'* wh 1 Ey\u::- [c;;w- to whom [ Iy By e e e

10. See Williams(1980) and Hornstein(submitted), who justify
thhe assumption that predication is only under goverament.
One might think that the predication index could percolate
fram the operator to the adjoined CP, thus allowing the
nredicate to meet the government restriction as in (a)

N cP,

Evidence that predicaticn can only hold between the CPs that
immediately dominate predicate cperators comes from
ronsideration of the following contrast. Some speakers can
adjoin adverbs to S’ even in embedded constructiorns (assuming
topicalisation intonation, and controlling for the well krown
parsing strategy that preferentially interprets adverbs as
right adjoined structures (see Kimball(1973), Fodor and
Frazier(1978)).

(b)) Yesterdays, how much money did you have?
(c) I want to know right away, yesterdays, how much money
you had.

However, even for these speakers, an adverb canmnot be

adjoined to an S’ in a predication structurs=s.
¥(d) I know a man, yesterday, who had some money

Motice that both this theory and the Barriers model
will have to make the assumption that adjunction to the CP
relative clause is forbidden. As discussed above, Chomsky
mist bleck adjunction to CP in relative clauses to bleock
antecedent governmernt inte and movement ocut of, these
structures. Since he assumes that relative clauses are not
theta marked by the verb, he cannot use the prohibition
against adjoining to arguments in this case. Therefore, he
must independently block adjunction to relative clauses.

i, It has been noted that mcocvement out of infinitival
complements yields improved results as shown by (a).

?(a) Who, did you accept [ a@ proposal [m PRO to hire 2,112

Motice independently though that only tensed clauses can
appear in appositive structures in English.



(b)) Jehn, who anyone likes, is in the room.
#{c) Jehn, to like, is in the room.

Therefore it seems reasonable to expect that infinitival
complements will appear as direct daughters of N’without an
intervening CP. Notice that the PRO in this case gets a
controlled reading in this structure. If we assume that
nbligatory control is a property of governed PRO,as argued by
Bottchard(1984), Sportiche(1983), and Hornstein &

t ightfoot(1987) then the structure of these infirnitivals must
he (d).

(1) [o‘u- =3 [r\r' prOpDSBler:- PRO to hire e,j]]

We could then handle this case by assuming that, since
in English infinitivals are non distinct from V, the IP weunld
rnot count as a bounding node. In this case, nc adjunction to
1P would be required.

As we will see below, the Barriers framework as stated.
does not distinguish between tensed and infinitival noun
complements, so some additional assumption would be needed in
this theory as well.

12. We will discuss movement from the sub ject position of an
infinitival or small clause subject in Chapter 6.

Even if IP did not count as a bounding node movemert from
suh ject position will be ruled ocut in certain cases. For
example, movement from the determiner position of a matrix
sentence will be barred at least in a language with cvert
movement and the doubly filled COMP filter that we discussed
in the previous chapter because the determiner position could
ot be properly governed without violating this filter. Thus
a rcase like (a) is correctly excluded.

*¥(a)Comhien, sont [y & de bons bhonsl sur la table
How many are candies on the table
How much candy 1s on the table.

13. NMotice that, in order for 23b to respesct the condition
of lexical proper government, we must assume that nouns as
well as verbs can govern objects of prepositions that they
govern. This is a marked option that English and some
Germanic languages (as opposed to Romance languages) allow.

14, Independent of this question, we must assume that
extrapesition applies in PF because we have argued that
predication is a head - head relation between an empty

nperator and a head that applies under government.
Extr aposition will move the empty operator from the position
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A Comparison of the Barriers and the WAHL Frameworks

111 Lhe previous chapter we presented two different
approaches to the theory of bounding and the ECP. The first
approach, that of Chomsky(1986) argues that both ECP and bcocunding
are subject to a unique set of restrictions that specify licit
gqovernment relations and can be captured as a uniform set of
barriers. In the Wahl framework, a conmection between bounding
and the ECP is also established but the connection comes from the
fact that every trace left by overt movement will be subject to
the RPF ECP. Since the notion of L-marking from Barriers and the
notien of lexical government are rather similar, it is difficult
tn tease apart di%ferent-predictions made by these theoriess,
although some advantages of the WAHL approach were discussed.

A more direct empirical test of the conceptual crganization
of the two frameworks comes from looking at the relaticnsnip
between bhounding phenomena and the part of the ECP that governs
I.LF plhienomena (antecedent goverrnment or antecedent
novermnment/lexical government in the Barriers framewcorhk anrd
Generalized Binding in the WAHL approach). The Barriers approsach
malkes the clear prediction that we sheould be able to find a
unique set of barriers governing both overt and LF movement. The
KAl theorys on the cthef hand claims tﬁat any restrictions that
apply to both types of movement should stem from the Binding
Theory that applies to the output of both processes at LF. Since

the domains set up by barriers and binding theory are different,
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these theories will rule out illicit movement in these components
differently. In this sections I will present some arguments for
claiming that LF movement results in syntactic structures of
wmrestricted quantification . After presenting empirical support
frmy this ideasy I will try to show that it is fully consistent
wiktte the WAHL framework, but undermines the link between LF ECP

efferts and bounding conditions inherent in Barriers.

6.1 Superiority

The first case that I would like to consider is the so
ralled "Superiority Conrdition”. As in a variety of LF movement
structures, superiority examples exhibit what can locsely be
ralled a subject/object assymetry in the sense that moving an
object across a subject at LF results in unacceptability as shown

by (1)

(1Y a. #What did who buy
b. *¥John wonders what who bought

c. Who bought what®

Within a Generalized Binding approach such sentences are treated

as Binding Theory vioclations.

{ EJ ) [ CIET LN V‘JhD . er v g wha t 3 ] [l..Z = [ S t . bU\l.’ t 3 ] ]
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In (2) ’t,’ has AGR as an accessible SUBJECT. Therefore “f,°
muet be bound 1In the matrix clause. In English, a WH element can
only move by WH- raising to a COMP that has a +WH specifier.® As
discnssed in the previous chapter, we assume that while the NP
rontaining the LF adjoined trace c-commands the rest of the
sentence, the WH element ’who’ that is adjoined to the SPEC CP
position does not c—command and so does not bind the subject

trace t, at LF, as required by GEBI. “ A similar account extends

to (1h).

(lc) 1s acceptable because in its LF structure, the subject
tvace t.’ is bound, either because the subject moves into the
complementiser at s—-structure, or because, since the cbject trace
tdoes not require a binder for reasons discussed in the prsvicus
~hanter, the WH element does not have to c-command its trace in
arder for the trace to be cointerpreted with i1it. This is shown

iy (3)

(3 Lo Lowmpa [what; [who, [ [iwt, AGR Buy £33

An important fact about superiority effects is that they are

cancelled in certain unexpected cases.™

(4) a. Which book did which boy buy

b. Jehn wondered which book which boy bought



A recent analysis by Pesetsky (1985) tries to explain the
difference between the examples in (1) and (4) by suggesting that

the latter have structures like (S5) in LF.

(%) [leampalihich boeck, [Which boy AGR buy t,11

Pesetsky’s analysis claims that in (S) which boy is i

itu in

{4

t . Therefore there is no gap. Pesetsky uses a discourse
principle to decide which WH elements are moved at LF and which
remain in situ. Elements that are discourse linked (hence "d-
linked") in the sense that they refer back to some previously
mentioned element in the discourse remain in situ and aré linked
to a Q{uestion) operator in the COMP position

st IF. WH elements that introduce new elements intc a discourse

1

‘henceforth "non d-linked"” categories) are interpreted by WH-R.<
The absence of a trace suffices to explain the absencs of
superiority effects. Before arguing that Pesetsky’s elsgant
suggestion is nonetheless incorrect, I will present an
allgrnative.” As argued in Reinhart(1983) and Aocun and

Hornetein(1983), I assume that an NP may be c-commanded by a

rontaining NP, I will also assume that Wh movement in LF do

)

D

et pied pipe  the category that contains a Wh element along with
that categery. With this in mind, consider (&) which has the LF

representation (7).
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(&) Hihat book did whose mother buy.

(7) Lol camp sWhat book;, whose;l [uliwents’s motherl AGR,. buy

£,11

(6) will be well formed if we take ’t,’ to be an A/C znaphor
whirh would then have no accessible SUBJECT in (7). NP, is not
an accessible SUBJECT because NP, c-commands t, given our
fdefinition of c—-command. Thus coindexing t, with MP, would yield
2 Principle C violation and ocur definition of accessibility
disallows a subject from being accessible for a categoeory if
Principle C would be violated. AGR is not an accessible SUBTECT
bhecause indexing AGR ahd t,? would yield a principle C violation
given the required coindexation of AGR and NP,.. Conseguently,
t,” hes no domain and the Generalized Binding theory does not

require it to be bound.

e can extend this account to (4) if we assume that the two

sentences have structures similar to (7) at LF.®

(7Y b. [5}}; [l-'f-(:'"‘cll ‘.,‘Nh ich book 3 which 1 C s}};c )\||::.-t 4 bDy 1 AGR t‘:uy

t,11

Since the structures (7a) and (7b) are identical, cur accaunt aof

(3)7’s acceptability suffices for (4) as well.



224

In order for this approach to be viagbles it must be the case
that OR need not move a whole MP but can move quantifier phrases
alaone at LF. This makes the LF representation that i1s submitted
to the Binding theory loock like standard versions of the
nredicate calculus that allow unrestricted gquantification. UWe
zhionld yiow discuss the interpretation of these structures. Two
nossibilities present themselves. One possibility would be to
interpret these structures as structures of restricted
quantification. This proposal is in the spirit of one propesed
in Williams (1984) who notes that rone of the information reeded
to interpret structures like (4) restrictively, is lost in &
representation like (7). Principles of interpretation for these
sfrnctnres are given in (8) and the output interpretation is

given in (9).

(8Y a. The 0P 1in an A’ position in LF is interpreted as the
nuantifier. The quantifier can be given a variahle
inde from the variable tec which it ig bound.
b. The N’ governed by the quantifier or a trace with
which 1t ferms a chain is the vestriction.
c. The trace of the QP (or the NP ceontaining the QP
trace) is the variable.
1. The sceope demain of the gquantifier 1s the IP or CP

that 1s in construction with the GP.
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Alternativelys; we could treat these structures exactly
35 they are treated in the predicate calculus, i.e.
nnrestrictively, with the normal translation procedures into
first order structures that apply to universal and existential
nantification. In this case (7) would receive the interpretive

structure (9b)

(GE)Y Wh % and Wh vy x a boock y a boy and y bought =.

e krnow that such translation procedures exist for wh,
existential, and universal quantification and so either procedure
will give the right interpretations for these cases.?” In the
appendix at the end of this chapter we present an explicit
2lgnrithm that translates cur LF representations into expressions
fully appropriate for semantic interpretation.

Whatever the merits of this more inclusive claim
however I would like to show that my proposal for the treatment

of superiority is to be preferred to the one propossd in Peset

Ut

1% %
(1985). First, adepting Pesetsky’s suggestion will reqguire
acdding an additional rule of interpretation. Sentences such ac
who bought what’ are interpreted as general guesticons. They
require buyer/buyee pairs as appropriate answers. This
intevrpretive requirement has been standardly related to the fact
that at { F such sentences have two operators in COMP.*™ If ane

adonts the apprcach advocated in Pesetsky (1983) we will have to
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add a second disjunct to this interpretation procedure. The
reason 1s that Which book did which boy buy’ is also interpreted
as a general gquestion. But in this case, according to Pesetsky
(1298%), which boy has not moved to COMP in LF. Nonetheless to
A=rive the correct interpretation,; i1t must be asscciated with the
coMe filled by which book. This end can be achieved by making
the rule of interpretation disjunctive: interpret "Wh....wh...
who...” as a general question just in case at LF all the wh-
cperatnrs are in the same COMP or they are in situ but are
zomehow "associated” with the COMR. The main peoint i1s that

Pesetsky’s (1983) account forces wh elements to be interpretivel

linked by two very different LF procedures.

The same complication does not affect our proposal. Inm both
who bought what’ and ’which book did which boy read’ there are
two wh elements in COMP at LF. Consequently the interpretation
rile for multiple gquestions need not be revised to extend to

these cases.

A empirical advantage of our propesal is that it extends

to cases of complex wh phrases which are not D-1linked.
(10) What type of book does what type of man read 7

10) uses what as a specifier. In contrast to the evamples citbed

above, (10) involves no presupposed set of appropriate answers
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among which the answerer must select. Interpretively, what in
(10) is a non D-linked wh-operator. Nonetheless, (10) is as
arceptable as (&) and (7). This clearly constitutes a problem for
the analysis in Pesetsky (1985) which predicts that since the
quantifier is non d-linked and therefore must move to its scope
position, the structure in (10) should be on a par with (1) and
(3). As what is non D-lirked it must move at LF. We shceculd

vheerve the standard superiority effects.

Ry contrast, our approach predicts the acceptability of
these sentences. In (10) what is in specifier position. At F

(3) has the structure (11):

(11) [lj;;(,;,",,-;, 9 [Vlhat type Df bDOk ) what 3 J [ 5 [;--.”‘::-t 3 t‘-/pe cf

manl read t, 113

“11) 1s virtually ideﬁtical to (&) and the explanation we
advanced for the well faormedness of (&) will carry over wholesale
Fo this case. In short, lack of superiority effects seems tied
to the fact that in cases such as (&), (7) and (11) we are
extracting a wh-element out of a more complex NP while in cases
suurh as (lasb) this 1s not a possible option. Whether the Wh-

vnerator 1s D-linked or not seems toc be irrelevant.
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l_ast of all, Pesetsky’s analysis has little to say abcut the

acceptability of cases like (12)

(12) a. What did whose mother buy

b. What did which mother buy

Whose 1s clearly not a D-linked operator, yet (12a) 1is as
arreptable as (12b). Pesetsky’s analysis could be extended to
rover cases such as (12a). Thus 1t might be proposed that whose
mother remains in situ in LF. However, this would sever the
connection between D-linking and LF movement which

lies at the heart of the account. Another possibility would Gbe
tn countenance movement of whose in cases.such as (12a3) to yield
Il F structures such as (11). This would, in effect, adopt cur
proposal for cases such as (12a) while retaining the D-
linking/non movement hypothesis for (12b). However, this would
be a2n odd conrnclusion since accepting our analysis feor (123) would

>

render Pesetsky’s analysis of (12b) superfluous.*t

We corclude that the approach to superiority discussed in
this chapter is preferable to the one proposed in Pesestshy
(1235). The analysis is simpler. It dispenses with an
additional interpretive rule. It is more empirically adeguate,*®
It rorrectly predicts that complex NPs with ncn D-linked Wh
specifiers will act just like D-linked cones as regards

superiority effects. It alsoc has greater empirical coverage.
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It covers cases that the D-linked/non movement account dces not

apply to.t®

6.2 _Pronouns _as Bound Variables Revisited

fAgain, this rather simple emendation to the QR rule allows
ns to simplify the theory of scope assignment in rather striking

mays.t”

The examples that we have discussed so far indicats that OR
can move the QP alone and leave the vrest cof the quantifisd MP in
ntare. There is some evidence that OR can gnly move a QP and
must leave the containing NP in situ. As Williams (1984)

>

nhserves, Move ’ in LF,; unlike ’*Move in the syntax cannct

alter binding possibilities. Consider cases such as (13):

(13) a. Which picture of himself, did Helen persuade
Frank, that Sheila liked
b. #lho persuaded Frank, that Sheila liked which

picture of himself,

t133) 1s acceptable while (13b) is not. The acceptability of
(12a) can be accounted for if we assume a thecry of

Reconstruction like the one outlined in Hornstein (1284). On
this sort of theory an NP need not actually be put back into a

me S-structure position. Rather, we can adopt an interpretive
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principle that states that an NP can be interpreted from any of
its trace positions. If principle A is met from any of thece
nositiens then the indicated reading is permitted. (13a) has

(14) as its LF phrase marker.

(14) [which, [t, picture of himselfl, [Helen persuade

Frank [t’, that [Sheila liked t” ;3131

Ohserve that given this theory of Reconstruction, NP,, the nrnoun
nhrase which contains “himself’, can be interpreted from position
t"j. From this position Frank is a permissible binder and the

indicated reading of (13a) i1s accounted for.

What is important, however, is that a similar process i

1

]

a
et

available for (13b). To form a multiple question the WH-in-

[

et
[

mnst move to the matrix wh filled COMP. If we assume that LF
movement moves an entire @GP, then the LF interpretation for (13b)

iz (19).

(15) tWho.s [which picture of himselfl, [t, persuaded

Frank [t’, that [Sheila liked t ;31113

I1f this is correct though, we predict that we should be zable to
bind himeelf to Frank. by interpreting NP, from position t7

just as we did with NP, in (13). Or, to put this another way, wme
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are left with the question of why wh—-raising in LF canrct chanrge

binding possibilities in the way that overt movement can.

I1f we assume that LF operations gnly move operatorss ie that

‘Move 7 in LF can gnly move @Ps, then we have a straightforward

e2«planation for the unacceptability of (13b). At LF (13h) ha

n

the structure (16).

(16) [who, which, [t, persuaded Frank glttj'that s LEheila

like [t, picture of himselfl1131]
In (16) himself has 3°, as its domain. However, it is not beound
trr 87, so principle & is violated and the unacceptability of

(13h) is accounted for.

In sthort, we have evidence that in LF we move cperatocrs and

only operstors to adjunct pesition. ™™

~ last feature of this proposal is that 1t mak

13
]

the caorrect
predictions in regard to Reconstruction phenomena. As mentiocned
above, we follow Hornstein (1984) and assume that Reconstructiocon
1es an interpretiyve rule which permits an element indexed with «

tirace to be interpreted from that trace position.

Irm (17) Reconstruction permits his tc be bhound by everyone

hecanze the wh-phrase is indexed with t, and so it can be
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interpreted from this position. In this pesition everyone would
ccommand his and bind it. Hence through the offices cof the | F
interpretive rule of Reconstruction, pronoun binding cof his by

everyone is permitted in (17).

(17) [[Which picture of his, motherl, does [everycne,

[t, love t,111

Williams (1986) reiterates an apparent problem first
disrussed by Higginbotham (1980) for this view of reconstruction.

’

Consider a sentence such as (18).

(18) Which picture of which man did he like

Here he cannot be bound by which man. Given our theocry of

reconstruction, (18) has the structure (19) at LF.

(19)  [Which, which,; [mumut,. plcture ef t, manl Che, like
t.. 31
flote both Wh—-operators are in adjunct peosition. Observe that if

he vere bound by which,; then with NP, interpreted from position
t,, (via Reconstruction) we would hiave a principle C viclaticn.
If we assume that R expressions must always be locally A-free in
any nosition from which they can be interpreted then (19) is

predicted to be 111 formed under the indicated interpretation.
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Observe in (12), that from position t. the variable is locally A-

honnd and so the structure is cut.

Observe that we’ve assumed that which. and which,; have been
moved cut of the NP that contained them. This follows if we
assume that operators must be in adjunct position in LF if they
sre to be interpreted ac operators. At S-structure, prior to LF
movement, they are not in adjunct position. Rather the phrase

containing them is. In other words at S-structure these wh-

nperatnrs are no more in adjunct position than whe. 1s in (20).

(20) Who left after Bill met whoa

In (20) whom is in an adjunct, (viz, after Bill met who), but it

n
Vo
3

must still move at LF. Similarly for the which cperators
(18). Though they are both contained in an NP in CCMP they
themselves are not in adjunct pesition and so must move. This

results in a structure like (18).

Afesuming a theory that generates structures where only the
(P it=s moved has more far reach;ng consequences than the empiriceal
nnes that I have cutlined up te this point. More importantly
this analysis allows us to employ a uniferm algorithm feor scope
interpretation at LF‘and thus allows the ﬁheory to sidest=p some
nt the criticisms levelled against 1t in Williams (1984).

Williame, contrasting cases like (13) and (1%) correctly notes
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that the standard theory for LF interpretation must allew LF
structures to be reconstructed in an arbitrary manner.

Structures like (18) force us to assume that scope assignment can
bhe based on either the S- or LF structures,; but structures like
(17) must be interpreted with the LF-moved elements in their d-
structiv e positions. Williams notes that this removes much of
the explanatory power from a theory that assumes LF. For
arbitrary derivations, the claim that correct scope assignment o-
nronoun binding results from applying independently motivated
syntactic principles to a new level of interpretation is negated
ant interpretation proceeds as if this level did not exist. Given
the theory discussed in this chapter,; we allow a uniform rule of
scobe interpretation. Cases like (18) are not céunterexamplez to
this procedure because since we do not pied pipe in LF,
recnnstruction does not even apply in these cases. We deal with
reronstruction of syntactically moved WH elements by assumirgg thes
reconstruction principles first argued for in Hornstein (1784).
It is important to note that we interpret the results cof | F and
S-structure movement from a unified LF structure. Since
Hornetein’s principle allows LF interpretation to take place from
any trace position we are not faced with the problem cf
disregarding outputs of the LF component in unprincipled and ad-
hoc ways. As 1in many other cases; the syntactic and LF
components will overgenerate possible interpretations that will

be filtered out by interpretive principles.



6.3 General Theoretical Consequences of the Account

In‘thé last section,; we argued that GQR cruciaslly yielded
stirnctnures of non-restrictive quantification. This analysis in
bvirn bears on the more general gquestion of the proper theoreticeal
formulation of the ECP and on the underlying assumptions of the
Barriers framework of Chomsky (1986).

Allowing GR to simply meve a determiner from a ncoun phrase
is eqiivalent to allowing vioclations of the Left Branch Condition
at | F. However, it is well known that such violations are not
possihble (at least from subject position) at S—-structure, as

shown by the contrast in (21):

(21) =a. Which pictures, do you believe (-Tuwle,] will be in

the exhibitionl

¥b. Which, do you believe ;wluwle. picturesl will be in

the exhibition.

Orie may try to rule out (21b) by adopting any of the msny
vercsions of the ECP. Some authors try to reduce 21l ECP cases to
instarnces of lexical government. Chomsky’s (19281)
nriginal version allowed a structure to satisfy the ECP 1if any
empty calegory was eilther lexically cor antecedenrnt geocvermed.'®

I ater approaches (including the Barriers approach of Chamsky
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(1986) try to reduce all cases to antecedent government. Let us

cansider all of these approaches in turn.

(21b) viclates lexical government under a variety of
assumptions. We could assume, as in Chomsky (1986), that COMP is
not a lexical item and thus there is no category cf the
apnpropriate type to govern the trace of “which’. Even assuming
the COMP is lexical, at least gne maximal projecticon (the MP in
sub ject position) and arguably two (the S or IP dominating the
subject NP) intervenes between COMP and the trace. Therefore,
assuming standard theories of government, the trace in (21ib) dces
ot appear in a position from which the COMP can preperly govern
it. MNote that struétures like (22), generated by our analysis a2t

lFs also violate this notion of lexical government.

(22) a. Which book did which boy read.

b. Which book, which,; didl [,wluxe, boyl read e,
Given standard versicons of antecedent government, antecedent
gaovernment will be blocked under similar asssumptions. The
subject MP (a maximal projection) blocks government sc even
thoualy which® as a coindexed WH phrase is a potential
antecedent, 1t cannot antecedent govern inside the subject MNP,
.Given thhese assumptions, neither disjunctAof the ECP is satisfied
in (d1ib) and so the structure i1s out under any of the versicns af

the ECP cutlined above.
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Motice however,; that if the abcve versions of antecedent and
lexical government apply at LF, then structures like (22) zbove,
where we have simply moved a determiner ocut of subject position
will be ruled out as well. Therefore, in order to allcw
stirnctiires like (22), we must esither reformulate antecedent
government in terms of Generalized Binding as suggested above or
lnosen the locality conditions on antecedent government or

lexical government within a more traditional ECP framewcrk.

We can rule out such structures at S—-structure but allow
them in I F in one of two ways. We might adopt the organisation
nt the grammar proposed WAHL (feorthcoming) and discussed in the
jprevious chapter. Recall that WAHL proposes that lexical
government applies at PF, subject to conditions similar to those
Fhat we mentioned 1in our discussion cf lexical govermment zbove.
Since syntactic, but nrot LF movement feeds PF, we predict that
(21h) but not (22) would be ruled out by this condition. (21t
and (22b) satisfy Generalised Binding conditicens which apply at
the LF level. WAHL requires that empty categories must satisfy
all the locality conditions that apply to them. Therefore aven
thangh (21b) is licit at LF, it is illicit at PF and thus the

ztructure is ruled ocut.

A cecond alternative 1s provided by the Barriers frameucrk

nf Chomsky (1986), where structures like (21b) would be ruled out



hy the Subjacency Condition. As discussed in the previous

chapter, every category that is not directly theta-marked by a

lexical category counts as a barrier for movement in this svstem.

Ttiis the subject NP in (21b) is a barrier. In addition,
harrierhood can be inherited by a maximal projection that
daminates other barriers. Therefore, movement from the
Aeterminer position of a subject NP crosses two barriers, which
is disallowed by bounding theorvy. Thus (21b) 1s cut as a

sub jarency violation. Since subjacency applies at S—-structure,
strmctures like (22b) which are generated at a post S-structurs
level are not ruled out by thié condition.

Chomsky can allow in these structures at LF by using =a
reformulated definition of barrierhoocd that interacts with the
tihhenry of antecedent government, though crucially not with the
theory of movement, to include the so-called "minimality”

randition. This condition is given in (23)

(23) In the structure; a [,...b...]1]
a projection

a dnes not govern b if g is...the immediate projection of g, =a

zero level category distinct from b'" (that excludes a (ASLH) )7

Since determiners of NMPs ar=s not separated from antecedents in
COMP by the "immediate projection” (N®) of the NP, the NP doess
not count as a barrier fer them. Thus, under this definiticn.

the PPs in 2é6b would antecedent govern their traces because th

i
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MP dominating the determiner position would not count as a
harrier arnd so the IP dominating the NP which is not an inherent
barrier in Chomsky’s system, would also not inherit barrierhood.

Thus no harriers would separate the QP from its trace.

Motice however that we are obtaining this result at the cost
of allowing barrierhood to be determined in two separate ways.
If 2 category 1s dominated by an ungoverned maximal projesction it
cannot move from that maximal projection in the syntax. A
cztegory can move from an ungoverned maximal projection in LF,
however 1f 1t i1s not dominated by the first lewical projecticn cf
that category. Chomsky tries to justify this distinction by
claiming that the minimality condition enforces a uriqueness of
government, allowing a category to be governed only by its
rinsest possible governor. While this condition does establish a
unlaoue governor for the complement of a noun phrase, it does not
aserve this function for the determiner as shown by a case like
(24), where even though the N governs the determiner positicon.
amd is the cleosest possible governor, the minimality condition
2llows an element that appears outside this NP to govern this

nosition.t®

(24) tell [y Nerth’s [-contact [in the departmentl]

Thus 1t seems that the minimaelity condition does not have an

independent conceptual motivaticon and is inconsistent with the
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any of the categories that intervene between the CP and
determiner trace is crucially disallowed within the Barriers
framework. The PP inside the complex NP is theta marked by the
hesd of the category which removes it as an adjurnction site unde;
the assumption that theta marking cannot apply to part of an
adjoined structure.®® The NP, also being theta marked, is neot a
nossihle adjunction site. Since it is alsoc not an L-marked
rategory, it is a barrier and the immediately dominating IP
inherits barrierhocod. Therefore antecedent government of the
determiner trace by the WH in matrix CP position is doubly

hloncked by the intervening NP and IP barriers.®!

One could reconcile structures like (24) if one allowed
opktional pied piping at LF. Pied piping the entire noun phrase

as in (27) yields a structure that satisfies the Barriers

definition of antecedent government.

(27) [pictures about whatl,lwhol, [,we,[said [that

[ivley;] were on sale. 111113

Pied piping the PP yields a structure that satisfies lexical

aovernment.

(28) [fabout whatl, [who,] [eee, salid that [iwlpictures

[e,lnun] were on sale.111
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The problem with this strategy, is that in order to explain
the cont: .3t between (13a&b) repeated as (29)s we have had to

assume that pied piping was prohibited in LF.

(29) a. fWhich picture of himself,1, did Helen percsusde

Frank, that Sheila liked e,.

b. *Who persuaded Frank, that Sheila liked which

picture of himself,

Imn other words the Barriers framewcrk would force us to
permit or prohibit pied piping in LF on an ad hoc basis. The
account in terms of Generalized Binding does not depend on LF

pied piping and so does not face the same problems.#®

£.3.2 Movement from MP in the Remance Languages

The last section sought to show that the locality
yesh ictions on movement from NP were better handled given the
lecality conditions imposed by generalised binding, rather than
thhaose of a theory of antecedent government that was subject to
wore o less the same conditions as movement. In this sectiaon,
me will reinforce this conclusion by consideratior of scme facts

zhout movement from NP in Romance.
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As discussed in the preceding sections Chomsky(1986)
rules out all cvert movement from the subiject pocsition of a
matrix clause because the MNP, not being L-marked is a barrier,
20l the IP inherits barryierhood from the NP. (30) from French

and Trtalian shows that this claim is too strong.

(A0 Oest c;\“:‘.:- un homme C(jj:)'«'-‘-‘ dOﬂt;’, Cit.r--- [Nr.:b le frere [ e, 11

fhis 1is & man of whom the brother

vent devinir peintrelll.

wants to become s painter

Thi=z is a man whose brother wants to become a painter

(31 (.SiOl"giO’[(,;p:zz- [di Cui«'.,j E,Lr-ﬁ' Emw 1’onesta [r...vr:-‘ E;‘,_] e credo.

of whom the honesty I belisve

notta a tutti@®

is known to evervyone
We adopt Aouni(19835)’s analysis of NPs in Romance for

these structures. Aoun claims that the determiner is in arn A-bar
positicn in these languages and can thus count as an accessit:le
zithject for the PPs inside the phrase. Following both
Spoy ticha(1979) and Cingquel(19280), Aoun claims that conly NPs that
car be coindexed with the determiner position can be fronted from
inside an MP 1n either subject or cbject position. Sportiche

~laims that in French,
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Chomsky’s treatment of overt extraction from the
sub ject position also runs into problems when we considesr the
rase of extraction from the subject of a small clause in
Iri French, (33a) can be formed from (33b) by mcving the

miantified expression from the object NP into an adverbial

position inside the verb phrase.®%

(33)3°a1 L, beaucoup: mange [uw e, [ de gateauxll.
{34) J’ai mange [beaucoup [de gateauxll.

I ate a lot of cakes.

The trace of the gquantifier inside the determiner
carnnot be lexically properly governed because the verb “manger’
does not theta mark it. Therefores it must be antecedent
aoverned. In order for this tc happen, it must adjcin to the V7
nrojection of the matrix verb or else the verb will "protect”" the
determiner position from gevernment by minimality.®®

Problems arise though,s when we‘consider further cases.
(35) shows us that quantified NPs can appear as subjects of smail
rlanses. (36) shows however; that these quantifiers cannot move

form subject position.

(3%) [J7ai1 entendu [+ [ beaucoup [ d’etudiantsl racconler

des mensongesl].



§8]
™
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I heard a lot of students telling lies.

?77(36) J’ai [y beaucoup, entendu [y (e 5, d’etudiants]

racconter des mensongesll.

The vunacceptability of quantifier movement from this positicon is
imexpected because in this case the matrix verb will L-mark the
its complement IP and the specifier of IP will also be L -marked
by SPEC -HEAD agrezement. Therefore no barriers for movement are
crossed and so the structure is licit 5y the bounding theoiy.
In addition, the assumptions that we made to allow ’“beaucoup’ tc
antecedent govern from its V® or VP adjecined position; should
zlsn allow it to antecedent govern in (36). The problem is that
there is no way to rule out (3&) without also ruling cut (43).
Morecver, we cannot rule out (36) by bounding theory,
o we wnuld predict that (37), which is perfectly acceptablz,

would also be deviant.

(37) (ombien les guerres ont-elles laisse d’hommes angoisses
fHHow many the wars 24id they Ileave men anguished

How many men did the wars leave anrguished?

(378) L Combien, [ les guerres ont-elles [us e, [,

{o laisse [ ¢ Lo @2 d’hommes] angoissecsll113.
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Unfortunately, this analysis would also allow (38)

¥(38a) Ouels les guerres ont-elles laisse d’hommes angoisses

which the wars did they leave men anguished

Which men did the wars leave anguished?

(338h) [('_;;p--» QUEIS;’,, fles guerres ont-elles Cvrﬁ-z- e.,‘[\,,-r.::- laissel ¥ g

Lis= v [d’hommes] angeoissesl1111.

We will now try to account for this rarge of data in
terms of the generalised binding framework, now crucially
supnlemented with principles of lexical government for overt
movemant . Let us first consider the case of "beaucoup’.
Fnllowing the typology of quantifiers motivated in Acun and
Hornstein(1983), ’beaucoup’ is an A~ anaphor; a purely non-

r=2ferential category. Thus it must be bound in the domain of ik

ifi

first accessible subject. In a case like (35), the first
arcessible subject is the subject cof the embedded clause, where

the category is bound and so the sentence is good.

Movement out of a small clause as in (34) is barred
however, because the gquantifier must be bound in the domain of
tts tirst accessible subject, which in thjs case is the MNP
subject that contains it. Even if the category adjocins to the MNF,

it will leave a trace that is not bound in the domain of its
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fir =t accessible subject, and so the structure is ruled cut by

generalised binding.

(3%) J’ai beaucoup: [ur entendu C[iw Lwe €0l 24

fd’etudiantsl] raccenter des mensonges.

"Combien", which is a WH gquantifier and an A/C anaghor

has no accessible subject in the small clause. It canrot be
biounc to the NP that contains it because this would vield a

Principle € viclation. Therefore it can move to the matrix clause
i nne sweop leaving a trace that is lexically governed as shown

in (410)

(40) Ley» combien, [les guerres ont -elles laisse [iw [iie e,

(.. d’hommes] angoisses.?®

e rule ocut movement of ’guel’ by claiming that it ap

non-adjoined determiner structure. Since it, like “bezsu

a1r AL anapher, it can move from ths determiner positign

swnopy but this movement leaves behind a non-properly governed

Brrare 2s shown In (41a). Adjurction to NP will cause failure of

Wi

Iexical government as shown in (41b)

(41a) Lo quels [y les guerres ont elles laisse [, [

N

Fesd d’hommes angoisses.
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(/11ib) Lo quels [ les guerres ont-elles laisses [y CDue e,

Ligew T 31 d’hommes angoisses.

It is interesting to note that movement of
"heaucoup’ is acceptable when it acompanies movement of the head

of the phrase as shown in (42).
(42) J’en, ai beaucoup, laisse [yx Luepw €, Liw .31 faire
I-them have many let make
betises
stupidities.®?
I 1ot many of them do stupid things.
Given our idea that in order to be a subject for a

catsqgory, an NP must contain all of its obligatory parts, we

weontld claim that this movement is allowed because as the subject

<r
Ui}
i
3
it
'

MR 1s missing its head, it is not a subject for the det

5.4 Conclusion

Ll ike the Barriers approach, the Generalized Birnding

framewnrk also seeks to show that "antecedent government' does
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not add its own set of locality restrictions to universal
aQrammar. Rather than reducing the locality conditions to thosze
neederd independently for bounding theory, Generalized Binding
replares antecedent government with a theory of '"generalized”
binding, subject to locality conditions needed independently to
govern the distribution of the set of A-anaphors. The analysis
niresented here suggests that "antecedent goverrment" should in
fact he governed by restrictions on binding rather than houndimq
theory.

Finally, the approach provides important support for the theory
developed in this thesis and in WAHL (forthcoming) because the
analyses presupposed by it for GR and WH-R are so naturally

arcommodated into this model.



Footnotes

1.Cases of superiority that do not seem to invelve subjects
will be considered below.
2.Cf. Chomsky (1973) for the first extensive discussion of

these data.

3.This was first pointed out in Acuns; Hornstein, and
Sportiche(1981). This generalisation also seems true of all
languages that allow extensive WH-movement in the syntax.

For example, although French allows movement tu a non-
explicitly WH-marked matrix clause, this type of movement 1is
barred in embedded positicrs as shown by the contrast betwesn

fa) and (b).

{a) #Je sais que tu vois gqui. (with the indirect question

reading) I know who you saw

(h) Je sais quoi faire.

I know what to do.

4. For details cf. Aoun (1985), WAHI (forthcoming) The
important point is that COMP is the only possible binder but

it canmot bear the index 71’ if what, was in COMP before
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who,. As what, is in COMP prior to whg. the sentence is

nnacceptable.
S5.This fact was first observed by R. Kayne.

6.A d-linked phrase appears in a discourse like (a) below and
is peculiar if used to open a discourse. Nan d-linked

elements can be the initial elements of discourses like (b):

(a) John, Fred, and Harry waiked into the room.

Which man seemed to be the happiest?
(b) Who do you think is the happiest person in the worldd?

7.A version of this alternative was worked out in
collaboration with N. Hornstein and appears in the
nmrnceedings of MELS 17.

8.Cf. Higgirbotham (1983) and (19385) for scme discussion of
the parallel role an NP subject and determiners play in rour
phrases. Both are able to "saturate" the argument pesitiaon
nouns inherently have. The principal difference is that NP
sub jects introduce an additional conjunct into the

interpretation of the MP, (cf. Higginbotham 1983: 416):

(1) the book = [the x: book (x)73



(ii) John’s book = [the x: (book (%) &% R (x, John)1l

F.0ur analogous treatment of the LF of whose and which can be
seen as extending to LF cperations the interpretive

zimilarities Higginbotham described.

Our approach also handles the differential acceptability

fta) and (b).

John wondered
a. Who said (that) whose pictures were on sale

b. #Who said (that) who left the party

The structures for these cases at LF would be {(c) anmd (d):

(r) [[.,Who, whose, [[ e, pictures] were on sals

(cd) €L L, Who* who,l [ e, said that e,

= J

AGR left the party

The LF for (c) is analogous to that of (&) above and t, h

[
i

no accessible subject as it cannot be bound to the NP
containing it without inducing a Principle C violatiocn, nor
with the Agreement marker that is coindexed with its
containing NP, (d) has a structure I}RE (2), and as iy that

maze the Agreement marker acts as an accessible subject but

the trace e, is not bound in this domain and thus a Principle

of



A vioclation results.

10.CF. Chomsky (1973), Higginbotham and May (1981), Aoun,

lHornstein and Sportiche (1981).

11 .Pesetsky briefly considers linking superiority effects to
a specifier, non specifier distinctioni interpreting this
distinction within an analysis praposed by May and Gueron
(1983). He suggests that the unacceptability of a case like

(a) 1s problematic for this approach:

(a) I need to know who{(m) how many pecple voted for.
¥(a.1l) I need to know L[who(m), [how many peoplel, [e, wot=d
S
for e,
Motice that this effect is directly related to the type of
Aauantifier that occurs in the specifier peositiorn as shown Oy

the acceptability of (b)

tb) I need to know who(m) what type of people voted for.
which candidates
(b.1) T need to know [whof(m), [what type of percsonl, [e,

[which peoplel S



voted for e,

This distinction replicates itself when ‘what’ and "how’ move

in ILF as head

of WH phrases.

(c) I wonder who thinks Fred ate wh

U
ot

!
I

*#{(d) I wonder who thinks Fred ate h

i<

A Generalized Binding Theory handles both of these cases bv
exploiting the fact that what as a referentisl phrase (R-
expression) should be subject to Principle C of the Binding
Theaory while adjunct phrases like ’why’ and "how’ do not have
referential properties. (Interested readers should see Acun
(1985 and (Wahl (forthcoming) and chapter 4 for extensive
justification of this assumption) and so are.not subject tc
Principle C. This being the case the AGR element in the
embedded clause of (a) and (c) counts as an Accessible
subhject for a ’how’ phrase because conindexation of AGR with
the subject MNP does not induce a Principle C violation.
Therefore the embedded clause counts as e binding domain for
traces 1l=2ft by the LF movement of ’how’ quantifiers in (k&)
and (d) and since these traces are not bound in this domsin
the sentences are correctly ruled ocut. (b)Y and (d) are
arammatical because ‘what’ being an R-expression does not
have a binding domain for reasons discussed above. Thus

Pesetsky’s examples pose no problem for this approcach.



12.An objection to this treatment arises when we consider
cases where superiority violations are induced even when the
W4 element that 1s crossed over is not (at least
superficially) in subject position as in the folleowing

examples:

¥(a) What did John persuade who to buy?

¥(h) What did John expect who to buy?

(a) would not be a problem if we could claim that ite

strructure was as in {(c), essentially a binary branching

structure as preoposed by Kayne (1983).

{c) John persuaded [ Fred AGR [ PRO to buy WH1

Evidence that this is the correct structure comes frem the

consideration of quantifier float, which applies freely when

f]

the gquantified NP is in subject position, but rnot when it is

in object position as shown by (d).

(d)i. The men all ate a piece of cake.

¥1i. John saw the men all for a secaond.

(W]

m
-5

Motice that the superficial object of a ’persuade’ type ve

ratterns like a subject as shown by (e)



(e) I persuaded the men all to leave.

Chomsky and Larson {(persaonal communication) suggest thst the
’all’ in this structure may be floating from the PRO subject.
Tf this were possible though, we would expect sentences like

(e”’) and (e’’) to be possible, which does rot seem to be the

3

1]

(e’) #¥The men tried all to leave.

(e’? )% The men wanted all to leave.

(b)Y is a problem because ’who’ is bound 1in the matrix clause
whiich centains the first accessible subject. In order to
Fhandle this case, we adapt a suggestion of Stowell(l1982) ho
zxceptional case marking cases. Stowell claims that all
~lauses have inflection nodes. Thus the structure cf (k) is
(f).

(f) The men expectlJohn INFL to buy WHI]

Exceptional case marking verbs are exceptional in that they
bty ansfer their case features to the lower agreement. Iinder
th'is assumption, the agre=ement takes on nominal features in
thhis case and the lower clause thus contains an zccessitble

suth ject for the WH element.
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13. Pesetsky(1985) alsc argues that subjacency constrains LF
movement in cases of non d-linked LF movement. See belaow for

a discussion of this final point.

14. We should mention a few theoretical assumptions that we
will use to govern the distribution of non-kH GPs. First, we
acdopt the extension of the generalised binding framework
nroposed in Aoun & Hornstein(19835) as a typology of
quantifiers. That is, just like full nominal expressions,; we
claim that guantifiers can be divided into pure A’ and A”/C
anaphors. Quantifiers like "every’ and ’‘some’ are & ansphors
and so we expect that, just like their A-anaphor
rounterparts, they must be bound in the domain of the first
arcessible subject. As Aoun and Hornstein note, this
raptures the fact that these guantifiers, for the most part
~an only have scope over the sentence that they are container
in. The exception to this generalisation, as in 3 case like
(a)s, where ’some woman’ can have scope over ’“2very man’ .,
falls out from the fact that the embedded clause does not
~ontain a subject given the definitions of ’subject’ and

"accessibility’ adopted in the previous chapter.

(a) Every man expects some woman to go with him to the party.

This extension of the scope domain te the matrix S parallels

the extension of the domain of anaphor binding as shown by



(b).

(h) The men expect each other to go fo the party.

As pure A’ anaphors,; gquantifiers like ’every’ and
not subject to Principle C of the binding thecry.
tave crucially assumed that an NP containing a WH
as an accessible subjects we must explain why the
~an move from the MP internal determiner position
inducing a Principle A& viclation for these cases.

that our decision to allow this is independent of

n
o~

.

‘some’ ars
Since we
@GP can act
gquantifier
without

Motice

the cases

&

discussed below. For example, as Higginbotham rctes, a

nyonoun can be interpreted as a bound variable in

a structurs

like (a), indicating that the guantifier must be able toc move

to a position from which it c—-commands the proncun

in this

cstiructire. The bound variable interpretaticon is noct possinble

in a case like (b).

(a) [liy+ Every congressman’s, picturel] maekes him, loock
important.
(h)y ¥[Luw pictures of every congressman,l] make him, look

important.

In order to handle the contrast in these cases, we mininally

modify the notion of accessibility, claiming that

in order to



be a subject for a category ys an NP must be a subject
without "y". Since all NPs except proper names must have
determiners and thus are not MPs or subjects without such
determiners, we claim that these NPs are not accessible

sub jects for OPs in determiner position. For a formalisatiaon

af this result, see Weinberg and Hornstein (1986).

15.e are assuming that the binding theory applies in LF
only. We have seen above that Generalized Binding must apply
in I F after LF movement has applied in order to explain scops=
assignment. The simplest assumption, therefore, is that the

hinding theory gnly applies in LF.

1&.1.et us assume the definition of Chomsky (1981°s) ECP

provided by Lasnik and Saito (1984) #23-24.

= properly governs P iff
=" governs B and

or
a. CY/is a lexical category

b. <¢ is coindexed with(3 .

governs if every maximal projection dominating

also dominates and conversely.
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17. Chomsky (1986) pg. 42.

18. Chomsky is forced to say that N governs the sul:ject
nesition if he wants to exclude PRO from this position using
the PRO theorem of Chomsky(1981).

1?2.Actually, this assumption is not necessary because there
iz no theta relation between the determinsr of the NP and the
preposition. Chomsky (1986) notes that even though the
preposition can gevern the specifier position of a category
by SPEC-Head agreement, we must not allow it to properly
govern this position because otherwise, we could rot

'...block super—raising“...

Chomsky (19846) pg. 25

20.This assumption is a crucial part of the Barriers account
nf island vicltions.

@1. The major underlying goal of this work is to show that
"...the same categories are barriers in the two cases
(government; including antecedent government and Mavement

{i.e. subjacency ASW))."
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22. Huang(1982) also observes that if we allow pied piping in
this case, we would incorrectly predict that pied piping from
a structure like (a) should also be acceptable as a double:

auestion.

*¥(a) Who said that what was on sale.

fhese cases would be predicted to be on a par with (b)
hecaitse both sentences would result in the LF structure (c).

(h) Wha =aid that stories of whose friend were on sale

() [4;:;(::- who What;, [:l‘rﬂ' e . said that [jl:l‘ii‘ [)v_n:.z' E_.,J were oOn

stories of whose friend,

salelll

£3. This example is from Cinque(1981) pg.48

2. Sportiche(1981) pg. 226.
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25. This is shown by the fact that only the highest NP in
this hierarchy can be replaced by the prenominal determiner
mon’, “ton’...etc.
. 26. The Romance languages seem to differ with respect tou
whether genitive NPs can be co-indexed with the determiner
position. Thus Chomsky(l?@é) citing Teorirego(1983) claims
that even extraction of an agentive PP in Spanish is

impossible from the subject pdsition as shown 1in (a)

(a) *esta es la autoralew [de la quesd [iw [ue varias

this is the author by whom sevaral

traducciones t,;] han ganado premios internacicnales.

translations have won international prizes.

Moreover, French differs from Italian in that ’“dont’
but not ’de qui’ zan be bound by the determinmer. Thus
movement of a dont phrase but not a ’de gqui’ phrace i1s
nossible from subject position.

P?.Ail of the data in this secticn comes from
Mouchaweh (19853), who in turn relies en the analysis aof

Mhenauer (1976) .

22. Mouchaweh (1985), followirg Milner(197%9) claims that
nmnovement 1s to an adverbial positionrn inside the VP with

zubsequent cliticisation onto the verb yielding a structure



like (a)

(a) VP

beaucoup, -V C
#9. Other possibilities are imaginable. We might allow

adjurnction to a VP by the QP but claim that even though o
seqment of the internal VY® dominates the quantifier, somns
projection of V does dominate and so it 1s not excluded.

Miile this would allow antecedent government in this cace,
woitld rigidly bar antecedent government into the subject o

small clause position as we will see below.

31. Recall that in the adjoined structure, the NP surround
the trace of ’combien’ does not contain this category and
the verb only governs across one X—-max, which 1s allcocwed

given ocur definition of lexical government.

31. We observe similar facts about in Italian with respec
cliticisation. (See Belletti and Rizzi (1981
Belletti and Rizzi point out that ’ne’ behaves in an

b

sralngous manner to ’en’ in French. That is, it can be
cliticised from both object position, and from the subject

rosition of a small clause. The analysis that we have

26!

£~
(
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i ale;

il
o]

t

.



nropaosed for French will also work for

Ttalian.

£l

ne

b4

clz:

£3

1

-
—
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Cn The Distributicn of Parasitic Gaps

7,1

-t

ntroduction:
This chepter has three aims: We show how the
Aisty ibntion of perasitic gaps is accounted for within the

fr ameviork developed in the previous chapters. In particular, we

ot

show how the distribution of parasitic gaps is tied tc the theo~
of lexical government proposed in chapter 4. We compare this

account to other approaches, and we shcw the cocmpatibility of

this account with the idea that subjacency is a locality
conditier on the parseri the main idesa of chapter thres. e will

hegin by discussing the basic facts that describe the

diskribution of parasitic gaps.

IT. Basic Pyroperties:

The fallowing three propsrties constrain the distrittution of

parssitic gaps and should be explained by any theary about these

1 Parasitic gaps are licensed conly by chains that are formsd =
S—ztructure. That is, parasitic gaeps are not licensed by A-ba

rhains thaet are formed at LF.

fta) Which bock, did you read %, without reviewing e,*

th) #tlho read [which bookl, without reviéwing 2,



(c) *John read [some booksl, without reviewing e,

2. Parasitic gaps cannot be part of a chain containing a c-

caommanding element in an A-position. This means that chains

headed by elements in A-positicns do not license parasitic gap

{az shown in (23)). A-bar headed chains with elements in
npnsitinns that c-command parasitic gaps also de rnot licercse

npxeasitbtic gape, a&s shown in (2b).

(23) ¥[The manl, was rescued t. without the kidrnappers

harming e,

( b) #Which file t, gct lost before reading e.

3. The Subjacency cecndition constrains the distribution of

naracsitic gaps. That 1s, the parasitic gap chain must be

=nth jacent to the real gap chain.® Thus, as mentioned 1n Chaptsr

three, parasitic gap chains carnot cccur inside syntactic

(3a) Cemplex MNP Viclatigns:

*!hich man did you hire t, witheout believing Line Do the

rumorl [that [John wculd hate &, 13

b, P

AU

rasitic Gap inside a Relative Clause:

83]



¥Lhich book, did the publisher accept t, without meeting

Cri= the author ;[g-who ,[t;, wrote e,131]

7.2 Indexation Within the WAHL Framework:

Given the organization of the grammar proposed in
Chapter 4, any indexed category that is created by syntactic
movement will be fed into the PF component, and will therefsre he
subject to the ECP. As mentioned in chapter four, this means
that we must allow proneminal empty categeries ta remain
unindexed at PF because they occur in ungeverned positicns.® If
FPRO were indexed at PF these structures should 311 violate the

ECP.

t4)a. Ch [EPRO to be in England,] now that Spring is here.]
b. The crowd [was [toc angryll [PRO. . to hold tre
meetingl.

c. [Pro being a linguistl made Mary happy.

To achieve this result, we followed WAHL(1987) in claimiﬁg thhvat
lzwical (phenetically interpreted items or items with phoretic

featrnes) automatically have inrdices in PF. Syntactic meovement
alzao leaves an indexed category in the movement position. If an

item is toc be interpreted at LF, or if it must be there to



csatisfy independently motivated L# cernditicns, then the category
must bhe indexed at this level. If neither cocrdition is met, then
tthe category can remain unindexed; and uninterpreted at all
levels of representation. DNMNote that even thcough the PRC itself
may not be indexed, a trace that it leaves i1n a positicn that it

moves from will be indexed given the conventions adopted above.

?E]—

must also reformulate the definiticon of chairn formation
=lightly, allowing this process to occur between elements whose

irdices are non distinct instead of forcing linked elements to be

coindexed.

The contrasts between movement from a raising and control

ztru;ture show that this i1s the correct result.

{(SYa. John [uw asked Fred.Cy PRO to be certain [iwm t, to comelll.

¥ b. John [uw asked Fred [ PRO tec be probable e 0o &,

to zomel111™

7.3 Subjscency and Parasitic Gaps

r

In the Chapter 95, we discussed the intimate conmection
between beunding theory and the condition of lexical gevernment
at PF. e claimed that the class of permissible landing sites

for overt syntactic movement was constrained by the po

susibility
of levically governing intermediate traces left by syntzactic
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movement in the PF componernt. We could expand the class of
permissible movement sites for parasitic gapss 1f we assuméd that
the final output of this movement was not subject to the PF ECP.
As we saw 1in Chapter 5, overt movement from adjunct peosition is
marginal and from subject position it is impossible. Baoth
possibilities were ruled out by the interaction of bounding
thheory and the theory of lexical government.

Since parasitic gaps chains can begin either inside a
subject or an adjunct while traces of real movement cannct, we
must insure that these structures will not be ruled cut by the
ECP. We can guarantee this result, if we claim that thes "=2mpty
operator’" at the head of a parasitic gap chain is really a PROC.
Chomsky (1982) originally proposed that parasitic gaps wers PROs
a3t D-structure. We adopt the spirit of this proposal, claiming
that the "parasitic gap"” is a PRO at D-structure.™

The cétegory moves to the head position before PF. Given the
WAt aralysis, such PROs are not indexed at s-structure. Since
only indewed categories are visible in PF, the "smpty cperator

structures are automatically exempt from the ECP.

i

ot

n
i

Even though the empty operator itself is unindexsd

L
i
«r

ztructuire, the traces that 1t leaves as it meocves from 1%

w

[
o+

S- structure position will be indexed sirce we assumed th
movement always leaves an indexed empty category. This allows s
to use the same account that we used to rule ocut overt moverent

from syntactic islands for parasitic gap structures. In order for



272
these cacses to satisfy the subjacency conditicn (by making the
empty operator chain subjacent to the real gap chain) the "emptby
operatar” must move to a position where it will be subjacent to a
o commanding element in the real gap chain. This will leave a non
niroperly governed indexed trace in these cases evwactly as non-—
empty operator movement fer the cases that we discussed in chaptar
S. The full structures for (3) are provided below and the

nffending traces are underlined.

t&Ya. ¥l Which man, did Ly vou Lo ty Cow Do hivel Co.
wilthout [D-’,_ PRO ['\u::u believi ng [N):‘i- chu-r--the rumcr ] [ CoF = L. I

=, that [ ;wJobhn would [oe hate 2,33

b. ¥L .y Which book, did [y the publisher Cow accept £, 1 [
1 thoat C(;;;g::t\ e, £ T PRO [e 1. [meet iﬂg L P r P the author 3 1L e o
Cowe owho Lty [up wrote e, 13.7

We make crucial use of our ability to adjoin to MP. OF
and IP in order to allow parasitic gap constructions tc appear
irnside adjuncts and subj=ct NPs, The category moves to 3
subjecent position either adjoined to or within the adjunct or
subyject hefore PF. Overt movement would result in
ungrammaticality because the trace inside the subject or adjunct
island would be ruled out by the PF ECP. Sirce empty cperators
are onindexed and since only indexed categories are visibls in PF,

lhe "empty cperator" structures are automatically exsmpt from the
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ECP. Thus (7)a and b, with the structures (c) and (d) satisfy
hoth subjacency and the ECP because the PRO head of the parasitic
gap chain is not indexed at PF and so the ECP dces rot apply to

the head of the parasitic gap chain.

(7)a. whicH picture would admirers of nrever sell

h. Which movie can you see without discussing

C. [(;,;)w which piCtUT"E would [_1:;:‘- [Nl-‘“ FRO E)«.n’-'t- admirers [w;:»:- of

E.]]]] never EVI‘*‘?' 5911 t::.JJ]]w/

. Lo which movie, can [iw you [ cee t,7 L[ep without
Lo PRO [PRO [ discussing t,31331119

et us first consider the case of (7a) with its structure (7c).In
order to be subjacent to the real cperator position, the WH
element would have to adjoin to the subject MP positicn. In the
case of overt movement, further movement cof this trace intg SPLC
CP would leave an indexed trace wHich would be ruled cut at PF b
the condition of lexical proper goverrmment. However, i the caz=z
of a parasitic gap construction in subject positiorn, the unindexsc
head eof the parasitic gap chain remains in the MP adjcinesd
position. Since this category is unindexed, 1t is not visikle in
FF 3nd so escapes the effects of the lexical ECP. Thizs is why
overt movement from subject pesition triggers a CED wviolatior,

while a parasitic gap structure is pessible from this position.
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The same is true cof the adjunct position. The head of the
parasitic gap chain can remain in the post prepositioral pesition
because it does not need to be lexically properly governed. QOvert
movement from this position is not possible because it would lzave

a3n indexed trace that would not survive the lexical ECP.

1]

Motice that in these cases the paracsitic gap chain i
sub jacent to the head of the real gap chain. Therefore, we can
claim that subjacency like other grammatical processes including
tinding. and obligatory control are goverrned by & c-command
condition between licenser and the licensee. We a2ssume, with
Chomsky (198&) that the real operator and empty operator chzain
must form a composed chain at s-structure, and that each element
in this composed chain must be subjacent from somé element =ither
in the compdsed or real gap chain. We allow the empty cperator
(FRO) to leave a set of indexed traces in the positions that it
moves from without being indexed itself. As merntioned abowviE,
vie must reformulate the definition of chain feoermation slightly,
sllowing this process'to occur between elements whose indices ar
o distingt instead of forcimg linked elements to b

o)
BASK R

This theory can alsc hardle the contrasts first pcinted

aut in Kayrne (1923) and given in (8) - (10},

{8Y a, The books you should read before it becomes di

"
—-"
)
o
8l
-
s
-
()

tell about.



The books you should read before talking about becomes

*h .
difficult.
(?) a. A book that he reviewed without believirng the First chaﬁter
of
*h. A beook that he reviewed without bhelieving the first
chapter of to be full of lies.
f10) a. A person that close friends of admire
¥, A person who you admire because close friends of became

famous

The structure for (2) is given in (11)

(11ra. [pvn-v:- the books, [i.:l'f&' e, L e YOU should ['I‘-)w[vq«': read t ,'3 g

{u

bhefore [ PRO [y 1t becomes difficult (e 2, [PRO teo (.-

ahkhont e, 3.7

you sthould [n/r-"t Cvz:« read t,] Uioe

h. v books, Lpw . [

Ciiiw 80 _Lw PRO  talking atout

2,1 bhecomes

beforel 1 E PRO ['ill-'-'

difficult.
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In order to move toc the head of the adjunct, the empty operator
must move outside of the NP in the subject position of the adjunct
claucse. Given our definition of subjacency., the category must
first sdjoin to the NP. Further movement tao IP adjecined position
mist take place in order for empty cperator to be subjscert to-the
real operator. This movement leaves a non-lexically governed
trzcey vuling out the structure.

Similar remarks apply to (9) —(10) which also invcelwve
mocvement from a subject of an embedded sentence. The structures

are given in (12) and (13)

1 E ) A . [y 1 [i\a’ > A bDD k W E(:;pm tha t;,_ C I P hE[L_.‘)'r's ['\_}r"- rev 1 E'.‘\led £ a 3 r Pt
without Elw PRQO CLWVPRD [vw beliEVinq [HWI91 [mw the fir=st

chapter of e,1133131111

*b . CHW [Nrg bOOkL [Qw thatL CTW hecvw me reviened thj {wr
wWilthoot [ UoE PRD [ e PRO [\,‘l'-u be 1 i eV 1 T\g C T [ P g L __[Lnii-' the first

chapter of 2,1 [ to be full of 1ies331133133131117.

(12) a. [MW 8 Ferson, Eww that, [IW [NW PRO [NW close frierds of

e, 3 L. admire t.,333133
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*0 . [Hrz. [M hyal person, [r,_,_r'" who " L e YOU C'\;;:‘x E-\,'.:'A admire t T 1 r YN
becausel. Luw . _[NP . lose friernds of e,] [became

famou=11333331313.

7.4 The Barriers Approach tg Parasitic Gaps

Chomsky (1986) proposes toc decouple the c-command

constraint from the subjacency condition. The main reascon for

b

this is the appearance of parasitic gap constructions in subject
and adjunct islands; constructions that disallow overt movement.
In order to explain this assymetry, Chomsky (12846) licensecs
parasitic gaps if they are subjacent to the real gaps left by

syntactic movement of a lexical A-bar category.

Notice that the proposal that we have suggested zabove 1cs
incompatible with the Barriers framework hbecause the grammatics!
stiuctures in (10) - (13) above involve adjurction to NP, TP, and
IP. However, as discussed in Chapter 3, Chomsky must rule out
adjunction of a category to any of these gositions in crder Lo
hlock overt movement ocut of syntactic islands. Therefore in {104

({13a) the parasitic gap will rnot be subjacent tc the real
aperator. They are separated by two IPs in (10} and by both NP
and IP in (11) and (12). The head of the paracsitic gap czhain is

=

ta
i

f

cernt to the real gap f(or the trace of the real gap adjoined

o VPR, This trace dees not c-command the parasitic gzgp chair.
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Therefore, c—-command must be removed from the definition of
sub jacency. The definition of subjacency used by this apprecach is
given in (14).
(14) (b)) is subjacent to (a) if there are fewer than n+l barriers:

frr (b)) which exclude (a).

e relativize the notion of bounding node to those
"categories which are barriers for (b)". Recall from Chapter 3
that a category can only he a barrier for a category that it
Aeminates. Thus subjacency only regulates the number of nodes
that contain a category (b) and that separate i1t from a cat=agocy
(a). There can be an indefinite number of nodes that do not

contain (b)) but which separate it from its immediate syntactic

antecedent (a).

Cases like (13) alsc make it difficult te interpret
zuh jacency as a constraint cn locality. In these cases, the
1ti

nar s c gap 1is deminated by a3 potentially unbounded seguencs of

\n

i

[.-marlted cocmplements. Since L-marking exempts a category from
barrierhood, we can again have an urbosunded rumber of cat=2gories

separating the parasitic gep frocm the

11}

lement in the real gap

chiainn that licenses it.

Within the Barriers framework where subjacency is non-

i
~
b
]
«r

rical and deces not presuppocse c-command, the parasitic gap
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tvrace in the most deeply embedded PP of the subject NP is
sub jacent tec the real gap trace in the adjoined VP pesition. This
is because rnone of the categories that dominate this NP court as
barriers in Chomsky’s system because each node L-marks the next.
Sirnce all of the categories in the subject NP are complements and
=0 all are L-marked by the nodes that dominate them rone of tham

ar2 barriers.

(1S) Which man did articles about propeosals for menuments of

enrage?

The structure of (15) as analyzed by the Barrisrs framework is

n

(148) Lo which man, did (i L articles ey about [ propozal

11}
ot

Lo for Doy monuments Lapw of Dow 2,.3333333 Lot lenrag:

In Chapter 3, we explairned the fact that subjacency ap

As)

only to s—-structure gaps by interpreting this conditiaonrn as

o

o
¢

{
e ad
¢
i
=

locality constraint imposed by efficient parsinrg. In tha

T

wz shnwed that locality was crucial in order to allow a
detevrministic and unambiguous parse of sentences with ambiguous
caomplement structures. The ambiguity in these cases came f-om the
fact that since traces are not phonetically realized, the parser
has no ovart local cue to tell it how te expand a verb with

mnltiple peossible complemenrnt structures.
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We will repeat cne of the ambigucous structures in (17)

(17Ya., Which cake, did you bake t, instead of eatirg .7

b. Did you bake a cake today instead of eating?

Through use of the theory of LR(k) parsing, we were able to show
that efficient parsing could be guaranteed only if we could
2stahlish a bound on the Left context over which a parser would
have to search feor disambiguating information. LF mevement and
nther grammetical pheromena, by contrast leave overt syntactic
rires that instruct the parser 1n how to expand a syntactic
structure. MNMotice that if we adopt the Barriers interprstation
the subjacency condition, we can no longer maintain this

explanation because this definition does not bound the

th
D
[
)
f
o

space for disambiguating context. A bourded number of catsgoric
containing a potential parasitic gap position plus an unbounded

mimber of non—containing categories may potentially contain the

rarasitic gap or empty operator’s licenser. Given thsat adoobtincg

thiz definition of subjacency forces us to lose an explanabtiorn for

whyv zub jacency only applies s—structure processes, we will
continue to pursue the definition proposed in Chapter S of this
thesis, In the next secticny, we provide additicral support for

an unundeved

W

the idea that the head of a parasitic gap chain 1
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7.5 Anti C-Command and Parasitic Gap Licer:.ing

In this section, we will discuss the anti c—-command
requirement and derive it from the notion of "local A-bar binder"
mresupposed by GEBI.

Consider a case like (18)

(1) WHhich man, does he think [wp t, [ Jehn likes t,]

Notice that strong crossover =effects apply irn this case and

the variable cannot he coindexed with the pronoun in the matrix

[ad
m

clausze. Within the GEBI framework, we do not delete intermedi

8]

traces at LF. Therefore we must. . state Principle C in a way that
does not allow the semantically null intermediate trace to preotect
a3 r-expressicn frem the effects of this condition. In order to

do this restate Principle C as in (19).

(19 @ category must be free in the domain cof a semantic local
A’binder.
e interpret @ semantic A’binder to be an element that plays a

role in the semantiz interpretation cof the variable positiorn. &

narmea LM element binds a variable and the restrictorv detsrminss

it

3

the variable’s rarge. The empty operator in a predicatic

>

strucrture identifies the empty position as a variable position and
hinds the positicn creating a predicate that can then be

niredicsatad of another position In the structurea. The trace  in



(13)

the

cons

does

an i

dnes

(20)

ot

~hai

that

282
does rneither cof these things. It does not semantically bind
variable or restrict its ranmge. Similarly, in parasitic gep
tructions, the empty operator does not bind the variables, nor

it restrict its range. Therefore it should be treated like
ntermediate trace in (18), i.e. a non semantic binder thet
ot protect the variable from Principle C violations.

IJith this in mind, consider a case like (20)

Who did you meet t, without greeting e.?

In Chapter 3, we showed that empty parasitic gaps are

c-commanded by the elements in A-positions of the real gap

(e}

n whose operator they are linked to. Cases like (21) show

empty operators must not be part of a composed chain thetb has

c -cammanding elements in A-positions.

(21a) #¥[The manl: was rescued t, without the kidneppers harming
e N
(2tb)Y  #khich file t, got lost before reading =,

Therefore, the structure of a typical parasitic gap censtruction

fFed

to the LF component will he (22) '@
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(Ze2) f(:-:,n Hhich filei[]:rf‘» £ E\,'r:‘- [Vr-w' got lest ] [l‘lithDUt[:;;r.:‘ E\:)' PDO,

Lo reviewing e..

Ivi this structure, the PRO-empty operator is not a semantic
A-bar binder and so it cannct protect the parasitic gap fraom béing
interpreted as directly bound to the‘real gap. The real gap
however is in an A position that c-commands the parasitic gep
Since the parasitic gap is a variable and is bound toc an A-
position in this structure, we induce a Principle C violation and

the structure is ruled out.

Similar remarks apply to cases where the head of the <hain 13
ity 3 A-position that c—-commands the parasitic gap. Here asgain,
zince the PRO head of the parasitic gap chain i1s 3 non semantic A-
bar binder, tHe parasitic gap 1s A-bound to the head of the res!

gap chain.

Browning (1%287) points to a set of censtructicns that 1llustrats

8]

the sffects of a semantic A-bar binder. She notices that the anti
c—-command properties do net apply to variables within so-callsd
Predication structures. We will repeat some of her examples to

illustrate this point.,

(23) a. What, did you [, give the kids t,[0P-PRZ, [ PRO, to

play with e,13131
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b. Who, e, [um. is easy [(PRO-0P, [(PRO, to please =,111'
Predication coperators bind open positions within their
predicate phrases. We can even treat these as lambda operstors in
the sense of Williames (1977). Since these operators have a
semantic function, they count as local A-bar binders, and sc
nrotect the Qariable in the parasitic gap chain from being laocally
A-hound to a c-commanding category in an A-position.
We fallow Aoun and Clark (1983) in claiming that these structures
recelive a3 predication index that is different from the MNP that the
clavse is predicated of. This process applies to the formerly

nnindexed empty operator that was part of the subjacency chain i1

b

23a. and b. Since this predication index applies after subjzcency
is checked, we form a composed chain between the real gap and
empty operator chain for the purposes of subjacency*™ The
Predication rule applies at LF, after the binding theory is
checked thus allowing cointerpretation between the c-commandirg
r2al cperater and the parasitic gap in the Predication structur=.
The main point is that distinct predication operators will he

niezent at LF. Since the LF structure (23) is (24), we predict

tn

these cacses cbey GEBI restrictions at LF. Since the parasitic gar

iz bound to an semantic empty operator, Principle C is rot
violated in these structures.
(24) Lo- what toy, did [you give t, the kidsl{ PRO-OP.IPRC,, to nlay

with e,.3373.
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Reindexing applies urder predication and so the final interpreted

structure is (25).

(25) Lo what toy, did [you give the kids t, [ow PRO, [PRO, to

play with e,13313

Ihvis argument will apply to predication cperatiorns like
prrnosives and tough movement constructions in general, as the

reader can verify for himself.

fs=uming that the empty operateor is a PRO rather thar come
non-MP type category immediately allows us to explain why
parasitic gaps are not licensed by PPs as first peointed cut in
Chomsky (1982)*% and discussed extensively in Cinque (19812. If
PRO=s are NPs, then we predict that a sentence like (2&a) or ;EébF

will have no d-structure source.

(24 a. % I saw a friendi [ppabout whaoml, John, talked without

PRO, caring [uee,]

7.6 S-Structure Licensing

fs mentioned at the beginning of this paper, par:

£
n

y

ot
gl
[la]
[
™
[

must he licensed at s—-structure.
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The theory develecped so far accounts for this fact. That 1

0]

LF chains that end in real gaps in A-positions that c-command the
parasitic gap will induce Principle C violations, given our
assunption that the PRO-empty operator in a parasitic gap
structure is a non semantic operator. Thus (27a) and (27k) ars
rulaed ool
(27) a. Every book, =i fell off the table without reading e,

h. Who asked which boeck, x. fell off the table without

reading e. .
Recall that we have assumed that subjacency incorporatss the

c-cammand condition. In Chapter two of this thesis, we argued th

iy
or

elements in a non c-commarding relaticn are placed in separ=te

parsing substacks and that material must be in the same substack

as a category in order to influence parsing decisions asbout

T
i

myeaticn or placement of that category. This

3
)
W
3
&}
ct
T
[¢]
T
-
)
(8]
o
m
1

to create an empty cperator to begin a parasitic

must search for a c-commanding antecedent. Thus cases like (Z8)
will he ruled cut becauses, since the wh in-situ doces not c-command

the smpty operator pcsition until LF, the operator would ~ct ke
cr2ated at S-structure. There would be no basis to creste the
entire parasitic gap chain on the assumption that empty categori:

can only be created 1f there is a c-commanding potentia

[

antecedent in a subjacent position.

(28) a. #Who read [which bookl, without reviewing



b. #John read [scme booksl, without reviewing

7.7. A Surprising Assymetry

Consider the sentences in (29)

287

(29 a. Which boeok did John review without believing could be a

bestseller?

h. #Which book did John review before could become a

bestseller?

Our theory predicts the assymetry between these

Tasese 1 &

straightforward way. As usual, we assume that both parasitic gap

chains are headed by PROs. The PRO in (b)) cannot he
structure because; since prepositions are not praoper

wenld be ruled out by the PF ECP. This means though,

indexad at =

governorsa i

the

or

ol e
TUO e

trace of the adjunct will be ruled cut by the PF ECP given the

zssumption that prepositions are not proper governors
PR in SPEC CP, being unindexed at PF carnot transfer
ta the head of CP, allowing this head to act as a pro

. The PF structure is (30).

(3C) khich book, did John review t, [ before [ep Pr

become a bestsellerlll.

[~

1t

per

d

goveraoy

o [t, could

ot
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By contrast, the trace in the embedded subject positicn ics
properly governed by the verb ’believe’. Therefcre, even thnough
the PRO at the head of the adjunct must be unindexed at PF; the

stricture will still satisfy the PF-ECP as (31) shows.

(31) thich book, did John, review t, [wm before [ [ip PRO

believingliw [i» 2, could be a bestsellerll1l].

7.8 Other Approaches:

He will compare ocur account with that of Aoun and Clark{1283)

and Braowning (1987).*%

Our account borrows Browning’s idea that the parasitic
gap operator, as opposed to the predication operator deces not
protect the variable in the parasitic gap structure from being &--
bound.  Browning derives this restriction by claiming that emntiy
cperators heading pavasitic gap chains are simply invisibles at | F
beczi'se they canrot be indexed at this level. &She claims that
indexed empty ocperators are uniformly interpreted as signs of
nredicaticn at this level and thus, 1if we indexed the hesd cf the
rarasitic gap chain, the structure would receive the wiraong
interpretation. While this account seems to derive a difference

"

that we simply state in terms of the notion of "semantic &-bar
Einder”,s on further inspection,; this derivation seesms illuscry.

First of all, lexical operators seem subject te a varisty of



289
semantic interpretaticons. A "wh’ element in 2 guestionrn 1s an
ncperator that binds a variable and closes an cpen sentence. The
wh' element in a predication structure is a lambda abstractor
ttiat creates an cpen sentence that can be predicated of arncther
nosition. Since overt Wh elements can receive a variety of
interpretations at LF, it seems ad hoc to restrict Liwe

interpretation of empty operators at this level.

Our account differs from both that of Aoun and Clark’ s =2nd
Browning’s in that we derive the full range of anti c-command
effects by incorperating the c—-command restriction directly into
the subjacency constraint while Browning divorces these two
restrictions and claims that c-command is not relevant tc boundiig
theery. It 1s only relevant the notion of an antecedent or binder
i1 that an antecedent must c~§ommand a category that it bimis.
Aoun and Clark claim that generalized binding enforces the
lecwality restricticon between real and parasitic gap chsirs. Ue
bBelieve that ocur apprcach, which treats locality restricticns 2= a3
Finction of subjacency governed by c-command restricticrns s a

more adequate approach cn both conceptual and empirical grounds.

There are empirical problems with the approach that Saon

and Clark acdopts pointed cut by Breowning (1987) and nct=d above.

1

ks,
s

A

ul

ides these empirical preblems, Aoun and Clark disallaow ths

f
\

licenseing of parasitic geaps by LF movement by claiming thet the

anpt nperateor 1s an A-anaphor and that the Binding Theory applisa
prLy 9i s} g be B



290
at S-structure, as well as LF. Since a non c-commanding WH in
situ in a case like (28) will not be in the apprepriate position
tn bind the operator until LF, these structures will be ruled out

ak S—structure.

Thiis assumption is problematic because for all octher cases.
generalized binding applies at LF. The child therefore has ro
2vidence for assuming that the condition alsc applies at s-
stintcture except for cases like (28). Since it is nct reasaorable
to assume that such sentences are part of the PLD, we assume that

the child could mistakenly assume such cases tc be grammatical

iU
oo

berause they would obey generali:ed-binding at LF. GSince we ne
to assume independently that subjacency applies at s—-structurzs and
can motivate why this is so, it seems better simply let this
condition apply at s-structure and let the Gereralized Binding

theory apply uniquely at LF.

Browning (1987) employs the Barriers definition of
subjacency,; so she also cannot use this cornditien to rule cut

ca

U]
o
R

25 like (21) and (22) because the empty cperetcr is in fact

=tk jecent te the guantifier or wh in situ in thess cases. She
rules these casec out by adepting a gtrong binding conditing which

che 3lso must claim applies at s-structure in the case of
parazitic gaps. For parasitic gaps,; strong binding invalves

livking the parasitic gap chain tec a lexical cperator that can

ra
ot

bind the chain.This stipulation is ad hoc because again, parasi



gape are the only case that force strong binding teo apply at s-
structure. For all other cases, we must only assume linkage to a
lexical operator for identification purpocses iﬁ some interpretive
component. In addition, strong binding must be interpreted
disjuactively because the predication structures discussed above
are nat linked to any lexical category until a post LF level. The
inde assigred to the predication'structure is semartically
meaningless until this level. Therefore, it is unclear why the
credication operator should be a better strong binder than an
unindexed operator. We are left with a disjunctive and peculiar

detinition of "strong binding".

Mor 2overs this condition can only apply to parasitic geps hecauvse
some variables are not strongly bound until LF.

Thiz is the case in (32), where the guanrntifier that strongly birds
Ftie poornoun, turning it into a bound variable dees not sven o-

rommand the pronoun until LF.

mn
{u

Mary [up canvassed every senator .l befeore he, veoted on
Contra aid.

b. Every x,: Mary canvased x before x voted on Contra =1d.

It is also net clear that the c-cocmmand restriction can ke

zimprly seen as a fact about binding, as Browning suppocses, because
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this restriction seems to apply to the gapping examples cited in
rlhiapter Three. In Chapter Three, we discussed the contrast in
cases like (33) below. The information about inflecticn has to
yeach a3 position where it c-commands the gap in the second
ronjnnct, but here we would not be tempted to say that this

information binds this position.

(33) I believe Fred ran after Mary and Bill after CEue.

¥ h. I believe that Fred ran after Mary and that Bill after Sus.

Finally, if we assume that strong birnding applies to
marasitic gaps at s-structure, but to WH traces at LF, then we
predict that there is a pessible language where the WH =2lement can
move ko a subjacent non c-commanding position at s-structurs arnd
then tn move at LF to a position where 1t strongly bihds the
v3riable. We know of no such language. (34) is such a structire.
Tn this case. we move the WH element into the non-theta marbked

sentential subject position first. Then we move i1t at LF intc the

cr.

(34) who said that for who to be believed that Bill left zamused.

7.9 Conclusiaon

We have tried to show that we can use the assumptions i1 WAH

i

IS

tn devive the fact that the empty operator in a parasitic gap
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constrnction bears no index at LF. We used this fact and the WAHL
theory of ECP preoper government to derive the fact that paraesitic
gap constructions cannot be headed by A-chains, ner by c-—
commanding WH in situ quentifier constructions. The WAHL
framewerk also predicts ungrammaticality of parasitic gaps from
suhject position. The theory predicted that parasitic gaps could
occir inside CED structures. The theory also predicted the
vwnacceptability of parasitic gaps in traditional syntactic
islands. Moreovers, we argued that the definiticn was conceptually
more appealing than the non symmetric definition cf Chomsky (192&)
and Browning (1987) because it alléwed us to explain why
suh jacency was an s-structure phenomencn; in fact ths only s-
structure condition in the grammar. We also motivated a parsing
theoretic c-commahd condition which we use to explain why LF A&7
rhains couldn’t license parasitic gaps and showed that it compared
favorably with Aoun and Clark or Browning’s explanaticon for this
fact. He take this analysis as independent support for the WAL
Framework, and particularly for the division of the EZCP intc both
a3 PF and LF conditien. We also hope that this 1s case
demonastrates that conditions imposed by the parsing z2s well as the

learning mechanism can explain a3 subtle range of syntacti

al

proper ties.
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Footnotes

l.Fellowing standard conventions, we will indicate the "real”
gap of WH-movement by "t" and the "parasitic" gap by "e".

2.We will argue below that the subjacency requirement is
satisfied only if the head of the parasitic gap chain is
subh jacent to the head of the real gap chain. We will coumpare
this treatment with approaches claiming that the subj;acency
r=lation holds between the empty operator and the real gap.

3. If we assume Chomsky (1981)°s derivation of tha PRC
theorem, we are led to conclude that PRO can gnly cccur 1n
ungoverned positions.

4. Notice that we must allow PRO toc be indexed at LF or else
cases like (a) will viclate the Binding Theory. This was
peinted out to me by Juan Uriagareksa.

(a3)[[PRO.,-» teaching crneself mathematicsl can bhe difficult.

e will see below that while this type of indexing must be
allowed at LF, we must block arbitrary indexing or reindexing
at this level. See below for further discussion.

S.The major difference between this propesal and Chemsky’s i3
that Chomsky claimed that the preo-parasitic gap was directl
tound to the WH-operator and thus becamz a variabls a2t later
levels of representation. This procedure presupnpocees that
enapty categories are functionally defined; a view that has
teen shown to be incorrect by Brody (1984)., In sdditior. z2s
Chemsky (1986) notes, since the paresitic gap is not diresctly
b jacent to the real gap or its binder, we carmnct claim that
rayaesitic gap constructions ere governed by subjecency and
thus lose the account of why parasitic gap censtructicns
cannot appear inside islands. Mote that we camn claim that 3
PRO can begin in the post verbal pesition as lang as 1t does

not remain in this position at s-structure, or PR, This
hecause PRO is barred from this pesition by the PRO theorss
af the Binding theory under Chemsky’s freatment of the
distribution of PRO, or by case theory, assuming the Bouchard
(1984), Hornstein-lLightfoot( 1987), Manzini (19232), or
Sportiche (1983) theory of PRO.

bH.Recall, that adjocining the trace of the empty operator to
tbrealkks up the mutual government needed for predication. Thus.
although the adjoined trace is lexically governrned, the ralat
rlanse cannct be predicated of i1ts hesad.
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