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ABSTRACT

STRUCTURE OF PASSENGER TRAVEL DEMAND MODELS

by

MOSHE EMANUEL BEN–AKIVA

Submitted to the Department of Civil Engineering on May 11, 1973 in partial fulfillment of the requirements for the degree of Doctor of Philosophy.

This study is concerned with the structure of travel demand models. Two alternative structures are defined: simultaneous and recursive, each based on a different hypothesis about the underlying travel decision making process. The simultaneous structure is very general and does not require any specific assumptions. The recursive structure represents a specific conditional decision structure, i.e., the traveler is assumed to decompose his trip decision into several stages. Thus, it is argued that the simultaneous and the recursive structures represent, respectively, simultaneous and sequential decision making processes.

Theoretical reasoning indicates that the simultaneous structure is more sensible. Moreover, if a sequence assumption is accepted, there are several conceivable sequences, and generally there are no a priori reasons to justify a selection among them. A simultaneous model, however, is very complex due to the large number of alternatives that a traveler is facing in making his trip decision.

An empirical study is conducted to investigate the feasibility of a simultaneous model and to appraise the sensitivity of predictions made by a travel demand model to the structure of the model. The data set for the empirical study was drawn from a conventional urban transportation study data.

Two choices included in a trip decision are considered: destination choice and mode choice. With the same data set, three disaggregate probabilistic models are estimated for the shopping trip purpose: one model with a simultaneous structure, and two recursive models with the two possible sequences. The simultaneous model proved to be feasible in terms of the computational costs and the estimation results. The results of the recursive models showed that estimated model coefficients vary considerably with the different model structures. Thus, it is recommended that the simultaneous model structure should be used.
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CHAPTER I

Introduction and Summary

Purpose of the Study

Decision making in transportation planning, as in any other planning activity, requires the prediction of impacts from proposed policies. One of the inputs to the prediction process is the demand function which describes consumers' expected usage of transport services.

The most widely used approach to the prediction of passenger travel demand is the aggregate Urban Transportation Model System (UTMS).* It is characterized by a recursive, or sequential, structure** which represents a conditional decision making process, i.e., the traveller is viewed as decomposing his trip decision into several stages. A trip decision consists of several travel choices, e.g., choice of mode, choice of destination, etc. In a recursive structure the travel choices are determined one at a time, in sequence.

Two recent developments in modelling travel demand have stimulated the present study. The first was the recognition that the representation of the trip decision as a sequential process is not completely realistic. It has been argued that the trip decision should be modelled simultaneously

---

*The UTMS is described in a large number of references. See, for example, FHWA (1970), Martin et al (1961), and Manheim (1972).

**A model can be expressed mathematically in many different ways. The term "structure" refers to the format of writing a model that has a behavioral interpretation. A model can be used for forecasting in a format which has no behavioral interpretation. The distinction between direct and indirect travel demand model (Manheim, 1972) is made with respect to the format used for forecasting and does not necessarily imply a different behavioral interpretation.
without resorting to an artificial decomposition into sequential stages (Kraft and Wohl, 1967). Attempts to develop simultaneous models were made using the conventional approach of aggregate demand analysis, where the quantity demanded is taken as a continuous variable (e.g., Kraft, 1963; Quandt and Baumol, 1966; Domencich et al, 1968; Plourde, 1968). The second development was the introduction of disaggregate probabilistic demand models that relied on a more realistic theory of choice among qualitative trip alternatives. However, all the disaggregate models that were developed could be used either for a single stage of the UTMS (e.g., Reichman and Stopher, 1971), or, more recently, for all the stages, but again assuming a recursive structure (CRA, 1972).

The common denominator of these two developments is clearly a disaggregate probabilistic simultaneous travel choice model.

However, due to the large number of alternative trips that a traveller is facing, and the large number of attributes that describe an alternative trip, a simultaneous model can become very complex. This raises some important issues concerned with the feasibility of a simultaneous model, and the sensitivity of travel predictions to the simplifying assumption of a recursive structure.

The purpose of this research is to investigate these issues and to recommend a strategy for structuring travel demand models. Specifically, this study first explores the alternative travel demand model structures and their inherent behavioral assumptions. Secondly, an empirical study is conducted to estimate the alternative models and furnish some
evidence with respect to the feasibility and desirability of disaggregate simultaneous travel choice models.

Models for Policy Analysis

We first explain what models are, what their purpose is, and why their behavioral assumptions are important.

In general, models are simplified representations of some objects or phenomena. In this study, we deal with econometric models, i.e., mathematical relationships describing economic phenomena of observed variables and unknown but statistically estimable parameters. We use models to better understand real world phenomena so as to be able to make decisions based on this understanding.

Travel demand models are used to aid in the evaluation of alternative policies. The purpose of the models is to predict the consequences of alternative policies or plans. A model that determines travel consequences independently of the characteristics of various policy options can obviously not be used to evaluate those options (unless policies are, in fact, irrelevant to consequences).

The specification of a travel demand model necessarily embodies some assumptions about the relationships among the variables underlying travel behavior. Predictions made by the model are conditional on the correctness of the behavioral assumptions and, therefore, are no more valid than the behavioral assumptions on which the model is based.

A model can duplicate the data perfectly, but may serve no useful purpose for prediction if it represents erroneous behavioral assumptions.
For example, consider a policy that will drastically change present conditions. In this case the future may not resemble the present, and simple extrapolation from present data can result in significant errors. However, if the behavioral assumptions of the model are well captured, the model is then valid under radically different conditions. It should be noted that this discussion is very general. "Behavioral assumptions" are a matter of degree since there could be many levels of detail in which behavior could be described. (For example, sensitivity to policies could be regarded as a gross level of behavioral assumptions.)

The requirement that models should be policy sensitive is necessary but not sufficient for planning purposes. The additional requirement is that the models should be based on valid behavioral assumptions. A model could be policy sensitive but be useless for policy analysis, even if it fits the data perfectly, if it is not based on valid assumptions.

In general, it is impossible to determine the correct specification of a model from data analysis. It should be determined from theory or a priori knowledge which are based on experience with, and understanding of, the phenomenon to be modelled. The problem is that frequently we do not have a comprehensive theory that will prescribe a specific model. Moreover, important variables are often missing due to lack of data or to measurement problems. There are other potential problems which involve the different kinds of data that could be used to estimate the model (e.g., time series vs. cross-section, attitudinal vs.
engineering, etc.), and the need to use a mathematical form which is amenable to a feasible statistical estimation technique.

The result is that we may have several alternative models to evaluate. Unfortunately, "in statistical inference proper, the model is never questioned... The methods of mathematical statistics do not provide us with a means of specifying the model" (Malinvaud, 1966). In other words, given several alternative models and a data set, statistical inference will not be conclusive as to which model represents the "true" process. This does not say, however, that the data does not play a role in the selection among models. At various stages of an empirical analysis we may revise some aspects of our assumptions that do not agree sufficiently with the findings. More generally, the accumulated past evidence from empirical studies influences the formulation of the assumptions of new efforts.

Suppose that we are faced with a choice among some alternative models that were not discarded in the course of analysis of the data. If these alternative models were based on different sets of assumptions, we should decide which set makes the most sense according to our a priori knowledge about behavior, taken together with "goodness of fit" measures and statistical significance tests.

In modelling passenger travel demand, we are concerned with the trip-making behavior of individuals or households. Hence, a prerequisite to travel demand modelling is a set of assumptions that describe the process of trip-making decisions of these individuals or households.
The basis for comparing different travel demand models should be the reasonableness (or, the correspondence with a priori knowledge) of the behavioral assumptions of each model.

In this study we consider two alternative structures of travel demand models: simultaneous and recursive, each representing a different travel behavior assumption. We assume a priori that a simultaneous structure is appropriate. However, we also consider models with recursive structures, in order to evaluate their significant differences from a simultaneous model.

Disaggregate Models

The behavioral assumptions of a demand model always take the point of view of an individual consumer as he weighs the alternatives and makes a choice. An aggregate model could be constructed based on aggregates of consumers by location or socio-economic category. However, aggregation during the model construction phase of the analysis will only cloud the actual relationships and can cause a significant loss of information (Fleet and Robertson, 1968; McCarthy, 1969). An aggregate model that is constructed based on averages of observations of socio-economic types and geographic location, would not necessarily represent an individual consumer's behavior, and there is no reason to expect that the same relationships would hold in another instance or another location. For planning purposes, we are concerned with the prediction of the behavior of aggregates of people. However, in principle, aggregation to any desired level that is required for forecasting
could always be performed after estimation.

In Urban Transportation Planning (UTP) studies the data are collected on the disaggregate level, and aggregated to a zonal level for use in the conventional UTMS (Martin et al, 1961). Using this disaggregate data directly in disaggregate travel demand models can bring about large savings in data collection and processing costs. Since the data are used in the original disaggregate form, and are not aggregated to the zonal level, a comprehensive home interview survey is not essential as it is for the conventional aggregate models. The experience from previous work with disaggregate travel demand models (e.g., Reichman and Stopher, 1971; CRA, 1972) indicates that it is a feasible modelling approach. Thus, disaggregate travel demand models have several practical advantages over aggregate models: the possible reductions in data collection costs, the transferability of the models from one area to another, and the possibility of using the same set of models for various levels of planning. The problem of aggregating a disaggregate model for forecasting requires more research. However, some simplified methods, such as the use of homogenous market segments (Manheim, 1972; Aldana, 1971) are available and could be used.

**Choice Theory**

In general, models that describe consumer behavior are based on the principle of utility maximization subject to resource constraints. Conventional consumer theory, however, is not suitable to derive models that describe a probabilistic choice from a qualitative, or discrete,
set of alternatives. Therefore, the travel demand models developed in this study rely on probabilistic choice theories.*

The consumer is visualized as selecting the alternative that maximizes his utility. The probabilistic behavior mechanism is a result of the assumption that the utilities of the alternatives are not certain, but rather random variables determined by a specific distribution.

Denote the utility of alternative \( i \) to consumer \( t \) as \( U_{it} \). The choice probability of alternative \( i \) is therefore:

\[
P(i;A_t) = \text{Prob}[U_{it} \geq U_{jt}, \forall j \in A_t]
\]

where \( A_t \) is the set of alternative choices available to consumer \( t \). The utilities are essentially indirect utility functions which are defined in theory as the maximum level of utility for given prices and income. In other words, the utility \( U_{it} \) is a function of the variables that characterize alternative \( i \), denoted as \( X_i \), and of the socio-economic variables describing consumer \( t \), denoted as \( S_t \). Thus, we can write:

\[
U_{it} = U_i(X_i, S_t)
\]

The set of alternatives \( A_t \) is mutually exclusive and exhaustive such that one and only one alternative is chosen. The deterministic equivalent of this theory is simply a comparison of all alternatives available and the selection of the alternative with the highest utility.

---

*Choice theories are reviewed in Chapter III. See also Luce and Suppes (1965), CRA (1972), and Brand (1972).
The mathematical form of the choice model is determined from the assumption about the distribution of the utility values. The coefficients of the utility functions are estimated with a cross section of consumers using observations of actual choices. Therefore, the observed dependent variable has a value of zero or one. The forecast of the model is a set of probabilities for the set of alternatives.

**The Multinomial Logit Model**

There are a number of probabilistic choice models that are available: two of the most popular and most useful are the Probit and Logit models. The multinomial Logit model, as described below, appears to be superior to Probit due to the practical considerations of computational time requirements.

We write the Logit model as follows.*

\[
P(i; A_t) = \frac{e^{U_i(X_i, S_t)}}{\sum_{j \in A_t} e^{U_j(X_j, S_t)}}
\]

With disaggregate cross-sectional data, the logit model is estimated using the maximum likelihood method (McFadden, 1968).

**The Travel Choices**

A trip decision for a given trip purpose consists of several choices: choice of trip frequency (e.g., how often to go shopping), choice of destination (e.g., where to shop), choice of time of day.

---

*The derivation of the model from a distribution assumption is presented in Chapter III. The Logit model and its properties are described in detail in Chapter VI.*
(e.g., when to go), choice of mode of travel, and choice of route. In a probabilistic choice approach we are interested in predicting the following joint probability:

\[ P(f, d, h, m, r; \text{FDHMR}_t) \]

which is defined as the probability that individual or household \( t \) will make a trip with frequency \( f \), to destination \( d \), during time of day \( h \), using mode \( m \), and via route \( r \). The set of alternatives \( \text{FDHMR}_t \) consists of all possible combinations of frequencies, destinations, times of day, modes, and routes, available to individual \( t \).

Consider for the purpose of presentation only two travel choices: destination and mode. Denote the set of all alternative combinations of destinations and modes as \( \text{DM} \). (For simplicity we drop the subscript \( t \).) We can partition this set according to destination to get the sets of alternative modes to a given destination \( M_d \). If modes and destinations had no common attributes and the two choices were independent then \( M_d \) is independent of \( d \) and could be written as \( M \). However, this is an unrealistic assumption since there are many attributes, such as travel time, that are in fact characterized by all the travel choices. Therefore, it is assumed that \( M_d \neq M_d' \). We are interested here in predicting the joint probability: \( P(d, m; \text{DM}) \).

**The Alternative Structures**

If we assume that the two choices are independent, we write the
following independent structure:

$$P(d:D) = \text{Prob}[U_d \geq U_{d'}, \forall d' \in D]$$

$$P(m:M) = \text{Prob}[U_m \geq U_{m'}, \forall m' \in M]$$

and

$$P(d,m:DM) = P(d:D) \cdot P(m:M)$$

where:

- **D** = the set of alternative destinations
- **M** = the set of alternative modes
- **U_d** = the utility from destination d
- **U_m** = the utility from mode m

Consider a conditional decision making process in which, for example, destination is chosen first, and then conditional on the choice of destination a mode is chosen. For this assumption we write the following recursive structure:

$$P(d:D) = \text{Prob}[U_d \geq U_{d'}, \forall d' \in D]$$

$$P(m:M_d) = \text{Prob}[U_m|d \geq U_{m'|d}, \forall m' \in M_d]$$

and

$$P(d,m:DM) = P(d:D) \cdot P(m:M_d)$$

where:

- **M_d** = the set of alternative modes to destination d
- **U_m|d** = the utility from mode m given that destination d is chosen.

*This is an unrealistic structure for travel demand, but it is presented for the purpose of comparison with other structures.
If we assume that the choice of mode is dependent on the choice of destination and vice versa, we write the following simultaneous structure:

\[
P(d:D_m) = \text{Prob}[U_d|m \geq U_{d'}|m, \forall d' \in D_m]
\]

\[
P(m:M_d) = \text{Prob}[U_m|d \geq U_{m'}|d, \forall m' \in M_d]
\]

where:

\[
D_m = \text{the set of alternative destinations by mode } m
\]

In the independent and recursive structures we predict the joint probability by multiplying the structural probabilities. However, in a simultaneous structure, the two conditional probabilities are insufficient information to predict the joint probability. Therefore, we need to estimate either a marginal probability, say \(P(d:D)\), or estimate directly the joint probability. The problem with the first approach is that we need to define a utility \(U_d\) where we originally specified \(U_d|m\). The second approach requires a specification of the joint utility \(U_{dm}\), where we consider the combination \(dm\) as a single alternative. This approach is more logical since it corresponds with the notion of a simultaneous choice. Hence, in the simultaneous structure, we need to estimate the following choice probability:

\[
P(d,m:DM) = \text{Prob}[U_{dm} \geq U_{d'm'}, \forall d'm' \in DM]
\]

Given the joint probability we can derive any desired marginal or conditional probability. For example,
\[ P(m:M) = \sum_{d \in D_m} P(d,m;DM) \]

and

\[ P(d:D_m) = \frac{P(d,m;DM)}{P(m:M)} \]

**Alternative Models**

For simplicity, we write the probabilities in this section without the notation for the set of alternatives. In other words, we will write \( P(d,m;DM_t) \) as \( P_t(d,m) \), and \( P(m;M_{dt}) \) as \( P_t(m|d) \).

In predicting the following joint probability:

\[ P_t(f,d,m,h,r) \]

the set of alternatives consists of all possible trips, or all possible combinations of frequencies, destinations, modes, times of day and routes, available to individual \( t \). In a simultaneous structure using the logit model, this will be the definition of the set of alternatives, and the choice probability will be for an alternative \( f,d,m,h,r \) combination.

The joint probability can be written as a product of marginal and conditional probabilities as follows:

\[ P_t(f) \cdot P_t(d|f) \cdot P_t(m|f,d) \cdot P_t(h|f,d,m) \cdot P_t(r|f,d,m,h) \]

We can write this product in many different ways, e.g.,

\[ P_t(f) \cdot P_t(h|f) \cdot P_t(m|f,h) \cdot P_t(d|f,h,m) \cdot P_t(r|f,h,m,d) \]
In a recursive structure we will use a logit model for each probability separately, and arrange the set of alternatives for each choice according to the sequence implied by the way we write the above product. For example, the probability $P_t(m|f,d)$ is the probability of choosing mode $m$, when the set of alternatives consists of the modes available to individual $t$, to destination $d$, with trip frequency $f$.

Estimating a sequential model requires further assumptions beyond the definitions of the relevant sets of alternatives for each choice. Consider, for example, the choice model for the probability $P_t(m|f,h)$. The problem is how to include in the model all the variables which for a given mode vary across destinations, e.g., travel time, travel cost, etc. Clearly, we cannot use all these variables as separate variables with their own coefficients. Therefore, we need to construct composite variables. There are many possible composition schemes. In addition there is the possibility of constructing the composite variables from several original variables together such that the tradeoff among them is kept constant in all choices. For example, for an alternative destination we define a generalized price by each mode which is a function of travel time and travel cost, then we aggregate across destinations to create a composite generalized price which is specific only to mode.

The Empirical Study

The data for this study was taken from a data set prepared by R.H. Pratt Associates (RHP) for the Metropolitan Washington Council of Governments (WCOC). The data set was combined from a home interview
survey conducted in 1968 by WCOG and a network (i.e., level of service) data set assembled by WCOG and RHP.

Due to the scale and the objectives of this empirical study, it was decided to use only a small subsample of the original data set for a single trip purpose: shopping. The data were kept in the disaggregate form where the observation unit is a household. This follows the assumption that the behavioral unit for a shopping trip is also a household.

Hence, the disaggregate data were exclusively drawn from conventional urban transportation study data. Specifically, trip and socio-economic data from a home interview survey, and level of service data from coded networks and other user cost data customarily collected by transportation planning agencies, were used.

Since our purpose is to evaluate the sensitivity of the predictions to the structure of the model we consider in the empirical work only the joint probability of destination and mode (given that a trip is taken) — \( P_t(m,d) \). We model this joint probability with three alternative structures; namely, a simultaneous logit model that estimates this probability directly*, and two possible recursive model sequences:

*The justification of this separation of destination choice and mode choice from other choices is as follows: The choice of time-of-day is assumed to be insignificant since the sample included only off-peak shopping trips. Route choice is not reported in the available data. The actual frequency is also not reported. Trips are reported for a 24 hour period. Therefore, the observed daily frequency is either 0 or 1 (and in a few cases 2). If we use an aggregate of households, this is sufficient information to compute an average (cont'd on next page)
\[ P_t(d) \cdot P_t(m|d) \]

and

\[ P_t(m) \cdot P_t(d|m), \]

where a logit model is applied to each probability separately. We also investigate alternative ways of constructing composite variables for the marginal probability.

The sample that was used for estimation consists of 123 household home-shop-home round trips that were selected randomly from the original home interview sample in the northern corridor of Metropolitan Washington. Each household has a choice between two modes - the family car and bus - and several shopping destinations, ranging from one to eight according to the location of the household residence. It is important to note that we need to consider only alternatives that have positive choice probabilities. Therefore, a shopping location that is "too far" or a mode that is "unsafe" and consequently not feasible, or assumed to have negligible choice probability, need not be included in the set of alternatives.

The data consist of level of service variables by mode and destination, shopping opportunities by destination, and socio-economic

* (cont'd)

frequency. For a disaggregate model the actual frequency is not available. We are forced to assume that the choices of mode and destination are independent of the actual frequency and, therefore, can be modelled separately. Note that with 0, 1 daily frequencies: \( P_t(f=1|d,m) = 1 \) and \( P_t(f=0|d,m) = 0 \).
characteristics of the household. Each observation included the value of the variables for all the relevant alternatives for this household and the observed choice.

The simultaneous model that included observations with up to 16 alternatives and 7 variables gave reasonable coefficient estimates. The computer cost was only slightly higher (≈20%) than the cost of a binary mode choice model with 5 variables. This indicates that a simultaneous model is feasible for the two choices of destination and mode. It also indicates that expanding the set of choices and therefore increasing the number of alternatives and variables may not be an unrealistic objective.

Comparison of the coefficient estimates of the simultaneous model with those of the various recursive models that were estimated suggest that the predictions are sensitive to the structure of the model.

In order to demonstrate this sensitivity here, it is not necessary to present in detail all the models that were estimated in this study.* It will be sufficient to show some examples of the important tradeoffs and elasticities.

The following table shows the values of time implied by the different models:

*The estimation results are described in detail in Chapter VII.
Estimated from a model for: | $P(m,d)$ | $P(m|d)$ | $P(d|m)$
---|---|---|---
Value of Out-of-Vehicle Travel Time | 3.02 $$/hr (1.44) | 1.36 $$/hr (.98) | 4.67 $$/hr (4.36)
Value of In-Vehicle Travel Time | .78 $$/hr (.68) | .28 $$/hr (.66) | 2.21 $$/hr (2.01)

The figures are for a household with annual income between $10,000 and $12,000. The numbers in parentheses are standard errors.

Although the standard errors are relatively large, this is not atypical for estimates of value of time (e.g., Talvitie, 1972). (The estimated model coefficients that were used to compute the values of time were significantly different from zero.)

Estimated values of time from the simultaneous model are greater than those estimated from a mode choice model (given destination), and smaller than those estimated from a destination choice model (given mode).

The following table shows some direct elasticities of the mode choice probability:

<table>
<thead>
<tr>
<th>Mode</th>
<th>Bus</th>
<th>Auto</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated From a Model for:</td>
<td>$P(m,d)$</td>
<td>$P(m</td>
</tr>
<tr>
<td>Out-of-Vehicle Travel Time</td>
<td>-1.01</td>
<td>-.82</td>
</tr>
<tr>
<td>In-Vehicle Travel Time</td>
<td>-.31</td>
<td>-.26</td>
</tr>
<tr>
<td>Out-of-Pocket Cost</td>
<td>-.40</td>
<td>-.91</td>
</tr>
</tbody>
</table>
The figures are computed for the following case:

- a household with annual income between $10,000 and $12,000.
- the probabilities of choosing bus and auto are .2 and .8, respectively,
- out-of-vehicle travel times are 20 minutes by bus, and 10 minutes by auto,
- in-vehicle travel times are 30 minutes by bus and 15 minutes by auto,
- out of pocket costs are 50 cents by bus and 50 cents by auto.

The most striking variation in this table is in the cost elasticity. The mode choice model derived from an estimated joint probability gives cost elasticities which are about half the elasticities computed from a recursive mode choice model.

The differences among the models could be attributed to specification errors which affect differently a mode choice model and a destination choice model. The effects could be in the opposite directions and therefore the joint probability model gave estimates that are in some way between the estimates of the two other models.

The marginal probabilities of the recursive models which were formulated with composite variables also demonstrated significant differences from the corresponding probabilities derived from the simultaneous models.

All the alternative models that were estimated resulted in essentially equal goodness of fit.
Thus, the chosen structure can make a big difference in terms of the values of the estimated coefficients. Since there are a priori reasons to assume a simultaneous structure, rather than recursive, we should estimate directly the joint probabilities. Then, if necessary, we can derive any conditional probability.

Conclusions

Models based on disaggregate data and choice theory were estimated in the past either for a single travel choice, primarily mode choice, or for several choices but in a recursive structure. The empirical study that was conducted in this research demonstrated the estimation of a disaggregate simultaneous model. The results from the estimation of a simultaneous destination and mode choice model indicate that this approach is feasible within reasonable computation cost. Moreover, the estimation results of models with recursive structures for the same two choices show that important coefficient estimates vary considerably with the different model structures.

This empirical study was limited in scale, and it is recommended that the evidence should be extended to include: alternative data sets, different trip purpose categories, a complete set of travel choices, and a more extensive set of explanatory variables (in particular, attraction description).

The empirical evidence taken together with the theoretically appealing assumptions of a simultaneous structure and the advantages of disaggregate models suggest that future efforts in travel demand
modelling should be in the direction of simultaneous disaggregate probabil-
istic models. Given the joint probability (from the simultaneous model),
one can derive conditional probabilities and use the model for forecasting
in sequential stages, corresponding with the UTMS procedure.

One of the important problems in using disaggregate models for fore-
casting is the aggregation problem. Future research efforts should inves-
tigate this problem. However, for the short run, simplified aggregation
procedures, such as market segmentation, are available and can be used.

The use of disaggregate models suggests new emphasis in data collection
efforts for transportation planning. It is not clear yet how much
data is needed for disaggregate models, but it is clear that a change
in the general methodology of travel data collection is appropriate.
The comprehensive home interview survey covering an entire planning
region might be replaced by several more descriptive small samples, in
selected areas of the region. Thus, the emphasis should be to attempt to
represent the full range of socio-economic characteristics affecting
travel behavior, rather than on sampling all parts of the region at a
uniform rate. Smaller scale surveys will make possible the collection of
the detailed information (not conventionally collected) that are important
for disaggregate demand models. For example, car pool information,
information on how often a trip is made (instead of reporting only the
trips made during the last 24 hours), information on institutional
constraints such as preferred arrival time, and so forth, would be
obtained. In addition to the travel data requirements, better information is also needed with respect to the attributes of alternative trips. In particular, the attraction data that is available from conventional data sources used in Urban Transportation Planning are not very descriptive. More detailed attraction data is needed in order to achieve better predictions of destination choice.

In depth studies of travel behavior based on detailed interviews and attitudinal data could be fruitful. However, it appears that the most beneficial directions for research toward improvements of transportation planning capabilities are: the aggregation problem, the behavioral modelling of round trips with non-home-based links, and the experimental application of simultaneous disaggregate models to case studies of important transportation issues at different levels of planning.

In conclusion, this research has indicated the desirability and the feasibility of a simultaneous disaggregate travel choice model.

Outline of the Report

In Chapter II, the nature of the demand for travel is discussed in terms of its inherent characteristics and its relation to other economic goods. The system of models used for transportation planning is outlined and the implications for disaggregate modelling of mobility and travel choices are discussed. Chapter III presents a review of some concepts from consumer and choice theories. It indicates that choice theory, rather than demand analysis, is the appropriate approach for the
modelling of mobility and travel choices. Chapter IV establishes alternative model structures, each representing different assumptions with regard to dependencies among choices. Chapter V reviews the structures of current approaches to travel demand modelling. In Chapter VI the multinomial logit model and its application to the alternative travel demand models is described. Chapter VII reports the results of an empirical study in which the alternative models were estimated on a comparable basis. Finally, Chapter VIII presents a discussion of the implications from the theoretical considerations and the empirical evidence toward the modelling of travel demand. It also points the desirable directions for research.
CHAPTER II

Nature of Travel Demand and
Prediction Models for Transportation Planning

Introduction

This chapter examines the nature of the travel demand process and the overall structure in which it is embodied. An attempt is made to survey the theoretical considerations on which travel demand models are based.

The overall structure of the system of models used for prediction in transportation planning has implications for the specification, data collection and estimation, and usage of the various planning models. Therefore, we consider the travel demand process and its relations to other processes; i.e., socio-economic activities and transport supply. We establish first an overall structure of the system of models and then focus on the travel demand model.

The models used for planning take a market point of view. However, it is argued that the models that describe consumer behavior should be developed and estimated for the unit that makes the decisions; the individual consumer. Thus, the chapter also establishes the modelling framework to be used in demand modelling from the point of view of an individual consumer.
The Complexity of Travel Demand

The complexity of travel demand is apparent from the way we characterize a trip—origin, destination, time of day, modes of travel, route, and purpose.

Trips are spatially disaggregated; we speak of a trip as made from an origin to a destination. For a work trip the origin and the destination are fixed by the choices of residential location of the household and the tripmaker's job site. However, for most leisure trips one has a choice among several destinations. For example, shopping trips can be made to a nearby grocery store or to a distant shopping center.

Peaking effects bring out the importance of the time of day in which a trip is taken (perhaps also the day of the week if it is not an every day trip). For the majority of workers, working hours are not totally in their control; however, they can still decide to arrive early at their jobs in order to avoid the inconvenience of the peak hour. Staggering working hours in downtown areas is often suggested as a means of relieving congestion during the peak hours. Some leisure activities are less constrained and the consumer has a range of hours in which he can make a trip to those activities.

In most urban areas the traveller has a choice between public transportation modes and private automobile. Even when there is no public transportation available, a traveller can sometimes choose between driving his own car, being driven, or participating in a car pool. In some cases, taxi, walking, and two wheeled vehicles
are also viable options. The situation is more complex when the traveller makes use of several modes for a single trip. For example, a suburban commuter who drives his car to the commuter railroad station in his suburb, parks the car, takes the train to the downtown terminal, and finally rides a bus to his place of work.

In dense networks, the traveller can choose among several alternative routes. A driver of a private automobile may have a choice of a limited access toll road, a less fast free road, and possibly an even slower road offering attractive scenic qualities. Thus, for a given trip the traveller is faced with a set of choices: choice of destination, choice of time of day, choice of mode, and choice of route. In addition, a potential trip maker has to decide whether or not to take a trip, or how often to make a trip for a given trip purpose. For example, families can shop for groceries with different frequencies; every day, twice a week, once a week, etc.

The classification of trips by trip purpose does not represent an inherent characteristic of the trip itself, but rather stems from the recognition that the demand for trips is a derived demand.* A trip is almost always made not for its own sake, but for some purpose that can be served at its destination. Therefore, tripmakers' behavior will be different for different trip purposes. There is no substitution among trips for different purposes unless the corres-

---

*This point will be discussed further in the following section.
ponding activities are substitutes. However, the practice has been to define broad categories: work, business, recreation, school, social, shopping, and personal business. For this classification, substitution among trip purpose will in general be non-existent. Hence, it is possible to model separately travel demand for different trip purposes.

The usual definition of a linked trip in Urban Transportation Planning (UTP) studies is a one-way travel from origin to destination. However, recognizing that the demand for travel is a derived demand, it is evident that this definition is an inappropriate unit of trips demanded. We have to consider round trips or tours, i.e., single or multiple-stop round trips. To carry out an activity at any destination generally requires at least a stop-over at that destination. Hence, the travel associated with that activity or bundle of activities is the round trip.

The trips to and from each destination are interdependent—decisions made with regard to the first leg constrain and influence the decisions made with regard to the remaining legs, and the trip alternatives available for the remaining legs influence the decisions made on the first leg. For example, an individual who goes from his home to shop by car will also return by car. If he chooses to make another stop on this tour for shopping or any other activities, his choice of the two destinations will not be independent.
If we consider a round trip or a tour, the complexity of travel demand increases further. A single trip is described by its origin, destination, time of day, mode, route, and purpose. A tour has a single base point, or origin, but a mixture of several different destinations, times of day, modes, routes and purposes.

Simple round trips, e.g., home-work-home, home-shop-home, etc., have in most cases two identical legs, and therefore pose no additional problem for modelling. In a few cases, the mode of travel may be different, e.g., going to the supermarket by bus and returning by taxi, but this could be handled by defining the relatively few possible combinations of modes as separate modes. However, for some complex tours, the dimensions of choice, that is, the number of alternative trip options, can be prohibitively large. If we assume that all tours originate at the home, then all intermediate legs are non-home based trips, which are customarily modelled separately from home-based trips, that is the first and the last leg of the tour.

Other complexities of travel demand stem from the variety of factors that affect the decisions people make. In general, the factors include the characteristics of the areas considered, the socio-economic status of the traveller, and the characteristics of the transportation system. It is not our intention to attempt to enumerate those factors and it will suffice to note that the number of these factors can be enormous and many of them intangible and difficult to quantify. In addition, people’s preferences and values
differ considerably. This causes a high level of uncertainty to be present in any attempt to predict the demand for travel.

Thus, travel demand is a complex phenomenon that is dependent upon many factors that are extremely difficult to describe analytically. A difficult analytical problem is to find a way to properly model complex tours. The analytical problem that is the focus of this study arises from the multi-dimensional choice situation, i.e., the set of interdependent choices that a traveller is facing. The modelling of multi-dimensional choice situations will be discussed in Chapter IV. The following sections of this chapter and Chapter III provide the theoretical basis for a close examination of the internal structure of travel demand models.

The Demand for Travel as a Derived Demand

A trip is almost always made for a certain purpose that can be served at its destination. The exception is a pleasure ride which is made solely for its own sake. Pleasure trips are relatively infrequent and probably non-existent in dense urban traffic. Hence, if the traveller does not derive any utility from the trip by itself, it can be regarded as an intermediate good (Oi and Shuldiner, 1962; Kraft and Wohl, 1967). The demand for an intermediate good is derived from the consumption of the final good. In the case of travel the final good is the activity at the destination of the trip, e.g., work, shopping, etc. The demand for this activity is a function of its price which includes the cost of the associated trip. Given
the demand for this activity the demand for trips alone can be derived.*

As an example, consider the demand for theater visits. It will depend, among other things, on the price of the ticket and the cost of the trip to the theater, including parking fee if a private automobile is used. The demand for trips to the theater is now determined from the demand for theater visits.

The theory of derived demand as presented in production theory in the micro economic literature (Stigler, 1952; Marshall, 1961), does not have much to offer to the discussion here. Our interest is to explore the implications it has on the modelling of transportation demand. The basic implication stems merely from the recognition of travel demand as derived demand and is quite simple — in order to model travel demand properly one has to model the demand for the final activities. The other inferences that can be made are more important in the empirical work since they are qualitative statements, or rules, about the derived demand elasticity.

The modelling of the demand for final activities is unfortunately very difficult. It is avoided by classifying trips according to trip purpose and modelling directly the demand for trips, in each trip purpose category. Also, the variables that are used as attraction variables serve as proxy to the intensity of the final activity. It

*It should be mentioned in this context that there are also demands for a variety of services and products which are derived from the demand for travel. One such case is the demand for new planes, which depends on the demand for air travel (Philips, 1971).
will be apparent later that this procedure is particularly unsatisfactory for the work trips.

Interaction Between Location and Transport

The demands for the final activities are among the forces that determine the pattern of development. The location decisions of households are influenced by considerations of accessibility to these activities. Similarly, firms' and services' location decisions are partially based on accessibility to markets for their services and products, and that of the labor force and clientele to their location.

The location decisions determine the pattern of trips for the various activities, and the available supply of transportation influences the location decisions. This observation brings out a rather unique case of a market demand curve.

In general, a demand curve in a static framework is assumed to shift due to income changes and changes in prices of other commodities, and aggregate demand will shift also due to natural growth of the population. However, in this case, the aggregate demand curve for trips will shift also due to changes in the transport supply curve. An improvement in the supply of trips between any two points will increase the number of trips made between those points. In addition, and here we deviate from the conventional static model, the improved accessibility may attract new locators which will further increase the volume of trips, or actually shift the demand curve to the right.*

*Thus, there may be shifts to the left in locations where the supply does not change.
This is illustrated in Figure 1. The demand curve $D_1$ is the curve that is in effect with the supply curve $S_1$. The equilibrium volume of trips is $q_1$ at a generalized travel price (includes money outlay and travel time) of $p_1$. An improvement in the transportation system results in a new supply curve, $S_2$. The new equilibrium volume and price are $q_2$ and $p_2$, respectively. However, this is only short run equilibrium. In the longer run the demand curve will shift to the right along the supply curve $S_2$ and the demand curve $D_2$. The shift of the demand curve from $D_1$ to $D_2$ is conventionally attributed to changing income, prices of other commodities and population. However, in our case part of the shift is attributed to the fact that the supply curve shifted from $S_1$ to $S_2$. The long run equilibrium is $q_3$ and $p_3$.

It may be argued that the supply of transportation plays only a minor role in determining the general magnitude of activities, and therefore the demand shift attributed to the change in supply is negligible. However, it is reasonable to assume that the spatial distribution of the activities is more directly related to transportation (Meyer, 1968). Since demand curves for trips make no sense unless they are spatially disaggregated (we always consider demand for trips between two points or zones) the shift in the demand curve will be caused primarily by the changing distribution of activities.

The implication of this interaction between location and transport is that if we want to properly evaluate major policy programs in
Figure 1.
transportation facilities, we should model the effect of transport on the spatial distribution of activities. In particular, we should model the locations decisions of potential travelers which are closely related to their travel demand. For example, an improved service on a bus line will attract more riders but will also influence people who consider using the bus service to locate near the bus stations.*

**The Importance of the Work Trip**

By far, the trip from home to work and the trip from work to home are the most important trips made by the household. The work trip has the greatest influence on location decisions amongst all trip purposes. From the transportation system planning point of view, the work trip is also the most important trip purpose. The majority of the work trips are made during the peak hours and constitute the bulk of the trips made during the peak hour. (The only other trip purposes that generate significant volume of trips during the peak hours are school trips during the morning peak and shopping trips during the afternoon peak.) It is the peak hour volume that strains the capacity of the transportation system. In general, transportation systems have more capacity than they need for the off-peak traffic volumes (except for recreation trips on weekends in some areas).

*The location decision and other decisions related to personal mobility that are closely connected with travel decisions will be discussed further later in this chapter.*
In the short run when household locations and job sites are fixed, the demand for work trips is very inelastic with respect to the trip cost. This is due to the fact that the price of a trip is generally small compared to the benefit derived — the earned income. An improvement in the transportation system may cause in the short run a person to switch jobs. With the improvement he can now reach a higher paying job without completely compensating for the increased income by increased commuting expenditures. In the long run the problem is more complex; persons can change their place of work, households may change their residence locations, and firms and services can also relocate. This points out that for long range forecasting, we should use location models to predict the demand for work trips.

Short Run vs. Long Run, Static vs. Dynamic

We made a distinction between two types of equilibria: short run and long run. In the short run equilibrium the magnitude and distribution of activities are assumed to be fixed. In the long run equilibrium, however, they change and we assume that the location market also reaches equilibrium.

One can argue that an assumption of a static long run equilibrium is unrealistic. The reaction times in the location markets are very long, and therefore we can never observe, at any point in time, this equilibrium. The importance of the reaction times, or lag effects, points to the necessity of departing from the static framework and introducing some dynamics. We will return to this point later when
we discuss alternative overall structures of the transport prediction problem.

The Overall Structure of Prediction in Transportation Planning

The foregoing discussion described the interactions of the travel demand function with the location of activities and the supply of transport services. We proceed now to outline a structure for prediction in transportation planning of which the demand function is a part.

The problem of prediction in transportation planning is to anticipate the impacts from a proposed change in the transportation system. We can distinguish between two types of impacts: internal and external. The internal impacts depend on the new equilibrium in the transportation system. The external impacts depend on the effects the change in the transportation system had on the equilibrium of related markets. We will refer to these markets, which constitute the environment of transportation, as the activity system. For example, construction of a new highway will affect the equilibrium in the transportation network. But, it will also affect the activity system, e.g., changes in land values in the vicinity of the highway, changes in the production costs of manufacturing firms located near the highway, etc.

In general, the transport planner cannot directly change the activity system. However, it is evident that changes in the activity system will have a very significant effect on the transportation

*The discussion, terminology, and notation in this section draw heavily from Manheim (1969).
system. For example, consider the effects that a change in the housing market, like housing subsidies or new mortgage policy, will have on the transportation system.

The basic problem for the transport planner is to predict the equilibrium in the transportation system which is described by the pattern of flows in the transportation network. The pattern of flows consists of the volumes of trips \( V \) and the service levels experienced by those volumes, \( L \).* The general structure of predicting the flow pattern is the equilibrium between supply and demand. The demand function \( D \) describes the demanded volumes of trips \( V \) as a function of the levels of service \( L \), and the characteristics of the activity system \( A \).**

\[
V = D(L, A) \tag{1}
\]

The supply function \( S \) describes the levels of service offered \( L \) as a function of the volumes of trips \( V \), and the characteristics of the transportation system \( T \).*

\[
L = S(V, T) \tag{2}
\]

*By service level \( (L) \) we refer to all the service characteristics of a trip: travel time, travel cost, safety, comfort, etc. We can regard this service level as a vector of prices that if combined together can be regarded as a generalized price.

**The characteristics of the activity system \( (A) \) that determine the demand for travel are the spatial pattern of population and economic activities, or locations and intensities of land uses, and the socio-economic characteristics of the different population segments.

***The transportation system characteristics \( (T) \) include a variety of technological factors (e.g., vehicles, network configuration, link characteristics, etc.), and operating policies (e.g., schedules, pricing policy, etc.)
The reduced form* of the system of equations (1) and (2) gives the equilibrium flow pattern in equations (3) and (4).

\[ V = V(A, T) \]  
(3)

\[ L = L(A, T) \]  
(4)

The equilibrium is determined by the characteristics of the activity system A, and those of the transportation system T. However, following our discussion earlier, this is only a partial, or a short run, equilibrium. It does not consider the effects the transportation system has on the activity system. This structure assumes that the characteristics of the activity system are exogenously determined, an assumption that may be justified in some instances, but which is certainly unreasonable for environments of rapid development or for undeveloped transportation systems.

The structure that is needed to determine the more general, or the long run, equilibrium should include the supply and demand functions of all the related markets of the activity system, in addition to those of transport. Only with this general structure can we predict the full set of internal and external impacts caused by changes in both the transportation and the activity systems.

Since the focus of this study is the travel demand function, we will not consider the details of the activity markets. For our purposes here, it will be sufficient to describe the activity markets in terms of their reduced form, as in equation (5).

\[ A = A(E, L) \]  
(5)

*The solution of a system of simultaneous equations is called a reduced form.
The equilibrium pattern of the activity system is a function of a variety of factors and policies that we noted by E,* and the levels of service offered by the transportation system L. The reduced form of the general structure that includes the transport supply and demand, and equation (5) is as follows.

\[ A = A'(E, T) \]  \hspace{1cm} (6)

\[ V = V'(E, T) \]  \hspace{1cm} (7)

\[ L = L'(E, T) \]  \hspace{1cm} (8)

This reduced form describes the long term equilibrium as a function of E and T, which are exogenously determined.

To summarize, the structure that has to be constructed for prediction includes three types of relationships as represented by equations (1), (2), and (5).

Before we continue, it should be noted that there might be some doubt as to the validity of the assumption that all the elements of T are determined outside the system. The characteristics of the transportation system are altered by governments and private firms in response to changes in the equilibrium of the transport markets. However, government decisions and reactions of the mostly regulated transport firms are in most cases impossible to model, partly due to the political nature of most important decisions, and partly because

*For example, housing characteristics, public services, education, taxes, topography, etc. In addition, this group of variables (E) includes some elements of the transportation system characteristics (T), such as network configuration and capacities.
this process is very ill-defined. A planner who takes the government point of view has no interest in modeling this relationship, since most of the variables in \( T \) are his design variables. In a situation where the private transport operators play a significant role, some variables in \( T \) could not be assumed to be exogenous. These variables will have to be explained inside the system by relationships describing the investment and pricing behavior of the private firms.

**Alternative Structures**

In outlining the structure of the prediction problem we used an equation format. It is useful to represent this structure with the aid of a block diagram in which the arrows represent inputs or outputs and the blocks represent processes. The structure of equations (1), (2), and (5) is depicted in Figure 2.a. The equilibrium values of \( A \), \( V \), and \( L \) are the long run equilibrium. The system to the right hand side of the dotted line which takes \( A \) as exogenous represents the short run equilibrium.

Another useful graphical technique to describe a causal structure is an arrow diagram (de Neufville and Stafford, 1971). In this diagram, Figure 2.b, the arrows indicate the direction of causation between two variables. The short run structure is represented by omitting the two arrows which are crossed by dotted lines.

So far, we used a static framework in which time was not treated explicitly. The usage of the terms short run and long run merely reflects the assumption that the interactions between the transport
Figure 2.a
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market and the activity system are slower than the interactions between transport supply and demand. It was argued already that time has to be taken into account explicitly because the assumption of a long run static equilibrium is unrealistic and can never be observed. Transforming the static structure into a dynamic one requires some definite hypothesis about reaction times. For each of the three processes A, D, and S, as shown in Figure 2.a, we need to assume the reaction times each process has in response to its inputs. Consequently, in order to determine the output at the simulated point in time we have to lag each input by the reaction time associated with it. For example, consider the block D that determines V as a function of A and L. It is plausible that the volumes demanded today are a function of present activity system characteristics and the levels of service that were experienced last month.

The determination of these lag periods is a difficult problem. A prerequisite to any empirical work with a dynamic structure is detailed time series data. In addition to theoretical considerations, the length of the time lags will depend on the kind of data available, or on the time period implicit in the definitions of the variables. For example, we can define the volumes as yearly average daily volume (which is equal to total yearly traffic divided by the number of days in a year). This means that the observation period should be one year. Suppose now that the volumes demanded during a particular year depend on the characteristics of the activity system last year. This implies
that in order to model the lag we need a series of observations from consecutive years. If we have an observation only every five years, this lag cannot be modelled. If the period of observation is two years (i.e., instead of yearly volumes, we have data for volumes during periods of two years each), we still cannot model the lag; however, in this case we can assume that the lag effect is less important.

Let us assume the most common case of the variables defined on a yearly basis. Under this circumstance, which of the input flows, in the block diagram of Figure 2.a, can be assumed to have a significant lag effect? The most obvious lag has been discussed already. It is the periods of time it takes the activity system to respond to changes in the transportation system. Another plausible lag, which will most probably be shorter than or equal to the first one, is the period of time it takes the demanded volumes to respond to changes in the levels of service. The dynamic structure that includes these two lags is displayed in the block diagram of Figure 3.a, and the arrow diagram of Figure 3.b.

The system of equations that describe this structure are the following equations (9), (10), and (11).

\[ A_t = A(E_t, L_{t-n})^* \]  \hspace{1cm} (9)
\[ V_t = D(A_t, L_{t-m}) \]  \hspace{1cm} (10)

*E_t should also include a lag which represents internal reaction time in the activity system. It could also include lagged dependent variables.
\[ n \geq m \]
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\[ L_t = S(T_t, V_t) \]  \hspace{1cm} (11)

This system has a recursive structure, i.e., \( A_t \), determined first, influences \( V_t \), which in turn influences \( L_t \). If the lag \( m \) is assumed to vanish, we have a structure in which equations (10) and (11) are simultaneous but still recursive with respect to equation (9). This structure is represented in the block and arrow diagrams in Figures 4.a and 4.b.

The empirical problems with a static structure are the solution and estimation of a complex system of simultaneous relationships. With a dynamic structure there are the additional difficulties of obtaining adequate data and convergence properties. However, if adequate data are available, a dynamic structure is much more appealing because of its realistic nature. It has another important advantage which we have not discussed. It allows the explicit treatment of the effects at any point in time of existing stocks and the adjustment costs, e.g., relocation cost.

The Structure of the Urban Transportation Model System (UTMS)*

It will be useful to compare the previously outlined abstract structure with the structure of the Urban Transportation Planning system of models (UTMS) that have been used by metropolitan planning agencies throughout the world (FHWA, 1970).

*Note that we are concerned here only with the overall structure of the system of models and not with the specifics of the models.
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The structure of the UTMS is basically recursive and static. It consists of a sequential application of the following models: land use, trip generation, trip distribution, model split, and network assignment (Martin, Memmott, and Bone, 1961). Using the same notation as before, this structure is shown in Figures 5.a and 5.b, where $L_0$ is the expected levels of service which are assumed initially and are usually not revised.

The activity system model is usually nothing more sophisticated than a straightforward trend projection of key variables, and in a few cases a somewhat sophisticated land use model that take into account the expected levels of service, e.g., Empiric (Traffic Research Corp., 1967), Lowry (Lowry, 1966). The demand model is broken down into four sequential steps: trip generation, trip distribution, modal split and network assignment. A supply model is used when the network assignment is of the "capacity restraint" type and not "all or nothing." In this case, the supply model is a series of volume-travel time curves. These curves are used to revise the expected values of the levels of service and iterate with the last step in the demand model.* In some cases, iterations were made also with modal split and trip distribution models (Irwin et al, 1961). No iterations are

*When these iterations, or the equilibrium procedure, are not performed in an "all or nothing" assignment, the supply curve is essentially assumed to be infinitely elastic.
possible with trip generation because it is generally assumed to be independent of level of service.*

The structure of the UTMS as in Figure 5 is similar to the dynamic structure of Figure 3 when both n and m are set to zero. However, in such case, the relevant structure is no longer Figure 3, but instead the general static structure of Figure 2. The UTMS can be made to be more in accordance with this structure by making both the land use and trip generation dependent on L and then iterate the whole system of models in solving for equilibrium.

During the last decade, two other major systems of models have been developed: the Northeast Corridor system of models (NECTP 209, 1970), and the Harvard-Brookings simulation model (Roberts and Kresge, 1971) that was implemented for Colombia. Both systems represent considerable theoretical improvement over the UTMS. To an extent, this improvement was partly facilitated by the change of scenario from metropolitan areas to a dense intercity corridor and a less developed country.

**Modelling Considerations**

Why is it so important that the structure of a system of models conform to the theoretical structure? The answer to this question is

*It could be claimed that level of service does not have a significant effect on trip generation for some trip purposes. However, this does not justify the exclusion of a level of service variable from a trip generation model because it is unreasonable that "price" has no effect at all on "quantity" demanded.*
that a wrong structure may lead to distorted and biased prediction. For example, it was argued that even if the incomplete structure of the UTMS produces correct forecasts, it is only because they are "self-fulfilling prophecies" (Meyer and Straszheim, 1971). Travel demand forecasts made independently of the transportation system are biased upward. The sizeable volumes will indicate a need for more highway investment. This great improvement in the transport system will affect the activity system to the extent that the large volumes that were forecasted will now be realized. If this sequence of events is true, we have justified an investment on the basis of benefits that never occur.

The structure determines the way in which the various sub-models should be used and interact with each other. Suppose that all the sub-models in the UTMS are specified correctly and their parameter estimates are unbiased. Unless iterations are made with all phases of the demand model and the land use model, the predictions will be biased. The size of the bias will depend on the difference between the assumed level of service (see Figure 5), and the true equilibrium level of service. At equilibrium the level of service inputs to A and D should be equal to the output level of service from S. Since the initially assumed levels of service are in general based on unloaded networks, presumably the forecasts of demands and changes in land use are biased upwards.
The structure also plays an important role during the estimation (or calibration) of the various parameters of the models. Assume that all the models in the system are specified correctly. An attempt to estimate the parameters of any model with no account of the structure may result in biased parameters. The first issue here is the identification problem (Fisher, 1966). In a system of simultaneous equations, the parameters of any equation can be estimated from the data only if this equation is identified with respect to the others.* If an equation is not identified then there is no way in which its parameters can be estimated (although the parameters of the reduced form can be estimated and used for forecasting). If an attempt is made to estimate an unidentified equation, the parameter estimates are meaningless. To find out whether an equation is identified or not one has to specify explicitly all the equations in the structure. However, with the conventional use of cross section data for area wide demand models, the demand equation will be identified with respect to the supply of transport services. With the assumption of long run equilibrium, it is not possible to make a similar statement about the identification of the travel demand and activity models with respect to each other, unless the models are specified explicitly. For example, assume that car ownership and the choice of mode are each a function of the other plus an identical set of independent variables. For this

*The conditions for an equation in a system of simultaneous equation to be identified are presented in Fisher (1966).
specification each model is not identified with respect to the other and therefore its parameters could not be estimated.

Suppose now that all the equations in a system of simultaneous equations are specified correctly and are identified. Estimating (calibrating) each equation separately using ordinary least squares regression, will result in biased parameters (Malinvaud, 1966). This bias is often referred to as simultaneous equation bias. To get consistent estimators one has to use an estimation method that takes account of the structure, the most commonly used being two stage least squares (Theil, 1971). There is no empirical evidence to determine the importance of this bias in land use and demand models. Therefore, it is not clear whether the additional expense associated with more sophisticated estimation techniques is justified. The implicit assumption in current practices of calibrating each model by itself is that this bias is minimal or non-existent. Thus far, no research has been performed to check whether or not this is a valid assumption.

So far we assumed that all the models are correctly specified, that is, the model includes all the true explanatory variables in their correct mathematical form. The correct specification has to be dictated from theory or a-priori knowledge. It is impossible to determine the correct specification by statistical analysis of the data. The problem is that frequently we do not have a well structured theory in sufficient detail. Moreover, important variables are often missing due to lack of data or measurement problems. Models can be misspecified in two ways—in their mathematical form, and in their
list of explanatory variables. One example of misspecification of the mathematical form is the assumption of constant elasticities in travel demand models. An incomplete list of explanatory variables is the case with trip generation models that omit the level of service variables or trip distribution model with travel time as the only level of service variable. A failure to recognize the dynamic or lag effects in a model --- that is, the erroneous assumption of a static structure --- is also an example of misspecification. If a variable should be lagged and it is not, it is equivalent to an omission of one (the lagged) variable that should be included, and the inclusion of another (the unlagged) variable that does not belong in the model.

Errors due to misspecified models* (specification errors), are probably the most crucial errors in transportation models. The most common misspecified models are trip generation equations which include socio-economic variables, but exclude level of service, or accessibility variables. Assume that the true explanatory variables of trip generation are income and accessibility. What effect will the omission of the accessibility variable have on the model and on the forecasts produced by the model? With cross section data it is likely that the affluent suburban residents will have better accessibility for most trip purposes than central city median and lower income residents. If we assume that this positive correlation between income and

*For a discussion of specification analysis, see Theil (1971), Chapter 11.
accessibility exists in the data then it can be shown that the estimated income coefficient will be upwardly biased. This means that if a forecast is made for a future year, for which income is expected to rise, it will be also biased upward (assuming that accessibility is kept constant).

The structure also has implications on the kind of data that is needed and the way it should be organized. Obviously, for any meaningful empirical work the structure has to be spelled out in a much higher level of detail than the one we used here.

**Disaggregate Models**

For planning purposes, we are concerned with the prediction of the behavior of aggregates of people. In order to forecast a market equilibrium we need a demand function that represents the aggregate demand of all consumers in the market. The demand models that were considered in the previous sections are aggregate models, and their reduced form with the supply functions was the equilibrium solution. However, an aggregate demand function is simply the sum of individual consumers' demand functions. Demand functions may be developed for different levels of aggregations. The most disaggregate level, or the micro level, is that of the individual consumer, or the single behavioral unit. This is the level at which the behavioral theory on which demand models are based is postulated. Aggregation is achieved by creating groupings or collections of individual consumers. These groupings are often based on geographic location and/or socio-economic characteristics.
Obviously, it is not feasible to compute the demand for all individual consumers and accumulate them in order to obtain an aggregate estimate of demand. Hence, for forecasting, some level of aggregation is necessary. The appropriate level is determined based on considerations of the purpose of the forecasts, the required detail and accuracy of the analysis, and the data processing and computational costs.

If detailed observations are available, aggregation for forecasting could be performed either before or after the model estimation. Aggregation during the model construction phase of the analysis will cloud the underlying behavioral relationships and will result in a loss of information. It is always desirable to estimate a model at the disaggregate level. Sometimes when detailed observations are not available or due to economic reasons (i.e., limited resources for data processing and computational tasks), some level of aggregation is necessary. In principle, aggregation for the purpose of forecasting can always be performed after estimation. Models estimated at the micro level can be aggregated to any level that may be required for forecasting purposes.

The theoretical starting point in specifying demand functions is always at the level of the individual consumer. The transformation of individual demand functions to an aggregate function is a difficult problem. Without going into the details of the aggregation problem, a few relevant points will be summarized. If we assume that the
individual functions are identical (i.e., identical specifications and sets of coefficients) and linear, the aggregate function has the same specification with averages of the variables substituted for individual values (Theil, 1971). However, if the individual functions are non-linear then the same functional form with averages of the variables will give biased forecasts. In principle, the transformation could be performed by integrating the relationship over the distributions of the explanatory variables (Kanafani, 1972). This means that for a non-linear relationship the aggregate functional form will not in general be the same as the disaggregate form, and it will be different for different aggregation schemes. In addition, this means that estimation results of a model based on aggregate data will be valid for forecasting only with the same aggregation scheme.

On the other hand, models estimated on the micro level are based on individual observations and represent the average of behavior of individual consumers. Therefore, they are independent of an aggregation method. Furthermore, to the extent that consistent consumer behavior for similar circumstances can be assumed, a model estimated with data on a set of consumers in one area can be used to forecast behavior of other consumers in another area, or at a different point in time.

The transformation of micro non-linear models into aggregate models can be an intractable mathematical problem as was indicated by Kanafani (1972). However, a method of approximation that could be
found to be useful because of its simplicity is the use of relatively homogeneous market segments (Aldana, 1971; Manheim, 1972). All individual consumers within a market segment are assumed to be the same and the forecast of the micro model is therefore simply multiplied by the number of consumers in the segment. Another possible approximation method is to use averages of the independent variables in the disaggregate model and to estimate the aggregation error using a Taylor series expansion.*

In Urban Transportation Planning (UTP) studies, consumer data is conventionally collected at the disaggregate level. A home interview survey is conducted with a sample of households drawn with a uniform sampling rate throughout the planning region. The data is expanded and aggregated geographically using a traffic zone system which is defined largely on the basis of accessibility to various transport facilities. The models are then estimated using the aggregated data with the traffic zone as the observation unit. Measurements of transport level of service with respect to a traffic zone are made to a zone centroid. This means that all consumers within a zone are assumed to be located at one point in space. This is equivalent to the use of the mean of the category in an aggregation by socio-economic categories.

*Talvitie (1972) suggested this procedure and derived the aggregation error for a logit model.
Notwithstanding the aggregation problem, it is argued that there are large potential benefits from using disaggregate data for the model estimation in UTP studies. Fleet and Robertson (1968) and McCarthy (1969) have shown that in a typical partitioning of an area into geographical analysis zones, the variability of behavior among observations within the zones is greater than the variability between zones. Hence, aggregation prior to model estimation carries with it a significant loss of information. In addition, estimation results of aggregate models will have to be carefully interpreted and used for forecasting due to the risk of ecological fallacy (deNeufville and Stafford, 1971) which arises because correlations among aggregate variables do not necessarily reflect actual behavioral associations on the disaggregate level. Using the data in its original disaggregate form has the advantages of better transferability of the models from one situation to another and flexibility of aggregation for forecasting to any desired level.

However, the most important advantage for actual planning studies appear to be the potential for large savings in data collection costs. In the past, data collection and processing have often consumed as much as half the budget of an UTP study (Wickstrom, 1971). If the data is used in its original disaggregate form, and it is not aggregated to a zonal level for estimation, a smaller sample is required to estimate the models. For example, the number of household interviews in the home interview survey conducted in Metropolitan Washington during 1968
was about 30,000. The most detailed analysis was performed with a system of about 1,000 traffic zones. The potential for cost savings is very large because the cost of, say, 10,000 interviews can be as high as $500,000. It is not clear how many interviews should be conducted for disaggregate modelling. However, the traditional comprehensive home interview survey is not essential as it is for the aggregate models. The large uniform sample might be replaced by several small samples in selected areas of the planning region. The emphasis should be on attempting to represent the full range of socio-economic characteristics affecting travel behavior rather than on sampling all parts of the region at a uniform rate.

Research is needed to fully answer questions of estimation, data, and forecasting related to the use of disaggregate models. The important questions are the following:

-- Can we satisfactorily estimate travel behavior models with disaggregate data?

-- How can such disaggregate data be obtained efficiently?

-- Can we use these models to adequately predict aggregate trip making?

The limited experience from previous work in disaggregate travel demand models, e.g., Reichman and Stopher (1971), CRA (1972), and from disaggregate residential location and auto ownership models, e.g., Aldana (1971), indicates that the models produced satisfactory esti-
mation results. However, more work is needed before disaggregate travel demand models could be extensively relied upon in actual planning studies.

Since the focus of this study is the structure of travel demand models and not the forecasting of market equilibrium, we are concerned with the point of view of the individual consumer. The theoretical discussion in the remainder of this study is at the level of the single behavioral unit. The models that are developed and estimated in later chapters are disaggregate models. They take the point of view of the individual consumer as he weighs the alternatives and makes his choices.

A Disaggregate Modelling Framework

We now turn to consider the aggregate models that were discussed earlier from the point of view of an individual consumer.

Consumer's market behavior is described by a demand function. A consumer acts in many different markets. We are interested here only in the markets that are affected by the supply of transportation services, or the markets that influence the conditions of the transportation system, namely, the transportation and the activity markets. The consumer behavior in the transportation market is in terms of his usage of transportation services, which on the aggregate level was expressed as a volume of trips $V$. The actions of the consumer in the activity markets are primarily his locational decisions and other mobility related characteristics, such as auto ownership, that on the
aggregate level were expressed as characteristics of the activity system A.

From the point of view of an individual tripmaker, a trip decision for a specific trip purpose consists of the following set of travel choices: choice of trip frequency, choice of destination, choice of time of day, choice of mode, and choice of route. The actions of an individual consumer in the activity markets include the following set of mobility choices: choice of residence location, choice of housing type, choice of auto ownership level, and choice of employment locations.

Thus, on the disaggregate level the travel demand model should explain consumer's travel choices, and the activity system model should explain consumer's mobility choices. The travel choices of an individual tripmaker are interdependent, e.g., the choice of a mode depends on the choice of a destination, and the choice of the destination may also be dependent on the choice of a mode. Similarly, the mobility choices are interdependent, e.g., the choice of residence location influences the choice of auto ownership level, and the choice of auto ownership level may also condition the choice of residence location. In addition, the two sets of choices, mobility and travel, are also dependent on each other as discussed earlier with respect to the interactions between the transport and the activity markets.

The travel demand function explains the trip making behavior of the consumer as a function of his mobility decisions, among other
factors. It was argued that the consumer makes his mobility decisions in a longer time frame than that of his travel decisions. Therefore, in the travel demand function, the mobility decisions could be assumed to be predetermined. The aggregate structures that were outlined in previous sections, i.e., simultaneous, dynamic, and recursive (static), represent alternative assumptions about the interaction between the mobility and the travel choices. Similar assumptions should also be evaluated with respect to the interactions among choices within the same set, e.g., the nature of the interaction between mode and destination choices, or the interaction between auto ownership level and residence location choices.

A Hierarchy of Choices

There is, apparently, a hierarchy to the mobility and travel choices. For example, the choice of mode on any particular trip is certainly a lower level decision than the choice of residence location. A higher level choice seems to condition lower level ones. That is, once the choice of residence location is firmly made, the choice of mode on a particular trip may be limited.

The hierarchy is essentially a result of the different time frames in which the various choices are made. In a long run static model we generally assume that the consumer has the possibility of changing all his mobility and travel decisions. In a short run static model we assume that the mobility decisions are fixed and only travel choices can vary. However, at any point in time a consumer has
different levels of commitment to the different choices previously made. Therefore, given a change in policy it will take each choice a different time period to respond. For example, in response to a change in the transportation level of service, it can be assumed that in the short run only the mode of travel and route can be changed for a work trip. In the medium run, auto ownership level may be altered. In the long run, job and residence locations may also change.

Thus recognizing the different levels of commitments to the various choices, one may conclude that decisions are made at different points in time. Also, since the time periods it takes the various choices to respond to a change in policy or to a change in other factors that influence the choices, are different, one may conclude that there is a sequence, which is in order of decreasing response time. For example, for a choice of mode it can be assumed that the auto ownership level is given, and for the choice of auto ownership level, the residence location is given.

The hierarchy that is suggested is that the mobility choices are on a higher level than the travel choices. In addition, among the mobility choices one can suggest that auto ownership decision is the lowest level, housing type and residence location the next, and employment location finally the highest. Clearly, different hierarchies could be relevant for different types of consumers.

It should be noted that the work trip place in this hierarchy is different from that of trips for other purposes. The mobility choices
determine all the travel choices for the work trip except for mode, route, and also time of day for employees without fixed working hours. The trip from home to work and the trip from work to home are the most important trips made by the household. The work trip generally has the greatest influence on mobility decisions amongst all trip purposes. This means that a household's evaluation of a residential location is not independent of the work place(s) and the evaluation of a work-place is not independent of the residence location.* Clearly, the evaluation of a residential location depends on many other factors; among them some activities that serve as a trip purpose, e.g., shopping opportunities, medical facilities, schools, etc., and other spatial characteristics such as social groupings and housing supply. The open travel choices with respect to the work trip also have significant effect on other mobility choices and in particular, auto ownership. This points out that although the choice of mode to work may be a lower level choice than the choice of auto ownership level, it is a higher level choice with respect to travel choice for other trip purposes. The choices with respect to trips for non-work purposes, with the possible exclusion of school trips, seem to have a shorter response time than the mobility and the work trip choices.

---

*This points out that a destination choice model for the work trip that assumes the residential location as given is an employment location choice model and may have to be treated simultaneously with a residence location choice model that takes the employment location as given. For some consumers, e.g., low-income black ghetto residents, the choice of residence location can be assumed to be independent of the work trip. For others, e.g., high-income suburban residents, the two choices cannot reasonably be assumed to be independent.
It is also possible to argue for a hierarchy of choices within the travel choices for non-work trips. For example, one can change more rapidly the choice of mode of travel for a trip to the bank than the choice of destination that will require a switch of a bank account from one bank to another.

Response lags, or threshold level changes, complicate the modeling of mobility and travel choices, but are typical of human behavior. Response lags may be different for different consumers, and different consumers may exhibit different behavioral patterns. For example, for a young, white collar household the residence location and auto ownership decisions can be assumed to follow the job decision. However, for a blue collar worker, married with children, the residential location decision may precede the job decision.

Note, however, that in this dynamic scenario, it is realistic that when a higher level, or longer response time, choice is made, a consumer may consider all his lower level choices and alter them at the same time accordingly. For example, a change in residence location may carry with it a change in all lower level decisions. Thus, when a consumer relocates his residence from a central city location to a fringe location, he is forced to reconsider his automobile ownership, his housing type, his mode choice to work, and his pattern of trip making for all other purposes.

The modelling implication of the hierarchy of choices is that we should model the consumer behavior over time. Ideally, a dynamic
model that "simulates" adjustments over time is desirable. Note that the model for any given choice should allow for adjustments of all lower level choices. The model that will describe the highest level choice will include all choices, similar to a static long run model. However, the changes that are precipitated by changes in socio-economic characteristics, such as income, by changes in the spatial opportunities, or by changes in transportation level of service characteristics, take time and in general affect only gradually higher level choices.

For lower level choices, therefore, there are two types of models, one that describes the short run behavior and another that describes long run behavior when a lower level choice is allowed to adjust simultaneously with higher level choices.

Clearly, a dynamic adjustment model will be very complex. It can be argued that our present knowledge of mobility and travel behavior is not detailed enough for the development of operational dynamic models. The aggregate dynamic structures that were considered earlier in this chapter represent assumptions that may not be acceptable in a disaggregate model. In addition, as a practical matter independent of theoretical feasibility or infeasibility, the development of dynamic models requires time series data which are not currently available, and would probably be very expensive to collect. Data must be obtained for each consumer at each significant point in time. In addition to the socio-economic characteristics of each consumer at each point in time, the data should include the spatial opportunity variables, and the transportation level of service variables that existed.
Given that the true behavioral process consists of dynamic adjustments in the framework of a choice hierarchy as described, the issue is what are the appropriate behavioral assumptions in a static model that is based on cross sectional data.* It is clear that the coefficient estimates from a static model should be interpreted to indicate response over a sufficient time period to allow adjustments.

The question is essentially whether the assumption of a hierarchy of choices based on dynamic considerations justifies a static recursive model in which a higher level choice is made independently of lower level choices, and lower level choices are made with the higher level choices assumed as given. In other words, modelling a specific conditional decision structure such that higher level choices are modelled independently of lower level ones, and lower level choices are conditional on higher level choices. Higher level choices could be based on some measures of expectations from lower level choices, but the lower level choices are indeterminate. For example, we can consider destination choice to precede mode choice in a static recursive structure if we assume that the choice of destination is made independently of the actual choice of mode, and the choice of mode is made with the destination assumed as predetermined. However, an assumption of such recursive structure seems to be unrealistic because even in the dynamic

*Note that longitudinal data on two or more points in time, such as data from a before and after study, could be useful but will require a similar modelling approach to that required by cross sectional data.
scenario it was argued that no higher level choice is made indepen-
dently of other lower level choices. It is more realistic in a static
model to assume, for example, that the choices of mode and destination
are made together and the choice of one depends on the choice of the
other. Therefore, the only reasonable assumption in a static model is
that "trip-making decisions are made simultaneously rather than
sequentially", as noted by Kraft and Wohl (1967). This argument
applies to all the mobility and travel choices, and it implies a long
run model in which all choices are allowed to change simultaneously
and all choices are interdependent.

It is possible to approach the issue of the appropriate static
structure from a different point of view. Given the true dynamic
behavioral process and given that all we can observe is a cross section
of consumers at one point in time, what are the true behavioral models
that can be estimated from the data, or what models provide the best
approximation of the true processes? A static long run equilibrium
never really exists because of the response of the time lags of the
various choices. Changes may have occurred but the consumers may not
have brought themselves to the point of adjusting all their choices
because of the response lags. Moreover, different consumers at
different locations, or with different socio-economic characteristics
are responding to different changes and with different lags. Therefore,
we not only observe an out-of-equilibrium situation, but we also observe
different consumers at different "distances" from their respective
equilibrium conditions. This means that from a cross section we can estimate only models for choices that have instantaneous, or relatively short, response time.

These models for choices with very short response time should assume higher level choices as given. Thus, from a cross section we can estimate only the model for the short run behavior of the lowest choice in the choice hierarchy. If several choices have similar response time and are in the bottom of the choice hierarchy then their short run models could also be estimated. For choices with relatively longer response time we need to resort to the approximation of a long run static equilibrium assumption. This means that modelling a choice which is not at the bottom of the hierarchy requires a simultaneous structure in which lower level choices can vary and higher level choices are assumed as predetermined.

It is reasonable to assume, as already indicated, that travel choices for non-work trips have relatively shorter response times than the mobility choices. Therefore, these choices should be modelled in a simultaneous structure that assumes the mobility choices as predetermined. The modelling of the mobility choices could be done independent of the travel choices for non-work trips based on the assumption that the mobility decisions depend on the overall pattern of these trips and not on specific choices. Thus, a reasonable static approach will be a block recursive structure in which the first block treats simultaneously the mobility choices independent of specific travel choices. The
second block treats simultaneously the travel choices for non-work trips conditional on the mobility choices.

The modelling on the disaggregate level of alternative structures for the interdependencies among choices is discussed in Chapter IV.

The Travel Demand Function

In the remainder of this study we consider a travel demand function for a specific trip purpose that assumes as predetermined the mobility decisions of the consumer and is independent of other trip purposes.

Since the demand for travel is a derived demand, a trip can be considered as an input into the production of the activity at the destination of the trip. Therefore, trips are classified according to the trip purpose which is the activity at the destination. Modelling directly the demand for trips in each trip purpose category independently requires the assumption of no substitution among trips for different purposes. It is assumed that trip purpose categories could be defined such that the assumption of no substitution is justified. This is a strong assumption but it simplifies considerably the modelling of travel demand.

For a specific trip purpose, the trip making behavior of a consumer is assumed to be a simultaneous decision making process. The consumer is making the following choices: choice of trip frequency, choice of destination, choice of time of day, choice of mode, and choice of route. Even if there exists a hierarchy of travel choices,
when we want to predict all travel choices, we should assume simultaneity. The reason is that we are modelling in the time frame of the highest level travel choice. This assumption could also be intuitively justified from the recognition of travel as an intermediate good. For example, a consumer who wants to shop is choosing the frequency, destination, time-of-day, mode of travel and route that best (e.g., minimum disutility) fit his need.

It should be noted that a sequential decision making process which is modelled in a recursive structure is assumed by the conventional aggregate Urban Transportation Model System (UTMS) (Manheim, 1972) and by the recent disaggregate model developed by CRA (1972). The modelling of both a simultaneous and a sequential structure will be discussed in Chapter IV. Briefly, however, the advantage of a sequence assumption is that it reduces the complexity of the estimation problem. The problem is that even if we accept it, (in spite of the previous discussion), there are generally several conceivable sequences due to the similar response times. And there are no a priori reasons to choose among them. For example, for the shopping trip purpose there are no apparent reasons to select between the sequences of destination choice followed by mode choice and vice versa.

Before we continue to consider the alternative modelling approaches of travel demand, we need to address the issues of what unit does an individual consumer represent? and what are the alternatives from which the consumer is choosing?
The Behavioral Unit

There is some question as to exactly what unit the individual consumer represents. Is it an individual person, a household, or some more narrowly defined expenditure unit? The basic difference is between an individual person and a grouping of individuals such as family, household, or expenditure unit. In what follows we will distinguish between an individual and a household. By a household unit we mean a group of individuals (usually related) that live together and make common economic decisions. This is a general definition that takes into account single individuals living alone, groups of single individuals living together, married couples with or without children, families with grown children (married or unmarried) living at home, etc.

There exists some disagreement about what is the behavioral unit for some travel choices. In developing a disaggregate mode choice model for work trips, de Donnea (1971) assumed the behavioral unit to be the individual. However, he incorporated a household effect by using the variable of household income instead of personal income. It might be reasonable to consider the individual commuter's mode choice as an individual decision, but a shopping trip for household goods should clearly be considered as a household decision. Oi and Shuldiner (1962) argue that the household is the pertinent behavioral unit. Although some trips are seemingly initiated by individuals without regard to the rest of the household, even these trips are influenced by characteristics of the household as a whole. de Donnea (1971) labelled these influences as "family constraints".
Some trips may be entirely unrelated to the household, particularly on-the-job or business trips. However, for most trips we may assume either the household or the individual as the behavioral unit depending on the type of trip being considered.

For the mobility choices such as residence location, housing type, and auto ownership, the behavioral unit is clearly the household. For example, the disaggregate model developed by Aldana (1971) for residence location and car ownership assumes the household as the behavioral unit.

The Alternatives

Each choice is made from a set of alternatives, or a choice field. Before we can consider the issue of defining the choice field we need to answer the following fundamental question:

Is there truly a choice, or is travel and mobility behavior completely dictated by constraints?

Considering the travel choices, the answer to this question will depend on the type of trip. For some trips there may be no choice at all and for others the number of alternatives that the traveller can choose from can be very large.

In mode choice analysis some studies have distinguished between "captive transit riders", and "non-captive", or people who have the choice of a private car. Hence, the answer will depend also on the characteristics of the travellers.
It is possible to describe a scenario in which a certain type of traveller for a certain trip purpose has no choice at all; for example, a worker who is assumed not to have an alternative job at the present time, and who cannot use a car, and is required to be punctual.

However, a no-choice scenario will in many cases be of a short run nature. By short run it is meant that we observe a traveller at a certain point in time and consider his possibilities in the very near future. Yet the limited possibilities that we may observe can be a result of long range conscious decisions. For example, an individual may be assumed not to have the choice of using a car because he does not possess a car. However, given that it is economically feasible for him to own a car, the fact that he does not have one available at present may have been the result of the realization that it is more advantageous for him to use public transportation. But then, what about those for whom a car is economically infeasible or who are prevented from driving for other non-economic reasons?

It is important to regard travel decisions as long term decisions. This clearly reduces the number of constraints and opens choices. Still, for a specific trip purpose the choices to some traveller with respect to one or more aspects of travel may be very limited.

In modelling the demand for travel there are two alternative ways of treating travellers with limited choices. One alternative is
to predict outside the demand model the choices available to different groups of people. Then, to apply a demand model that takes into account different choices for different groups. The other alternative is to internalize the determination of the available choices in the demand model. In other words, the demand model is constructed as if the same set of choices is available to everyone, but the variables that describe a traveller in the model will cause the unavailable choices to be infeasible.

For example, consider again a mode choice model. The first alternative is to exclude the alternative of driving a car for all travellers who cannot drive a car due to economic and other reasons. The second alternative is to consider all alternatives but to introduce into the model variables like income and age such that the demand model itself will show the car driving alternative to be infeasible for those who cannot own or drive a car because of their income or age.

The issue is essentially whether car availability is determined within or outside the travel demand function. In any case, some individuals due to health, age, or economic reasons may not have the alternative of using a car. If the only other alternative is a bus, then the choice of mode of these individuals is dictated by constraints, in the long run as well as in the short run. If we include such individuals in a mode choice model then the model does not represent only an actual choice but also a determination of what alternatives are available.
As mentioned already the set of available choices will be different for different trip purposes. The difference is primarily between work and non-work trips. It was assumed that the travel demand model consider the mobility decisions of the consumer as given. The previous discussion of the work trip implies that the choice of destination in a travel demand function for the work trip is completely constrained. It can be argued that the choice of destination for a school trip is similarly constrained.

School and work trips are also constrained with respect to the choices of trip frequency and time-of-day. Except for sick days and vacations an employee, or a student, will go to his workplace, or his school, daily. The choice of departure time may not be completely constrained since the traveller may choose to arrive earlier than required.

Apparently, even if we accept all the constraints that were discussed, some choices are still open in the travel demand function for the work trip, i.e., choice of mode and choice of route.

The source of the above discussion is the separation of the consumer actions into two markets: mobility and travel. The question of the open choices in the travel demand function is essentially dependent on what decisions we assign to what market. Hence we can conclude that there is truly a choice but not all choices are determined by the travel demand function as we have defined it here.

The question that remains is, therefore, how to determine the set of alternatives. Consider, for example, a shopping trip which is
undoubtedly unconstrained with respect to all travel choices. For a shopping trip consider the choice of destination. The question is how to determine the set of destinations that the consumer is choosing from. One possibility is to treat all possible shopping destinations in the entire urban area as the set of relevant choices. The gravity or the opportunity distribution models used in the UTMS (Martin et al, 1961) implicitly assume that the alternative destinations are the largest possible set. Yet, it is likely that the actual choice is made out of only a subset of the above set. The problem is to determine this subset. Any determination of such subset involves an a priori arbitrary criterion. For example, we could define the relevant subset to include only shopping destinations within half an hour travel time from the origin of the trip, but this will perhaps eliminate some important specialized shopping trips.

As before when we discussed the different choices available to different travellers, we also have here the possibility of internalizing this problem in the demand model. The characterization of a destination in the model should be such that the prediction of travel to destinations outside the relevant subset will not be possible.

In probabilistic models it is important to include all alternatives that have positive probability of choice. It should not matter whether or not an alternative with zero probability is included in the assumed set of choices. Hence, the a priori criterion to include or exclude an alternative will be whether or not we have reason to believe
that the alternative has positive or zero choice probability. Again, if an alternative has zero probability and it is included, the model should be able to predict zero probability of choice for this alternative.

Then why should we want to reduce the larger set into the relevant subset? For at least one reason - it can reduce considerably the complexity of the model and the data requirements. Actually, every existing model explicitly or implicitly makes some a priori assumption that determines the relevant subset of alternatives. For example, mode choice models estimated in U.S. urban areas have not considered a bike as a relevant mode, due to its rare use. However, it may be a viable alternative in other circumstances, e.g., Holland, or Cambridge, Mass. It is justified to exclude the bike as an alternative mode when it is reasonable to expect its probability of use to be nearly zero. Hence the determination of the universe of choices is very important but could be very delicate because it is based on a priori assumptions and observations of current behavior which may not hold in the future.

In conclusion, we consider a travel demand function, that assumes the location decisions of the individual or household as predetermined, that is for a specific trip purpose and is independent of other trip purposes, and that is for a given set of trip alternatives.

**Supply Effects with Disaggregate Demand Models**

It was argued earlier with respect to the aggregate system of models, that in a static framework the travel demand model is simul-
taneous with the relationships of travel supply and locations decisions. Therefore, the transportation level of service variables should be treated as endogenous variables, and travel demand models should be estimated simultaneously with the transport supply relationships.

However, this argument applies primarily to aggregate models. The supply function is an aggregate relationship and if we estimate the demand function for individual consumers, it can be argued that the transportation level of service variables could be assumed to be exogenous. For the individual consumer, the level of service variables can be assumed to be fixed, since the acts of an individual traveller will not significantly affect their values. Thus, in a disaggregate model these variables could be considered as exogenous. This justifies estimation of the disaggregate travel demand function as a single relationship, without the simultaneous estimation of supply functions.*

Note, however, from the discussion in previous sections, that there are other simultaneous relationships among travel and mobility choices that do play a significant role on the aggregate as well as the disaggregate levels. These interactions among choices will be treated in Chapter IV.

*At least it is more justified for disaggregate models than for aggregate models
CHAPTER III

Consumer and Choice Theories

Overview

Chapter II has laid the overall background for travel demand modelling. The purpose of this chapter is to survey some principles of economic consumer theory and probabilistic choice theory that could be used to formulate demand models. It is concluded that a choice approach is more appropriate than economic demand analysis for the modelling of a disaggregate travel demand function. In particular, choice theories are suitable for the modelling of mobility and travel choices that are qualitative in the sense that the choice on the disaggregate level cannot be expressed as a continuous quantity, e.g., choice of residence location, choice of mode, etc.

Consumer Theory

In general, any travel demand model can be expressed as:

\[ V = D(L, A) \]  \hspace{1cm} (1)

where volumes of trips \( V \) are determined as a function of characteristics of the activity system \( A \), and level of service characteristics \( L \). This expression is similar to demand functions in the microeconomic literature*, where the quantity of a product demanded \( (V) \) is a function of its price \( (L) \), the prices of related commodities

---

*See for example Henderson and Quandt (1958)
(substitutes and complements) (L), and income (A). It will be useful to explore briefly the principles of economic consumer theory* and its implications for travel demand models.

An individual consumer is assumed to have preferences over alternative consumption bundles, he is faced with a budget that defines his consumption possibilities, and he is assumed to demand the bundle that maximizes his preferences subject to his budget. The preferences of a "rational" consumer are represented by a utility function. Rational behavior is defined in the sense of a transitive ordering of alternatives (i.e., if X is preferred to Y and Y preferred to Z, then X is preferred to Z), and a capability of comparing all possible alternatives. With a continuity assumption, a mathematical utility function represents an ordering of alternatives. In this general case, the utility function is called ordinal and it is unique only up to an order-preserving transformation.**

The consumer utility function is expressed as follows:

$$U = U(X_1, X_2, \ldots, X_N)$$ (2)

*Many references are available at different levels of presentation. See for example Henderson and Quandt (1958), Chapter 2, or for a more advanced presentation see McFadden and Winter (1970).

**A distinction is made between ordinal and cardinal utility. Ordinal utility is just a mathematical expression of ranking. Cardinal utility implies a uniqueness of numerical assignment up to positive linear transformation. The assumptions of ordinal utility are less restrictive but sufficient for the development of consumer theory. When the concept of expected utility is employed, a cardinal measure of utility is necessary. (Luce and Suppes, 1965)
where $X_1$, $X_2$, ..., $X_N$ are the quantities of each of the commodities 1 to N. The consumer is assumed to have a fixed income $Y$ and to face fixed prices $P_1$, $P_2$, ..., $P_N$. Hence, his budget constraint is:

$$P_1X_1 + P_2X_2 + ... + P_NX_N \leq Y \tag{3}$$

The maximization of (2) subject to (3) with respect to $X_1$, $X_2$, ..., $X_N$, results in a set of demand functions as follows:

$$X_1 = D^1 (P_1, P_2, ..., P_N, Y)$$

$$X_2 = D^2 (P_1, P_2, ..., P_N, Y) \tag{4}$$

.$$.$$

$$X_N = D^N (P_1, P_2, ..., P_N, Y)$$

Consumer theory deals with a single consumer. His tastes, or the factors that shape the consumer's preferences, are explicitly contained in the given form of the utility function (2). In empirical work, when observations of different consumers are used to estimate demand functions, we need to specify how tastes and consequently utility functions vary from one consumer to another. This is the reason why socio-economic characteristics are introduced into utility and demand functions, or why demand functions are sometimes separately estimated for different socio-economic groups.

Consumer theory is developed without any assumptions about the nature of the alternatives from which the consumer is making a choice.
As a result, the demand functions that are derived, equation (4), have very limited empirical content. What (4) says is that we should include the prices of all commodities. However, this is never done; instead, empirical demand functions include only prices of related commodities. The problem is how to define related commodities.

Strictly speaking, the demand for any commodity is affected by the price of all commodities that get a part from the consumer's budget. In principle therefore, all commodities are related. However, it is possible to hypothesize that the relationships between some commodities reflect only income effects and not substitution effects.* This imposes some restrictions on the utility function. Strotz proposed to formulate the utility function as a "utility tree" (Strotz, 1957 and 1959). The utility function is additively separable in several utility functions, each defined on a group of commodities, or a branch. Hence, the utility function can be written as follows:

\[ U(X_1, X_2, \ldots, X_N) = \]

\[ F[U^1(X^1_1, X^1_2, \ldots, X^1_{N_1}) + U^2(X^2_1, X^2_2, \ldots, X^2_{N_2}) + \]

\[ + \ldots + U^S(X^S_1, X^S_2, \ldots, X^S_{N_S})] \]

and

\[ N_1 + N_2 + \ldots + N_S = N \]

---

*The total effect of price change on demand is the sum of the substitution and income effects. The substitution effect is the change in demand with utility held constant. The income effect is the change in demand with prices held constant (Henderson and Quandt, 1958).
where $F$ is a monotone-increasing function and $U^1, U^2, \ldots, U^8$ are functions of different groups of commodities.

The consumer is visualized to follow a two stages procedure: "first, to decide how much expenditure to allocate to each branch, and then, secondly, to decide how best to spend each allocation on commodities within each branch" (Strotz, 1957). The branches correspond to groups of commodities such as: food, clothing, vacation, housing, transportation, etc.

The problems are: how to define "natural" branches that would be the same for all individuals, and how to define composite prices, such as the "price of food", or the "price of transportation", on the basis of which the consumer makes his interbranch allocation (i.e., the first stage).

The concept of utility tree, or separable utility function, suggests one alternative to the definition of related commodities. Another hypothesis, suggested by Muth, is to view the commodities purchased by the consumer as inputs into a production process of final goods (Muth, 1966). The utility function is defined over the final goods. The final goods are defined in the same manner as the branches of the utility tree. For each final good the consumer possesses a production function in terms of actual commodities. Substituting these production functions into the utility function we get
again a separable utility function.* The marginal rate of substitution in consumption between two related market goods is the marginal rate of substitution in the production of a final good, and consequently independent of all commodities not used in the production of that final good.

Muth's hypothesis corresponds directly with the observation that trips are not consumed for their own sake but rather to accomplish an activity at the trip destination. (See the section "The Demand For Travel as A Derived Demand" in Chapter II.) Thus, the utility function is defined in terms of the final activities and for each final activity the consumer possesses a production function in which trips are the main factors.

The new approach to consumer theory suggested by Lancaster (1966) is essentially a more fundamental level of the hypothesis suggested by Muth. Lancaster defined the utility function not over the final goods, but over attributes of the goods. Hence, the output from a production process is an attribute of the final good, instead of the final good itself. The most important advantage of Lancaster's approach is that it can accommodate with relative ease the introduction

---

*Muth and Strotz get similar results. Strotz assumes an additively separable utility function. Muth assumes weakly separable utility function, but in addition assumes the production functions to be homogenous of degree one. The notion of separability was introduced by Leontief (1947). The differences between additively separable, or strongly separable, and weakly separable are explained by Goldman and Uzawa (1964).
of a new commodity. With the conventional utility function, equation (2), this involves the undefined transformation of the function from \( N \) commodities to \( N + 1 \) commodities.

Thus, the assumption of a separable utility function justifies a demand function with only the prices of commodities in the same branch. The income variable is the income allocated to this branch, which is assumed to be predetermined. The problem is that a model is needed to explain the allocation of income among branches. This function, however, depends on the prices of all commodities and total income.

The theoretical demand functions can be further simplified by assuming that the proportion of income spent on a particular branch of related commodities is relatively small. Thus, the interbranch income effect on the commodities in this particular branch is assumed negligible. Recall the discussion of the utility tree. A demand function for a particular commodity that describes the consumer decisions in the second stage, is a function of the prices of all the commodities in its branch and the income allocated to this branch. The income allocated to a branch is in turn a function of total income and the composite prices of all branches, as in the first stage. However, if the proportion of income allocated to a particular branch is very small, we can assume that the effects of the composite prices of other branches on this allocated income is negligible. Therefore, we can write demand functions for commodities in this branch which are completely independent of prices of commodities in other branches. In essence, we
assume that the income allocated to this branch is a fixed proportion of the total income.

This assumption will justify the modelling of travel demand independently of all other goods and services. The same exact considerations also apply to the separation of the travel demand function into independent functions for different trip purposes. As noted earlier, this is somewhat a stronger assumption, but it can also be justified based on the broad definitions of trip purpose categories (and hence separable utility), and the small portion of income spent on a trip for a given purpose (and hence negligible income effects).

A stronger assumption about the unimportance of income effects is to assume that if the proportion of income spent on a particular group of commodities is very small, the consumer makes his decisions on this group of commodities independent of a budget constraint. In other words, the consumer maximizes a net utility function without a constraint. However, this involves a different definition of the utility function from the one used here. Essentially it requires the introduction of the expenditures into the utility function. This approach was used by Golob and Beckmann (1971), in deriving travel demand models from different utility functions.

Another assumption particularly relevant to travel demand models, will be explored in more detail in the following section. Briefly, it applies to a case of a group of commodities that are assumed to be perfect substitutes, and a given achievable level of utility. The
consumer is then selecting the commodity from this group that minimizes his expenditures. Then, if he decides to obtain any commodities from this group it will be only from this selected commodity. For example, different trips to a given destination for a specific trip purpose are assumed to be perfect substitutes. The traveller is choosing the mode and route that has the least cost in terms of money, travel time, etc. (McGillivray, 1972).

Another approach is to assume a selection among a group of perfect substitute commodities that results, however, in different levels of utility. In this case, the utility again will be a function of only one commodity. Therefore, the consumer will obtain, if at all, only from that commodity that for a given expenditure level and price, maximizes his utility. An example could be alternative destinations for a specific trip purpose.

These examples deal with a finite set of discrete choices which is considered in more detail in the next section, vs. the continuous commodity quantities and consequently the infinite set of alternative commodity bundles that were assumed in this section.

These examples indicate the weaknesses of consumer theory in its application to travel demand. One is the fact that on the individual level, travel choices represent a finite set of alternatives. Another is the conventional assumption in utility function analysis that the solution is at an "interior" point, or a point where there is a "tangency" between the budget line and the maximum utility surface. In the case of discrete travel alternatives which are perfect substi-
tutes we have a "corner" solution, or a point where the usual first order conditions for utility maximization (i.e., price ratio equal, the marginal rate of substitution) do not hold (Henderson and Quandt, 1958). For these reasons, probabilistic choice theories that consider a finite set of mutually exclusive alternatives from which one element must be chosen, can be more readily adapted to formulate travel demand models.

To end this discussion of consumer theory it will be useful to return to the travel demand function of equation (1) and relate it to the demand functions that were discussed in this section. In the first place, a demand function derived from consumer theory is for a single consumer, while a demand function that is used to determine equilibrium in markets, as equation (1), represents the behavior of a group of consumers. Thus, equation (1) represents an aggregate demand function which represents the sum of individual consumers' demand functions. The set of variables denoted by A for activity system characteristics consists of income and socio-economic variables, as discussed in this section, and aggregation variables, such as population or employment, that indicate the number of consumers whose demand functions were aggregated. Aggregate demand functions are often formulated on a per capita basis so that it represents a sort of average demand function for a group of consumers.

The set of variables A includes also some variables that are specific to travel demand models (disaggregate and aggregate). Namely,
attraction variables which describe the spatial opportunities to achieve a specific trip purpose activity at various destinations. Fundamentally, these variables are proxies for the prices of performing the activity which is the purpose of the trip. These prices could be positive to represent an outlay or negative to represent a reward. These prices are different in different locations and, since we cannot measure them, we replace them by variables that describe the locations in terms of opportunities for a specific trip purpose.

Probabilistic Choice Theory

The development of probabilistic choice theories has been in the field of psychology.* It is attributed to the heavy reliance on experimentation in the development of psychological theories (Luce and Suppes, 1965). The introduction of a probability choice mechanism was required to explain behavioral inconsistencies that were observed.** Essentially, it amounts to an admission of lack of knowledge, because if it was possible to specify the causes of these inconsistencies, then a deterministic model could have been used. The causes could be completely unknown, or known but unmeasurable.

It should be noted that consumer theory (discussed in the previous section) is a deterministic theory. However, in applications, when

---

*Basic references for this subject are Luce and Suppes (1965), Bock and Jones (1968), Luce (1959), and CRA (1972).

**Alternatively, probabilistic choice theories can be viewed as a result of logical arguments that human choice is essentially probabilistic.
the parameters of a demand model are estimated by a regression technique, the existence of a random unobserved disturbance is assumed to account for all the factors that were not included in the model.

Recall from the previous section the examples of choice among perfect substitutes. In a deterministic model, the consumer is assumed to choose only one alternative (except for the case of indifference). However, we may observe two kinds of inconsistencies. The first, which is what was observed in psychological experiments, is to observe an individual not always selecting the same alternative in repetitions of the same choice, under the same conditions. The second kind of inconsistency is relevant when we do not follow a single individual, but rather observe once the choices made by each of several individuals. In this case, we explain the differences among individuals by using income and other socio-economic variables. An inconsistency here will be when two different individuals who are identical, in terms of the variables describing them to the model, are observed to select different alternatives.

It is the latter kind of inconsistencies which require the use of probabilistic choice models to explain the behavior of a cross-section of travellers. An example would be two individuals, whose socio-economic characteristics are nominally identical, who take two different modes for exactly the same trip. When we are dealing with an aggregate group of travellers, we do not expect a unique choice, but rather a split among different alternatives. A random unobserved
disturbance is assumed to account for different splits among groups with identical characteristics. Therefore, in travel demand models that were developed with an aggregate observation unit, the inconsistencies were not recognized. As a result, the deterministic consumer theory was sufficient to formulate the model. However, if we want to model the choice processes inherent in travel demand on the disaggregate level, we need to apply a probabilistic choice theory.

Suppose that there is a finite set of possible alternatives that we denote as \( A \), and suppose that an element must be chosen from \( A \). If \( i \) is an element in \( A \) we denote the probability of choosing \( i \) from the set \( A \) as:

\[
P(i:A)
\]

Clearly, we require that:

\[
0 < P(i:A) < 1
\]

and

\[
\sum_{i \in A} P(i:A) = 1
\]

The problem of the choice theory is to relate the individual preferences to these probabilities. It should be noted that the usual theorems from probability theory are assumed to hold. In particular, since only one alternative is chosen the following holds.

\[
P(i \cap i':A) = 0
\]

and

\[
P(i \cup i':A) = P(i:A) + P(i':A)
\]
where $i$ and $i'$ are two different alternatives. In general, if $B$ is a subset of $A$ (B\subseteq A), we can write:

$$P(B:A) = \sum_{i \in B} P(i:A)$$

(9)

where $P(B:A)$ is the probability that the choice lies in the subset $B$. Clearly, equation (8) applies also to two non-overlapping subsets, i.e., $P(B\cap B':A) = 0$.

As in consumer theory the notion of utility is used to express the consumer preferences. However, the utility function here is not defined over a space of $N$ commodities, or attributes. Since only one alternative is chosen, a utility measure is identified for each alternative. The utility function is therefore defined as a function of the attributes of a single alternative.* When we consider different consumers we define the utility function also as a function of socio-economic variables to account for different tastes.

Luce and Suppes (1965) distinguish between two approaches to relate the choice probabilities and the utility measures. In one approach, the utility function is a fixed function over the set of alternatives, and the choice probabilities are determined as a specific assumed function of the utility measures. Therefore, Luce and

---

*It is assumed that the utility from a given alternative is only a function of its own attributes because it makes sense that the final utility is not a function of attributes of non-chosen alternatives. However, this assumption is not very restrictive. If it is assumed that the choice environment (i.e., what else is available?) influences the final utility, then it implies the existence of attributes for each alternative that express the attributes of other available alternatives.
Suppes label models resulting from this approach as "constant utility models". In the other approach that results in "random utility models", the utility measures are assumed to be random variables. However, given the utilities the choice is deterministic as in consumer theory. Thus, the probabilistic behavior arises either from a probabilistic choice behavior as in the first approach, or from the randomness of the utility function as in the second approach.

**Constant Utility Models**

Two concepts which result in the same model are of interest here. The first is the "strict utility model" which is defined as follows (Luce and Suppes, 1965):

$$P(i:A) = \frac{V_i}{\sum_{j \in A} V_j}$$

where the $V_i$'s are positive values that determine a utility measure which is unique up to a multiplication by a positive constant, or a ratio scale.*

The second concept which results in the same model, is the "choice axiom" which was first suggested by Luce (1959). A revised definition of the choice axiom appears in Luce and Suppes (1965) and it is written as follows:

---

*If we substitute $V_i = e^{W_i}$ in equation (10), we get the multinomial logit model, where the $W_i$'s form an interval scale, unique up to an addition or subtraction of a constant. Both scales are specific cases of cardinal utility.
- A set of choice probabilities defined for all the subsets of a finite set \( A \) satisfy the choice axiom provided that for all \( i, B, \) and \( A \) such that \( i \in B \cap A \)

\[
P(i : B) = P(i | B : A)
\]

(11)

whenever the conditional probability exists. The conditional probability \( P(i | B : A) \) is the probability that \( i \) will be chosen, given that the choice (from \( A \)) lies in the subset \( B \).

In other words, if some alternatives are removed from the set of alternative choices, the relative probabilities of choice among the remaining alternatives are unchanged. The choice from a subset is dependent only on the alternatives included in this subset and is independent of what other alternatives exist. (Note that dependency here is meant in the probability sense which is not the same as functional dependency.)

The qualification that the conditional probability exists means essentially that:

\[
P(B : A) \neq 0
\]

(12)

This is because the conditional probability of equation (11), by the definition of conditional probabilities, can be written as follows:

\[
P(i | B : A) = \frac{P(i \cap B : A)}{P(B : A)}
\]

(13)

\[
= \frac{P(i : A)}{P(B : A)}
\]
Equation (12) together with equation (9) imply that at least one alternative in the subset B has a positive choice probability.

Equations (11) and (13) imply that:

$$P(i:A) = P(i:B) \cdot P(B:A)$$  \hspace{1cm} (14)

which means that the choice probability of i from the set A can be written as a product of the choice probability of i from a subset B and the probability that the choice lies in B. Hence the product on the right hand side is independent of the definition of B.

Luce proceeds to prove that if the choice axiom holds, and given a utility measure directly proportional to the choice probability, then there exists a ratio scale such as in equation (10). Clearly, equation (10) applies also to any subset of A. Thus, (10) can either be assumed, or can be derived as a consequence of the choice axiom.

Luce (1959) argues that the choice axiom can be viewed as a probabilistic version of both concepts of transitivity and independence from irrelevant alternatives, from decision theory. The assumption of independence from irrelevant alternatives means that the decision maker's preference between two alternatives is independent of the existence of other alternatives. (Hence if X is preferred to Y in the presence of Z it is also preferred to Y in the absence of Z). The probabilistic analog is the result of the choice axiom that the ratio of the probabilities of choice of two alternatives is fixed and does not vary by changing the set of alternatives.

The empirical validity of the choice axiom depends on the specification of the structure of the set of alternatives. Consider the fre-
quently used example of red and blue buses as two of the available travel modes (Mayberry, 1970). Suppose that a traveller who is making a choice between a private car and the available bus service is just indifferent between the two. Hence, his choice probabilities are $P_{\text{car}} = 1/2$ and $P_{\text{bus}} = 1/2$. Now suppose that another bus service is introduced which is equal in all aspects to the old bus service except that its buses are painted differently. Since the ratio of choice probabilities is assumed not to vary, the new choice probabilities will be: $P_{\text{car}} = 1/3$, $P_{\text{bus}_1} = 1/3$, and $P_{\text{bus}_2} = 1/3$. This result is unrealistic because the traveller will treat the two bus modes as a single mode and only if car is rejected will he consider a choice among them.

(This result can also be explained by the properties of the elasticities in the strict utility specification. This will be discussed in Chapter VI when we derive the elasticities of the multinomial logit model. Briefly, cross elasticities are uniform, such as in a choice among three modes -- say car, bus and rapid transit -- the cross elasticity of the car and bus choice probabilities with respect to any attribute of rapid transit are equal.)

The problem is with how the alternatives are defined. All this argues that an additional assumption is required, indicating "hierarchical structure" of the alternatives, i.e., how they are

*Luce and Suppes (1965) present an equivalent example of a boy who must select between a pony and two nearly identical bicycles.*
perceived. For this example, we can represent the perceived structure using the "choice tree" in Figure 1.

This example considered two identical alternatives, but the fundamental problem of the choice axiom and the strict utility model is the consequences of similar or related alternatives which need not be identical. Bock and Jones (1968) noted that "it is doubtful that the principle is strictly true in practice, since personal preferences for given objects usually extend to similar objects". However, they conclude from their experiments that the model "appears to be well enough approximated in many applications to allow reasonably accurate predictions of choice". The best asset of the strict utility model is its simplicity and ease of application relative to the alternative models.* Therefore, there is a tradeoff between the accuracy of alternative models and the ease of application of the strict utility model.

The Set of Alternatives

The problem here can also be traced to the development of a theory without any assumptions about the special character of the alternatives. In essence, the choice axiom could be expected to hold when the set of alternatives is relatively "homogenous". Thus, in order to apply the choice axiom it is necessary to properly define the alternatives. In the case of red bus and blue bus this redefinition was simple. But what about the choice among car, bus and street car? Are bus and street car two independent alternatives?

All this is not a criticism of only the choice axiom or the strict utility model, but of all theories. It amounts to an observation that

*For a discussion of alternative choice models see Bock and Jones (1968), Luce and Suppes (1965), and CRA (1972).
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we actually do not know what set of alternatives it is from which the consumer is choosing. This problem is more serious for complex decisions, of which the trip choices are a relevant example. A common practice is to decompose a complex decision into two or more stages, by subdividing the complex decision into component choices. In other words, a complex decision is replaced by a conditional decision structure. Recall equation (14); we can define such subsets B that the consumer is assumed to first select a subset and then, conditional on the selection of the subset, choose an alternative within this subset. Luce (1959) noted that "it is commonly accepted, and it is probably true, that when such a multi-stage process is needed, the over-all result depends significantly upon which intermediate partitionings are employed". The problem is therefore to know whether the consumer does indeed decompose a certain decision and, if so, what are the partitionings that he considers. In some cases, it may appear as if there are "natural" subdivisions; however, it is not clear whether this is the case in the trip decision. We will return to this point when we discuss alternative structures of the travel demand model in Chapter IV.

An important point that is brought out by Luce (1959) is the fact that if we assume a certain choice mechanism for the choice within a subset, it does not imply that the same choice mechanism applies for the choice from the whole set. Therefore, in a conditional decision structure, given the assumption of the choice axiom for the choice
within a subset, it does not imply that the choice axiom applies for
the whole set of alternative. On the other hand, in the discussion
of the choice axiom, it was shown that if the axiom applies to a set
of alternatives, it also applies to any subset thereof.

**Random Utility Models**

Random utility models are more in line with consumer theory than
constant utility models. The consumer is visualized as selecting the al-
ternative that maximizes his utility. The probabilistic behavior mechan-
ism is a result of the assumption that the utility which a consumer will
place on an alternative is not certain, but is rather a random variable.

Denote the utility of alternative \( i \) as \( U_i \). The choice probability
of alternative \( i \) is therefore:

\[
P(i:A) = \text{Prob} \left[ U_i \geq U_j, \forall j \in A \right]
\]  

(15)

The deterministic equivalent of equation (15) is simply a comparison
of all alternatives available and the selection of the alternative
with the highest utility. It should be noted that this maximization
process is not subject to an income constraint. (Nor did we consider
income constraint in the discussion of constant utility models). The
source of this omission is basically the application of these theories
to sets of alternatives that are all feasible. In terms of the appli-
cation of these theories to travel demand, it also does not introduce
any problem as the discussion at the end of the section of consumer
theory would indicate.* The assumption that the consumer is minimizing a certain disutility, or expenditures, function that is often assumed in travel demand is equivalent to changing the direction of the greater than sign in equation (15).

Equation (15) can also be written as follows:

$$P(i;A) = \int_{-\infty}^{\infty} \text{Prob} [U_i = t, U_j \leq t, \forall j \in A] dt$$  \hspace{1cm} (16)$$

If we assume that the utilities of the alternatives are independent random variables, the model is then called an independent random utility model. In this case equation (16) can be written as:

$$P(i;A) = \int_{-\infty}^{\infty} \text{Prob}[U_i = t] \prod_{j \in A} \text{Prob}[U_j \leq t] dt$$ \hspace{1cm} (17)$$

In order to obtain a specific functional form for the choice probabilities, we have to assume a specific joint distribution for the utilities and then solve the integral. Luce and Suppes (1965) and also Beilner and Jacobs (1971) show a family of independent distributions of the utilities that if substituted in equation (17) result in a strict utility model as in equation (10). An example would be the following independent distribution:

*The set of alternatives A includes only alternatives that are within the budget set. The utilities of the various alternatives are essentially indirect utility functions which are defined as the maximum level of utility for given prices and income (McFadden and Winter, 1970). It is also possible to include in A all alternatives and require the choice model to predict zero (or very small) choice probabilities for infeasible alternatives.
\[
\text{Prob}[U_i \leq t] = \begin{cases} 
-\frac{V_i \cdot t^n}{1-e^{-V_i \cdot t}}, & \text{if } t \geq 0 \\
0, & \text{if } t < 0 
\end{cases} \tag{18}
\]

where \( n \) is any positive constant, and the \( V_i \)'s will be the utility scales in the strict utility model.

Another way to introduce the randomness into the utility measures is to assume that the utility consists of two parts: systematic and random. Thus we can write the utility as:

\[
U_i = V_i \cdot e_i,
\]
or
\[
U_i = V_i + e_i
\tag{19}
\]

Equation (19) is similar to the usual regression models where an additive disturbance term is used to account for unobserved variables that are not included in the model. However, in the case here the distribution assumptions of the disturbance terms will determine the functional form of the choice probabilities.

Substituting the additive disturbance formulation from equation (19) in equation (15) we get:

\[
P(i:A) = \text{Prob} [V_i + e_i \geq V_j + e_j, \forall j \in A] \tag{20}
\]
or,

\[
P(i:A) = \text{Prob} [e_j - e_i \leq V_i - V_j, \forall j \in A] \tag{21}
\]

Similar to equation (16) we can write:

\[
P(i:A) = \int_{-\infty}^{\infty} \text{Prob}[e_i = t, e_j \leq t + V_i - V_j, \forall j \in A] dt \tag{22}
\]

Define:

\[
w_j = t + V_i - V_j \tag{23}
\]
Substituting in equation (22) it becomes:

\[ P(i:A) = \int_0^\infty \text{Prob} \left[ e_i = w_i, e_j \leq w_j, \forall j \in A \right] dt \]  

(24)

Again, if we assume the disturbances to be distributed independently across alternatives, we get an independent random utility model as follows:

\[ P(i:A) = \int_0^\infty \text{Prob} \left[ e_i = w_i \right] \cdot \prod_{j \in A} \text{Prob}[e_j \leq w_j] dt \]  

(25)

Assume that the disturbances are independently distributed with the reciprocal exponential distribution as follows:

\[ \text{Prob}[e_j \leq w_j] = e^{-n e^{-w_j}} \]  

(26)

where \( n \) is any positive constant. This distribution results in the multinomial logit model:

\[ P(i:A) = \frac{e^{V_i}}{\sum_{j \in A} e^{V_j}} \]  

(27)

The logit model is essentially equivalent to the strict utility model by defining the exponent of the utility as the ratio scale in the strict utility model. We can get directly the strict utility model by assuming multiplicative disturbance and defining:

\[ w_j = t \cdot \frac{V_i}{V_j} \]  

(28)

and assuming the distribution:

\[ \text{Prob}[e_j \leq w_j] = e^{-1/w_j} \]  

(29) \( (t > 0) \)
Thus, the strict utility model is an independent random utility model. However, it is only a very special case of the family of possible independent random utility models. Any joint distribution of the utilities, or the disturbances, will result in a random utility model. The strict utility or the logit models are a result of specific distribution function assumptions. As was pointed out by CRA (1972), the models that result from other distributions are very complicated and virtually impractical. They mention several examples including the multiple probit model which results from a multivariate normal distribution. A binary version of the probit model was used by several researchers in a mode choice model (Lisco, 1967; Lave, 1969).

The empirical violations of the choice axiom or the lack of realism of the strict utility model can be traced to the assumption of independent random utilities. This was noted by Bock and Jones (1968) and it is evident from the observation that the strict utility model is only a special case which generalizes to the independent random utility models. The relationships among the different models is shown in Figure 2. If two alternatives are similar or close in some respect, then we expect their utilities to be correlated. If two alternatives are essentially identical, e.g., blue and red buses, then we expect the utilities not only to be correlated but equal.

Again, we should mention the tradeoff between accuracy and cost. A multiple probit model that assumes independence is more expensive to apply than the logit, but as we have seen above, since it is also an independent random utility model, it does not constitute a substantial
Figure 2
improvement over the logit model. A more realistic utility model could be devised. The problem is that we do not know if the additional resources are warranted in the case of travel choice models. The limited evidence from Bock and Jones (1968) and the state of the art of estimation programs suggest that at the present we should rely exclusively for multiple choice travel demand model on a strict utility specification.

The use of a strict utility specification, or more generally, an independent random utility model, will require a careful examination of the structure of the set of alternatives. The model should be applied only to sets of alternatives for which the assumption of independent (or, uncorrelated) utilities can be accepted as a good approximation. Therefore, a crucial point is the definitions of the alternatives. For example, for a choice of shopping destination, we should probably define alternative shopping centers, rather than alternative shops within centers, as the set of alternatives. If all shops were taken as independent alternatives, then there would be "clusters" of alternatives — shops within each center — that have similar, or close to one another, attributes (observed and unobserved). Again, this argues for a hierarchical structure of the field of alternatives wherein each hierarchy the alternatives can be assumed to reasonably approximate independent utilities.
Summary

The demand approach of economic consumer theory assumes a selection of quantities from a set of commodities and the quantities demanded are treated as continuous variables. On the other hand, choice theories assume a selection from a finite set of mutually exclusive and exhaustive alternatives. In consumer theory, with a continuum of alternatives, we assume a deterministic behavior, except for a random disturbance added in estimation to explain variations among individuals and account for "optimization" errors and unobserved variables. On the other hand, in choice theory, with qualitative or discrete alternatives, we assume a probabilistic behavior that explains observations of different choices for the same set of observed independent variables.

Travel demand on the disaggregate level is more appropriately viewed in a choice context rather than in the traditional demand analysis framework. Travel and mobility choices can best be described as a choice from a finite set of mutually exclusive and exhaustive alternatives, rather than as a selection of quantity of commodity. Almost all the mobility and travel choices that were considered in Chapter II could only be described on the disaggregate level as choices from sets of qualitative alternatives. The exceptions are the choices of automobile ownership level and trip frequency that could be described either as continuous quantities or as qualitative alternatives. (Auto ownership levels are discrete but a continuous variable can be inter-
interpreted to express expected values.) The alternatives for the auto
ownership and frequency choices are different from those of other
choices because they are sequentially ordered rather than unordered.
However, there is no problem in treating these alternatives as sets
of discrete and qualitative alternatives.

The definition of the set of alternatives in choice models allows
for the evaluation of non-price rationing, or non-pecuniary constraints.
This is an important advantage for the purposes of policy evaluation.

It should be noted, that in a choice model the definition of the
set of alternatives plays an important role. It brings out an issue
which was not apparent in consumer theory which is how do we know from
what alternatives the consumer is choosing. Predictions of a choice
model will be biased if we include in the set of alternatives an alter-
native which seems desirable but is actually not available, or if we
exclude a desirable alternative which is available. In general, and
in particular in a strict utility specification, the exclusion or
inclusion of an alternative that has a zero, or negligible, choice
probability will not bias predictions. Possibly, this discussion
points out the need for models that determine the set of alternatives
for inclusion in a choice model. In this study, however, lacking such
models, we will rely on a priori logical arguments and observations of
current behavior in determining the set of alternatives.
CHAPTER IV

Multi-Dimensional Choice Models:
Alternative Structures of Travel Demand Models

Introduction

The choice theories that were described in the previous chapter considered a uni-dimensional choice situation. A consumer was assumed to select an alternative i out of a set of alternative choices A. If the set A includes the alternative choices of a single commodity, then the choice probability \( P(i:A) \) is the choice analog of a demand function for a given commodity. A consumer is faced with a multi-dimensional choice situation in determining his consumption pattern.* For example, a consumer who is selecting a residence location within the metropolitan area is choosing also among alternative housing types, alternative auto ownership levels, etc.

The total number of choices that a consumer makes is very large. The assumptions of a "utility tree", or a separable utility function, and negligible income effects, that were discussed in the previous chapter, permit the independent modelling of demand for a subset of commodities. That is, the demand functions for a subset of commodities are independent of the prices of all other commodities.

---

*The term multiple choice refers to a choice from a set of more than two alternatives. A choice from two alternatives is termed binary choice. The term multi-dimensional choice is used for a set of choices where each choice can be either multiple or binary.
We assume here that mobility and travel choices are such an independent "branch" or subset of the consumer's utility function. Choices within this subset are interdependent. In Chapter II assumptions with respect to the dependencies among the mobility and the travel choices were discussed. It was concluded that a block recursive system is appropriate. That is, the first block consists of the mobility choices, and the second block consists of the travel choices (assuming the mobility choices as fixed). It was further assumed that travel choices with respect to different trip purpose categories could also be considered independently of each other. Thus we can model separately the set of mobility choices, and the sets of travel choices for different trip purposes (assuming the mobility choices to be predetermined). Yet, each of the above sets of choices represent a multi-dimensional choice situation.

The purpose of this chapter is to extend the choice theories from uni-dimensional to multi-dimensional choice situations. In a multi-dimensional choice situation different assumptions about the dependencies among choices result in models with different structures. The alternative structures are identified and their applicability to travel demand models is discussed.

**Dependencies Among Choices**

In order to simplify the discussion we will rely on an example of two choices. We consider a consumer who is making a trip for a given
trip purpose, say shopping, and is faced with the choices of destination d and mode of travel m.

We distinguish between two types of dependencies among choices: dependency in the structural sense, and dependency of the sets of alternative choices in a physical sense.

Dependency in the structural sense arises from substitution and complementary relationships among choices, and when different choices are made with respect to the same final commodity, i.e., the utilities from different choices are not independent. For example, the choices of auto ownership level and residence location are dependent on each other because a downtown location could be a substitute for a high auto ownership level. The utility from an alternative location will therefore depend on the chosen car ownership level, and vice versa.

The choices of mode and destination are made with respect to the same final commodity - a trip. Some of the attributes of a mode, such as travel time by bus, will be different for different destinations. Therefore, mode m to destination d is a different alternative from the same mode to destination d' (d' ≠ d). Similarly, some of the attributes of destination d depend on the chosen mode. Therefore, destination d reached by mode m is a different alternative from the same destination reached by mode m' (m' ≠ m). In other words, the utility from an alternative mode is dependent on the destination, and vice versa.

Thus, the dependency among travel choices can be attributed to the commonality of the attributes. In other words, some attributes
of a trip are specific to all travel choices. For example, the travel cost for shopping at a certain frequency depends on where one shops, what mode he is using, etc. Similarly, the travel cost of shopping at a given destination depends on how often one shops, what mode he is using, etc. Therefore, a traveller can trade off between different choices. For example, he can shop frequently at a nearby grocery store, or less frequently at a distant shopping center.

The dependency, or the causality, can be assumed either in one direction, e.g., the utility from a mode depends on the chosen destination, but the utility from an alternative destination is independent of the chosen mode; or in two directions, e.g., the utility from an alternative mode depends on the chosen destination and the utility from an alternative destination depends on the chosen mode. It was concluded previously that all travel choices are interdependent. However, we consider here also alternative assumptions that result in models with different structures, as will be shown in the following sections.

If the choices of mode and destination depend on each other, then the set of alternative modes is different for different destinations, and the set of alternative destinations is different for different modes. We denote the set of alternative modes for a given destination as $M_d$, and the set of alternative destinations for a given mode as $D_m$.

In addition, the set of alternative modes can be physically dependent on the chosen destination, and vice versa. For example, a bus service may be available to one destination but not to the other.
Therefore, the sets of alternative modes $M_d$ can have different numbers of alternatives for different destinations.

If two choices are independent, then their alternative sets will also be independent. If the choice of mode and destination are assumed to be independent we denote the set of alternative modes as $M$ and the set of alternative destinations as $D$.

**The Overall Set of Alternatives**

The consumer can be viewed as selecting an alternative destination and mode combination $dm$ from an overall set of alternatives $DM$ that includes all possible destination and mode combinations. For example, if the number of alternative modes available to every destination is identical and equal to $M$, and the number of alternative destinations is $D$, then the total number of alternatives in the overall set will be $D \times M$.

The overall set of alternatives $DM$ can be partitioned according to modes or according to destinations. If we partition according to destination, then we can write the overall set of alternatives as follows:

$$DM = [M_1, M_2, \ldots, M_d, \ldots, M_D]$$

(1)

In this scheme we denote the set of destinations used for partitioning as $D$. Partitioning according to modes, we write:

$$DM = [D_1, D_2, \ldots, D_m, \ldots, D_M]$$

(2)

The set of modes used for partitioning is denoted as $M$. If the alternative sets are independent, then:
\[ M_d = M, \forall d \in D \]
and
\[ D_m = D, \forall m \in M \]

Alternative Structures

If we assume that the choices are independent, then we can write the following structural choice probabilities:*  
\[ P(d:D) = \text{Prob}[U_d \geq U_{d'}, \forall d' \in D] \]
and
\[ P(m:M) = \text{Prob}[U_m \geq U_{m'}, \forall m' \in M] \]

where \( U_d \) and \( U_m \) are the utilities from destination \( d \) and mode \( m \), respectively. In essence, the independence assumption implies an additive utility function:**  
\[ U_{dm} = U_d + U_m \]

In words, the total utility from a destination and mode combination is equal to the utility from the destination plus the utility from the mode. Since the choices are independent, we can write the joint probability of \( d \) and \( m \) as follows:
\[ P(d, m:DM) = P(d:D) \cdot P(m:M) \]

The structure that represents independent choices, or an independent structure, consists of marginal probabilities of the different choices.

If the choice of mode and destination are dependent on each other then we can write the following conditional choice probabilities.
\[ P(d:D_m) = \text{Prob}[U_{d|m} \geq U_{d'|m}, \forall d' \in D_m] \]
and
\[ P(m:M_d) = \text{Prob}[U_{m|d} \geq U_{m'|d}, \forall m' \in M_d] \]

*The probabilities that have direct behavioral interpretation and are originally written to describe a structure are called structural probabilities.

**See the discussion of separable utility function in Chapter III.
where $U_{d|m}$ is the utility from destination $d$ given that mode $m$ is chosen, $U_{m|d}$ is the utility from mode $m$ given that destination $d$ is chosen. The conditional probability $P(d:D_m)$ is the choice probability of destination $d$ given that mode $m$ is chosen, and similarly $P(m:M_d)$ is the choice probability of mode $m$ given that destination $d$ is chosen.

For forecasting, however, the two conditional probabilities are insufficient information to compute the joint probability of destination and mode. In this case, as opposed to independent choices, the joint probability is not a product of two marginal probabilities, since $P(m:M_d)$ is functionally dependent on $d$, i.e., $P(m:M_d) \neq P(m:M)$. If we had $P(m:M)$ then the joint probability is equal to its product with $P(d:D_m)$. However, in order to model the marginal probability, $P(m:M)$ we need to identify a utility function for an alternative mode which is independent of what destination is actually chosen. Therefore, for such a simultaneous structure, in which the choice of destination depends on the choice of mode and vice versa, we must model explicitly the joint probability $P(d,m:DM)$. Given the joint probability, we can derive the marginal probabilities, and the structural probabilities as follows:

$$P(m:M) = \sum_{d \in D_m} P(d,m:DM)$$

$$P(d:D) = \sum_{m \in M_d} P(d,m:DM)$$

$$P(d:D_m) = \frac{P(d,m:DM)}{P(m:M)}$$

$$P(m:M_d) = \frac{P(d,m:DM)}{P(d:D)}$$
A dependency that goes only in one direction results in a recursive structure. If we assume that the choice of destination is independent of what mode is actually chosen, and that the choice of mode is dependent on the chosen destination, we write the following probabilities:

\[ P(d:D) = \text{Prob}(U_d \geq U^*, \forall d' \in D) \]

and

\[ P(m:M_d) = \text{Prob}(U_m|d \geq U_{m'}|d, \forall m' \in M_d) \] (9)

This recursive structure implies the following additive utility function:

\[ U_{dm} = U_d + U_m|d \] (10)

The utility for a destination and mode combination is equal to utility from the destination plus a utility from the mode which is dependent on the destination. Note that in a recursive structure the joint probability is the product of the structural probabilities.

Since we assume in this recursive structure that \( P(m:M_d) \neq P(m:M_d) \), it is possible to derive from the joint probability a conditional \( P(d:D_m) \) which is not equal to \( P(d:D) \). However, this conditional probability is not causal but simply a mathematical relationship derived from the model with no behavioral interpretation.

A recursive structure represents a hierarchical conditional decision structure. It is a common practice to replace a complex decision with a large number of alternatives by a recursive structure. The decision is decomposed into stages by successive partitions of the
overall set of alternatives. Luce (1959) noted that different parti-
tions give different results. Therefore, a recursive structure can be
viewed either as a simplifying assumption (this will require a sensitiv-
ity analysis of the partitioning scheme to determine how the results are
affected), or as truly representing a sequential, or conditional, deci-
sion making process.

Separability of Choices

Implicit in the discussion of the alternative structures was a
separability of choices assumption. The conditional choice proba-
bility of mode given a destination was written as \( P(m:M_d) \). This
implies that the choice of \( m \) given \( d \) is independent of alternative
modes to all other destinations \( d' \) (\( d' \neq d \)), and is dependent only on
the alternative modes for the given destination.

This is a reasonable assumption. It is required in order to
be able to model choices separately. If we model directly a joint
probability and assume a simultaneous dependency, then it appears that
this assumption is not necessary. However, the interpretation of the
derived conditional probabilities will not be the same as the one used
here. It was also impossible to find an example of a model that does
not make this assumption.

If we partition the set \( DM \) according to destinations we can write
the joint probability as follows:

\[
P(d,m:DM) = P(m:M_d) \cdot P(d:D)
\]

(11)

This equation is similar to the way in which the choice axiom was
expressed in the previous chapter:
\[ P(i:A) = P(i:B) \cdot P(B:A) \] (12)

for \( i \in B|A \). The subset \( B \) corresponds to the subset of alternative modes to a given destination. However, the choice axiom is more general than the separability of choices assumption. It applies to any partitions of \( A \) to non-overlapping subsets \( B \). The separability of choices assumption applies only to partitions according to choices.

There is some similarity between the concept of functional separability that was considered for utility functions in Chapter III and the separability of choices assumption. Functional separability is based on the idea that the marginal rate of substitution among a set of variables is independent of other variables. Separability of choices implies that a conditional probability for a given choice depends only on a part of the total utility function. The choice of mode given a destination is assumed to be dependent on \( U_{m|d} \), which is the part of the utility function that for a given \( d \) varies across modes.

Hence, a separability assumption implies that from the utility function for a destination and mode combination \( U_{dm} \), we can identify the utility from a mode given a chosen destination \( U_{m|d} \), and the utility from a destination given a chosen mode \( U_{d|m} \). Clearly, their sum is not equal to \( U_{dm} \). The separability assumption in an independent structure implies the additive utility function of equation (5):

\[ U_{dm} = U_d + U_m \] (5)

The separability assumption in a recursive structure where \( m \) depends on \( d \) implies the additive utility of equation (10):
\[ U_{dm} = U_d + U_m |d \]  \hspace{1cm} (10)

Another assumption that is implied here is that the coefficients of the utility function \( U_{dm} \) are invariant with \( d \) and \( m \). It is assumed that the specification of the variables in the utility function explains all the differences among utility values for different alternatives except for an unobserved random disturbance. This is not a restrictive assumption, since we can always use alternative specific variables as will be described in Chapter VI. Examples of violation of this assumption can be traced to specification errors.* For a mode choice model it may sometimes be found that travel time appears to be more onerous to one destination than another. A mode choice model may be quite sensitive to trip length in a way not specified in the utility formulation. Another source of the difference could be the omission of some other variable which described the way in which travel time is spent and which is different between the two destinations.

The Identification Problem and Estimation of Simultaneous Probability Structures

In a structure of simultaneous equations the coefficients of a structural equation can be estimated from the data only if the equation is identified with respect to all other equations (Fisher, 1966). It appears that in a simultaneous structure of conditional probabilities this problem does not exist. First, it will be useful to draw the

*Specification errors are the consequences of an incorrect set of explanatory variables and/or incorrect mathematical form.
analogy between simultaneous equations and conditional probability structures.

The endogenous variables in the probabilistic models are the choices and the exogenous variables are those included in the utility functions.

The joint probability plays the role of the reduced form of a system of simultaneous equations. The reduced form can always be directly estimated and used for forecasting. Similarly, the joint probability can be directly estimated and used for forecasting. However, a structural equation can be estimated only if it is identified, while the coefficients of a structural conditional probability can always be derived once the joint probability has been estimated.

In a system of independent simultaneous equations, one can always compute the reduced form solution. However, it is impossible to derive the joint probability from the structural conditional probabilities in a simultaneous probabilistic model. Therefore, for forecasting, it is always necessary in a simultaneous probabilistic structure to estimate the joint probability.

This apparent contradiction becomes clear when one recognizes that the conditional probabilities are not the exact analog of the structural equations in a system of simultaneous equations. A conditional probability gives the choice probability for one choice, when all other choices are fixed. This is equivalent to a structural equation with all the right hand side endogenous variables fixed at given values. The variability of the left hand side endogenous variable is attributed to a random disturbance. This means that a conditional probability supplies a differ-
ent type of information and is therefore not subjected to the same kind of identification issues inherent to structural equations.

It is possible to estimate directly the conditional probabilities, or to derive their estimates from the estimated joint probability.* If the purpose of the analysis is to make only conditional predictions of one choice, given that all other choices remain constant, then the conditional probabilities are all that is needed and one can estimate them directly. However, the coefficient estimates of the conditional probabilities will not necessarily be equal whether they were estimated directly or indirectly through the estimation of the joint probability.

It appears that the coefficient estimates of the conditional probabilities can gain in statistical efficiency and can be less sensitive to specification errors if estimated through the joint probability. The basis for this statement is the possibility of incorporating restrictions across conditional probabilities, and thereby using more information to estimate some coefficients, in estimating the joint probability. As an example consider the simultaneous structure of destination choice and mode choice described previously. It is possible that \( U_d \mid m \) and \( U_m \mid d \) have common coefficients. By estimating directly \( U_{dm} \) we constrain them to be equal and we use simultaneously all the information from the choice among alternative modes as well as from the choice among alternative destinations. If we estimate directly \( U_d \mid m \) we can only use information on alternative destinations for the chosen mode, i.e., the alternatives

*Estimating the joint probability and then deriving the conditional probabilities is analogous to the method of indirect least squares. (Malinvaud, 1966).
in $D_m$. For direct estimation of $U_{m|d}$ we can only use information on alternative modes for the chosen destination, i.e., the alternatives in $M_d$. In estimating $U_{dm}$ we use information on all the alternatives in the overall set $DM$.

It is only under very restrictive conditions that direct estimate of, say, $U_{m|d}$ will result in the same coefficient estimates as indirect estimation through $U_{dm}$. This happens when the alternatives in $DM$ that are not in $M_d$ do not provide additional information to that obtained from $M_d$ alone. In other words, this happens when the variability of modal attributes for destinations $d'$ ($d' \neq d$) is the same as for the chosen destination $d$. The exact conditions that have to be fulfilled by the data for this to occur depend on the exact specification of the choice model. However, it seems that knowledge of the exact conditions is unimportant because as a practical matter it never occurs. Furthermore, even if it occurs there is no reason not to estimate $U_{dm}$ if it can only be more efficient and it is needed for forecasting anyway.

It should be noted here that in a recursive probabilistic structure there is no reason to estimate directly the joint probability. Therefore, it could be estimated in its structural form, as was done by CRA (1972).*

A simultaneous structure could also be estimated as a recursive structure, as follows: first, estimate one conditional, say $P(m|M_d)$; secondly, derive from the analytical form of the joint probability the marginal

*The model developed by CRA (1972) is discussed in Chapter V.
P(d:D); and finally estimate the marginal with the coefficients that are included in P(m:M_d) constrained to their estimates from P(m:M_d). This estimation procedure is suggested only when for some reason it is computationally difficult to estimate directly the joint probability.

Modelling the Travel Choices

From the discussion in this chapter and in Chapter II it is evident that the appropriate structure for the travel choices is a simultaneous one. In the remainder of this chapter we discuss alternative structures of travel demand models in more detail.

A trip taken for a specific purpose is characterized by its origin, destination, time of the day, mode of travel, and route. We are interested in predicting the volume of trips \( V_{idhm} \) from an origin \( i \), to a destination \( d \), during a time of day \( h \), using a mode \( m \), and via a route \( r \). From the point of view of the individual trip-maker or the household, we consider the probability of a trip instead of a quantity or volume of trips. A trip decision consists of several choices: choice of trip frequency \( f \), (e.g., how often to go shopping), choice of destination \( d \) (e.g., where to shop), choice of time of day \( h \) (e.g., when to go), choice of mode \( m \), and choice of route \( r \). Hence, for an individual traveller we are interested in predicting the joint probability:

\[
P(f,d,h,m,r : FDHMR) \quad (13)
\]
where \( t \) denotes an individual or a household in origin 1,\(^*\) and \( \text{FDHMR}_t \) is the overall set of alternative trips that consists of all possible combinations of frequencies, destinations, modes, times of day, and routes available to individual \( t \).\(^**\) The alternatives in this set are exhaustive and mutually exclusive. The individual \( t \) is always selecting one and only one alternative from this set.

For simplicity we will write the probabilities in the remainder of this chapter without denoting the set of alternatives. We write the above probability (13) as:

\[
P_t(f,d,h,m,r)
\]  \hspace{1cm} (14)

A conditional probability previously denoted as \( P(m|M_d) \) will now be written as \( P(m|d) \). The joint probability previously written as \( P(d,m;DM) \) will now be written as \( P(d,m) \).

On the disaggregate level the travel demand function for a given trip purpose predicts the joint probability \( P_t(f,d,h,m,r) \). On the aggregate level the demand function predicts the volume \( V_{idhmr} \). In either case, we have a complex product — a trip — with an enormous number of substitutes. Micro-economic consumer theory tells us that a demand function expresses the quantity of a product demanded as a

\*The choice of residence location is assumed as given. Travel demand models assume that mobility decisions are fixed. (See the discussion in Chapter II.)

\**In the following sections a notation for different subsets of \( \text{FDHMR} \) is used. This notation follows the same logic that was used to define subsets of \( \text{DM} \). Therefore, it is not explained in text.
function of its price, the prices of related commodities (substitutes and complements), and income. The complexities stem from the large number of relevant "prices" (i.e., price and many price-like attributes), for all the alternative trips.

**Alternative Structures of Travel Demand Models**

With no further assumption, the travel demand model predicts the probability \( P(f,d,m,h,r) \)*, or the volume \( V_{f,d,m,h,r} \), as a function of the attributes of all the alternative combinations of \( f,d,m,h,r \). Denote the explanatory variables as \( X_{f,d,m,h,r}^1, \ X_{f,d,m,h,r}^2, \ldots, \ X_{f,d,m,h,r}^k, \ldots, \ X_{f,d,m,h,r}^K \), or as a vector \( X_{f,d,m,h,r} \)**. Hence, we can write the travel demand model as follows:

\[
P(f,d,m,h,r) = F([X_{f,d,m,h,r}, \mathcal{F}_{f,d,m,h,r}])
\]

(15)

where \([X_{f,d,m,h,r}, \mathcal{F}_{f,d,m,h,r}]\) is a vector that includes all the variables \( X \) for all relevant combinations of the subscripts \((f,d,m,h,r)\), and \( F \) is the demand function. Alternatively, we can write the utility function for an alternative trip as:

\[
U_{f,d,m,h,r} = U(X_{f,d,m,h,r})
\]

(16)

* For additional simplicity, we drop the subscript \( t \) in writing the probabilities in this section.

**The explanatory variables include all the level of service, the spatial opportunities, and the socio-economic variables. The socio-economic variables are specific to an individual and not to a trip alternative. However, we assume here that they are introduced into the model as having alternative specific values. The ways in which this is done are described in Chapter VI.
Clearly, this results in a very complex demand model. Without further assumptions, for a simultaneous structure this is the type of travel demand model which must be estimated.

If, however, we make some assumptions about the travel decision making process we can divide the overall travel demand function into several less complex functions, each including only a subset of all the explanatory variables. That is, under some assumptions we can formulate the travel demand function as a recursive or as an independent structure.

The first assumption that is required is the separability of choices assumption that was described earlier, and is usually made also with respect to a simultaneous model. The separability assumption with respect to a certain choice says that the conditional probability of this choice given other choices is a function of only a specific subset of the explanatory variables, as depicted in the following example for route choice:

\[
U_{r|f,d,m,h} = u^r(x_{f,d,m,h})
\]

and

\[
P(r|f,d,m,h) = f^R([x_{f,d,m,h}, \forall r \in R_{f,d,m,h}])
\]

In words, the conditional probability of choosing a route given other choices is a function only of the explanatory variables for all routes for given f,d,m,h. If we considered only two choices, say mode and destination, then the separability assumption with respect to mode choice says that the conditional probabilities of choosing a mode given a destination is a function of the variables for all modes but for only one specific destination. For this example we write:
\[ P(d, m) = F_{dm}([X_{dm}, \forall \, d \in DM]) \]
\[ U_{dm} = U(X_{dm}) \]
\[ P(d|m) = F^{d}([X_{dm}, \forall \, d \in D_m]) \]
\[ U_{d|m} = U^{d}(X_{dm}) \]
\[ P(m|d) = F^{m}([X_{dm}, \forall \, m \in M_d]) \]
\[ U_{m|d} = U^{m}(X_{dm}) \]

Note that if we calculate the marginal probabilities \( P(d) \) and \( P(m) \), they will be a function of the vector \([X_{dm}, \forall \, d \in DM]\).

An independent structure is possible only if the set of attributes is separable. That is,
\[ [X_{fdmhr}] = [X_f, X_d, X_m, X_h, X_r] \]

where we can identify only attributes that vary only across a single choice. The independent utility function can be written as:
\[ U_{fdmhr} = U^{f}(X_f) + U^{d}(X_d) + U^{m}(X_m) + U^{h}(X_h) + U^{r}(X_r) \]

The independent travel demand model can be written as:
\[ P(f) = F^{f}([X_f, \forall \, f \in F]) \]
\[ P(d) = F^{d}([X_d, \forall \, d \in D]) \]
\[ P(m) = F^{m}([X_m, \forall \, m \in M]) \]
\[ P(h) = F^{h}([X_h, \forall \, h \in H]) \]
\[ P(r) = F^{r}([X_r, \forall \, r \in R]) \]
and

\[ P(f,d,m,h,r) = P(f) \cdot P(d) \cdot P(m) \cdot P(h) \cdot P(r) \]  \hspace{1cm} (22)

It should be clear that this is an unrealistic structure for a travel demand model.

A recursive structure requires the assumption of a sequential decision making process, or a hierarchy of conditional decisions. The sequence is expressed in a recursive travel demand model in two ways. The first is the manner in which the set of all trip alternatives is partitioned. In a recursive model of mode and destination choices where mode choice is conditional on the chosen destination, the set of all alternative combinations of mode and destination is partitioned according to destination. The second way is the "composition" of explanatory variables. For the same example, the problem is how do we include in a model of the marginal probability of destination choice the variables that are defined by destination and mode, such as travel time, fare, etc. The way this is handled is to construct a composite variable that combines the above variables across modes to create a variable which is specific only to a destination.

Consider for example the following recursive structure:

\[ U_{fdmhr} = U_f + U_{d|f} + U_{m|fd} + U_{h|fdm} + U_{r|fdmh} \]  \hspace{1cm} (23)

\[ = U_f(X_f) + U_d(X_{fd}) + U_m(X_{fdm}) + U_h(X_{fdmh}) + U_r(X_{fdmhr}) \]

\[ P(f) = F^f([X_f, \forall \text{ f} \in F]) \]  \hspace{1cm} (24)

\[ P(d|f) = F^d([X_{fd}, \forall \text{ d} \in D_f]) \]
\[ P(m|f,d) = F^m([X_{fdm}, \forall m \in M_f]) \]  
\[ P(h|f,d,m) = F^h([X_{fdmh}, \forall h \in H_{fdm}]) \]  
\[ P(r|f,d,m,h) = F^r([X_{fdmh}, \forall r \in R_{fdmh}]) \]

where each variable is defined as follows:

\[ X_{fdmh} = [X_{fdmh}, \forall r \in R_{fdmh}] \]
\[ X_{fdm} = [X_{fdmh}, \forall h \in H_{fdm}] \]
\[ X_{fd} = [X_{fd}, \forall m \in M_f] \]
\[ X_f = [X_f, \forall d \in D_f] \]

If we keep the variables in their original form then the model for \( P(f) \) will include all the explanatory variables \([X_{fdmh}, \forall fdmh \in FDMHR]\).

The definition of composite variables allows the treatment of \( X_{fdmh} \), \( X_{fdm} \), \( X_{fd} \), and \( X_f \) as single variables. In other words, these variables are expressed as a specific function of their elements. For example, we express:

\[ X_{fdmh} = g([X_{fdmh}, \forall r \in R_{fdmh}]) \]

where \( g \) is the composition function. The functional form of the composition rule requires further assumptions.

There are a variety of possible composition schemes. One such scheme which was derived from an assumption of additive utility function by CRA (1972) is as follows:

\[ X_{fdmh} = \sum_{r \in R_{fdmh}} P(r|f,d,m,h) \]
This composition scheme is essentially a computation of the expected value of the original variable. Another way to observe this is to rewrite equation (27) using the definition of conditional probability as follows:

\[ X_{fdmh} \cdot P(f,d,m,h) = \sum_{r \in R_{fdmh}} X_{fdmh} \cdot P(f,d,m,h,r) \]  \hspace{1cm} (28)

Thus the composite variable as defined by equation (27) is in accordance with a consistency requirement that the expected value of a variable is maintained. If \( X \) is a price variable then equation (28) says that the expected expenditure is consistent in the different stages of a recursive model.

Clearly, there are many other schemes of creating the composite variables, among them: a simple sum;

\[ X_{fdmh} = \sum_{r \in R_{fdmh}} X_{fdmh} \]  \hspace{1cm} (29)

or the value for the "best" route (Quandt and Baumol, 1966);

\[ X_{fdmh} = X_{fdmh} \]  \hspace{1cm} (30)

where \( r = b \) is the "best" route according to some criterion.

Often, several price variables are combined together to form a "generalized price". Then the composite variable is a composition of the generalized price instead of each variable separately (Manheim, 1972; CRA, 1972).

Constructing a composite variable from several explanatory variables together amounts to maintaining equal "marginal rates of
substitution" among those variables in the different probabilities of a recursive structure.

Thus, given a separability assumption, a specific sequence assumption, and an assumption on the mathematical form of the composite variables, the overall travel demand model can be formulated as a recursive structure.

A simultaneous structure requires the estimation of an equation that includes a very large number of explanatory variables. On the other hand, each equation in a recursive structure includes only a subset of the explanatory variables that are included in a simultaneous model. In addition, the number of variables is reduced by constructing composite variables. Therefore, a recursive model can be easier to implement, computationally and analytically, than a simultaneous model.

The separability and the sequence assumptions required by a recursive travel demand model are equivalent to an assumption of a conditional decision structure. The choice of a particular fdmhr combination is made from a relatively large set of alternatives. It makes "sense" to partition the set of all alternatives into collections of non-overlapping subsets. Consider, for example, two choices: destination and mode. The set of all alternative combinations of d and m, DM, is very large. We can partition DM into the subsets M_1, M_2, ..., M_d, ..., M_D, where each subset includes all the alternative modes to a specific destination. The assumption is that the traveller is first choosing among these subsets, or choosing a destination, and
then, secondly, choosing within the chosen subset, or choosing a mode. The choice of mode is now a function of only the characteristics of available modes to a given destination. The choice of destination depends on some measure of the expected attributes of all modes to a given destination. The utility function of a dm combination is assumed to consist of two parts; one for each choice. The choice of destination is based on the utility of the destination, which is also dependent on the expected attributes from the modes available to this destination.

Note, however, that we can also partition the set DM according to modes as follows: \( D_1, D_2, \ldots, D_m, \ldots, D_M \). When we apply choice models to this or the previous sequence we do not expect the predictions to be the same. The problem is, therefore, to know when does the consumer decompose his decision into stages and what partitions are used.

If we modelled the choice of an fmdhr combination as a deterministic optimization problem, it would not be important what partitions were used. The reason that we expect different partitions to give different results is due to the probabilistic choice mechanism and the computation of expected attributes from lower stages.

The problem with travel decisions is that we cannot find a unique "natural" sequence of partitions that will be generally applicable. Therefore, a simultaneous structure is superior to a recursive structure. In general, the simultaneous structure of a travel demand model consists of the following conditional Probabilities:
\[ P(f|d,m,h,r) \]
\[ P(d|f,m,h,r) \]
\[ P(m|f,d,h,r) \quad (31) \]
\[ P(h|f,d,m,r) \]
\[ P(r|f,d,m,h) \]

Under particular behavioral assumptions we can place restrictions on this general structure and obtain alternative simultaneous structural forms. Consider the following simultaneous structure:

\[ P(f|d,m,h,r) \]
\[ P(d|f,m,h) \]
\[ P(m|f,d,h) \quad (32) \]
\[ P(h|f,d,m,r) \]
\[ P(r|f,d,m,h) \]

Note that the conditional probabilities of mode choice and destination choice are not conditional on the chosen route. This is due to the fact that we cannot generally identify alternative modes or destinations for a given route.

The choices that are conditional on \( f \) in either a simultaneous or a recursive structure are defined only for \( f>0 \), because it does not make sense to define alternative trips when no trip is taken. It may be argued that for some trip purposes the choice of trip frequency is based on some measure of expected accessibility and is not dependent on
the actual values of d, m, h and r. Therefore, it is "natural" to partition according to f, and for each f have all possible combinations of mdhr.

If for some trip purpose the choice of time of day is constrained, or limited to alternative times for which the traveller can be assumed to be indifferent, then it is possible to partition according to f, and for each f have all possible combinations of m and d. Then, partition according to dm combinations to create the sets of alternative routes for a given trip. This decomposition implies the following structural probabilities:

\[
P(f) \\
P(d|f,m) \\
P(m|f,d) \\
P(r|f,d,m)
\]

(33)

The choices of mode and destination are simultaneous, but recursive with respect to f. The choice of route is recursive with respect to f, d and m. This is essentially the structure that is assumed in the empirical study reported in Chapter VII.*

It should be clear that in simultaneous and recursive structures we can derive any conditional or marginal probabilities. (However, only the structural probabilities are causal.) Therefore, for forecasting, it is possible to use the joint probability directly, or any

*Time of day was excluded because the sample included only off-peak shopping trips.
combination of marginal and conditional probabilities provided that
their product is equal to the joint probability. For example,

\[ P(f, d, m, h, r) \]

\[ = P(f) \cdot (P_d|f) \cdot P(m|f, d) \cdot P(h|f, d, m) \cdot P(r|f, d, m, h) \]

\[ = P(f) \cdot P(h|f) \cdot P(m|f, h) \cdot P(d|f, h, m) \cdot P(r|f, h, m, d) \]

\[ = P(f) \cdot P(h, m, d|f) \cdot P(r|f, h, m, d) \]

e tc.

The Aggregate Equivalent of Disaggregate Models

In order to compute a volume of trips we need to multiply the
joint probability \( P(f, d, m, h, r) \) by the actual values of the alternative
trip frequencies. The definition of alternative trip frequencies \( f \)
is based on a time period. If the total number of trips is expressed
for a period of twenty-four hours then \( f \) is a daily trip frequency.
If we assume that the alternative daily trip frequencies take either
the value of 1 for one trip or the value of 0 for no trip, then:

\[ V_{tdhm} = P_{t}(f=1, d, m, h, r) \]  \( (34) \)

where \( V_{tdhm} \) is the expected number of trips that individual \( t \) will
make to destination \( d \), during time-of-day \( h \), by mode \( m \) and via route
r. $P_t(f=1,d,m,h,r)$ is the probability that individual $t$ will make a trip to destination $d$, during time-of-day $h$, using mode $m$, and via route $r$.

In general, we must write:

$$V_{tdhm} = \sum_{f \in F_{dhmr}} f \cdot P_t(f,d,m,h,r)$$ (35)

The aggregate volume is computed by summing over individuals, as follows:

$$V_{idhm} = \sum_{t \in T_i} V_{tdhm}$$

where $T_i$ is the set of all potential trip makers in origin $i$, e.g., the resident population, and $V_{idhm}$ is the expected volume of trips from origin $i$ to destination $d$, during time-of-day $h$, using mode $m$, and via route $r$.

Note from (36) that the "per capita" volume $\frac{V_{idhm}}{T_i}$ is an average of $V_{tdhm}$. It corresponds to the average of the joint probability $P_t(f=1,d,m,h,r)$ in the case of 0, 1 alternative daily trip frequencies.

The expected number of trips that individual $t$ will make daily can be computed as follows:

*It is possible to define the following volume of trips:

$$V_{tdhm} = f \cdot P_t(f,d,m,h,r)$$

However, all existing aggregate travel demand models predict volumes of trips for all frequencies. Therefore, we use here $V_{tdhm}$. 
If \( f = 0,1 \):

\[
V_t = P_t(f=1) = \sum_{dmhr \in DMHR} P_t(f=1,d,m,h,r)
\]

(37)

In general, however,

\[
V_t = \sum_{f \in F} f \cdot P_t(f) = \sum_{f \in F} f \cdot \sum_{dmhr \in DMHR} P_t(f,d,m,h,r)
\]

(38)

"Trip generation", or the total number of trips originating from \( i \), can be computed as follows:

\[
V_i = \sum_{t \in T_i} V_t
\]

(39)

Again, the average trip generation \( \frac{V_i}{T_i} \) corresponds to the average of \( V_t \), and to the average of \( P_t(f=1) \) in the case of \( f=0,1 \). This indicates that alternative trip frequencies are not explicitly represented in any travel demand model that explains a volume of trips as the dependent variable.

Using the same procedure we can compute any element of volume, such as \( V_{id}, V_{idm}, V_{im}, V_{idmh}, V_{idmr}, V_{ih}, \) etc. For example, if \( f=0,1 \):

\[
V_{tdm} = P(f=1,d,m) = \sum_{hr \in HR_{dm}} P_t(f=1,d,m,h,r)
\]

(40)

or in general,

\[
V_{tdm} = \sum_{f \in F_{dm}} f \cdot P_t(f,d,m) = \sum_{f \in F_{dm}} f \cdot \sum_{hr \in HR} P_t(f,d,m,h,r)
\]

(41)
and

\[ V_{idm} = \sum_{t \in T_1} V_{tdm} \]  

(42)

Note that \( V_{tdm} \) can also be computed as follows:

\[ V_{tdm} = \sum_{h \in H_{dm}} \sum_{f \in F_{dmh}} f \cdot P_{t}(f, d, m, h, r) \]  

(43)

\[ = \sum_{h \in H_{dm}} V_{tdhmr} \]

therefore, we can compute \( V_{idm} \) as follows:

\[ V_{idm} = \sum_{h \in H_{dm}} V_{idhmr} \]  

(44)

All these volumes satisfy the condition of "internal consistency" (Manheim, 1972). For example, it can be shown that:

\[ V_{id} = \sum_{m \in M_d} V_{idm} \]  

(45)

\[ V_{t} = \sum_{d \in D} V_{td} \]

etc. This indicates that the condition of "internal consistency" is equivalent to the assumption of a mutually exclusive and exhaustive set of alternatives. This assumption is necessary to compute the marginal probabilities by summation of the joint probability.*

Again, it should be noted that all these volumes are equal to the sum of the marginal probabilities only in the case of 0,1 daily trip frequencies. For example,

\[ V_{idm} = \sum_{t \in T_1} P(f=1, d, m) \]  

(46)

*The probability functions are discrete.
and the average probability for the group $T_i$ is:

$$\frac{V_{idm}}{T_i}$$

"Modal split" is defined sometimes in aggregate travel demand models as follows:

$$S_{idm} = \frac{V_{idm}}{V_{id}}$$

(48)

In words, the fraction, or the share, of the volume from $i$ to $d$ that goes by mode $m$. Computing this share for individual $t$ directly from the probabilities we get:

$$S_{tdm} = \frac{\sum_{hr \in HR_{dm}} V_{tdhm}}{\sum_{mh \in MHR_{fd}} V_{tdhm}}$$

(49)

$$= \frac{\sum_{f \in F_{dm}} f \cdot P_t(f,d,m)}{\sum_{f \in F_d} f \cdot P_t(f,d)}$$

For the case of 0,1 alternative trip frequencies, this share becomes:

$$S_{tdm} = \frac{P_t(f=1,d,m)}{P_t(f=1,d)}$$

(50)

$$= P_t(m|f=1,d)$$

If we assume that the choices of $m$ and $d$ are independent of $f^*$, we get:

$$*This is not a realistic assumption, as was already indicated.*$$

---

*This is not a realistic assumption, as was already indicated.*
\[ S_{stdm} = \frac{P(d,m|f>0) \cdot \sum_{f \in F} f \cdot P_t(f)}{P(d|f>0) \cdot \sum_{f \in F} f \cdot P_t(f)} = \frac{P(d,m|f>0)}{P(d|f>0)} = P(m|d,f>0) \]

We find that shares, or fractions, of volumes correspond to the conditional probabilities only in the case of 0,1 frequencies, and when we assume that the choice of \( f \) is independent (in the probability sense) of all other choices.

Note that the average share is not equal to the ratio of the volumes:

\[ \sum_{t \in T_i} S_{stdm} \neq \frac{V_{idm}}{V_{id}} \]  

However, the average share is equal to the average of the conditional probabilities for 0,1 or independent, frequencies. This indicates that an aggregate share model, that predicts an aggregate share of volume, does not predict exactly the corresponding average conditional probability. It predicts the ratio of the averages of two probabilities.

For example,

\[ S_{idm} = \frac{\sum_{t \in T_i} P_t(f=1,d,m)}{\sum_{t \in T_i} P_t(f=1,d)} \neq \frac{\sum_{t \in T_i} P_t(m|f=1,d)}{\sum_{t \in T_i} P_t(m|f=1,d)} \]

We conclude that the structural conditional probabilities, with the assumption of 0,1, or independent, frequencies, are equivalent to
shares of individual volumes. For example,

\[ P_t(d|f,h,m) = \frac{V_{tdhm}}{V_{thm}} \]

where \( S_{tdhm} \) is the share of trips by individual \( t \) during time-of-day \( h \) by mode \( m \) that are going to destination \( d \).

**Direct and Indirect Travel Demand Models**

A distinction was made between simultaneous, recursive, and independent travel demand models. It was based on the behavioral assumptions of the model. Another distinction that is often made is between direct and indirect travel demand models (Manheim, 1972). This distinction, however, is based on the way that the travel demand model is used for forecasting.

A direct demand model predicts directly the joint probability \( P_t(f,d,m,h,r) \), or the volume \( V_{f'd'm'h'r} \), as a function of all the explanatory variables. In an indirect travel demand model the joint probability, or the volume, is predicted with several intermediate steps. Each step corresponds to a single choice, or to a single subscript of the volume. For example, one equation can predict the number of trips taken by the household, another equation will distribute trips among the various destinations, and so forth. Hence, in a direct model a forecast is made with a single equation, while in an indirect model a forecast is made using a multi-equation model.
Note that the sequences used for forecasting does not necessarily have a behavioral interpretation. Even a recursive model could in principle be used for forecasting in an indirect fashion that does not correspond to the structural sequence.

An example of a widely used indirect travel demand model with a recursive structure would be the conventional Urban Transportation Model System (UTMS).* The aggregate demand model of the UTMS is structured into a sequence of four steps, commonly called: trip generation, trip distribution, modal split, and route assignment** (Manheim, 1972, Martin et al., 1961). The trip generation model predicts the total volume $V_i$ from origin $i$. The trip distribution model distributes the volume $V_i$ among the various destinations to predict the total volume $V_{id}$ from origin $i$ to destination $d$. In a similar way the modal split model predicts $V_{idm}$, and finally the route assignment model predicts $V_{idmr}$. The UTMS demand model that was described represents a particular sequence. Clearly, other possible sequences of the intermediate steps are possible. In particular, some UTMS demand models placed the modal split model after the trip generation model and before the trip distribution model. (Weiner, 1969).

---

* The behavioral structure of the UTMS variants will be discussed in the next chapter.

**The volume of trips is generally for a single time period of 24 hours. A peak hour volume was sometimes estimated as a constant proportion of the 24 hours volume.
Note that each step of an indirect aggregate travel demand model actually predicts a share, or a fraction of volume. In the UTMS variant that was described the following shares are predicted:

"trip generation": \[ S_i = \frac{v_i}{T_i} \]

"trip distribution": \[ S_{id} = \frac{v_{id}}{v_i} \]

"modal split": \[ S_{idm} = \frac{v_{idm}}{v_{id}} \] (55)

"route assignment": \[ S_{idmr} = \frac{v_{idmr}}{v_{idm}} \]

The product of all these shares gives:

\[ \frac{v_{idmr}}{T_i} \] (56)

which is what we want to predict.

Assume, for example, the following sequence:

\[ f + d + m + h + r \]

where the arrows indicate the sequence of forecasting the various choices. The following list includes the disaggregate probabilities for the case of 0, 1 alternative frequencies, and the equivalent aggregate volumes that are predicted in each intermediate step of an indirect travel demand model:
Disaggregate & Aggregate

\[ P(f=1) \quad \frac{V_i}{T_i} \quad (57.1) \]

\[ P(f=1,d) \quad \frac{V_{id}}{T_i} \quad (57.2) \]

\[ P(f=1,d,m) \quad \frac{V_{idm}}{T_i} \quad (57.3) \]

\[ P(f=1,d,m,h) \quad \frac{V_{idmh}}{T_i} \quad (57.4) \]

\[ P(i=1,d,m,h,r) \quad \frac{V_{idmhr}}{T_i} \quad (57.5) \]

The intermediate steps actually predict shares of volume or conditional probabilities as in the following list:

Disaggregate & Aggregate

\[ P(f=1) \quad S_i = \frac{V_i}{T_i} \quad (58.1) \]

\[ P(d|f=1) \quad S_{id} = \frac{V_{id}}{V_i} \quad (58.2) \]

\[ P(m|f=1,d) \quad S_{idm} = \frac{V_{idm}}{V_{id}} \quad (58.3) \]

\[ P(h|f=1,d,m) \quad S_{idmh} = \frac{V_{idmh}}{V_{idm}} \quad (58.4) \]

\[ P(r|f=1,d,m,h) \quad S_{idmhr} = \frac{V_{idmhr}}{V_{idmh}} \quad (58.5) \]
The product of the marginal probability (58.1) and the conditional probabilities (58.2 - 58.5) gives the probability $P(f=1,d,h,m,r)$, and the product of the aggregate shares (58.1 - 58.5) gives the volume $V_{idmhr}^{T_1}$ as follows:

$$P(f=1,d,m,h,r) = P(f=1) \cdot P(d|f=1) \cdot P(m|f=1,d) \cdot P(h|f=1,d,m) \cdot P(r|f=1,d,m,h)$$

(59)

and,

$$V_{idmhr}^{T_1} = S_i \cdot S_{dh} \cdot S_{idm} \cdot S_{idmh} \cdot S_{idmhr}$$

(60)

Manheim (1972) introduced the "general share model" which is expressed by equation (60). The disaggregate equivalent of the "general share model" is equation (59). Clearly, we can write equations (59) and (60) for any possible sequence. For example, assume the following sequence:

$$f + h + m + d + r$$

For this sequence we can write:

$$P(f=1,d,m,h,r) = P(f=1) \cdot P(h|f=1) \cdot P(m|f=1,h) \cdot P(d|f=1,h,m) \cdot P(r|f=1,h,m,d)$$

(61)

and,

$$V_{idmhr}^{T_1} = S_i \cdot S_{ih} \cdot S_{ihm} \cdot S_{ihmd} \cdot S_{ihmdr}$$

(62)

Thus, any indirect travel demand model, disaggregate or aggregate, could be written as a single equation which would be the product of the different functions for all the intermediate steps. The reverse is also possible. Given a single function in a direct travel demand model
we can derive functions for all the intermediate steps and for any sequence of an indirect travel demand model. This is shown in the following set of equations for the sequence of equations (59) and (60):*

\[
\begin{align*}
P(f=1,d,m,h) &= \sum_r P(f=1,d,m,h,r) \\
P(f=1,d,m) &= \sum_h P(f=1,d,m,h) \\
P(f=1,d) &= \sum_m P(f=1,d,m) \\
P(f=1) &= \sum_d P(f=1,d) \\
\end{align*}
\]

\[
\begin{align*}
P(r|f=1,d,m,h) &= \frac{P(f=1,d,m,h,r)}{P(f=1,d,m,h)} \\
P(h|f=1,d,m) &= \frac{P(f=1,d,m,h)}{P(f=1,d,m)} \\
P(m|f=1,d) &= \frac{P(f=1,d,m)}{P(f=1,d)} \\
P(d|f=1) &= \frac{P(f=1,d)}{P(f=1)} \\
\end{align*}
\]

\[
\begin{align*}
V_{idm} &= \sum_r V_{idmhr} \\
V_{idm} &= \sum_h V_{idmhr} \\
V_{id} &= \sum_m V_{idm} \\
V_i &= \sum_d V_{id} \\
\end{align*}
\]

\[
\begin{align*}
S_{idmhr} &= \frac{V_{idmhr}}{V_{idm}} \\
S_{idm} &= \frac{V_{idm}}{V_{id}} \\
S_{id} &= \frac{V_{id}}{V_i} \\
\end{align*}
\]

The direct and the indirect models that were described are two extremes. There are a variety of possible indirect models in which an intermediate step may predict directly more than one choice. For example, one equation can predict the number of trips taken by the

*We are assuming throughout that we have a set of exhaustive and mutually exclusive alternatives or that the condition of "internal consistency" (Manheim, 1972) holds. This is necessary to carry out the summations in equations (63.1 - 63.4).
household to a certain destination, another equation will split these trips among the various modes of travel, and so forth.

Thus, from the forecasting point of view it does not make any difference whether we use a model as direct or as indirect. The way a model is used for forecasting should be determined only on the basis of computational efficiency and convenience considerations.

In this study we are concerned with the behavioral structure of travel demand models. However, as was shown, we can express any given model in many different ways. Therefore, an obvious question to ask is: how can the behavioral structure of a given model be recognized?

In general, the answer to this question is that the behavioral structure cannot be determined unless the model is written in its structural form. This answer could be explained by using the analogy of a structure of simultaneous equations. Given a reduced form, which is used for forecasting, it is impossible to determine the original structure. However, in travel demand models that were structured with composite variables, the structure may be discerned. It is possible to recognize the sequence through the order of composition (e.g., order of summation) that is maintained in a composite variable no matter how the model is expressed.

The Empirical Problem

As mentioned earlier, the complexity of the overall travel demand function stems primarily from the large number of alternatives and attributes which call for a large number of variables. In order to
appreciate the dimensions of the overall travel demand function, consider the following example of travel choices.

Suppose that for a certain trip purpose a person has the following options:

- two daily trip frequencies (one trip or no trip),
- four destinations,
- two modes of travel, and
- two times of day (peak or off-peak).

The total number of alternatives facing the decision maker is 17 (16 one-trip alternatives and one no-trip alternative). Suppose that for each one-trip alternative there are only two price variables, travel time and travel cost. (The price of no trip is zero.) The total number of price variables is 32. If we increment each choice by one additional option we have a total of 91 alternatives and 180 price variables.

It appears that the joint probability may be too complex and the number of variables too large to be condensed into a single relationship. The most important question is whether we can estimate a choice model with such large numbers of alternatives and variables. Using a recursive structure, we will have to estimate four choice models but with the number of alternatives in each model equal to the number of options for the corresponding choice. It should be pointed out that the data requirements are identical for both structures unless further assumptions are made.
It is not clear whether it is less expensive to estimate four models each with a small number of alternatives rather than one model with many alternatives. (Assuming, of course, that estimation of a joint probability is feasible.)

Under the presumption that the implementation of a recursive model is easier and less expensive, is the additional expense to implement a simultaneous model justified? The answer is unclear. Costs can be compared only together with the benefits. Therefore, we need to know how the simplifying assumptions of a recursive model affect the results of the prediction process.

These are critical issues that can only be addressed by an empirical study. The evidence from the estimation of alternative structures that was conducted in this study is reported in Chapter VII.* Briefly, it indicates that a simultaneous model is feasible and that the results are highly sensitive to the assumed structure. This empirical evidence is not absolutely conclusive, however, because it is based on one small sample and only on a subset of the travel choices for a single trip purpose. Future research is needed to extend the empirical evidence to different data sets, larger samples and a complete set of travel choices for all trip purpose categories.

*Note that the purpose of the empirical study is not to determine which structure is the "true" one.
CHAPTER V

Review of the Structures of Current Approaches to Travel Demand Modelling

Introduction

The purpose of this chapter is to provide a review of the structures of current approaches to travel demand modelling. Specifically, this chapter will distinguish among current approaches according to their structure: either simultaneous or recursive, and according to their use of data: either disaggregate or aggregate. No attempt will be made in this chapter, however, to survey the detailed specifications of existing models.

A Typology of Travel Demand Models

A recursive travel demand model can be recognized from the definitions of the composite variables which are always based on specific sequence assumptions.*

Conversely, simultaneous models are recognized by their lack of composite variables (i.e., no explicit sequence of travel choices is assumed). There have been no simultaneous travel demand models that treated simultaneously all the travel choices. Thus, in this review, a model that has a simultaneous structure for any subset of travel choices is considered to be a simultaneous model.

The dependent variable of an aggregate travel demand function is a volume of trips, V. A disaggregate travel demand function predicts

*The use of composite variables in recursive travel demand models is discussed in Chapter IV.
an individual's probability of travel, P. When a travel demand function is factored into its component choices then the intermediate stages predict either shares of volume in an aggregate model or conditional probabilities in a disaggregate model.

The independent variables are of two distinct types: characteristics of the activity system, A, and the level of service characteristics, L. The set of variables, A, includes three categories of variables: socio-economic variables, S; spatial opportunities (also land use or attraction) variables, E; and, in aggregate models, aggregation variables, T.

The travel choices (except frequency) that are included in a trip probability are also used as subscripts for volume and explanatory variables. These travel choices are as follows:

- \( f \) = trip frequency (in disaggregate models only)
- \( d \) = destination zone
- \( m \) = mode of travel
- \( h \) = hour of day
- \( r \) = route

In addition, in aggregate models, trips are aggregated by the origin zone, i.

Travel demand models for different trip purpose categories and for different market segments (or person types) can generally be assumed to be independent. Therefore, the models that are presented in the following sections are for a given trip purpose, and for a given market seg-
ment (if such stratification is performed). Composite variables will be defined in the text where applicable.

**Aggregate Recursive Models**

The Urban Transportation Model System (UTMS) is the acronym given to a variety of aggregate recursive travel demand models that have been commonly used in urban transportation planning studies. There are many references describing these models: Martin et al (1961), FHWA (1970), Fertal et al (1966), Weiner (1969), and others. In addition, there are several critical appraisals of the UTMS including: Kain (1967), Stopher and Lisco (1970), Meyer and Straszheim (1971), Manheim (1970) and (1972), Brand (1972), and CRA (1972).

The UTMS has many variants differing in the functional specification of the models and in the set of explanatory variables employed. Most important (for the purposes of this review) are the differences in their structural forms. All the UTMS variants are recursive, however different sequences of choices were (implicitly) assumed. All the alternative sequences of the UTMS assumed route choice to be the last in the sequence. Time of day choice was usually represented as a constant proportion of the 24-hour volume of trips.

Three basic UTMS variants were classified according to the place of mode choice in the overall sequence by Weiner (1969):

1. Direct generation of transit trips.
2. Trip-end modal split models.
3. Trip-interchange modal split models.
The first of these model sequences has been used primarily in small urban areas, and/or in areas where it was considered that public transportation ridership is largely independent of transport level of service. This structure essentially represents a simultaneous choice of frequency and mode followed by the choice of destination as expressed below:

**Trip generation and modal split:**

Production: \( V_{im} = g_1(S_i, T_i) \) \( (1) \)

Attraction: \( V_{dm} = g_2(E_d) \) \( (2) \)

**Trip distribution:**

\[
\frac{V_{imd}}{V_{im}} = g_3([\tilde{V}_{dm}, L_{imd}, \forall d])
\]

where \( \tilde{V}_{dm} \) are the revised attractions in a trial and error procedure that is performed to satisfy the attractions constraints:

\[
\sum_{i} V_{imd} = V_{dm}
\]

This model is clearly misspecified. Most obviously, equations (1) and (2) should include level of service measures as follows:

\[
V_{im} = g_4(S_i, T_i [L_{im}, \forall m])
\]

\[
V_{dm} = g_5(E_d, [L_{dm}, \forall m])
\]

where \( L_{im} \) and \( L_{dm} \) are composite variables (or accessibility measures). (The composition is done over destination zones and origin zones, respectively.)
In the trip end sequence, modal split is performed after trip generation but before trip distribution as expressed below:

**Trip generation:**

- Production: \( V_i = g_6(S_i, T_i) \) \( (6) \)
- Attraction: \( V_d = g_7(E_d) \) \( (7) \)

**Modal split:**

\[
\frac{V_{im}}{V_i} = g_8(S_i, [L_{im}, \forall m]) \tag{8}
\]

\[
\frac{V_{dm}}{V_d} = g_9(E_d, [L_{dm}, \forall m]) \tag{9}
\]

**Trip distribution:**

\[
\frac{V_{imd}}{V_{im}} = g_3([\forall_{dm}, L_{imd}, \forall d]) \quad \text{(Same as equation (3))}
\]

Again, the trip generation models, Equations (6) and (7), are misspecified. An improved specification of these models (incorporating level of service measures) could be expressed as follows:

\[
V_i = g_{10}(S_i, T_i, L_i) \tag{10}
\]

\[
V_d = g_{11}(E_d, L_d) \tag{11}
\]

where \( L_i \) and \( L_d \) are composite (or accessibility) variables defined over all modes, and destinations and origins, respectively.

The most common sequence in UTMS applications, especially in large metropolitan areas, is the trip interchange modal split sequence as presented below:
Trip generation:

Same as equations (6) and (7).

Trip distribution:

\[
\frac{V_{id}}{V_i} = g_{12}(\tilde{V}_d, L_{id}, \gamma d) \tag{12}
\]

Modal split:

\[
\frac{V_{idm}}{V_{id}} = g_{13}(S, E_d[L_{idm}, \gamma m]) \tag{13}
\]

where $$\tilde{V}_d$$ are revised attractions to satisfy the constraint:

\[
\sum_{i} V_{id} = V_d
\]

All the models presented above suffer in practice from numerous specification errors that are unnoticeable from the way we expressed them. For example, the composite level of service variables $$L_{id}$$ in Equation (12) were in many applications taken as only travel time by highway. Furthermore, many of the models, such as the attraction equations, have no behavioral justification, and in reality represent a process of data fitting.

There have been numerous attempts to improve the submodels of the UTMS and in particular to make them policy sensitive. The work of Wilson (1969) and Wilson et al (1969) develops a consistent formulation of level of service variables in trip distribution and modal split models. Gur (1970) estimated a special type of trip generation equations with accessibility variables.
Given that the UTMS submodels are properly specified, they still do not constitute a pure travel demand model due to the constraint on attractions. If it is assumed that the number of trips arriving at a destination affects its attractiveness, then there is clearly a need for a supply type relationship to express this phenomenon. Thus, the demand model that is represented by the above procedure consists of the production part of trip generation, the distribution model without the attraction constraint, and the modal split model.

The travel demand model that was used in the Northeast Corridor Transportation Project (NECTP) is also an aggregate recursive model (McLynn and Woronka, 1969). This model can be written as follows:

\[ V_{id} = g_{14}(S_i, T_i, E_d, L_{id}) \]  

(14)

\[ \frac{V_{idm}}{V_{id}} = g_{15} ([L_{idm}, \forall m]) \]  

(15)

where \( L_{id} \) is a composite variable of \( L_{idm} \). Note that this model suffers from a specification error not present in the UTMS, that is \( V_{id} \) is determined independent of attraction and level of service characteristics of destinations other than \( d \). This implies that destination choice is not represented, a characteristic of almost all demand models that were developed for the NECTP (Crow et al, 1971).

Manheim (1972) specified theoretically (without estimation) a class of recursive models that he termed Special Product Models. These models represent a consistent specification of a recursive structure with a specific method of forming the composite variables.
Aggregate Simultaneous Models

Several aggregate simultaneous models have been estimated which predict $V_{idm}$ directly. This type of model was first developed for intercity travel in connection with the NECTP by Kraft (1963), Quandt and Baumol (1966), Quandt and Young (1969), and others.* Later, the same type of models were applied to urban travel demand by CRA (1967),** Plourde (1968) and Talvitie (1971). A common characteristic of these models is that they do not take account of alternative destinations, similar to the recursive NECTP model. Therefore, it can be said that only the choices of frequency*** and mode of travel have been modelled simultaneously. These models can be expressed in general form, as follows:

$$V_{idm} = g_{16}(T_i, S_i, E_d[L_{idm}, \forall m])$$

(16)

A correct specification of equation (16) will include also the $E_d$ and $L_{idm}$ variables for all alternative destinations.

An attempt to deal with the problem of predicting ridership on a new mode led to the development of the abstract mode models by Quandt and Baumol (1966), and others (Crow et al, 1971). Several versions of

*For a survey of the models developed by Quandt, Young, Blackburn, Monsod and others for the NECTP see Crow et al (1971) and Quandt (1970).

**Also reported by Domenich et al (1968).

***Note from the discussion in Chapter IV, that all existing aggregate models by their nature cannot represent properly frequency choice. They implicitly assume a choice between 0 and 1 alternative daily frequencies, or independent frequency choice.
the abstract mode model were formulated in terms of the attributes of the "best" mode. As a result cross elasticities were defined only with respect to the attributes of one mode.*

These aggregate simultaneous models have some inherent shortcomings which can be traced to the reliance on aggregate data and on linear regression estimation techniques. The use of aggregate data resulted in severe problems of multicolinearity. As a result some models were estimated using a constrained regression technique (Kraft, 1963; CRA, 1967; and Talvitie, 1971). The abstract mode models included smaller numbers of coefficients and therefore reduced the multicolinearity problem. The use of linear regression restricted the functional forms that could be used. In particular it resulted in the inability to model a large number of alternatives, such as alternative destinations.

**Disaggregate Recursive Models**

Until recently the use of disaggregate data in travel demand models has been limited to scattered estimation of some submodels in a framework of a recursive structure. The sequence that was implied was that of the trip-interchange version of the UTMS. Disaggregate models were estimated for trip generation, mode choice, and route choice models.

The trip generation models that were estimated with household data rather than zonal averages were deterministic (i.e., predicted volume rather than probability). Therefore, they have the same specification as the aggregate models, and also suffer from the same specification errors.**

*Other versions of the abstract mode model were formulated with the attributes of the "best" mode replaced by averages or weighted averages of the attributes of all available modes.

**See, for example, Fleet and Robertson (1968), FHWA (1970), and Kannel and Heathington (1973).
Disaggregate probabilistic mode choice models, primarily for work trips, were initially developed for binary choice, between auto and transit, similar to the UTMS modal split models. These models were briefly reviewed by Reichman and Stopher (1971). Rassam et al (1971) estimated a disaggregate mode choice model with four alternative modes, but with a relatively small set of explanatory variables.

A disaggregate probabilistic model of a binary choice of route, between free and toll roads, was estimated by Thomas (1968).**

The theoretical framework for the application of disaggregate probabilistic models to the entire travel demand function was outlined by Stopher and Lisco (1970). They described a recursive structure that followed the UTMS trip-interchange sequence. Recently, a complete set of disaggregate models was developed by CRA (1972) for the shopping trip purpose. Their model can be expressed as follows:

\[
\begin{align*}
\Pr_t(f) & = g_{17}(S_t, E, L) \\
\Pr_t(d \mid f = 1) & = g_{18}(S_t[E_d, L_d, \psi d]) \\
\Pr_t(h \mid f = 1, d) & = g_{19}(S_t[L_{dh}, \psi h]) \\
\Pr_t(m \mid f = 1, d, h) & = g_{20}(S_t[L_{dgm}, \psi m])
\end{align*}
\]

where \( t \) denotes an individual traveller. The sequence implied by the order of the conditional probabilities was used to formulate the composite variables for \( L \) and \( E \).

---


**See also Thomas and Thompson (1970).
The innovations of the CRA model are numerous. Disaggregate data was used for the destination choice model and choice of time of day was explicitly modelled. A consistent formulation of composite variables, that was based on the concept of expected generalized or inclusive price, was used throughout the model.

**Disaggregate Simultaneous Models**

It appears that no disaggregate simultaneous travel demand model has been developed so far. CRA (15/2) recognized the desirability of a simultaneous structure but used a recursive structure in order to reduce the complexity of the estimation problem.* However, they did not test a simultaneous model and did not justify the particular sequence that was used.

This review does not include models of mobility choices, however, the model that was developed by Aldana (1971)** is relevant since it was based on disaggregate probabilistic models. The model included three choices: residence location, auto ownership level, and choice of mode. The choice of mode was with respect to the frequency of use of public transport.

Aldana hypothesized a simultaneous structure but he did not estimate directly the joint probability. Rather, he used a sequential estimation procedure in which the following probabilities are estimated:

*See in CRA (1972) the section "Factoring the Demand Model" in Chapter 4.

**See also Aldana et al (1973).
the marginal probability of residence location, the conditional probability of auto ownership level given residence location, and the conditional probability of transit use given auto ownership and residence location.

Summary

The review of travel demand approaches reported in this chapter indicates that current approaches to travel demand modelling fall into the categories of: aggregate recursive, aggregate simultaneous (frequency and mode), and disaggregate recursive. It appears that there has been no attempt to develop a disaggregate simultaneous travel demand model.
CHAPTER VI

The Logit Model and Functional Specification of Alternative Models

Introduction

To this point, we have presented the alternative structures of travel demand models without specifying functional forms. The purpose of this chapter is to describe the multinomial logit model as used for the models estimated in this study. First, the logit model and its properties are discussed in general terms and then, secondly, its applications to simultaneous and recursive travel demand models are described.

The Multinomial Logit Model

We characterized the demand for travel as a choice among a set of discrete, or qualitative, alternatives, just as the total amount of travel can be regarded as a choice among different trip making frequencies. A potential traveller can decide not to take a trip at all; therefore, a no-trip alternative is also included in the set of alternatives that he is facing. Consequently, one, and only one, alternative is always chosen from this set. We assume that the set of alternatives can be different for different travellers.

We are interested in the probability of each alternative being chosen. (In the aggregate, we are interested in the share of each alternative.) Clearly, the probability (share) of any alternative must be between zero and one and the sum of the probabilities (shares) of all alternatives must equal unity. The model that we use should
be able to handle any number of alternatives and different sets of alternatives for different individuals.*

We turn now to describe the choice model used in this study and its important properties. The basic choice model that is used in this study for all alternative models is the multinomial logit model. Other choice models that might be considered to be superior from a theoretical point of view, such as a multiple probit model, are more complicated. It is not evident, however, that the added expense for more sophisticated choice models is worthwhile.**

We write the logit model as follows:

$$P(i:A_t) = \frac{e^{V_{it}}}{\sum_{j\in A_t} e^{V_{jt}}} \tag{1}$$

where:

- $t$ = a behavioral unit,
  - $= 1, 2, \ldots, T$,
- $A_t$ = the set of relevant alternatives for behavioral unit $t$,
- $P(i:A_t)$ = the probability that behavioral unit $t$ will choose alternative $i$ out of the set $A_t$,
- $V_{it}$ = the utility of alternative $i$ to behavioral unit $t$.

---

*This is a requirement that is not met by the technique of discriminant analysis which was often used for mode choice models, e.g., Quarmby (1967), McGillivray (1969), Plourde (1971).

**See the discussion of choice models in Chapter III.
The utility $V_{it}$ is a function of the characteristics of alternative $i$ (or "prices") and the socio-economic characteristics of behavioral unit $t$ (or "income"). This is in essence an indirect utility function which is defined as a function of prices and income. (Alternatively, it can be viewed as an expenditure function which is a function of prices.) Hence, the function $V_{it}$ can be expressed as:

$$V_{it} = V_i (X_i, S_t)$$

where:

$X_i$ = a vector of characteristics of alternative $i$

$S_t$ = a vector of socio-economic characteristics of behavioral unit $t$

Assume the function $V_{it}$ to be a linear function in the parameters:

$$V_{it} = X_{it}' \theta = \sum_{k=1}^{K} X_{itk} \theta_k$$

where:

$X_{it}$ = a Kx1 vector of finite functions which are constructed from the various $X_i$ and $S_t$ variables and are different from one alternative to the other.

---

*The socio-economic characteristics include income and other variables, such as life cycle, education, etc., that account for differences in "tastes".

**This assumption can be justified if we consider the $V$'s to be the expenditure functions for the different alternatives. This assumption is required, however, since the available estimation program requires linearity in the parameters.

***This definition is explained in detail in the following section.
\[ = (X_{it_1}, X_{it_2}, ..., X_{itK}) \]

\[ \theta = a K \times 1 \text{ vector of parameters} \]

\[ = (\theta_1, \theta_2, ..., \theta_K) \]

Equation (1) can now be expressed as follows:

\[
P(i; A_t) = \frac{e^{X_{it}'\theta}}{\sum_{j \in A_t} e^{X_{jt}'\theta}} \tag{4}
\]

The Specification of the Variables

A variable in \( X_{it} \), say \( X_{itk} \), can be specified either as a \textit{generic} variable or as an \textit{alternative specific} variable. If the variable \( X_{itk} \) appears only in the utility function of alternative \( i \), then it has a value of 0 for all other alternatives. That is,

\[ X_{jtk} = 0, \forall j \neq i \in A_t \]

and it is termed an alternative \( i \) specific variable. If the variable \( X_{itk} \) appears in the utility functions of all the alternatives, it is termed a generic variable. Consider, for example, the variable of travel time in a mode choice model. If the travel times by the different modes are assumed to have a common coefficient in their respective utility functions, then travel time is specified as a generic variable. The variable \( X_{itk} \) will take the value of travel time by mode \( i \). On the other hand, if we assume mode specific coefficients of travel time, we will introduce a series of mode specific variables.

For example, mode \( m \) travel time variable will be specified as follows:
\( x_{itk} = \begin{cases} 
\text{travel time by mode } m, \text{ for } i = m \\
0, \text{ for } i \neq m 
\end{cases} \)

If there are \( M \) alternative modes, we will have a total of \( M \) travel time variables. If all the variables in the model are generic, then it is an "abstract alternative model". This is an essential property when the set of alternatives used for estimation is not identical with the one used for forecasting, for example, the forecasting of mode choice probability for a "new mode".

Alternative specific variables are relevant only when there is some natural correspondence between the alternatives available to different individuals, e.g., alternative modes. CRA (1972) termed these kinds of alternatives \textit{ranked} alternatives. In this case, if all the variables in the model are specified as alternative specific, this implies that the utility functions are alternative specific as well.

When there is no correspondence between individual's sets of alternatives, we can use only generic variables. For example, the set of alternative shopping destinations at one origin may be entirely different from the destination set at a different origin. Another example will be alternative routes which are different for different trips.

CRA (1972) referred to these kinds of alternatives as \textit{unranked} alternatives. The set of alternatives can consist of both ranked and unranked alternatives, for example, alternative destinations that include the CBD as one of the alternatives. For this example it is possible to specify CBD specific variables.
If a variable takes the same value for all alternatives by all individuals, i.e., for some \( k \)
\[
X_{itk} = X_{jtk}, \forall t \in T, \forall j \in A_t
\]
it will have no effect on the model, due to the linear specification. In other words, the coefficient \( \theta_k \) is not identified. For example, if the variable \( X_{itk} \) is income, then we have the same term multiplying the numerator and each member of the sum in the denominator, and it will cancel out. This means that all the variables in \( X_{it} \) must have alternative specific values. *

Hence, the socio-economic characteristics \( S_t \) can enter the model only when they are transformed to have alternative specific values. This could be done in two ways:

1. Combining them with the \( X_i \) variables:
\[
X_{itk} = g^k (X_i, S_t)
\]
where \( g^k \) is a finite function (e.g., income multiplied by price.) The function \( g^k (X_i, S_t) \) has an alternative specific value, and can be used to define either a generic or an alternative specific variable.

2. Introducing a series of alternative specific dummy variables, each one of them takes the value of the socio-economic variable for a certain alternative and is zero

*Not to be confused with alternative specific variables. The reference here is to the value a variable assumes.
otherwise (e.g., alternative one income variable which equals income for alternative one and zero for all other alternatives.) This specification is relevant only for ranked alternatives. For a given socio-economic variable, such as income, we can introduce only N-1 alternative specific dummy variables, where N is the total number of ranked alternatives.* If we introduce such variables for the first N-1 alternatives, then the coefficient estimate of alternative i dummy variable is the difference between the actual coefficient of alternative i variable and that of alternative N variable. This can be observed from rewriting equation (4) as follows:

\[
P(i;A_t) = \frac{1}{\sum_{j \in A_t} e^{(X_{jt} - X_{it})' \theta}}
\]

If the model was originally written with N dummy variables with the same value, the exponents in the sum will include differences of the original coefficients. Therefore, only N-1 differences can be identified. It should be clear that the above also applies to dummy variables that take the value of 1 and represent "pure alternative effect". For example, a mode specific constant.

*An attempt to estimate a model with N alternative specific dummy variables with the same value (e.g. income) will fail due to perfect "collinearity".
Derivations of the Logit Model

The logit model has been used in several previous studies of travel demand models. It has been derived from a variety of theoretical considerations. In Chapter III we have already discussed two approaches to the derivation of the logit model: from the choice axiom as a constant utility model, and from a specific distribution as a random utility model. Alternative derivations of the logit model are presented among others by McFadden (1968), McLynn et al (1968), Rassam et al (1971), and Wilson (1972). McFadden derives the logit model starting from the assumption of independence from irrelevant alternatives. This assumption was mentioned as a property of the choice axiom in Chapter III. (It is presented for the logit model in the following section.) McLynn et al and Rassam et al derive the logit model from assumptions about the elasticities of the model. (The elasticities of the logit model will be derived in a following section.) The derivation of the logit model by Wilson is made from an entirely different perspective. It is based on the entropy maximizing method and it can be regarded as a maximization of a specific distribution function subject to constraints.

The formulation employed in the McLynn and Woronka (1969) model is equivalent to equation (4) if all the variables $x_{itk}$ are replaced by their logs. This formulation can be written as follows:

\[
P(i:A_t) = \frac{\prod_{k=1}^{K} \theta_k}{\sum_{j \in A_t} \prod_{k=1}^{K} \theta_k} \prod_{k=1}^{K} x_{itk}
\]
Many other models that have been used for travel demand models have essentially a strict utility specification of which the logit model, equation (4), is only one possible transformation.

Some of the properties of the logit model were already discussed in Chapter III. In the following sections we consider again some properties and derive the elasticities of the model.

The Choice Axiom and the Independence from Irrelevant Alternatives Property

We defined $A_t$ as the set of all relevant alternatives for behavioral unit $t$. Therefore,

$$\sum_{i \in A_t} P(i: A_t) = 1 \quad (7)$$

Suppose that we are interested in a subset of the relevant alternatives, $B_t$, and we want to predict the conditional probability of choosing $i$ given that the choice lies within this subset:

$$P(i|B_t: A_t) \quad \text{for } i \in B_t \cap A_t \quad (8)$$

assuming that $P(i: A_t) > 0$.

From the definition of conditional probability, we can write the following:

$$P(i: A_t) = P(i|B_t: A_t) \cdot P(B_t: A_t) \quad (9)$$

This means that the probability of choosing $i$ is equal to the probability of choosing $i$ from the subset times the total probability of the subset, i.e., the probability that the choice lies in $B_t$. 
From (9) we can write:

\[ P(i|B_t:A_t) = \frac{P(i:A_t)}{P(B_t:A_t)} \]  \hspace{1cm} (10)

\[ = \frac{P(i:A_t)}{\sum_{k \in B_t} P(k:A_t)} \]

Hence, given the probability function for \( P(i:A_t) \), we can always derive the conditional probability of equation (8).

The **Choice Axiom** as introduced by Luce (1959), and discussed in Chapter III, says that a choice from a set of alternatives is independent of what else may have been available. This property means that the following holds:

\[ P(i|B_t:A_t) = P(i:B_t) \]  \hspace{1cm} (11)

It says that the choice of \( i \) from the subset \( B_t \) is as if the alternatives in \( B_t \) are the only alternatives considered.

To see that this property holds for the Logit model, we compute the conditional probability as in equation (10) using equation (1) as follows:

\[ P(i|B_t:A_t) = \frac{e^{V_{it}}}{\sum_{j \in A_t} e^{V_{jt}}} \frac{1}{\sum_{k \in B_t} e^{V_{kt}}} \]  \hspace{1cm} (12)

\[ = \frac{e^{V_{it}}}{\sum_{j \in A_t} e^{V_{jt}}} \]

*We assumed that only one alternative is chosen. Therefore, we can write:

\[ P(B_t:A_t) = \sum_{k \in B_t} P(k:A_t) \]
\[
V_{it} = \frac{e^{V_{it}}}{\sum_{k \in B_t} e^{V_{kt}}} = P(i:B_t)
\]

The last equality follows from the definition of the logit model, equation (1).

Another way of observing this property for the logit model is to rewrite equation (1) and divide and multiply by the sum of the utility exponents over the subset of alternatives \(B_t\):

\[
P(i:A_t) = \frac{e^{V_{it}}}{\sum_{k \in B_t} e^{V_{kt}}} \cdot \frac{\sum_{k \in B_t} e^{V_{kt}}}{\sum_{j \in A_t} e^{V_{jt}}} = P(i:B_t) \cdot \sum_{k \in B_t} P(k:A_t)
\]

\[
= P(i:B_t) \cdot P(B_t:A_t)
\]

By equation (9), we get:

\[
P(i|P_t:A_t) = P(i:B_t)
\]

Thus, equation (13) again says that the probability of choosing \(i\) from the set \(A_t\) is equal to the probability of choosing \(i\) from the subset \(B_t\), given that only \(B_t\) is considered, times the total probability of any of the alternatives in \(B_t\) being chosen out of \(A_t\).

This property of the logit model holds for any subset of alternatives. Consider the following choice probability:

\[
P(f,d,m,h,r:FDMHR_t) \quad (14)
\]
In words, the joint probability of choosing trip frequency $f$, destination $d$, mode $m$, time-of-day $h$, and route $r$, from the set of all trip alternatives. Consequently, if we used the logit formulation to model a joint probability such as equation (14), then equation (11) implies that the separability of choices assumption discussed in Chapter IV holds for all choices. For example, if the subset $B_t$ corresponds to all relevant modes of travel to a given destination, then given a logit model for the joint probability of mode and destination we can derive a conditional probability for the choice of mode given a destination which is a function of only the alternatives in $B_t$. Therefore, a simultaneous model is separable in this case.

Using the logit model for a joint probability implies, however, an assumption stronger than the separability assumption. This is due to the fact that the property of equation (11), or the Choice Axiom, holds for any subset of alternatives and not only for subsets created by partitions that correspond to the various travel choices. It applies to any subset of alternatives created across and within the various travel choices. For example, all modes to a group of destinations, and a group of modes to a given destination. This stronger "separability property" may not be as easily justifiable as the separability assumption. However, it is the price that one has to pay for the relative simplicity of the logit model.

The Choice Axiom is sometimes referred to as the "independence from irrelevant alternatives" axiom, or property. The idea is that
the comparison between two alternatives is not influenced by what
other alternatives are available. In probability terms the idea is
that the ratio of the probability of choosing one alternative to the
probability of choosing the other is independent of the set of avail-
able alternatives. To show how it is implied by the Choice Axiom,
consider the subset $B_t$ to consist of two alternatives $i$ and $j$. Then,
using equations (9) and (11), we get:

$$\frac{P(i:A_t)}{P(j:A_t)} = \frac{P(i:[i,j])}{P(j:[i,j])}$$

(15)

It can also be observed directly as a property of the logit model.

From (1) we can write the ratio in (15) as follows:

$$\frac{P(i:A_t)}{P(j:A_t)} = \frac{\frac{V_{it}}{e^{V_{jt}}}}{e^{V_{jt}}}$$

(16)

$$= \frac{V_{it}}{e^{V_{jt}}}$$

$$= e^{V_{it} - V_{jt}}$$

Hence the ratio of the probabilities is only a function of the charac-
teristics of the two alternatives. This implies, for example, that if
a logit model is used for a mode choice model then the ratio of the
choice probabilities of, say auto and bus, is independent of whether
or not rapid transit is also available.

Define $Q_{ij}$ as the odds of choosing $i$ over $j$:

$$Q_{ij} = \frac{P(i:A_t)}{P(j:A_t)}$$

(17)

Then, from (16) we get:
\[ \ln Q_{ij} = V_{it} - V_{jt} \]

If the utility functions are linear as in (4), we get the following linear function:

\[ \ln Q_{ij} = (X_{it} - X_{jt})' \theta \]  \hspace{1cm} (18)

Thus, the log of the odds is expressed as a linear function of the differences of the variables. For the formulation of equation (6) we get:

\[ Q_{ij} = \pi \left( \sum_{k=1}^{K} \frac{X_{itk}}{X_{jtk}} \right)^{\theta} \]  \hspace{1cm} (19)

and the odds are expressed as a product function of the ratios of the variables. Note that if the \( k \)th variable is alternative \( i \) specific, then in equation (18) we get,

\[ X_{itk} - X_{jtk} = X_{itk} \]

and in (19) we get,

\[ \frac{X_{itk}}{X_{jtk}} = X_{itk} \]

**Elasticities of the Logit Model**

A direct elasticity is defined as:

\[ E_{X_{itk}}^{P(i:A_t)} = \frac{\partial P(i:A_t)}{\partial X_{itk}} \cdot \frac{X_{itk}}{P(i:A_t)} \]  \hspace{1cm} (20)

A cross-elasticity is defined as:

\[ E_{X_{jtk}}^{P(i:A_t)} = \frac{\partial P(i:A_t)}{\partial X_{jtk}} \cdot \frac{X_{jtk}}{P(i:A_t)} \]  \hspace{1cm} (21)
For the logit model as in equation (4), equations (20) and (21) result in the following relationships:

\[ E_X^{P(i:A_t)}_{itk} = [1 - P(i:A_t)] \cdot \theta_k \cdot X_{itk} \]  
(22)

\[ E_X^{P(i:A_t)}_{jtk} = -P(j:A_t) \cdot \theta_k \cdot X_{jtk} \]  
(23)

In general, we can write:

\[ E_X^{P(i:A_t)}_{jtk} = [\delta_{ij} - P(j:A_t)] \cdot \theta_k \cdot X_{jtk} \]  
(24)

where:

\[ \delta_{ij} = \begin{cases} 1 & \text{, for } i = j \\ 0 & \text{, for } i \neq j \end{cases} \]

If variable \( X_{itk} \) enters the model as \( \log X_{itk} \) then the elasticities are as given above divided by \( X_{itk} \).

The direct elasticity, equation (22), varies from zero when the choice probability is 1, to \( \theta_k \cdot X_{itk} \) when the choice probability is 0. (If a variable enters the model in a log form, the upper limit of the elasticity will be a constant equal to the coefficient \( \theta_k \).) If \( X_{itk} \) is a price variable we expect a negative direct elasticity and therefore \( \theta_k \) must be negative.

The cross-elasticity, equation (23), is dependent only on values related to alternative \( j \) and not to alternative \( i \) for which the cross-elasticity is computed. This means that the cross-elasticities of all alternatives with respect to an attribute of alternative \( j \) are equal. This pattern of equal substitutability is equivalent to the independence
from irrelevant alternatives property. However, it provides another viewpoint to observe again the basic problem that results from the assumption of independent utilities as discussed in Chapter III. The cross-elasticity varies from zero when the choice probability of alternative \( j \) is 0, to \(-\theta_k X_{jtk}\) when the same choice probability equals 1. Since \( \theta_k \) must be negative, as noted before, the cross-elasticity will be positive as expected.

**Aggregate Elasticity**

For a ranked alternative it is possible to calculate an aggregate elasticity. It is defined with respect to the average choice probability as follows:

\[
\bar{P}_i = \frac{\sum_{t=1}^{T} P(i:A_t)}{T} \tag{25}
\]

Assume that,

\[X_{jtk} = X_{jk} \quad \text{for } t=1, \ldots, T\]

Then,

\[
\bar{P}_{iL} = \frac{\partial \bar{P}_i}{\partial X_{jk}} \cdot \frac{X_{jk}}{\bar{P}_i}
\]

\[
\bar{E}_{X_{jk}} = \frac{\partial E_{X_{jk}}}{\partial X_{jk}} \cdot \frac{X_{jk}}{\bar{P}_i}
\]
\[
\frac{\sum_{t=1}^{T} P(i;A_t) \cdot \rho_x(i;A_t)}{\sum_{t=1}^{T} P(i;A_t)} = k
\]

(26)

Note that the aggregate elasticity is a weighted sum of the individual elasticities using the individual probabilities as the weights. As a general rule, it can be shown that the elasticity of a sum of functions is the weighted sum of the elasticities of the functions with the functions as the weights. It can also be shown that the elasticity of a product of functions is the (unweighted) sum of the elasticities of the functions.*

*These two rules can be used to compute the elasticity of the joint probability in a recursive structure (for an example, see Manheim, 1970), and the elasticities for the volumes of trips discussed in Chapter IV.
**Estimation Technique**

For a cross section of behavioral units that are making a choice we do not observe the probabilities but only the actual choices. Hence, the observed dependent variable with disaggregate data takes a value of either 0 or 1. The independent variables are continuous and/or discrete. With observed 0,1 dependent variables, we use the maximum likelihood method to estimate the model coefficients. The estimator of the $\theta$'s of the logit model as in equation (4) and its properties are described in McFadden (1968).*

The likelihood function of a disaggregate sample is written as follows:

\[
L = \prod_{t=1}^{T} \prod_{i \in A_t} p_{it}^{g_{it}} \tag{27}
\]

where $T$ is the number of observations and $g_{it}$ equals 1 if alternative $i$ was chosen in observation $t$, and 0 otherwise. Taking the log of both sides we get:

*If we aggregate groups of behavioral units according to socio-economic categories or geographic location and use the groups as the observation units, then the observed dependent variable is a share with a value between 0 and 1. With aggregated data both a maximum likelihood and ordinary least squares techniques can be used. The ordinary least squares technique is based on the linearization of the model by dividing the probability of each alternative by a "base" alternative, as in equation (18). The estimated coefficients are, therefore, sensitive to the choice of a "base" alternative, except for binary choice. See for example Mclynn and Woronka (1969). A maximum likelihood estimator with aggregate data has not been used but in principle it is a simple extension of the disaggregate estimator.
\[ L^* = \sum_{t=1}^{T} \sum_{i \in A_t} g_{it} \cdot \log P(i; A_t) \]  

(28)

Substituting equation (4) for \( P(i; A_t) \), we get for the first order conditions:

\[ \frac{\partial L^*}{\partial \theta_k} = \sum_{t=1}^{T} \sum_{i \in A_t} [g_{it} - P(i; A_t)] \cdot X_{itk} = 0 \]  

(29)

for \( k = 1, \ldots, K \)

McFadden (1968) showed that only under very specific conditions in the data, the maximum of \( L^* \) obtained from (29) is not unique. This estimator has optimal asymptotic properties. Minus the inverse of the matrix of second derivatives of \( L^* \) is the asymptotic variance-covariance matrix (Theil, 1971).

It should be noted that since we do not observe probabilities, it will be misleading to compare the computed probabilities with the \( g_{it} \) variables if we assume that the actual choice is made with a probability and not with certainty as the \( g_{it} \) variables would indicate. Therefore, a "goodness of fit" measure such as \( R^2 \) in ordinary least squares which is based on estimated residuals does not exist. In addition, a comparison of a sum of probabilities for a given ranked alternative with the total number of observations that chose this

*For more detail see McFadden (1968). The equations in (29) are nonlinear and their solution requires an iterative procedure. In this study we use the Newton-Raphson method. The estimation computer program that was used was developed by C. F. Manski at the Department of Economics at M.I.T.
alternative, is also misleading under the following conditions. If the set of variables includes an alternative specific dummy variable as follows:

\[
X_{jtk} = \begin{cases} 
\text{Const.}, & \text{for } j = i \\
0, & \text{for } j \neq i
\end{cases}
\]  

(30)

then from the first order conditions, equation (29), the following always hold:

\[
\sum_{t=1}^{T} g_{it} = \sum_{t=1}^{T} P(i : A_{t})
\]

(31)

Thus, for a disaggregate logit model because we cannot estimate residuals there is no statistic such as $R^2$ that will indicate how well the model "fits" the data. However, it is possible to define a measure analogous to $R^2$, which is based on the value of the log likelihood function, and can be used to compare alternative models, as follows:

\[
\bar{f}^2 = 1 - \frac{L^*(\hat{\theta})}{L^*(0)}
\]

(32)

where $L^*(\hat{\theta})$ is the value of $L^*$ for the vector of estimated coefficients, and $L^*(0)$ is the value of $L^*$ for $\theta = 0$. Thus, $\bar{f}^2$ is equal to the ratio of the explained log likelihood over the total log likelihood, and it lies between 0 and 1. This measure suffers from the same deficiencies as $R^2$. In particular, it does not take account of the degrees of freedom. Adjusting for the degrees of freedom, we get:

\[
\bar{f}^2 = 1 - \frac{L^*(\hat{\theta})}{\sum_{t=1}^{T} (J - 1) - K} \frac{L^*(0)}{\sum_{t=1}^{T} (J - 1)}
\]

(33)
where \( J_t \) is the number of alternatives in \( A_t \). Setting \( \theta = 0 \) amounts to an assumption of equally likely alternatives. However, for ranked alternatives, we can compute \( L^*(0) \) that takes into account pure alternative effects.

Consider the simultaneous model in which we estimate directly \( P(m, d:DM) \), and a recursive structure in which we estimate separately two probabilities, say \( P(d:D) \) and \( P(m:M_d) \). The problem is how to compare the goodness of fit between the recursive and the simultaneous structures. For the simultaneous model we can compute \( f^s \) directly. For the recursive model we have to compute the joint likelihood of \( P(d:D) \cdot P(m:M_d) \), in order to be able to calculate a comparable \( f^r \).

The joint log likelihood of the recursive model can be written as follows:

\[
L_{dm}^* = \sum_{t=1}^{T} \sum_{d \in D_t} \sum_{m \in M_{dt}} g_{dmt} \cdot \log[P(d:D_t \cdot P(m:M_{dt})]
\]

\[
= \sum_{t=1}^{T} \sum_{d \in D_t} \sum_{m \in M_{dt}} \left[ \log P(d:D_t) + \log P(m:M_{dt}) \right]
\]

\[
= \sum_{t=1}^{T} \sum_{d \in D_t} g_{dt} \cdot \log P(d:D_t) + \sum_{t=1}^{T} \sum_{m \in M_{d't}} g_{d'mt} \cdot \log P(m:M_{d't})
\]

\[
= L_d^* + L_{m|d}^*
\]

where \( d' \) is the chosen destination in observation \( t \), and \( L_d^* \) and \( L_{m|d}^* \) are the log likelihood values from the two separate models. Thus, the
joint log likelihood function of a recursive model is equal to the sum of the log likelihood functions from the structural probabilities.

An asymptotic t test can be used to test the significance of a single coefficient. The significance of a group of coefficients can be tested using the statistic of minus twice the log of a likelihood ratio that is asymptotically distributed as Chi-Square (Theil, 1971).

Application of the Logit Model to a Simultaneous Travel Choice Model

The overall travel demand model includes several choices: trip frequency, destination, mode of travel, time of day, and route. In what follows we consider for simplicity only the first three choices. We assume the choices are made simultaneously. Hence, the set of alternatives includes all the possible combinations of the various trip frequencies, destinations and modes. For example, assume that there are two trip frequencies (one trip and no trip), four relevant destinations, and two possible modes of travel. The total number of alternatives will be nine (eight possible combinations of modes and destinations if a trip is made and the additional alternative of no trip). If we double the number of destinations and modes we have a total of 33 alternatives.
Denote frequency \(- f \), destination \(- d \), mode \(- m \). The choice model should give the probability of choosing any \( fdm \) combinations out of the set of all possible combinations. Denoting this set as \( FDM \), we can write the logit model, equation (4), as follows:

\[
P(\text{fdm}: FDM) = \frac{e^{X_{\text{fdm}}' \theta}}{\sum_{ijk \in FDM} e^{X_{ijk}' \theta}}
\]  

(35)

To simplify, we can drop the subscript \( t \) which represents a behavioral unit or an observation and write the model as:

\[
P(\text{fdm}: FDM) = \frac{e^{X_{\text{fdm}}' \theta}}{\sum_{ijk \in FDM} e^{X_{ijk}' \theta}}
\]  

(36)

This choice model is very complex and the number of alternatives in \( FDM \) can be very large. However, in principle, it could be estimated directly and applied directly. In what follows, the indirect structure of the simultaneous model will be derived. It will be shown that the model of equation (36) can be expressed as a sequence
of three logit models that could also be estimated and applied in a sequence. However, the sequence assumption that is involved is not behavioral and therefore not reflected in the structure of the model. It is only needed in order to derive an indirect structure. Note that a sequential estimation procedure for a simultaneous model is suggested only if it is infeasible to estimate directly the joint probability.

We can separate this simultaneous model into its three component choices. The problem here is to decide on the sequence in which we create the various subsets of FMD. Since the number of choices is three, the total number of possible sequences is 6(3! = 6). However, it is "natural" to start by grouping the alternatives according to the trip frequency - f.* This limits the number of sequences to only two: group by f and then by d, or group by f and then by m. Therefore, we consider the following subsets of FMD: (We assume that the relevant

*It is "natural" because the alternatives in f include a "null" alternative which is not to make a trip at all. For this alternative we cannot associate alternative destinations or modes. In addition, the number of alternative frequencies that are observed during the conventional sampling period of 24 hours for a specific trip purpose is generally only zero, one, and in limited cases two. If we consider only zero and one then for each combination of mode and destination there is only one possible f alternative.
modes are not the same for all destinations or that the relevant destinations are not the same for all modes.)

For both sequences,

\[ F = \text{the set of all relevant trip frequencies} \]
\[ = [l, \ldots, f, \ldots, i, \ldots, F] \]

For the first sequence,

\[ D_f = \text{the set of all relevant destinations for trip frequency } f \]
\[ = [l, \ldots, d, \ldots, j, \ldots, D_f] \]

\[ M_{df} = \text{the set of all relevant travel modes for destination } d \text{ and trip frequency } f \]
\[ = [l, \ldots, m, \ldots, k, \ldots, M_{df}] \]

and for the second sequence,

\[ M_f = \text{the set of all relevant modes for trip frequency } f \]
\[ = [l, \ldots, m, \ldots, k, \ldots, M_f] \]

\[ D_{mf} = \text{the set of all relevant destinations for travel mode } m \text{ and trip frequency } f \]
\[ = [l, \ldots, d, \ldots, j, \ldots, D_{mf}] \]

For the first sequence we can now separate equation (36) in the following ways:

*See the discussion of the choice axiom for the logit model in a previous section.
\[ P(fdm: FDM) = \]
\[
\sum_{e}^{X_{fdm}^{\prime}} \sum_{j \in D_{f}} \sum_{k \in M_{jf}}^{X_{fjk}^{\prime}} \sum_{i \in F} \sum_{j \in D_{f}} \sum_{k \in M_{jf}}^{X_{ij}^{\prime}}
\]
\[
= P(m:M_{df}) \cdot P(d:D_{f}) \cdot P(f:F) \quad (37)
\]

For the second sequence, in a similar manner, we write:

\[ P(fdm: FDM) = \]
\[
\sum_{e}^{X_{fdm}^{\prime}} \sum_{j \in D_{mf}} \sum_{k \in M_{f} \cap D_{kf}}^{X_{fjm}^{\prime}} \sum_{i \in F} \sum_{j \in D_{mf}} \sum_{k \in M_{f} \cap D_{kf}}^{X_{ij}^{\prime}}
\]
\[
= P(d:D_{mf}) \cdot P(m:M_{f}) \cdot P(f:F) \quad (38)
\]

So far, we have shown how a simultaneous demand model in the
form of the multinomial logit model can be separated into its component
choices. We have separated the choice model into three separate choices:
trip frequency, destination, and travel mode. The first choice in the
sequence, i.e., mode choice in equation (37) and destination choice in
equation (38), is expressed in the form of the multinomial logit model.
The two other choices, for both sequences, are expressed using terms
that have already appeared in the first probability. This observation may lead to a wrong conclusion that if one estimates a mode choice model, he can then derive from it the frequency and destination choice models. It will be apparent from what follows that the expression of equation (36) in the form of equation (37) or (38) does not provide any useful information unless we are willing to specify in more detail the explanatory variables, i.e., the vector $x_{fdm}$.

When we defined the vector $X_{lt}$ in equation (4) we assumed that the variables are different from one alternative to another. This means that the variables $x_{fdm}$ have to be different for all the alternatives in FDM. However, this assumption does not hold with respect to all the variables in $x_{fdm}$. A variable like price may indeed be different among all travel alternatives, but a variable which describes a given destination will be equal for all modes of travel. The following is an exhaustive list of possible variations among the explanatory variables:

$X_{fdm}$ - variables which differ among all alternatives
$X_f$ - variables which differ only among trip frequencies
$X_d$ - variables which differ only among destinations
$X_m$ - variables which differ only among travel modes
$X_{fd}$ - variables which differ only among trip frequencies and destinations.
$X_{fm}$ - variables which differ only among trip frequencies and travel modes.
$X_{dm}$ - variables which differ only among destinations and travel modes.
An example of a variable that could be subscripted as \( X_{f dm} \) is travel time. It varies among modes and destinations and also among frequencies. (If a trip is not taken, the travel time is zero.) A variable which could be characterized as \( X_f \) is a frequency specific income variable. Most destinations are unranked alternatives, but if the CBD is one of the destinations, it is possible to have a CBD dummy variable which will be characterized as \( X_d \). On the other hand, travel modes (and also trip frequencies) are ranked alternatives. Therefore, any mode specific variable which takes a certain value for a given mode and zero otherwise is an \( X_m \) variable. \( X_{fd} \) variables are all those that describe the opportunities for a given trip purpose at the destinations. (If a trip is not taken, the opportunities are zero.) For the last two possibilities, \( X_{fm} \) and \( X_{dm} \), there does not seem to exist any example. We will keep them in what follows for completeness.

Using the above classification of the explanatory variables, we can now write equation (36) as follows:

\[
P(fdm: FDM) = \frac{X_{f dm} \theta^{f dm} + X_f \theta^f + X_d \theta^d + X_m \theta^m + X_{fd} \theta^{fd} + X_{fm} \theta^{fm} + X_{dm} \theta^{dm} \sum_{ijk \in FDM} X_{ijk} \theta^{f dm} + X_{1} \theta^f + X_{j} \theta^d + X_{k} \theta^m + X_{ij} \theta^{fd} + X_{1k} \theta^{fm} + X_{jk} \theta^{dm}}
\]

where the vectors \( X_{f dm} \) and \( \theta \) of equation (36) are now divided into seven vectors according to the classification of the explanatory variables.
Given this model, the first probability in equation (37) is reduced to the following:

\[
P(m; M_{df}) = \frac{\sum_{k \in M_{df}} e^{X_{f_{dk}} \theta_{fdm} + X_{d} \theta_{d} + X_{k} \theta_{m} + X_{f_{k}} \theta_{fm} + X_{d_{k}} \theta_{dm}}}{e^{X_{f_{dm}} \theta_{fdm} + X_{m} \theta_{m} + X_{f_{m}} \theta_{fm} + X_{d_{m}} \theta_{dm}}}
\]

(40)

The terms that appear in the total demand model but do not appear in the above mode choice model were cancelled out because they are equal for all the alternatives in \( M_{df} \). Now it is also clear why one cannot recover all the parameters of the total demand model by estimating only the mode choice model. One can only estimate the parameters of those variables that vary across modes.

The second probability in the first sequence, equation (37), is the destination choice model, which can now be written as:

\[
P(d; D_{f}) = \frac{\sum_{k \in M_{df}} e^{X_{f_{dk}} \theta_{fdm} + X_{d} \theta_{d} + X_{k} \theta_{m} + X_{f_{d}} \theta_{fd} + X_{f_{k}} \theta_{fm} + X_{d_{k}} \theta_{dm}}}{\sum_{j \in D_{f}} \sum_{k \in M_{jf}} e^{X_{f_{jk}} \theta_{fdm} + X_{j} \theta_{d} + X_{k} \theta_{m} + X_{f_{j}} \theta_{fd} + X_{f_{k}} \theta_{fm} + X_{j_{k}} \theta_{dm}}}
\]

(41)
The only term in the total demand that does not appear here is the term of \( X_f \) which is equal for all the alternatives in \( D_f \). Since not all the terms in equation (41) are mode specific, we can take them outside the sum over modes and rewrite equation (41) as follows:

\[
P(d; D_f) = X_d \cdot \theta^d + X_{fd} \cdot \theta^{fd} + \sum_{k \in M_{df}} e_{fdk} \cdot \theta^m + X_{fkm} \cdot \theta^{fm} + X_{dk} \cdot \theta^{dm}
\]

\[
\sum_{j \in D_f} e_{fj} \cdot \theta^d + \sum_{k \in M_{jf}} e_{fjk} \cdot \theta^m + X_{fkm} \cdot \theta^{fm} + X_{jk} \cdot \theta^{dm}
\]

This equation is still not in the form of the multinomial logit model. Define,

\[
P_{fjk}^M = e_{fjk} \cdot \theta^{fdm} + X_k \cdot \theta^m + X_{fk} \cdot \theta^{fm} + X_{jk} \cdot \theta^{dm}
\]

and,

\[
P_{fj}^M = \sum_{k \in M_{jf}} P_{fjk}^M
\]

If we have estimated the mode choice model of equation (40), we already have all the parameters of \( P_{fjk}^M \). \( P_{fd}^M \) is equal to the denominator of equation (40), and \( P_{fkm}^M \) is the numerator. Hence, equation (40) can
now be expressed as:

\[ P(m; M_{df}) = \frac{P_{fdm}^M}{P_{fd}^M} \]  \hspace{1cm} (45)

Substituting the P terms in equation (42) we get:

\[ P(d; D_f) = \]

\[ \frac{X_d \theta_d^d + X_{fd} \theta_{fd}^d}{\sum_{j \in D_f} X_j \theta_d^d + X_{fj} \theta_{fd}^d} \cdot P_{fd}^M \]  \hspace{1cm} (46)

or, alternatively,

\[ P(d; D_f) = \]

\[ \frac{X_d \theta_d^d + X_{fd} \theta_{fd}^d + \ln P_{fd}^M}{\sum_{j \in D_f} X_j \theta_d^d + X_{fj} \theta_{fd}^d + \ln P_{fj}^M} \]  \hspace{1cm} (47)

Equation (47) is in the form of the multinomial logit model and could be estimated. However, we have one variable in \( P_{fj}^M \) with a coefficient that should be constrained to equal one.* Estimating this

*The relaxation of this constraint implies a departure from the multinomial logit form of the total demand model. Later we will analyze a model in which this coefficient is allowed to vary from unity.
model is still not sufficient to recover all the parameters of the demand model. The only parameters that have not been estimated yet are $\theta^f$. We can estimate $\theta^f$ only with a frequency choice model. But before we write the frequency choice model, we define some more variables to simplify the equations.

Define,

$$P_{ij}^D = X_j^d \theta^d + X_{ij}^f \theta^f + \ln P_{ij}^M$$  \hspace{1cm} (48)

and,

$$P_1^D = \sum_{j \in D_1} P_{ij}^D$$  \hspace{1cm} (49)

Again, all the parameters of $P_{fj}^D$ are known from the destination choice model.

Equation (47) can be written in a simplified form as:

$$P(d:D_f) = \frac{P_{fd}^D}{P_f^D}$$  \hspace{1cm} (50)

Using the variables that we have defined, the frequency choice model of equation (37) can now be reduced to the following:

$$P(f:F) = \frac{X_f^f \theta^f + \ln P_f^D}{\sum_{i \in F} X_i^f \theta^f + \ln P_i^D}$$  \hspace{1cm} (51)
Equation (51) is a trip frequency choice model which is in the form of the multinomial logit model. Again the coefficient of one variable is constrained to be one.

Using the same notation as before, we can now define,

$$ p^F_1 = e^{x_1' \theta^f + \ln P^D_1} $$

and,

$$ p^F = \sum_{i \in F} p^F_i $$

With these definitions, equation (51) can now be written as,

$$ P(f:F) = \frac{p^F_f}{p^F} $$

To summarize, we have shown that the simultaneous model of equation (39) can be expressed as a multiplication of three separate choice models, each having the form of the multinomial logit model.

Equation (37) can now be written in the following form:

$$ P(fm:FDM) = \frac{P^M_{f'dm}}{\sum_{k \in M_{df}} P^M_{f'dk}} \cdot \frac{P^D_{fd}}{\sum_{j \in D_f} P^D_{f'dj}} \cdot \frac{P^F_f}{\sum_{i \in F} P^F_i} $$

where:
\[ P_{f d m}^M = e_{f d m} \theta_{f d m}^\theta + e_m \theta_m^m + e_{f m} \theta_{f m}^\theta + e_{d m} \theta_{d m}^\theta \]

\[ P_{f d}^D = e_d \theta_d^d + e_{f d} \theta_{f d}^\theta + \ln \sum_{k \in M_{d f}} P_{f d k}^M \]

\[ P_f^F = e_f \theta_f^f + \ln \sum_{j \in D_f} P_{f j}^D \]

We can estimate each model separately by starting with the mode choice model. Using the estimates of the parameters obtained in this stage we create the variables \( P_{f d m}^M \) and estimate the destination choice model. The estimates of the parameters of this model are used to create the variables \( P_{f d}^D \) which are used to estimate the trip frequency choice model. The procedure for the second sequence, equation (38), is essentially the same and there is no need to repeat the derivation. Mathematically the results are identical.

Equation (55) is mathematically equivalent to equation (39) from which we have started. However, we expect that the coefficient estimates will not be identical whether we estimate directly equation (39) or in sequence equation (55). Furthermore, we expect that the different possible sequences of estimation will also result in different coefficient estimates. If due to practical limitations a simultaneous model could not be estimated directly, a sequential estimation is feasible. But the coefficient estimates from a sequential estimation will be useful only if it is shown that the estimated coefficients are not highly sensitive to the structure used for estimation.
Application of the Logit Model to a Recursive Travel Choice Model

In this section we assume that travel choices are made sequentially. Assume, for the purpose of presentation, the following sequence:

\[ f \rightarrow d \rightarrow m \]  

(56)

Hence, the potential traveller is assumed to consider first how often to make a trip for a specific trip purpose, then, secondly, he decides where to go given that he takes a trip, and then, finally he selects a mode given that he makes a trip to a specific destination.

Since the mode choice is the last in the sequence there is no problem in writing the model for this step. It will be identical to equation (40), but now the coefficients will be only specific to this model and will be written with a subscript denoting the given choice model. Hence, we write the mode choice model as follows:

\[
P(m;M_{df}) = \frac{e^{X_f\theta_{fdm}} + X_d\theta_{dm} + X_m\theta_{dm} + X_m\theta_{dm}}{\sum_{k\in M} e^{X_f\theta_{fdm}} + X_d\theta_{dm} + X_{m\theta_{dm}} + X_{m\theta_{dm}}} \]  

(57)

However, formulating the destination choice model requires a further assumption about the specification of the X variables with mode as one of the subscripts. Several alternative ways of creating these composite variables were already discussed in Chapter IV.
Assume for the moment that the composition rule is known and write any composite variable with an asterisk replacing the subscript over which the composition was performed. For example, $X_{fd\ast}$ will be the composite variable of $X_{fdm}$ aggregated over modes. Hence we can write the destination choice model as follows:

$$P(d:D_f) = \frac{X_{fd\ast} \theta_{fd}^D + X_d \theta_d^D + X_{fd} \theta_{fd}^D + X_{d\ast} \theta_{dm}^D}{\sum_{j \in D_f} X_{fj\ast} \theta_{fdm}^D + X_j \theta_d^D + X_{fj} \theta_{fd}^D + X_{j\ast} \theta_{dm}^D}$$

The frequency choice model is:

$$P(f:F) = \frac{X_{f\ast\ast} \theta_{fdm}^F + X_f \theta_{f}^F + X_{f\ast} \theta_{fd}^F + X_{f\ast} \theta_{fm}^F}{\sum_{i \in F} X_{i\ast\ast} \theta_{fdm}^F + X_i \theta_{f}^F + X_{i\ast} \theta_{fd}^F + X_{i\ast} \theta_{fm}^F}$$

Note that the destination and the frequency choice models do not include all the variables that were included in the same models that were derived from the simultaneous model. Specifically, all the variables that are specific only to one choice appear only in that choice model, while before a variable such as $X_{m}$ appeared in all choice models. On the other hand, variables specific to more than one choice appear in all their corresponding choices, but with possibly a
different set of parameters. For example, the variables denoted as $X_{i,d,m}$ appear in each choice model with a different set of parameters: $\theta_{i,d,m}^M$, $\theta_{i,d,m}^D$, and $\theta_{i,d,m}^F$. This means that the marginal rate of substitution (or trade off) between any two variables, say travel time and travel cost, may be different in the various choice models. In other words, it implies, for example, that the traveller possesses implicitly a different value of time for different choices.

This property of different marginal rates of substitution among the same variables for different choices appears unreasonable from a theoretical point of view. A recursive model such as the one presented above implies an assumption about the additivity of the utility function, where each additive term corresponds to a single choice.* The different "prices" of travel enter each separate utility function.** It might be reasonable to assume that the "price effects" are different for the different choices. However, since we are dealing with several "prices" for each alternative, such as travel time and travel cost, the relative "price effects" will also be different in the recursive model that was written above. From a theoretical point of view we regard a trip as a factor input into the production of the final activity at the destination. The utility is derived only from the final activity. The above prices, say travel time and cost, are resources required

*See the discussion of the alternative structures in Chapter IV.

**Note that the exponent function on the logit model is interpreted as an indirect utility function.
to produce a trip. The total expenditure on a trip is therefore the
total expenditure on a trip is therefore the travel cost plus travel time, multiplied by a coefficient that was
termed "value of time". By dividing the utility function into
additive terms for each component choice and maintaining a single
expenditure function the marginal rate of substitution is entirely
determined by the expenditure function and is therefore unique.

This leads to the creation of the concept of "generalized price"
(or, "inclusive price" by CRA, 1972). The various price variables,
primarily those denoted as \( X_{f,d,m} \), are combined together with a unique
set of coefficients. Consequently, the vector of variables \( X_{f,d,*} \) and
\( X_{f,**} \) are only single variables in the destination and frequency choice
models, respectively. Thus, when we create the composite variables
from any vector of \( X \) variables we maintain their coefficients from the
more detailed choice model and aggregate together the "generalized"
variable. With this procedure all the vectors of composite variables
that include an asterisk in their subscripts are now only a single
variable instead of a vector.

We can now write the destination choice model, equation (58), as
follows:

\[
P(d; P_f) = \frac{e^{\tilde{X}_{f,d,*} \theta_{D}^* + \tilde{X}_d' \theta_d^* + \tilde{X}_{f,d} \theta_{D}^* + \tilde{X}_{d,*} \theta_{D}^*}}{\sum_{j \in D_f} e^{\tilde{X}_{f,j,*} \theta_{D}^* + \tilde{X}_j' \theta_d^* + \tilde{X}_{f,j} \theta_{D}^* + \tilde{X}_{j,*} \theta_{D}^*}}
\]  

(60)
where \( \tilde{\cdot} \) denotes a single variable or coefficient. The frequency choice model become:

\[
P(f; F) = \frac{\sum_{e} \tilde{X}_{fn*} \cdot \tilde{\theta}_{f}^{dm} + \tilde{X}_{f*} \cdot \tilde{\theta}_{f}^{f} + \tilde{X}_{m*} \cdot \tilde{\theta}_{f}^{d} + \tilde{X}_{d*} \cdot \tilde{\theta}_{f}^{m}}{\sum_{i \in F} \tilde{X}_{i*} \cdot \tilde{\theta}_{f}^{dm} + \tilde{X}_{i} \cdot \tilde{\theta}_{f}^{f} + \tilde{X}_{i*} \cdot \tilde{\theta}_{f}^{d} + \tilde{X}_{i*} \cdot \tilde{\theta}_{f}^{m}}
\] (61)

In these models the marginal rates of substitution are constant but the relative effect of a group of variables that appear in more than one model can be different. This procedure was used by CRA (1972).

If we regard the exponent in the mode choice model, equation (57), as a utility, or expenditure, function associated with a mode, we can create a composite variable by aggregating this function as a single variable. In this case, we interpret the composite variable as an expected utility, or expenditure, from all modes to a given destination. We can do the same in creating the composite variables for the frequency choice model. In this case, for any group of \( X \) variables with the same subscripts we associate only one set of parameters. Hence, we can drop the subscript for \( \theta \) that denotes the choice model.

Define,

\[
P_{f,d,m}^{M} = X_{f,d,m} \cdot \theta_{f,d,m} + X_{m} \cdot \theta_{m} + X_{f,m} \cdot \theta_{f,m} + X_{d,m} \cdot \theta_{d,m}
\] (62)

where \( P_{f,d,m}^{M} \) is the utility, or expenditure, of mode \( m \) given \( fd \). Each composite variable is now formed from several groups of \( X \) variables.

In writing the models for this procedure we also present a specific
composition rule - expected value - which is consistent with the interpretation of the composite variable as expected utility. The expected utility denoted as $\text{GP}_{fd*}^M$ is computed as follows:* 

$$\text{GP}_{fd*}^M = \sum_{k \in \text{M}_{df}} \text{P}(k; \text{M}_{df}) \cdot \text{GP}_{fdk}^M$$ (63)

The mode choice model, equation (57), can now be written as:

$$\text{P}(m; \text{M}_{df}) = \frac{\text{e}^{\text{GP}_{fdm}^M}}{\sum_{k \in \text{M}_{df}} \text{e}^{\text{GP}_{fdk}^M}}$$ (64)

The destination choice model is written as:

$$\text{P}(d; \text{D}_f) = \frac{\text{e}^{X_d \theta^d + X_{fd} \theta_{fd} + \text{GP}_{fd*}^M \cdot \delta_D}}{\sum_{j \in \text{D}_f} \text{e}^{X_j \theta^d + X_{fj} \theta_{fd} + \text{GP}_{fj*}^M \cdot \delta_D}}$$ (65)

where $\delta_D$ is the coefficient of the composite variable.

Define,

$$\text{GP}_{fd}^D = X_d \theta^d + X_{fd} \theta_{fd} + \text{GP}_{fd*}^M \cdot \delta_D$$ (66)

and,

$$\text{GP}_{f*}^D = \sum_{j \in \text{D}_f} \text{P}(j; \text{D}_f) \cdot \text{GP}_{fj}^P$$

*Note that this is one of the alternative ways to create the composite variables discussed in Chapter IV. This composition rule was used by CRA (1972) to create the composite variables in the procedure of equations (60) and (61).
Equation (65) can be written as:

\[
P(d; D_f) = \frac{\prod_{j \in D_f} e^{\gamma_f^D}}{\sum_{j \in D_f} e^{\gamma_f^P}}
\]

(67)

The frequency choice model is:

\[
P(f; F) = \frac{\prod_{i \in F} e^{\gamma_i^f + \gamma_i^*}}{\sum_{i \in F} e^{\gamma_i^f + \gamma_i^*}}
\]

(68)

where \( \delta_f \) is the coefficient of the composite variable.

Define,

\[
\gamma_f^F = \gamma_f^f + \gamma_i^* \cdot \delta_f
\]

(69)

and,

\[
\gamma_i^F = \sum_{i \in F} P(i; F) \cdot \gamma_i^F
\]

(70)

Equation (68) can be written as:

\[
P(f; F) = \frac{\prod_{i \in F} e^{\gamma_i^F}}{\sum_{i \in F} e^{\gamma_i^F}}
\]

(71)
Note that this recursive model is very similar to the indirect structure of the simultaneous model described in the previous section, equation (55). $GP_{f \times m}^M$ corresponds with $P_{f \times m}^M$, $GP_{f \times d}^D$ with $P_{f \times d}^D$, and $GP_{f}^F$ with $P_{f}^F$. ($P_{f \times d}^M$ is an exponential transformation of $GP_{f \times d}^M$.) The aggregation of the $P$ variables corresponds to a different composition rule, a simple sum vs. the weighted sum that was used here. Thus, writing the indirect structure of the simultaneous model without the unity constraints corresponds to an alternative formulation of a recursive model. However, the formulation used in this section appears to be more sensible because of the computations of expected values, rather than simple sum.*

The relaxation of the unity constraints for the coefficients of $\ln P_{f \times d}^M$ in the destination choice model and $\ln P_{f}^D$ in the frequency choice model is equivalent to rewriting equation (55) as follows:

$$P(f \times d; FDM) = \frac{P_{m \times d}^M}{\sum_{k \in M} P_{m \times d}^m} \frac{(P_{f \times d}^D)^{\hat{D}}}{\sum_{j \in D_f} (P_{f \times d}^D)^{\hat{D}}} \frac{(P_{f}^F)^{\hat{F}}}{\sum_{i \in F} (P_{f}^F)^{\hat{F}}}$$

(72)

where we introduced two new parameters $\hat{D}$ and $\hat{F}$, which will also have to be estimated. Equation (72) is equivalent to one of the Special Product Models suggested by Manheim (1972).

The mode choice model is unchanged. The destination choice model is now,

*A simple sum can be taken to represent equal weights, which are in order only under the assumption that for a higher level decision (e.g., destination choice) lower level alternatives (e.g., modes) are considered equally likely to be chosen.
\[
P(d:D_f) = \frac{\delta_D' \cdot X_d' \cdot \theta^d + \delta_D' \cdot X_{fd}' \cdot \theta^{fd} + \delta_D' \cdot \ln P_{fd}^M}{\sum_{j \in D_f} e^{\delta_D' \cdot X_d' \cdot \theta^d + \delta_D' \cdot X_{fd}' \cdot \theta^{fd} + \delta_D' \cdot \ln P_{fj}^M}}
\]

(73)

The destination choice model has now also a multinomial logit specification but with no constraints on the coefficient of \( \ln P_{fj}^M \). The coefficient estimates of all the \( X \) variables will have to be divided by the estimate of \( \delta_D \) to get the parameters \( \theta \).

The trip frequency model is:

\[
P(f:F) = \frac{\delta_F' \cdot X_f' \cdot \theta^f + \delta_F' \cdot \ln P_f^D}{\sum_{i \in F} e^{\delta_F' \cdot X_i' \cdot \theta^f + \delta_F' \cdot \ln P_i^D}}
\]

(74)

The sequence that we assumed to derive equation (55) from equation (39) had no behavioral interpretation; it was just a way to group all the travel alternatives so that the total demand model could be factored to its component decisions. All possible sequences were mathematically equivalent because they could all be expressed as equation (39). However, from equation (72) we can no longer return to equation (39). The sequence in equation (72) has a behavioral significance because if we assume a different sequence, we will get another model which is no longer mathematically equivalent to the first one.
The total demand model of equation (72) (with $\hat{\delta}_D$ and $\hat{\delta}_F \neq 1$), assumes that the choices of trip frequency, destination and mode of travel are made sequentially and in that order. No behavioral sequence assumption was involved in the formulation of the model in equation (55).

An empirical "test of simultaneity" can be made by estimating the unconstrained model, equation (72), and performing a statistical test to determine whether $\hat{\delta}_D$ and $\hat{\delta}_F$ are each significantly different from 1. However, it only compares a recursive model with a sequential estimation of a simultaneous model.

It should be noted that in the previous section the definition of the P variables was dictated from the initial assumption of the mathematical form of the simultaneous demand model. In this section, we have started with a recursive structure, and assumed that each choice has a multinomial logit form but together they do not necessarily collapse to a multinomial logit total demand. In this case the composite variables were defined differently. They were based partly on parameter estimates from another choice model. Or alternatively, each choice model could be estimated independently.

It is interesting to note that the two composition rules used with the GP variables and with the P variables have equal derivatives with respect to the original linear function. This can be seen in the following example:

We defined:
\[ GP_{fd}^* = \sum_{k \in M_{df}} P(k; M_{df}) \cdot GP_{fdk} \]  

(75)

The derivative is:

\[ \frac{\partial}{\partial GP_{fd}^*} \sum_{\alpha} P(m; M_{df}) = P(m; M_{df}) \]  

(76)

\[ \frac{\partial}{\partial GP_{fdm}} \]

We defined:

\[ P_{fd}^M = \sum_{k \in M_{df}} P_{fdk}^M = \sum_{e} e \cdot GP_{fdk}^M \]  

(77)

However, \( P_{fd}^M \) was used in the destination choice model in its log form. Therefore, the corresponding derivative will be:

\[ \frac{\partial}{\partial \ln P_{fd}^M} = \frac{GP_{fdm}^M}{e} \]  

\[ \frac{\partial}{\partial GP_{fdk}^M} \sum_{e} e \cdot GP_{fdk}^M \]

\[ = P(m; M_{df}) \]

Thus, the log of the sum of \( e \cdot GP \) or the weighted sum of \( GP \) are two composition rules that should give similar results. From a practical point of view the composition rule of the \( P \) variables is therefore superior because it does not necessitate the computation of all the probabilities.
Previous Applications of a Disaggregate Logit Model to Travel Demand

A binary mode choice or route choice model using the logit formulation has been estimated by Warner (1962), Stopher (1969), Thomas and Thompson (1971), and others. However, only recently has a multinomial logit model been applied. The first study was that of Rassam et al (1971), that estimated a mode choice model for more than two modes. However, the logit model that was used included the same set of alternatives for each behavioral unit. The first application of the logit model as expressed in equation (4) to travel demand was by CRA (1972).

CRA were the first to apply disaggregate models to the entire set of choices included in the travel demand function. However, all previous disaggregate models have been an application of the logit, or other choice model, to a single travel choice, or to a series of travel choices with each choice modelled separately. CRA used a logit model separately for mode, time of day, destination, and frequency of travel choices. Their model is similar to the recursive model described in the previous section with the weighted generalized price composite variables and it was formulated and estimated for the following sequence:

\[ f + d + h + m \]  

(79)

where \( h \) denotes time-of-day choice.

Summary

This chapter has presented functional specifications of a simultaneous and of several recursive structures using the multinomial logit choice model. For the simultaneous model a sequential estimation
procedure was also described. The different recursive models represent alternative composition schemes. The alternative models that were presented are listed below:

Simultaneous:

Direct — equation (39)

Indirect (for a particular sequence) — equation (55)

Recursive (for a particular sequence):

Composition of single variables — equations (57), (58) and (59)
Composition of groups of variables — equations (57), (60) and (61)
Composition of utility functions — equations (57), (65) and (68).

In addition, two composition rules were presented:

Weighted sum — equations (63), (66) and (70)

Log of the denominator — equation (55).

For the two rules we presented the models with composite utility functions:

Weighted sum — equations (64), (67) and (71)

Log of the denominator — equation (72).

The following chapter reports the results of an empirical study in which models were estimated for the various structures described in this chapter (with the exception that we model only the choices of mode and destination given that a trip is made).
CHAPTER VII

Estimation of Alternative Models

Introduction

This chapter describes an empirical study of alternative structures of travel demand models. The objectives of the empirical study are twofold. First, to investigate the feasibility of estimating a disaggregata simultaneous travel demand model, and second, to furnish some evidence on the sensitivity of travel predictions with respect to the structural specification of the demand model.* A priori considerations indicate that a simultaneous structure, rather than a recursive one, is appropriate for modelling travel choices with cross-sectional data.** It is not expected that this empirical study can conclusively prove or disprove this assertion.

It is not the objective of this study to develop a full set of models to be used in an actual planning context. Therefore, we will estimate the models only for a single trip purpose and only for a subset of the choices included in the travel demand function. Specifically, the choices of mode and destination for a shopping trip purpose were selected. The reasoning for this selection was the relative clarity

*See the discussion of the empirical problem in Chapter IV.

**See the discussion in Chapters II and IV.
of the decision making process with respect to these two choices. Other trip purposes, such as work trips, are characterized by more constraints on travellers' choices.* We assume a simultaneous choice of destination and mode given that a trip is made. The justification of this structure was discussed in detail in Chapter IV. In addition, the dependency on frequency cannot be modelled properly because the available data for this study consists of reported trips for a 24 hour period. The actual frequency is not reported.

Based on the objective of this study, which is to investigate alternative structures, and the available resources, it was decided to use only a small sample and to estimate models with different structures without detailed investigations of alternative variable specifications.

In the following section the data set that was available for Metropolitan Washington is described. Following this is a description of the selection of the subsample used in this study. We did not use all the available data, but required only a relatively small subsample which represents a suitable cross-section of household and trip characteristics. The data were kept in the disaggregate form where the observation unit is a household. This follows the assumption that the behavioral unit for a shopping trip is also a household.** The

*See the discussion in Chapter II.

**See the discussion in Chapter II and also 01 and Shuldiner (1962).
final data section describes the actual variables to be used in the empirical estimation of the models.

Then, estimation results of the alternative models that were described in the previous chapter are presented. With the same data set we estimate a simultaneous model, and several recursive models for the two possible sequences. All the models are based on an identical set of variables.

The Data Set

The basic source for this study was a data set prepared by R. H. Pratt Associates (RHP) for the Metropolitan Washington Council of Governments (WCOG). The data set was combined from a home interview survey conducted in 1968 by WCOG and level of service (or network) data assembled by WCOG and RHP.

The home interview survey followed the conventional practice of comprehensive data collection in urban transportation planning studies (Martin et al, 1961). This type of survey is based on field interviews of a random sample of households. In the WCOG survey the sampling rate was 3% inside the capital beltway, or one out of every 33 households, and 5% outside the beltway, or one out of every 20 households. In total about 30,000 households were interviewed. The survey is designed to collect factual information rather than opinions or attitudes. The information included in each interview questionnaire can be classified into three basic parts: socio-economic characteristics of the household, socio-economic characteristics of persons, and trip
information. The first two parts contain information on the household composition, income, car ownership, occupation, education, sex, age, race, and several other data items. The trip information consists of a complete listing, in sequence, of every trip made by every person in the household during a 24 hour period. A total of about 250,000 one-way trips were reported. Related to each trip, information is obtained on its characteristics, such as: trip purpose, mode of travel, origin and destination, time of day, etc. Information on the travel route is usually not obtained.

The level of service data were obtained primarily from a comprehensive inventory of existing transportation, highway and transit, facilities and services performed by WCOG. Additional level of service data were assembled by RHP.

The data set includes a record for each one-way trip. Each record consists of a set of variables describing: the trip maker, the household, the origin and destination zones, the trip and its characteristics and the characteristics of the same trip if the competing mode were to be used.

It should be noted that although the data are available on a disaggregated basis, some level of aggregation is present. It is due to the fact that some of the level of service data were derived from coded networks based on a traffic zone system. (The WCOG study area, 2,350 square miles and population of about 2,750,000, was divided into 1065 traffic zones varying in area according to population and employment densities.)
No data collection effort was undertaken as part of the present study. All the data used were taken from the data set described above and from tabulations from the home interview survey that were obtained from WCOG. As yet, the home interview survey and the supply data are not fully documented. However, later in this chapter, when the specific variables are presented, it will be briefly indicated how each data item was obtained.

The Subsample Used for Estimation

Based on the purposes of the empirical work in this study and the available resources, it was judged that a small subsample will be sufficient. In selecting the subsample it was decided to sample residents of a single sector rather than the entire metropolitan area. This ensures that the subsample represents a range of socio-economic characteristics and travel patterns.

The sector to the north of the Metropolitan Washington Central Business District (CBD) was selected.* Examination of data contained in a series of information reports issued by the Transportation Planning Board of WCOG, indicated that this sector contains a wide range of socio-economic characteristics and has a relatively high proportion of transit use.

*The boundaries of the sector were defined as follows: 16th St. and the continuation of Georgia Ave. beyond the district line on the west, and Georgia Ave., New Hampshire Ave. and the boundary of Montgomery County on the east.
This sector still included a very large number of households. Therefore, within this sector 20 traffic zones were randomly selected.* This represents a cross section of central city, inner suburbs, and outer suburbs zones.

It was decided to model round trips: home-shop-home.** Since the data set consists of records for one way (linked) trips, it was necessary to chain the individuals' trips and retain only the home-shop-home round trips. A total of 195 such person trips were reported for the 20 selected traffic zones. However, since some of these trips were taken together by members of the same household, this number represents only 160 household trips. This number was further reduced to 123 by excluding the following trips: 11 auto passenger trips, 5 taxi passenger trips, 6 trips with more than one mode (except walk access and egress), 2 trips by households that did not report income, and 13 trips made within the residential traffic zone. The auto passenger trips were excluded because they represent a shared ride and there was no information on their composition. The sample for taxi trips was judged to be too small. The same applies to the sample of the various mode combination trips. The within traffic zone trips (all by auto) were excluded because some level of service variables were

*Each zone was assigned a weight according to the number of households residing in the zone. Then, using a random number generator, 20 traffic zones were selected.

**See the discussion in Chapter II.
missing for these observations. Thus, the final sample consists of 123 household trips out of which 102 used a car and 21 were by bus.

The set of alternative choices for each observation is not reported in a conventional home interview survey. The determination of the set of alternatives to be included in a choice model is a difficult problem.* If an alternative has zero or very close to zero choice probability, its inclusion or exclusion from the set of alternatives will have negligible effects on the estimation and the forecasting results of the model. This means that we can attribute to any observation any non-relevant alternatives which will be predicted by the model to have zero or nearly zero probability of choice. Alternatively, we can delete it as an alternative. A practical reason to reduce the set of alternatives to only the relevant set is the savings in data collection and computation costs. It is difficult, if not impossible, to formulate criteria that will determine the set of relevant alternatives. We assume that there are no alternatives that are explicitly not available to a household due to a factor that is not expressed in the model. The problem, then, is that we do not know a priori which alternatives have zero choice probability. (In essence, from a behavioral point of view, we do not know the set of alternatives that a consumer is evaluating in making his decisions.) Therefore, trip alternatives for estimation are customarily determined from the observed trip making pattern. For example, if a taxi is rarely used,

*See the discussion in Chapters II and III.
then it is not considered a relevant alternative mode, or if a shopping center at location d is not visited by travellers from area i then destination d is not considered a relevant destination for households at i. It should be noted too that the set of alternatives used for forecasting does not have to be absolutely identical with the ones used in estimation.*

Hence, the next task was to identify the alternative shopping destinations for each household. The available information was the destination traffic zones of all the shopping trips. The procedure that was followed is in principle equivalent to that used by CRA(1972). The alternative destinations for a given household were determined as the set of all destinations to which trips were made by any of the households residing in the same area. This procedure excludes destinations which could be assumed to have a small choice probability.**

The identification of a traffic zone as an alternative shopping destination is difficult to accept. Primarily, in downtown and other central city shopping locations it is not clear how to identify an alternative shopping destination. Suburban shopping locations can be more easily identified as regional shopping centers. In downtown areas, where the land area of each traffic zone is very small, two department

*See the discussion of generic variables in Chapter VI.

**Since the logit model is also valid for any subset of alternatives, the exclusion of alternatives with positive probabilities should not significantly affect the estimation results.
stores which are within walking distance from each other could be in two different traffic zones. However, the traveller may identify the two stores as a single destination alternative. Based on these considerations it was decided to identify an alternative shopping destination with more than one traffic zone when necessary. WCOG divided the metropolitan Washington area into about 150 districts, each one including from one to twenty traffic zones. Examination of the data indicated that the district system is more reasonable as a means of identifying shopping destinations in the central city, while in the suburban areas each district did not include more than one regional shopping center. The number of destinations that were identified for each household varied from one to eight. One alternative indicates that the sample was too small in the given area to infer the alternative destinations and therefore the trip is essentially excluded from the destination choice model. In total there were 114 observations which could be used for a destination choice model with the number of alternatives between two and eight. The total number of alternative destinations for all observations was 679, or an average of about six alternative destinations per observation.

The data consist of level of service variables by mode and destination, shopping opportunities by destination, and socio-economic characteristics of the household. Each observation includes the value of the variables for all the relevant alternative destination and mode combinations for this household and the observed choice. The observa-
tions included from two alternatives (in nine observations for which alternative destinations could not be inferred), up to 16 alternatives (in observations with eight alternative destinations). The total number of alternative destination and mode combinations for all observations was 1,376, or an average of about eleven alternatives per observation.

Variables Used in the Models

This section describes the set of explanatory variables that were used in the empirical estimation of the models.

Level of service variables:

Out-of-vehicle travel time -- Out-of-vehicle travel time for bus consists of the walk time to and from bus stations and waiting time in stations. For auto it is defined as the walk time to and from car, and park/unpark time. The data for this variable were developed by WOCG and are based on measures of expected walking distance.

In-vehicle travel time -- In-vehicle travel time is defined for auto as the time spent in the line-haul portion of the trip. For bus it is the time spent inside the bus. For both modes this variable was computed by WOCG using coded networks.

Out-of-pocket cost -- For bus: fare multiplied by the number of household members who make the trip together. For auto: parking charges plus operating cost of driving an automobile. The fares were determined for each trip from 1968 fare tables by RHP. The number of
persons, 5 years and older*, making the trip together was determined from the trip data in this study. The parking charges were developed in a parking study conducted by WCOG. They represent perceived cost that was computed using the probability of finding a free parking spot. The auto operating costs were computed with a formula developed by RHP. Variables included in this formula are speed and distance. The computed cost does not include ownership expenditures.

**Socio-economic variables:**

**Household income**—Household yearly income classified into ten ranges, as reported in the home interview survey. Other household and personal data were available. Number of cars was excluded a priori to avoid the problem of simultaneous dependency between auto ownership and mode choice. Based on experience from previous studies (e.g., McGillivray, 1969; CRA, 1972), it was determined that other variables that could be obtained play only a marginal role in the choice of mode and destination for shopping trips.

**Attraction variables:**

**Employment**—As an attraction variable to indicate the shopping opportunities in an alternative destination, the variable of employment in retail and wholesale was used. It was available from tabulations made from the home interview survey data by WCOG. The only other

*Children under five years do not pay fare.
attraction variable that was available was land area, but since we
deal with shopping locations with different densities it was not used.
The attractiveness of alternative shopping destinations can be repre-
sented by a variety of other variables, factual quantities such as
retail floor space, gross revenue of shops, variety of goods and
services available, etc.; as well as subjectively or attitudinally
derived values, such as an evaluation of shopping centers on a quality
scale. Unfortunately, the above data were not available. The shopping
destination choice model estimated by CRA (1972) with data from
Pittsburgh employed a single attraction variable: employment.

Other variables:

A few dummy variables that were created and the way in which the
different variables were introduced in the models are described in the
next section.

Specification of the Variables

The following list describes the definitions of the explanatory
variables:

\[
\begin{align*}
T_{0d_m} &= \text{Out-of-vehicle travel time to destination } d \text{ by } \\
& \quad \text{mode } m \text{ (in minutes),} \\
T_{I_{d_m}} &= \text{In-vehicle travel time to destination } d \text{ by mode } m \\
& \quad \text{(in minutes),}
\end{align*}
\]

*The alternative specifications of the explanatory variables in the
logit model are discussed in Chapter VI.
\[ C_{dm}^{INC} = \text{Out of pocket cost to destination d by mode m (in cents), divided by household income (code*)}, \]

\[ E_d = \text{Wholesale-retail employment (# of jobs)}, \]

\[ DCBD_d = \text{CBD specific dummy variable for destination d} \]
\[ = \begin{cases} 1, & \text{for } d = \text{CBD} \\ 0, & \text{otherwise} \end{cases} \]

\[ DA_m = \text{Auto specific dummy variable for mode m} \]
\[ = \begin{cases} 1, & \text{for } m = \text{auto} \\ 0, & \text{for } m = \text{bus} \end{cases} \]

\[ DINC_m = \text{Auto specific income variable for mode m} \]
\[ = \begin{cases} \text{INC}, & \text{for } m = \text{auto} \\ 0, & \text{for } m = \text{bus} \end{cases} \]

Note that the level of service variables are specified as generic variables. An alternative would be to specify them as mode specific variables. (This would increase the number of level of service variables from 3 to 6.) In this case, the marginal rates of substitution among

*Household income was reported using the following code:

<table>
<thead>
<tr>
<th>Code</th>
<th>Value (in $1000 per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 – &lt;3</td>
</tr>
<tr>
<td>2</td>
<td>3 – &lt;4</td>
</tr>
<tr>
<td>3</td>
<td>4 – &lt;6</td>
</tr>
<tr>
<td>4</td>
<td>6 – &lt;8</td>
</tr>
<tr>
<td>5</td>
<td>8 – &lt;10</td>
</tr>
<tr>
<td>6</td>
<td>10– &lt;12</td>
</tr>
<tr>
<td>7</td>
<td>12– &lt;15</td>
</tr>
<tr>
<td>8</td>
<td>15– &lt;20</td>
</tr>
<tr>
<td>9</td>
<td>20– &lt;25</td>
</tr>
<tr>
<td>10</td>
<td>25+</td>
</tr>
</tbody>
</table>
level of service variables will differ for alternative modes. From a theoretical point of view it makes more sense to have equal marginal rates of substitution. The differences among modes that are not explained by the included level of service variables, such as differences in comfort, safety, etc., are accounted for by the mode specific dummy variables. From an empirical point of view this assumption was tested by CRA (1972). They estimated a mode choice model with mode specific level of service variables and found that the modal coefficients were not significantly different. This evidence sustains the a priori assumption of equal marginal rates of substitution.

We turn now to present the estimation results of the alternative models. The models are presented in terms of the log of the odds of choosing one alternative over another. That is, the models are expressed as follows:

\[ \log \frac{P(i)}{P(j)} = \sum_{k=1}^{K} (X_{ik} - X_{jk}) \hat{\theta}_k \]

where

- \( P(i) \) = the choice probability of alternative \( i \)
- \( X_{ik} \) = the \( k^{th} \) explanatory variable for alternative \( i \)
- \( \hat{\theta}_k \) = the coefficient estimate of the \( k^{th} \) explanatory variable

*See the discussion of the independence from irrelevant alternatives property in Chapter VI.*
The Simultaneous Model

In the simultaneous model presented below, the joint probability of destination and mode (given that a trip is made) was directly estimated. The sets of alternatives consist of combinations of mode and destination. The number of alternatives varies among observations, ranging from 2 to 16. The results that were obtained are as follows:

\[ \log \frac{P(d,m)}{P(d',m')} = -1.36 \left( D_{am} - D_{a'm'} \right) \]
\[ (0.970) \]
\[ -0.0633 \left( T_{om} - T_{om'} \right) \]
\[ (0.0202) \]
\[ -0.0164 \left( T_{om} - T_{om'} \right) \]
\[ (0.0116) \]
\[ -0.0757 \left( C_{dm} \div \text{INC} - C_{dm'} \div \text{INC} \right) \]
\[ (0.0216) \]
\[ +0.114 \left( D_{m} - D_{m'} \right) \]
\[ (0.158) \]
\[ +0.000171 \left( \text{EMP}_d - \text{EMP}_{d'} \right) \]
\[ (0.0000875) \]
\[ +0.316 \left( D_{CBD} - D_{CBD} \right) \]
\[ (0.554) \]

\[ L^*(0) = -277.678 \]
\[ L^*(\hat{\theta}) = -207.380 \]
\[ \hat{\theta}^2 = 0.25 \]
\[ \hat{\theta}^* = 0.25 \]

where

\[ P(d,m) = \text{the joint probability of choosing destination } d \]
\[ \text{and mode } m \]
\[ L^*(0) = \text{the log likelihood for zero coefficients}^{*} \]
\[ L^*(\hat{\theta}) = \text{the log likelihood for the estimated coefficients}^{*} \]
\[ f^2 = \text{coefficient of determination}^{*} \]
\[ \bar{f}^2 = f^2 \text{ adjusted for degrees of freedom}^{*} \]

and the numbers in parentheses below the model coefficients are standard errors.

All the signs and the relative values of the coefficient estimates are as expected. The pure auto effect, \( \theta_{DA} \), gave a minus sign; however, it should be interpreted as a "transit bias" only together with the coefficient of the auto specific income variable which is positive. Out-of-vehicle travel time is on the order of four times more onerous than in-vehicle travel time. The standard errors of the coefficients of the auto specific income variable and of the CBD dummy are relatively large; however, they have the expected signs.

**Alternative Recursive Models**

Three alternative composition rules were employed: weighted prices, weighted generalized price, and log of the denominator.** We define the composite variables when we present the estimation results. In addition, there are two possible sequences;

(i) \( d + m : d \) followed by \( m \),

and

(ii) \( m + d : m \) followed by \( d \).

---

*See Chapter VI for the definitions.

**These composition rules are explained in Chapter VI.*
Hence, we estimated a total of six recursive models, three for each sequence. The estimation starts with the conditional probability, i.e., \( P(m|d) \) in sequence (i) and \( P(d|m) \) in sequence (ii). Then, the marginal probability is estimated using the composite variables that are calculated with results from the conditional probabilities. Note that for each sequence there is only one conditional probability and three marginal probabilities for the alternative composition rules.

**Sequence d + m: The Conditional Probability**

The conditional probability presented below is the equivalent of a trip interchange mode split model (Weiner, 1969). The model predicts the probability of mode choice for a given destination (and given that a trip is made). The sets of alternatives consist of the modes of bus and auto for the chosen destination. The estimation results are presented below:

\[
\log \frac{P(m|d)}{P(m|d)} = -0.639 \ (DA_{m} - DA_{m}') \\
\text{(.33)}
\]

\[-0.0515 \ (TO_{dm} - TO_{dm}') \text{ (.0237)} \]

\[-0.0108 \ (TI_{dm} - TI_{dm}') \text{ (.0261)} \]

\[-0.137 \ (C_{dm}/INC - C_{dm}'/INC) \text{ (.0530)} \]

\[+0.0490 \ (DINC_{m} - DINC_{m}') \text{ (.199)} \]
$L^*(0) = -85.257$
$L^*(DA) = -56.216$
$L^*(\hat{\theta}) = -23.033$

$\bar{f}^z = .73 \quad \bar{f}^z_{DA} = .59$
$\bar{f}^z = .72 \quad \bar{f}^z_{DA} = .58$

where

$P(m|d) =$ the conditional probability of choosing mode $m$
given that destination $d$ is chosen,

$L^*(DA) =$ the log likelihood for zero coefficients except
for pure auto effect $DA$,

$\bar{f}^z_{DA} =$ coefficient of determination in addition to the
pure auto effect.

It can be seen that all the coefficients have their expected
signs. Out-of-vehicle travel time is almost five times more onerous
than in-vehicle travel time. The standard errors of the coefficients
of in-vehicle travel time and income are relatively large; however,
the coefficients have their expected signs.

**Sequence d + m: The Marginal Probability**

The marginal probability of destination choice is the equivalent
of a pre-modal split distribution model. This model predicts the
probability of destination choice with the mode choice indeterminate.
The sets of alternatives consist of the alternative shopping destina-
tions. Three models with the alternative composition rules were esti-
mated for this probability. The estimation results are presented below.
Weighted prices:

\[
\log \frac{P(d)}{P(d')} = -0.227 \left( T_{d}^M - T_{d'}^M \right) + 0.0523 \\
-0.0374 \left( T_{d}^M - T_{d'}^M \right) + 0.0173 \\
-0.0269 \left( \frac{C_{d}^M}{INC} - \frac{C_{d'}^M}{INC} \right) + 0.0327 \\
+ 0.000130 \left( \text{EMP}_d - \text{EMP}_{d'} \right) + 0.0000910 \\
+ 0.638 \left( \text{DCBD}_d - \text{DCBD}_{d'} \right) + 0.595
\]

\( L^*(0) = -192.421 \)

\( L^*(\hat{\theta}) = -182.485 \)

\( L_{\text{dm}}^*(\hat{\theta}) = -205.518 \)

\( f^2 = 0.05 \)

\( \bar{f}^2 = 0.04 \)

\( f_{\text{dm}}^2 = 0.26 \)

where

\( P(d) \) = the marginal probability of choosing destination \( d \),

\( T_{d}^M = \sum_m T_{dm} \cdot P(m|d) \)

\( T_{d}^M = \sum_m T_{dm} \cdot P(m|d) \)

\( C_{d}^M = \sum_m C_{dm} \cdot P(m|d) \)

\( L_{\text{dm}}^*(\hat{\theta}) = \) the log likelihood for the joint probability

*See the explanation in Chapter VI.*
\[ f_{dm}^2 = \text{coefficient of determination for the joint probability.}^* \]

Weighted generalized price:

\[
\log \frac{P(d)}{P(d')} = .000149 \ (EMP_d - EMP_{d'}) \\
(.0000867) \\
+.353 \ (DCBD_d - DCBD_{d'}) \\
(.510) \\
+.507 \ (GP_d^M - GP_{d'}^M) \\
(.141)
\]

\[ L^*(0) = -192.421 \] (4)

\[ L^*(\hat{\theta}) = -184.866 \]

\[ L^*_{dm}(\hat{\theta}) = -207.899 \]

\[ \bar{f}^* = .04 \]

\[ \bar{f}^* = .04 \]

\[ f_{dm}^2 = .25 \]

where

\[ GP_d^M = \sum_m (-.0515 \cdot TO_{dm} - .0108 \cdot TI_{dm} - .137 \cdot C_{dm}/INC) \cdot P(m|d) \]

Log of the denominator:

\[
\log \frac{P(d)}{P(d')} = .000149 \ (EMP_d - EMP_{d'}) \\
(.0000862) \\
+.295 \ (DCBD_d - DCBD_{d'}) \\
(.510) \] (5)

*Note that \( \bar{f}_{dm}^* \) is not computed. The reason is that the two separate models have different numbers of degrees of freedom.
+.549 \ (\log P^M_d - \log P^M_{d'}) \\
(.147)

L^*(0) = -192.421
L^*(\theta) = -184.068
L^*_m (\theta) = -207.101
\( \bar{s}' = .04 \)
\( \bar{s}^* = .04 \)
\( \bar{s}'_m = .25 \)

where
\[
P^M_d = \sum_m e^{-.639 \cdot DA_m - .0515 \cdot TO^m_{dm} - .0108 \cdot TI^m_{dm}}
\]
\[
- .137 \cdot C^m_{dm}/INC + .0490 \cdot DIN^m_c
\]

All the models have relatively low coefficients of determination which is attributed to the lack of more descriptive attraction data. All the three models gave coefficient estimates with the expected signs. However, in the model with weighted prices, equation (3), the coefficient of out-of-vehicle travel time is smaller than the coefficient of in-vehicle travel time, in contrast to what we would expect. The standard errors in this model are relatively large, however, it fits the data as well as the two other models.

The model with weighted prices represents the assumption that the marginal rates of substitution among level of service attributes are different for different choices. The two other models assume equal rates for different choices. From a theoretical point of view, the
latter assumption seems more reasonable.* It is more likely that a traveller will have an identical trade-off between travel time and money cost for different travel choices rather than several of them, each being used for a different choice. The poor results from the weighted prices model support this assumption. It appears that all previous travel demand models that are reported in the literature have made the assumption of equal marginal rates of substitution for different choices.

Comparing the two other alternative formulations, equations (4) and (5), it can be observed that there are no significant differences.** The coefficient estimates of the CBD dummy variable have relatively large standard errors in the two models. However, the coefficients have the expected sign. The model with weighted generalized price, equation (4), is equivalent to the model developed by CRA(1972).

Sequence m + d: The Conditional Probability

The conditional probability in this sequence is the equivalent of a post-modal split trip distribution model. The model predicts the probability of destination choice for a given mode. The sets of alternatives consist of the alternative shopping destinations for the chosen mode. The estimation results of this model are as follows:

*See the discussion in Chapter VI.

**It was noted in Chapter VI that the two composite variables, GP and log P, are very similar since they both have equal derivatives with respect to their variables.
\[
\log \frac{P(d|m)}{P(d'\mid m)} = -.0610 \ (T_{dm} - T_{d'm}) \\
\quad (.0380) \\
\quad -.0287 \ (T_{dm} - T_{d'm}) \\
\quad (.0136) \\
\quad -.0470 \ (C_{dm}/INC - C_{d'm}/INC) \\
\quad (.0263) \\
\quad +.000148 \ (EMP_d - EMP_{d'}) \\
\quad (.0000899) \\
\quad +.330 \ (DCBD_d - DCBD_{d'}) \\
\quad (.548)
\] (6)

\[L^*(0) = -192.421\]

\[L^*(\hat{\theta}) = -179.680\]

\[\hat{\theta}^2 = .07\]

\[\hat{\theta}^2 = .06\]

where

\[P(d|m) = \text{the conditional probability of choosing destination} \]

\[d \text{ given that mode } m \text{ is chosen.}\]

The signs of the coefficient estimates are as expected. Out-of-

vehicle travel time is more than two times more onerous than in-vehicle

travel time. The coefficient of the CBD dummy variable has the

expected sign, but with a relatively large standard error. The goodness

of fit of this model is relatively low due to the large number of alter-
natives and the lack of better attraction description.

**Sequence m → d: The Marginal Probability**

The marginal probability of mode choice is the equivalent of a

trip-end modal split model (Weiner, 1969). This model predicts the
probability of mode choice with indeterminate destination choice.

The sets of alternatives include the modes of bus and auto. Again, we model this probability with the three alternative composition rules. The results that were obtained are presented below.

**Weighted prices:**

\[
\log \frac{P(m)}{P(m')} = -0.952 \ (DA_m - DA_{m'})
\]

(1.27)

\[-0.0509 \ (TO_{m}^D - TO_{m'}^D)
\]

(0.0204)

\[+0.109 \ (TI_m^D - TI_{m'}^D)
\]

(0.0429)

\[-0.183 \ (C_m^D/INC - C_{m'}^D/INC)
\]

(0.0725)

\[+0.293 \ (DINC_m - DINC_{m'})
\]

(0.225)

(7)

\[L^*(0) = -85.257\]

\[L^*(DA) = -56.216\]

\[L^*(\theta) = -24.596\]

\[L^*_{dm}(\theta) = -204.276\]

\[f^2 = 0.71 \quad f_{DA}^2 = 0.56\]

\[\overline{f}^2 = 0.70 \quad \overline{f}_{DA}^2 = 0.55\]

\[f_{dm}^2 = 0.26\]

where

\[P(m) = \text{the marginal probability of choosing mode } m\]

\[TO_{m}^D = \sum_d TO_{dm} \cdot P(d|m)\]
\[ TI_m^D = \sum_d TI_{dm} \cdot P(d|m) \]
\[ C_m^D = \sum_d C_{dm} \cdot P(d|m) \]

**Weighted generalized price:**

\[
\log \frac{P(m)}{P(m')} = -2.07 \quad (DA_m - DA_{m'}) \\
\quad (0.959)
\]
\[
+.117 \quad (DINC_m - DINC_{m'}) \\
\quad (0.157)
\]
\[
+1.62 \quad (GP_m^D - GP_{m'}^D) \\
\quad (0.371)
\]

\[ L^*(0) = -85.257 \]
\[ L^*(DA) = -56.216 \]
\[ L^*(\hat{\theta}) = -31.039 \]
\[ L_{dm}^*(\hat{\theta}) = -210.719 \]

\[ \mathcal{S}^2 = 0.64 \quad \mathcal{S}_{DA}^2 = 0.45 \]
\[ \bar{\mathcal{S}}^2 = 0.63 \quad \bar{\mathcal{S}}_{DA}^2 = 0.44 \]
\[ \mathcal{S}_{dm}^2 = 0.24 \]

where

\[ GP_m^D = \sum_d (-0.0610 \cdot T_{0dm} - 0.0287 \cdot TI_{dm} - 0.0470 \cdot C_{dm}/INC) \cdot P(d|m) \]

**Log of the denominator:**

\[
\log \frac{P(m)}{P(m')} = -1.74 \quad (DA_m - DA_{m'}) \\
\quad (0.955)
\]
\[
+.0489 \quad (DINC_m - DINC_{m'}) \\
\quad (0.168)
\]
\[
+1.42 \quad (\log P_m^D - \log P_{m'}^D) \\
\quad (0.303)
\]
\[ L^*(0) = -85.257 \]
\[ L^*(DA) = -56.216 \]
\[ L^*(\hat{\theta}) = -27.832 \]
\[ L^*_d(\hat{\theta}) = -207.512 \]
\[ f^2 = 0.67 \quad f^2_{DA} = 0.50 \]
\[ \bar{f}^2 = 0.67 \quad \bar{f}^2_{DA} = 0.50 \]
\[ f^2_{dm} = 0.25 \]

where

\[
P^D_m = \sum_d e^{-0.0610 \cdot T_{dm} - 0.0287 \cdot T_{ dm} - 0.0470 \cdot C_{ dm} / \text{INC} + 0.000148 \cdot \text{EMP}_d + 0.330 \cdot \text{DCBD}_d}
\]

Again, the model with weighted prices, equation (7), gave unreasonable coefficient estimates, similar to equation (3). The two other models, equations (8) and (9), gave better results. The coefficients of the income variable have the expected signs but with relatively large standard errors. The model of equation (8) uses the same composition scheme as the model developed by CRA (1972); however, this model assumes a different sequence.

**Sequential Estimation of the Simultaneous Model**

The simultaneous model can also be estimated indirectly. This procedure requires the estimation of a conditional probability, i.e., equation (2) or equation (6), and the estimation of a marginal probability, equation (5) or equation (9), with the coefficient of the log
of the denominator, \( \log P^M_d \) or \( \log P^D_m \) constrained to unity.* The results from the constrained estimation of equations (5) and (9) are presented below.

For the sequence \( d \rightarrow m \), equation (5), the following results were obtained:

\[
\log \frac{P(d)}{P(d')} = .000232 \ (EMP_d - EMP_{d'}) \\
\quad (.0000896)
\]

\[
+.566 \ (DCBD_d - DCBD_{d'}) \\
\quad (.561)
\]

\[
+1. \ (\log P^M_d - \log P^M_{d'})
\]

\[
L^*(0) = -192.421 \\
L^*(\hat{\beta}) = -188.278 \\
L^*_{dm}(\hat{\theta}) = -211.311
\]

\[
\widetilde{F}^2 = .02 \\
\overline{F}^2 = .02 \\
\tilde{F}^2_{dm} = .24
\]

Equation (10) together with equation (2) supply alternative coefficient estimates for the simultaneous model.

For the sequence \( m \rightarrow d \), equation (9), the estimation results were as follows:

---

*This procedure was explained in detail in Chapter VI. Note that the sequence used for estimation has no behavioral interpretation.*
\[ \log \frac{P(m)}{P(m')} = -1.48 \left( D_{A_m} - D_{A_{m'}} \right) \]
\[ (+.133 \left( D_{INC_m} - D_{INC_{m'}} \right) \]
\[ (+.140) \]
\[ + 1. \left( \log P^D_m - \log P^D_{m'} \right) \]

Equation (11) together with equation (6) furnish another alternative set of coefficients for the simultaneous model.

The coefficient estimates of the two constrained models, equations (10) and (11), have the expected signs.

**Comparison of Alternative Models**

In what follows we compare the estimation results of the alternative models on the basis of coefficient values (including values of time and elasticities), goodness of fit, and estimation costs. We exclude from this discussion the recursive models with weighted prices, equations (3) and (7), that gave unreasonable coefficient estimates. The alternative models that we consider in this comparison are the following:
Simultaneous:

Direct estimation — equation (1)
Indirect estimation \( d + m \) — equations (2) and (10)
Indirect estimation \( m + d \) — equations (6) and (11)

Recursive \( d \to m \):

Weighted generalized price — equations (2) and (4)
Log of the denominator — equations (2) and (5)

Recursive \( m \to d \):

Weighted generalized price — equations (6) and (8)
Log of the denominator — equations (6) and (9)

It was not expected from this empirical study to accept or reject the a priori assumption of a simultaneous decision making process. As expected, the empirical evidence does not show which one of the alternative structures, a simultaneous and two recursive, is more likely to be correct. All the models gave reasonable coefficient estimates. Furthermore, all the models gave an essentially equal goodness of fit: \( \epsilon^2 = .25 \). The simultaneous model includes seven coefficients compared with eight coefficients in the recursive models. This implies that the simultaneous model has a slight edge in this category, but it is certainly not a conclusive difference.

The coefficient estimates of the simultaneous model can be directly compared with the coefficients of the conditional probabilities in the recursive structures. For the conditional probability \( P(m|d) \), we obtain the following comparison:
<table>
<thead>
<tr>
<th>Variable</th>
<th>Simultaneous Equation (1)</th>
<th>Recursive Equation (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DA</td>
<td>-1.36</td>
<td>-.639</td>
</tr>
<tr>
<td>TO</td>
<td>-.0633</td>
<td>-.0515</td>
</tr>
<tr>
<td>TI</td>
<td>-.0164</td>
<td>-.0108</td>
</tr>
<tr>
<td>C/INC</td>
<td>-.0757</td>
<td>-.137</td>
</tr>
<tr>
<td>DINC</td>
<td>.114</td>
<td>.0490</td>
</tr>
</tbody>
</table>

For the conditional probability $P(d|m)$ we get:

<table>
<thead>
<tr>
<th>Equation (1)</th>
<th>Equation (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TO</td>
<td>-.0633</td>
</tr>
<tr>
<td>TI</td>
<td>-.0164</td>
</tr>
<tr>
<td>C/INC</td>
<td>-.0757</td>
</tr>
<tr>
<td>EMP</td>
<td>.000171</td>
</tr>
<tr>
<td>DCBD</td>
<td>.316</td>
</tr>
</tbody>
</table>

The above comparisons indicate that the indirect estimation of the conditional probabilities through the joint probability gave different results from the direct estimation of the conditionals, as expected.

In describing the results of the various models, we noted the relative weights of out-of-vehicle and in-vehicle travel times. In equation (1) the ratio of the coefficients is 3.9, in equation (2) the ratio is 4.8, and in equation (6) it is 2.1. Although the values of the coefficients are not widely apart, the above ratios indicate that the implied rates of substitution can be significantly different. This can also be observed by comparing the rates of substitution among travel times and out-of-pocket cost, or values of time, as follows:
<table>
<thead>
<tr>
<th></th>
<th>Equation (1)</th>
<th>Equation (2)</th>
<th>Equation (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of</td>
<td>3.02</td>
<td>1.36</td>
<td>4.67</td>
</tr>
<tr>
<td>out-of-vehicle</td>
<td>(1.44)</td>
<td>(.98)</td>
<td>(4.36)</td>
</tr>
<tr>
<td>travel time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value of</td>
<td>.78</td>
<td>.28</td>
<td>2.21</td>
</tr>
<tr>
<td>in-vehicle</td>
<td>(.68)</td>
<td>(.66)</td>
<td>(2.01)</td>
</tr>
<tr>
<td>travel time</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The figures are in $/hour and for a household with annual income between $10,000 and $12,000. The numbers in parentheses are the standard errors.* Again, the ratios of two coefficients demonstrate a considerable variability. It is interesting to note that the ratios between the two travel time coefficients in the three equations follow an opposite pattern to that of the values of time. The ratio takes its highest value in equation (2) and its lowest value in equation (6). The values of time take their highest values in equation (6) and the lowest values in equation (2). This can be attributed to specification errors, such as the omission of a comfort variable and important

*The values of time are computed as ratios of the coefficient estimates of travel time and travel cost. The estimated coefficients were all significantly different from zero. However, the standard errors of the ratios are quite large. The distribution of a ratio of two coefficient estimates is skewed and therefore a t-test cannot be used (Lianos and Rauser, 1972). In addition, the standard errors of values of time obtained in previous studies were of the same order of magnitude, e.g., Talvitie (1972).
attraction variables, which affect differently the two conditional probabilities. Comparison of the level of service coefficients in equations (2) and (6) shows that the coefficients of travel times are greater in equation (6), while the cost coefficient is greater in equation (2). This could be attributed to greater variability of out-of-pocket costs than travel times among modes to a given destination, and greater variability of travel times than out-of-pocket costs among alternative destinations for a given mode.

The significance of the differences among the level of service coefficients can be observed by computing the corresponding elasticities. For example, the elasticities of the conditional probability \( P(m|d) \) derived from equations (1) and (2) compare as follows:

| Elasticities with respect to: | \( P(\text{bus}|d) \) | \( P(\text{auto}|d) \) |
|------------------------------|----------------|----------------|
| Out-of-vehicle travel time   | -1.01          | -.13           |
| In-vehicle travel time       | -.31           | -.05           |
| Out-of-pocket cost           | -.40           | -.13           |
|                             | -.91           | -.23           |

The figures are computed for the following case:
- a household with annual income between $10,000 and $12,000,
- the probabilities of choosing bus and auto are .2 and .8, respectively,
- out-of-vehicle travel times are 20 minutes by bus, and 10 minutes by auto,
- in-vehicle travel times are 30 minutes by bus and 15 minutes by auto,
- out-of-pocket costs are 50 cents by bus and 50 cents by auto.
The most striking difference is in the cost elasticity. The cost elasticities estimated from the mode choice model (given destination) are twice the estimates from the simultaneous model.

In comparing the marginal probabilities of the recursive models with the simultaneous model, it is important to note the values of the coefficients of the composite variables. In all the marginal probability models for the two sequences, equations (4), (5), (8), and (9), the coefficients are significantly different from unity. Their values indicate that the weights of the level of service variables are about 50% smaller for destination choice than for mode choice. In the models for $P(d)$ the coefficients are smaller than unity, about .5, and in the models for $P(m)$ the coefficients are greater than unity, about 1.5.

The above comparison indicates that although the various structures result in an almost equal goodness of fit, they result in policy implications which are significantly different.

The comparison of the conditional probabilities together with the constrained marginals, equations (10) and (11), with the directly estimated simultaneous model indicates that although a sequential estimation is preferred to a recursive structure, it is not desirable due to the significantly different rates of substitution among level of service variables.

Another important criterion in comparing the alternative models is the computational cost. (Note that the data requirements of all models
were identical). In general, experience with the logit estimation program* indicates that the computer time required increased fairly linearly with the number of observations, the average number of alternatives, and the number of iterations required to achieve convergence. (The estimation method requires the solution of a system of non-linear equations.) Time requirements increase more than linearly with the number of coefficients in the logit model. As a rule of thumb, each iteration on a binary logit model requires twice the time needed for a linear regression having the same number of observations and variables.

In this empirical study the estimation of the simultaneous model, equation (1), required .53 minutes of CPU time compared with .14 minutes for the binary mode choice model of equation (2).** However, comparing the total charge that includes also the input and output operations, the difference is less significant, about 20%. This indicates that a direct estimation of a simultaneous model is computationally feasible. Furthermore, the estimation of any of the recursive models in this study was more expensive than the estimation of the simultaneous model.

*Based primarily on experiments conducted by C. F. Manski at the Department of Economics at M.I.T.

**An IBM 370-155 computer with a FORTRAN G compiler was used. Core requirements depend in general on the number of coefficients. In this study we used 110K which was the core required by the compiler.
Summary

This empirical study has demonstrated the feasibility of a simultaneous choice model with regard to the computational costs, as well as the actual results. The simultaneous model was less expensive to estimate than the recursive models, and it gave the best overall results in terms of goodness of fit and significance of coefficients. Moreover, this empirical study has demonstrated that different structures can result in significantly different estimates of important parameters. The use of a recursive structure instead of an a priori hypothesized simultaneous one may result in different policy implications. Furthermore, different recursive structures for different sequences may also result in different predictions. Given the lack of a priori reasons and empirical evidence to support a choice among sequences, the results demonstrate a practical argument for the direct estimation of simultaneous models.

In spite of the small sample size and the simple specification that was used, the results of the simultaneous model are highly encouraging. All the coefficients have the correct sign, plausible magnitudes, and reasonably standard errors. The successful estimation of the simultaneous model indicates that a disaggregate probabilistic simultaneous travel demand model is a viable modelling approach that should be further investigated.
CHAPTER VIII

Conclusions and Recommendations

Summary

The motivation for this study was the development of disaggregate probabilistic simultaneous travel demand models. First, we examined the framework of modelling in transportation planning and established the overall structure for mobility and travel choice models. This led to an evaluation of alternative demand theories—the abstract consumer and choice theories, from which it was concluded that a choice approach is more appropriate than a conventional demand analysis. However, it was necessary to extend the choice theories to account for dependencies among choices. This provided the framework for the specification of simultaneous and recursive structures of travel demand models. It was noted that in a recursive structure fewer variables have to be included in any one choice model and this can considerably simplify the estimation problem.

Using the concepts developed earlier, the structures of current approaches to travel demand modelling were reviewed. It was apparent that none of the existing models have a simultaneous probabilistic structure. The next task was to specify and estimate alternative travel demand models with different structures. The purpose of the empirical study was to test the feasibility of a simultaneous model, and to investigate the sensitivity of travel predictions to the simplifying assumption of a recursive structure.
It was decided that the multinomial logit model is the most satisfactory choice model that is available. Using the logit model, the functional forms of the alternative models were specified. To simplify the empirical analysis we selected only a single trip purpose, a subset of the travel choices, and a relatively small sample. However, the estimation results indicated that a probabilistic simultaneous structure is a desirable and promising approach to travel demand modelling.

**General Conclusions**

The overall conclusion of this study is that travel demand models should be developed and estimated with a simultaneous probabilistic structure. The theoretical discussion indicated that a recursive structure that represents a sequential decision making process is not completely realistic. With our present knowledge of travel behavior it appears that the only reasonable description of the trip decision process is a simultaneous structure. The empirical study indicated that the estimation of disaggregate simultaneous travel demand models is feasible in terms of the actual results and the computational costs. Moreover, the empirical study demonstrated that the use of a recursive structure, due to its practical advantages, rather than a simultaneous structure, may result in considerably different policy implications.

The following sections present some recommendations based on this research for future modelling efforts.

**Theoretical Framework**

It was argued that the mobility and travel choices should be modelled
as a block recursive structure, where each block has a simultaneous structure. The justification for this structure was the assumption that mobility choices depend on the overall pattern of travel for non-work purposes rather than on specific trips. This implies that in modelling the mobility choices we need to define composite variables that represent the spatial opportunities and level of service characteristics for non-work trips. * In modelling the travel choices it implies that the mobility choices are taken as predetermined.

**Modelling a Simultaneous Structure**

It was argued that a probabilistic choice approach with disaggregated data is superior to an aggregate demand analysis. In the probabilistic choice framework it was shown that for a simultaneous structure we need to model directly the joint probability. This implies the definition of joint utility functions for the mobility choices, and for the travel choices for a given trip purpose.

Given the joint probability, it is possible to use the model for forecasting directly, or to derive any set of marginal and conditional probabilities and use an indirect forecasting procedure. The format in which the model is used for forecasting depends on the purpose of the analysis. For example, if it is assumed that a subset of the choices

*It appears that the use of the expected utility composition rule, discussed in Chapters IV and VI is preferable to the various types of accessibility measures that have been conventionally used in auto ownership and location models (e.g., Dunphy, 1973; Sherman, 1972; Aldana, 1971; TRC, 1967)*
is unchanged then only a conditional probability is required. An indi-
direct forecasting procedure may also be useful in order to check less
detailed forecasts for reasonableness, and for comparison with other
sources of information.

The application of this modelling framework appears to be feasible.
However, the following sections outline research that is needed on some
important problems.

Choice Models

In this study we used a strict utility specification* of the
choice model. This specification represents some restrictive and un-
realistic assumptions. More realistic specifications of choice models
are not yet practical, and there is some evidence from psychological
choice experiments (Bock and Jones, 1968) that the strict utility spe-
cification provides a reasonable practical approximation. Therefore,
it appears that, in the short run, model development efforts will rely on
this specification, while more long term research is conducted toward
the development of improved choice models.

The Choice Set

The determination of the alternative destinations in the empirical
study was based on an ad-hoc procedure. Even if people were asked to

*The multinomial logit model that was used in a special case of the
strict utility specification that was described in Chapter III.
report their perceived alternatives, we still need to determine a set of alternatives for forecasting. The determination of the actual set of alternatives that an individual perceives can result in more reliable models and savings in data collection and processing. It seems desirable to investigate alternative procedures and to research the feasibility of modelling this aspect of choice behavior.

The Aggregation Problem

The use of disaggregate models in planning requires an aggregation procedure. A limited amount of research has been conducted to develop appropriate procedures. Some simplified procedures that have been suggested, e.g., market segmentation, need to be evaluated empirically.

Non-Home-Based Trips

Customarily non-home-based trips are modelled separately from home-based trips. It was argued that this is an unrealistic procedure because of the interdependencies among the different legs of a tour. In the empirical study only simple round trips—home-shop-home—were modelled. Research is needed to develop travel demand models for more complex trips that includes non-home-based legs.

Case Studies

The use of disaggregate probabilistic simultaneous travel demand models in planning should be evaluated in the context of case studies. This seems to be the appropriate strategy to extend the empirical experience, to test aggregation procedures, and to investigate alternative
methods of modelling non-home-based trips. Experimental application of the recommended modelling approach appears to be essential for providing guidelines to make this approach operational in actual planning studies.

Data

The recommended modelling approach suggests some changes in the data collection procedures that are commonly used by Urban Transportation Planning Studies. Research is needed to determine how much data is needed for disaggregate models. The data is used in its original disaggregate form and is not aggregated for estimation. Therefore, for estimation less observations are needed. The amount of data that needs to be collected also depends on the data requirement of the aggregation procedure.

There is clearly a need for more detailed travel information such as: actual trip frequencies, composition of shared rides, desired arrival times, car availability during the different times of day, etc. In addition it seems desirable to collect more detailed level of service characteristics and spatial opportunities variables. The potentially large savings in data collections that could be realized from the reduced sample size could be devoted to the collection of more detailed data and the further development of behavioral models.

Extensions of This Research

The empirical study that was conducted in this research could be extended to include a complete set of travel choices, and different trip purpose categories.
It is apparent that with more detailed data the specification of the models that were estimated could be improved. The set of explanatory variables could be extended to include more attraction variables, more socio-economic characteristics, and level of service measures such as comfort and convenience that were not available. The assumption of 0, 1 daily trip frequencies which is dictated by the available UTP data is also an example of misspecification.

It should be noted that every model developed in an environment of non-experimental research is misspecified to a certain degree due to unquantifiable variables and lack of data. In addition, if data for the omitted variables is not available we cannot evaluate the severity of the specification errors. Therefore, the need for more data that was noted is based primarily on logical a priori arguments with respect to the importance of the omitted variables. However, this only implies that the desirability of the additional data should at least be tested on a limited scale.

The empirical study could also be extended to include different data sets from different urban areas. This would indicate the stability of the model coefficients. It can also serve as a procedure to detect specification errors. For example, Rogers et al (1970) estimated a disaggregate mode choice model with data from different urban areas in the U.K. Comparison of the models from the different urban areas led to a revised specification that resulted in a model that was more generally applicable. In this context estimation of the model with data from different time periods would serve as a test of the validity of the proposed modelling approach.
The theoretical development and the empirical study of this research could also be readily applied to the modelling of mobility choices. The state of the art of activity system models* and the work of Aldana (1971) indicate the desirability of the application of simultaneous probabilistic models to mobility choices.

*For a review see Lee (1968).
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