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ABSTRACT
Ion Beam Deposition (IBD) is a low temperature growth technique

where a thin film is grown directly from a low energy ion beam (&lt; 1 keV).
Through atomic collisions, the atomic mobility and chemical reactivity are
athermally enhanced, allowing epitaxial growth and compound formation by
IBD to occur at low temperatures. In this work, several aspects of IBD
growth of semiconductor-based epitaxial and oxide layers are investigated
both theoretically and experimentally.

Epitaxial growth by IBD is modeled in a continuum model (DRIVIC)
taking into account the ion-solid interactions and the thermal diffusion and
recombination of point defects. Simulation results for IBD of Si on Si
show that a model including mobile interstitials can account for various ex-
perimental observations specific to IBD growth and establish an upper limit
for the ion energy to achieve epitaxial growth by IBD, which is a function
of the point defect diffusivities. Monte-Carlo simulations of IBD of Si on
Si are also performed and give an atomistic picture of the IBD epitaxial
process which agrees with the predictions of the continuum model DRIVIC.

Low energy Ion beam Oxidation (IBO) of Si, Ge, Si;.xGex and GaAs
at room temperature is investigated experimentally as a function of ion
energy from 100 eV to 1 keV. We report for the first time the formation by
[BO of new SiGe-dioxide layers. The results show that properties of the
IBO films, such as phase formation, stoichiometry, thickness, and interface
width, are strongly dependent on the ion energy.

In order to explore the kinetics of IBO and to account for the
observed relationship between ion energy and films properties, computer
models of IBO are developed taking progressively into account oxygen
incorporation and sputtering (model IS), ion beam mixing (ISR), and
oxygen diffusion (ISRD). The simulation results with the three models
highlight the role of each phenomena in the IBO process and show that
experimental observations such as growth stages, film thickness and
interface width, can be accurately accounted for only by the complete model
ISRD including oxygen diffusion.

Similarities are then pointed out between epitaxial growth by IBD
and oxide layer formation by IBO in terms of the importance of using low
energies and the role played by the point defect creation, diffusion and
annihilation.

We conclude by presenting the electrical characterization of a first

Nod test circuit using the IBO Si- and SiGe-dioxide films as the gate
ielectric.
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1. INTRODUCTION

[In recent years, techniques for depositing, growing

and processing thin films for electronic and

optoelectronic applications have become the subject of

intensive research in the field of electronic materials.

The need for control of the crystalline quality and of

the compositional profile in semiconductor

heterostructures has led to the development of new

techniques such as Molecular Beam Epitaxy (MBE) and

Chemical Beam Epitaxy (CBE).

Similarly, the use of ions in semiconductor

materials growth and processing offers numerous

advantages and has been investigated for several years.

At intermediate energies (10 keV - 300 keV), ion

implantation is used to obtain well-controlled doping

profiles to high concentrations. Ion Beam Synthesis

(IBS) allows the formation of buried layers: the most

successful application of IBS is the formation of

dielectric layers (Semiconductor IMplantation by

OXygen and by NItrogen, SIMOX and SIMNI) for

Silicon On Insulator (SOI) technologies and etch stop

structures. The use of low energy ions also expands

considerably the range of conditions for electronic

materials processing and hence the possibilities for

metastable heterostructure formation. Ion beam doping

is one of the techniques now used in MBE to achieve
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high dopant incorporation with sharp profiles. Ion Beam

Deposition (IBD) has been demonstrated to be a low

temperature technique able to grow epitaxial and

dielectric layers. The main advantage of IBD resides in

the low temperature nature of the IBD process. The

kinetic path is modified in such a way that athermal

steps are controlling the growth kinetics. This allows

the growth of epitaxial layers at lower temperature than

by MBE, and chemical reaction such as oxidation at

room temperature. This athermal enhancement of the

growth mechanisms adds greatly to the flexibility and

range of the film formation while keeping the amount of

defects to a minimum due to the low energy

OUTLINE OF THE RESEARCH

In the present research, several aspects of

semiconductor thin film formation using low energy ion

beams were investigated both on the theoretical and

experimental levels.

Theoretically, quantitative models taking into

account the physical phenomena involved in IBD were

developed in order to describe epitaxial and dielectric

film formation. Correlations between simulations and

experimental results brought new insight into the

mechanism of IBD growth.

Experimentally, the issue of thin dielectric film

formation on semiconductors was explored, with special

16



emphasis on formation of new oxides of strained

heteroepitaxial Sij.xGex layers on Si (100) and of GaAs

(100). A detailed study of the dependence of phase

formation upon ion energy was made possible by

performing the ion beam processing in “Ultra-High

Vacuum (UHV) with in situ X-ray Photoelectron

Spectroscopy (XPS) analysis. This experimental setup

avoids any interference with background gas

incorporation and possible modification after exposure

to atmosphere. The unique combination of ion beam

processing in an XPS chamber connected with an MBE

apparatus also enabled us to study for the first time the

formation of new dielectrics based on Sij.xGex. Both

nitrides and oxides were formed and studied in situ by

XPS. The present graduate thesis focused on Ion Beam

Oxidation (IBO) while the graduate research of Olof C.

Hellman [1] focused on Ion Beam Nitridation (IBN).

OUTLINE OF THE THESIS

The second chapter is an introduction to thin film

growth using low energy ion beams. The IBD technique

is first reviewed in terms of concept, previous work,

advantages and limitations. A new technique is then

presented: Combined Ion and Molecular Deposition

(CIMD) [2]. The basic idea of the CIMD technique is to

combine Molecular Beam Epitaxy (MBE) and Ion Beam

Deposition (IBD), in order to «create a thin film

{7



processing technique where an independent control of

temperature and kinetics can be achieved. In CIMD,

elemental or compound thin films are grown by

simultaneous deposition from a low energy ion beam (10

to 500 eV) and one or several molecular beams. The

interest of CIMD is that it combines the advantages of

both MBE and IBD while circumventing their respective

limitations. Experimental evidence of the CIMD

advantages are also presented. This introductory

chapter is concluded by presenting the motivation and

goals of the present thesis in light of the previous

work

Chapters 3, 4 and 6 presents our quantitative

models for the IBD (and CIMD) growth of

semiconductor-based epitaxial and dielectric films.

Chapter 3 describes qualitatively the physical

phenomena involved in IBD and introduces the specific

models for homodeposition by IBD and CIMD, developed

in chapter 4, and for oxide layer formation in single or

multi-element targets by IBO, developed in chapter 6.

Correlations between previous experimental

observations and the present theoretical calculations

were possible in the first case while additional

experimental study was necessary in the second.

Chapter 5 thus presents the experimental study of

lon beam oxidation of Si, Ge, and MBE-grown Sij.xGex

layers, as well as GaAs. This experimental study

| R



provides the experimental set of observations that the

computer model in chapter 6 will account for.

In chapter 7, the previous results are summarized

and correlations between observations made in the

different systems presented. Comparison with the

parallel study of Ion Beam Nitridation (IBN) is also

briefly discussed. Features common to the IBD, IBO and

[IBN processes are then pointed out and discussed in

light of both the theoretical computer modelling and the

experimental observations.

In the last chapter 8, we present the electrical

characterization of the IBO Si- and SiGe-dioxide films

by Capacitance-Voltage measurements. Preliminary MOS

test circuits using the IBO films as the gate

dielectricwere also fabricated and characterized.
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2. OVERVIEW OF THIN FILM GROWTH FROM LOW ENERGY

[ON BEAMS

2.1. ION BEAM DEPOSITION (IBD)

a. CONCEPT

[on Beam Deposition is a growth technique where a thin

film is directly deposited from a low energy (10 - 500 eV) ion

beam which is the only source of materials. IBD has been

investigated for several years and significant results have been

obtained. Table 2.1 summarizes the results of IBD of thin

semiconductor [3-22], dielectric [23-36] and metallic [37-47]

overlayers, with their most important characteristics. In

general, IBD produces a thin surface film. In the specific case

where the ion species is either oxygen or nitrogen, a chemical

reaction occurs and the denominations of Ion Beam Oxidation

(IBO) and Ion Beam Nitridation (IBN) are used, respectively.

The energy and direction of the ion beam are two key

parameters for IBD. To obtain net deposition, the sputtering

yield, S, fixed by the ion energy and incidence must be lower

than unity, i.e. that for each ion deposited, less than 1 atom is

removed from the substrate. Normal incidence of the beam

favors incorporation of the ions versus sputtering of the target

[48]. At normal incidence, the ion energy should be low enough

to have S &lt; 1. This sets an upper limit for the ion energy which

is less than 1 keV for most ion-substrate combinations. If the

ions have an energy higher than the threshold energy to

penetrate the surface layer, IBD of materials occurs in the first

1



Table 2.1; IBD Experiments (Ejon &lt; 1 keV)

x

Jon' Eion (€V) Substrate T (°C)

Si
Si
Si
Si
Si
Si

Ge
Ge
Ge
Ge
(Ge

100 - 200 Si (100)

50 - 100 Si (100)

20-40 Si (100)
10-200 Si (100)

50-100 Ge (100)
250 - 500 Sapphire

100 - 200 Ge (100)

30 Ge (100)
100 - 200 Si (100)

40 - 200 Si (100)

40 GaAs (100)

R.T. - 740

R.T. - 600

350 - 600

R.T. - 800

R.T. - 600

R.T.
R.T. - 350

200 - 400

R.T. - 350

R.T. - 400

400

Ti... 100 Si (100)
Ga/As 10-100 Si1(100)
Ga/As 10-100 Ge (100)

Ga+As 40 -240 Si (100)

500

400
400
SOO

C
C
C

40 Si R.T.

50-100 various R.T.
30-100 Ni, Si, KCl R.T.
&lt;1keV Diamond 500 - 800

300 - 600 Si, Al R.T.

10-100 Si (100) | R.T.
170 Si (111) RT

=

C
~-

rr

Remarks _ _ _

IBDofSi&amp; Ge
Amorph. at R.T., poly. at 600 °C &amp; epi. (+defects) at 740 °C
Epitaxial at 400 K
Epitaxial (1 AJsec), Buried defects at hi gh T°, less at low T°
Epitaxial films @ 10 - 40 eV, 350 - 550 °C,

Epitaxial at 400 K

“Well-crystallized” (by XRD)
Epitaxial at 300 °C (by RHEED)
Epitaxial at 400 °C
Epitaxial relation but defective layers (dislocation loops)
Amorphous, uniform and high density
Epitaxial
IBDOFSEMICONDUCTORS(#SI,GE&amp;C)
Silicides of Ti, Ni, Co &amp; Fe up to 3000 A, bulk-like p

Switching back and forth between Ga &amp; As, 1 ML/cycle
Epitaxial &amp; * stoichiometric
Double IBD, epitaxy at 40 eV, very slow (125 Ar)

IBDOFC
First diamond-like carbon films (1970)
Polycristalline films with crystalline regions
Polycristalline films with crystalline regions
Epi. diamond (900 eV, 700 °C, clean surf.), no perfect films
Diamond-like carbon

IBD with negative ions
Amormhous diamond-like films

Ref.

(3]
[4]

[5-8]
[9]
[4]

[10]
[11]
[8]

[3,11]
[5-8]

18]

[8,12]
[13]
[13]
114]

[15]
[16]
[17]
[18]
[19]
[20]

71 271



Table 2.1 (cont); IBD Experiments (Eion &lt; 1 keV)

IN
Av

Ion

0

0

Oy+Ar

O2
O02

Nao |N2
N2
N2
N2

O72, Nap |i

09, Ny
N2

02, Na

Eion eV)

 A)rr

200

150

100-1k

100-1k

30-3k

30-3k

500-5k

100-1k

100

100-500
60

500

500

Substrate

Si (100)

Ge (on Si)
S1.(100)

SiGe, SitxGex
GaAs (100)

Si

Gr. IV sc.

Si

Si, Sij-xGex
GaAs (100)

Si, Sapphire
BK7

Si, Sapphire
various

T (°C)

R.T. - 400

400

R.T. - 650

| R.T.

R.T.

R.T.

R.T.

R.T.

R.T. - 400

R.T.

100

R.T.

R.T.

R.T.|

Remarks

IBDOF SEMICONDUCTOR-BASED DIELECTRICS
stoichiometric &amp; uniform SiO,, with bulk density,

sharp interface (3.5 A), &amp; thickness limited to 70 A

stoichiometric GeO, on Ge

stoichiometric 50 A SiO, used as a MOS gate,

thickness limited, athermal growth (same thick. at 650 °C)

phase formation &amp; thick. depend on Ejgp,
Mixture of GayO3 + As,03 depend on Eon

Thin Si3N4 (19A @ 500 eV), thick. not dependent on Ejon

Si, Ge and Sn nitrides, thick. not dependent on Ep

Nearly stoich. Si3Ny4 , thick increases with Ejon

Si &amp; Sij-xGeyx-nitrides, thick. &amp; stoich. depend on Ejop &amp; T

formation of a 15 A Gag 67A50.33N film

SiO &amp; Si3N4 by IBD + Ion Cluster Beam Dep. ICBD)

Thin S103 and Si3Ny films (e- beam evaporation of Si)

SiN films up to 1 um (e- beam evaporation of Si)

S10y, TiNy by IBD + ICBD

Ref.

[7,8,23] |

[23]
[24,25] |

[26,27] |[26,28]
[29]
[30]
[31]

[1,27]
[32]
[33]
[34]
[35]
[36]



lable 2.1 (cont); IBD Experiments (Ejon &lt;1 keV)

Nr
 SN

Ion

Ag, Zn
Pb, Cu

Pb, Mg
Pd

Fe

Pb/Mg
Cu

O2
O2

02, N2

Ge

CLL F

H

cl

F, CF,

Eion (€V)

30-300

50-60

24-120

50-100
40

50

20-200
30-180
60-200
60-200

500

10-50

300-5k

0-25k

Substrate

Al, steel, Cu
Si

C, NaCl

Si(111)

Ag (001)
Pb

Cu (100)

Cr, Ni
Si

Si

Ge (100)
S1 (100)

GaAs

GaAs (100)
S1 (100)

T (°C)

R.T.

R.T.

R.T.

R.T.

200

R.T.

150

R.T.

R.T.

R.T.

R.T.

R.T. - 600

R.T.

R.T.

R.T.

Remarks

IBD OFMETALS ANDMETAL-BASED DIELECTRICS
Dislocations or twins increase with E, non uniform films

Discontinuous at 150 A, continuous at 600 A

Discontinuous at low and high energies

+post-anneal at 400 °C, PdSi,, selective deposition observed

Epitaxial films
Metastable Pby sMg 5 alloy (Polycrystalline)
Epitaxial films if clean and undamaged surface

Thin oxides for tunneling junctions
Stoich. TayOs by IBD + ICBD

wO,, MoO,, TaN, by IBD + ICBD

LOWENERGY IONBEAM ETCHING
+ annealing (600 °C, 30 min)

good for epitaxial growth, (R.T. + short anneal)

for heteroepitaxy of Ge

below 500 eV, cleaning of GaAs without excessive damage
(x=1,2,3) Etching rate increases with F/C ratio

|

Ref.

[37]
[38]
[39]
[40]

[41]
[42]

[43,44]
[45]
[46]
[47]

[8]
[8]
[8]

[43]
[11]



few monolayers below the surface, i.e. in the subsurface

region, which we call “layer anchoring”. This threshold energy,

equal to the displacement energy, Eq, is of the order of 10 - 40

eV for most materials and sets a lower limit for the deposition

energy.

With the models proposed by Herbots et al. [5] and later

by Lifshitz et al. [49], thin film growth by IBD can be

understood as a three step process (Fig. 2.1): 1) implantation

of the ions in the subsurface region, 2) formation of a

continuous layer of the implanted species, and 3) growth of the

[BD film from the ion beam.
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Figure 2.1. Macroscopic [IBD growth model [J]
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b. ADVANTAGES OF IBD

The main attraction of IBD is the low temperature nature of

the process. Through atomic collisions between incoming ions

and target atoms, point defects are athermally generated and

bonds between substrate atoms are broken. This leads to an

athermal enhancement of atomic mobilities and chemical

reactivities in the subsurface region, resulting in lower

processing temperatures for epitaxial growth and compound

formation. Examples of low temperature epitaxy and compound

formation are listed in Table 2.1. Epitaxial Si on Si has been

grown by IBD [3-9] with significant growth rates and

thicknesses substantially larger than the limiting thickness for

MBE established by Eaglesham [50] at the same temperatures.

Oxidation and nitridation of Si has also been demonstrated at

temperatures as low as 300 K (see Table 2.1), while thermal

processing at these temperatures does not result in significant

growth of a dielectric film. The low temperature nature of the

IBD process also enables the formation of metastable phases.

Examples of highly unstable phases that can be obtained solely

by IBD are: Pbg sMgg. 5 alloy [42] and diamond-like (sp3)

carbon [15-22]. Diamond-like carbon is defined as amorphous

tetrahedrally-bonded carbon with the following properties: 1)

transparent, 2) index of refraction&gt;2, 3) highly insulating, 4)

able to scratch glass, 5) resistant to HF, 6) partially crystalline

with lattice constant similar to diamond, 7) dielectric constant

between 8 and 14
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Moreover, accurate control over critical processing

parameters such as ion energy, species, directionality, and flux

provides new degrees of freedom to tailor the film properties,

such as thickness and stoichiometry. The low temperature of the

IBD process allows the growth of very thin insulating films

with well controlled thicknesses and properties. IBD is also a

technique compatible with an UHV environment: the ion beam is

electrostatically confined to the deposition area and introduces

no contamination in the UHV chamber.

Other advantages of IBD are layer anchoring, ion

compaction and lateral uniformity. When deposition occurs by

penetration of the ion underneath the surface (Fig. 2.1), the

growing film is anchored in the substrate; the original substrate

surface and its associated defects are buried in the overlayer

and a new interface is formed with the substrate. In these

conditions, the IBD films are also characterized [5-8] 1) by a

density close to the bulk density due to ion compaction and 2)

by a very good uniformity and sharp interface throughout the

deposition area, due to the uniform nucleation of the film

induced by the ion beam impingement.

c. ATHERMAL NATURE OF THE IBD PROCESS

The athermal enhancement of atomic mobilities and

chemical reactivities can be described as follows. The kinetic

path for epitaxial growth and/or compound formation during IBD

can be modified in two ways. Thermally activated steps can be

either eliminated or substituted by different athermal steps. The
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activation energy for the modified kinetic steps can also be

provided by the ion kinetic energy lost during its incorporation.

In epitaxial growth by IBD, the athermal enhancement of

the atomic mobilities results from both types of modifications in

the kinetic path. The mediating species leading to epitaxial

growth at low temperature are the point defects athermally

created in the collision cascade by the ions, while surface

diffusion is enhanced by collisions of the ions with the

adatoms. In the particular case of semiconductors, the

interstitials are believed to be highly mobile even at low

temperature such as 300 K, while the vacancies are thought to

be immobile below 800 K. The growth is then mediated by the

fast diffusing interstitials. These can recombine with the

surface, leading to thin film growth or annihilate the vacancies,

resulting in a film with few residual defects. Interstitial

diffusion and surface recombination are thus the rate-limiting

steps in IBD. These steps with a very small activation energy

make the epitaxial growth by IBD virtually an athermal process

in the low temperature range (300 - 700 K).

Examples of kinetic path modifications can also be

illustrated by comparing conventional oxidation to ion beam

oxidation of Si;.xGex layers and GaAs. Fig. 2.2 illustrates

schematically the differences in kinetic paths between thermal

oxidation and IBO. During thermal oxidation (Fig. 2.2a), the

several steps leading to oxidation, namely surface absorption,

dissociation, diffusion and the reaction itself, must be all

7
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thermally activated. The activation energy associated with each

step must be provided thermally by heating the substrate to high

enough temperatures (above 700 °C for Sij.xGex and 500 °C for

GaAs). However, at these high temperatures, other processes

compete with the desired oxidation. The arsenic oxides, highly

volatile at the oxidation temperature, evaporate upon formation,

leaving behind a Gaz03-rich film which is inhomogeneous in

composition [51-52]. Similarly, GeO2 is volatile enough above

500 °C to desorb as it is formed [53]. In addition, diffusion of

Si is enhanced in the alloy during thermal oxidation, leading to

a pile up of Ge underneath a SiO, film which is formed at the

surface [54].

During IBO (Fig. 2.2b), the oxidizing species are

introduced via the ion beam in a much more reactive state: O%

and/or O2*. The ions are directly incorporated in the subsurface

region. The energy range of the ions is selected so that the ions

have an energy large enough to penetrate the substrate below the

surface (Ejon &gt; Eq). They are not deposited on the surface; this

would require thermal diffusion into the bulk in order to obtain

a reaction. As the ions penetrate into the solid, bonds between

substrate atoms are broken via atomic collisions, making the

substrate atoms more succeptible to react with the incoming

oxygen species. Ion incorporation, atomic collision and bond

breaking are all athermal, leading to a kinetic path for oxidation

that requires little or no thermal activation.

The interest of IBO versus thermal oxidation is thus

.wofold: IBO either substitutes the thermal activation energy of
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a given step in the oxidation reaction by the kinetic energy of

the ions, or it modifies the kinetic path of the reaction by

directly eliminating or substituting a step by an athermal one.

For instance, IBO with an atomic oxygen ion beam eliminates

the dissociation step of molecular oxygen. The athermal bond

breaking induced by collisions substitutes for the process by

which substrate atoms bonds are broken and oxide bonds are

formed at higher temperatures. Both effects lower the thermal

budget during IBO to the point that room temperature processing

becomes possible.

d. IBD VERSUS OTHER ION BEAM TECHNIQUES

IBD is the low energy case of Ion Beam Synthesis (IBS).

Low energy IBD growth of thin surface films can be put in

parallel with high energy IBS formation of epitaxial and/or

compound buried layers. Results from high energy IBS can

sometimes be extended to low energy IBD growth. Such

similitude has been pointed out for example between the

formation of buried SiOz layers by SIMOX and the growth of

5103 surface films by IBO [55].

On the other hand, IBD should be distinguished from other

deposition techniques involving low energy ions, such as

plasma deposition and Ion Beam Assisted Deposition (IBAD)

techniques [56]. In IBAD, ions are used to modify the kinetics

of a conventional thin film growth technique such as Chemical

Vapor Deposition (CVD). Generally, inert gas ions such as Ar

are used. They are not intended as a constituent of the deposited
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film, although significant incorporation of the ions can occur

and affect the film properties. In plasma deposition techniques,

the energy and direction of the deposited species are not well

defined. Several active species such as ions, radicals and

neutral species are participating in the growth process. In IBD,

however, a monoenergetic, directional, and optionally mass-

analyzed beam of low energy ions is the only source of

materials to form the films. IBD thus offers a much better

control of processing parameters such as ion energy, direction,

flux, and species. It is then possible in IBD to separate the

effects of each of these parameters on the kinetics of IBD

growth and to take advantage of these effects to taylor the thin

film properties

ge. TECHNICAL ASPECTS OF IBD

Implementation of IBD can be of very different types (Fig.

2.3). The ion beam can be generated (Fig. 2.3a) by an ion

implanter (10 keV - 200 keV), mass-separated by an analyzing

magnet to have an isotopically pure beam and finally decelerated

close to the target to the low energy required for deposition.

This is the most desirable configuration for IBD because of its

capability of producing ion beams with a high flux and a high

purity. It is also UHV compatible with appropriate differential

pumping. Small ion sources (Fig. 2.3b) generating low energy

beams (10 eV - 5 keV) such as the Collutron, Kauffman or even

electron impact ion sources can be used. They suffer from

contamination of the beam and lower beam current density. The
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Kauffman source is also not UHV compatible and has by design

a large beam divergence. Double ion beam systems (DIBD) with

specially designed retarding electrode (Fig. 2.3c) have also

been investigated for the growth of compound films. The price

tag is a big disadvantage for such DIBD system. Definite

answers to some important issues in the design of the low

energy ion optics are still lacking as well. Reliable control of

the ion beam direction and energy, primordial to assess their

effects on film properties, is then difficult to achieve.

IBD growth should be conducted after proper preparation

of the surface and under UHV [7]. The UHV environment avoids

contamination of the IBD-deposited material by forward

implantation of the background gases, and excessive scattering

of the low energy ions resulting in the loss of the beam

monoenergetic and directional character. Substrate preparation

can be as crucial as in other techniques such as MBE.

Background impurities and quality of the starting surface have

indeed been noticed to affect very sensibly the crystalline

quality of the deposited films [6,7.,9].

f. LIMITATIONS OF IBD

Although the IBD technique is capable of depositing

epitaxial films and/or stoichiometric compounds, it suffers from

three main limitations [7].

The major disadvantage of IBD is its low growth rate due

to the rather low fluence of the ion beam. The ion current

density must be high enough to achieve reasonable growth rate
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in practical deposition time and to minimize the background

contamination. Two reasons, one physical and the other

technical, limit the production of low energy ion beams with a

high current density. The first one is the space-charge effect of

beam broadening resulting from the coulombic repulsion

between the ions in the beam. This effect is more pronounced

for higher current densities, lower energies and heavier ions.

The second reason is the limited efficiency of ion sources in the

extraction of ions at low voltages: this efficiency decreases

with the extraction voltage. These two reasons explain why an

acceleration-deceleration scheme is the most efficient

implementation for IBD. The ions are produced at higher

energies with a high current density. They are then decelerated

before impinging the substrate, either by a retarding lens in

front of the grounded substrate or by biasing the substrate itself

which acts as the final retarding electrode. This minimizes the

beam spreading due to space-charge effects and produces a

significant current density at the target.

The second disadvantage of IBD is directly connected to

its main advantage in epitaxial growth. The low energy ions,

while impinging the substrate, create in a controllable way a

non-equilibrium concentration of point defects, vacancy and

interstitials, responsible for the athermally enhanced atomic

mobility. However, in pure IBD, this generation of defects is

too effective for the amount of materials being deposited,

resulting in an excess of defects remaining in the film and/or in

the structure after growth [5-7]. A critical parameter is then the
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ratio of the number of defects created per ion to the number of

deposited species, or Rg. The ratio Rg is a measure of the

athermal enhancement of the atomic mobility, but also of the

amount of residual defects that will be left in the structure after

growth. In IBD, this ratio is equal to the number of defects per

deposited ions. It is fixed for a given ion energy and cannot be

controlled independently of the ion beam flux or growth rate.

With the ion energy larger than the displacement energy, Rg is

large enough so that the mobility enhancement is sufficient to

lead to growth and epitaxial ordering at low temperature.

However, Rq is too large in the sense that too many defects are

created per deposited ions and the fraction of defects not

contributing to film growth is responsible for residual damage

in the structure (see Chapter 4).

Finally, IBD used alone is a limited technique for the

formation of compound materials. Indeed, compound films

formed by reaction of the substrate with the ions (e.g. SiO2 on

Si) have been observed to be thickness limited due to a rapid

saturation of the growth [7,27]. Compound overlayers such as

GaAs can be deposited by IBD only by using special techniques

such as switching the ion beam back and forth between the

different species of the material [13,42] and taking advantage of

the ion beam mixing occurring during IBD, or by using a double

[BD system [14,46,47]. This latter technique has the

disadvantage to double the cost of the ion production system,

while the former necessitates a stable ion source with small
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transients and is intrinsically rate-limited by the hysteresis of

the mass-separating magnet.

2.2. COMBINED ION AND MOLECULAR BEAM DEPOSITION

(CIMD)

In order to circumvent the limitations of IBD, a new

growth technique has been proposed, Combined Ion and

Molecular beam Deposition (CIMD) [2]. CIMD is the

implementation in the same UHV chamber of MBE and IBD,

where materials are deposited simultaneously from a low energy

ion beam and one or several molecular beams. The interest of

CIMD is that it combines the advantages of both MBE and IBD

while removing their respective limitations. We introduced the

limitations of IBD used alone in the preceding paragraph. We

will briefly recall some important aspects of MBE before

discussing CIMD.

a. MOLECULAR BEAM EPITAXY (MBE): A BRIEF REVIEW

MBE [57,58] enables controlled growth of epitaxial layers

with sharp interfaces from molecular beams generated by

Knudsen cells or electron beam evaporators. Monolayer by

monolayer growth is possible because MBE growth occurs far

from equilibrium, i.e. the supersaturation of the deposited

species is so high that a single atom forms a stable nucleus on

the surface. However, MBE is still controlled by the kinetics of

surface absorption and desorption, and epitaxial ordering. This

involves the sticking coefficient, surface residence time and
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adatom diffusivity. Therefore, the growth temperature must be

carefully chosen to be high enough to achieve sufficient surface

mobility for migration to epitaxial sites, but also low enough

for the sticking coefficient to be as close to unity as possible.

This temperature window, though low compared to conventional

thermal processes such as CVD and Liquid Phase Epitaxy (LPE),

can limit the dopant incorporation because of low sticking

coefficients as well as the possibilities of growth of artificially

structured materials because of interdiffusion, intrinsic metasta-

bility (e.g. in quaternary compounds), and mechanical stresses

generated by thermal expansion mismatch during thermal cycling

(in strained layers limited by the critical thickness).

The UHV environment also limits the selection of elements

or growth conditions that can be used because of vacuum

integrity and cross-contamination problems. In a III-V dedicated

system, materials like As and P are difficult to control because

of their very high vapor pressures. The pumping system must be

carefully designed in order to stand the high pressures required

for stoichiometric growth. Moreover, the sticking coefficient of

the group V elements is very low, requiring one to work with

high V/III flux ratios, typically 2 for As/Ga but as large as 50

to 100 for P/In. It is thus difficult to control precisely the layer

composition, especially when both As and P are incorporated

into the compound. Finally, the material deposited on the walls

of the chamber can also be of serious problem because it can

cause degradation of the ion pumps and emanation of toxic gases

when venting the system.
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In an MBE dedicated to group IV semiconductors, the most

common dopants (As, P and B) cannot be used as illustrated in

Fig. 2.4 [59]. Indeed, the extremely high vapor pressures of

arsenic and phosphorus cause cross-contamination by the

dopants themselves and after growth of an As doped n-type

layer, no uncompensated p-type materials can be grown. Vapor

pressures of boron are too low for practical incorporation. To

achieve higher doping levels, the effusion cell must be operated

at such high temperatures that contamination due to outgassing

of the cell itself becomes a problem. For Si MBE [60], suitable

dopants are then Ga and Sb, but these dopants present other

problems. Their sticking coefficients are strongly dependent on

substrate temperature and very small at useful growth
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temperatures (typically less than 0.01). They also have a long

residence time on the silicon surface before incorporation. At

higher fluxes, their incorporation saturates and they tend to

segregate on the surface, resulting in the degradation of the

epitaxial layers. All these effects limit the maximum achievable

doping level to rather low values (1-2x10!8 at/cm3) and special

techniques (such as flash-off and build-up techniques) must be

used in order to achieve sharp doping profile.

Finally, the crystalline quality of the epitaxial films grown

by MBE is very sensitive to background contamination. Species

like oxygen and nitrogen must be eliminated from the chamber.

Therefore, dielectric oxide and nitride films cannot be formed in

the MBE system, unless special techniques are used to confine

the contamination to the deposition time and area.

Although MBE is a highly versatile technique capable of

producing sophisticated heterostructures, it suffers from serious

limitations in some material systems for doping, metastable

material growth and passivation of semiconductors.

b. ADVANTAGES OF CIMD VERSUS IBD AND MBE

While CIMD maintains the athermal enhancement of atomic

mobility and compound formation provided by IBD, CIMD

zliminates the three main disadvantages encountered in IBD.

|. During CIMD, high growth rates can be achieved by the

combination of high molecular beam fluxes with the ion

heam
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2. During CIMD, a greater flexibility in the growth

conditions and process optimization can be achieved, due

to the control over the ratio of defects generated per

deposited species, Rg . An effective control of Rg is

possible during CIMD because the deposited species come

from two independent sources: the ions from the ion beam

and the atoms or molecules from the molecular beam(s).

For a given ion energy, the ratio of ion beam flux to

molecular beam flux can be chosen in order to obtain a

sufficient athermal enhancement of atomic mobility for

epitaxial growth at low temperature and at the same time,

to control the defect generation and annihilation processes

in such a way as to minimize the formation of residual

damage in the structure.

3 Lastly, compounds can be easily formed by CIMD without

thickness limitations, by providing one constituent through

the ion beam and the other(s) via the molecular beam(s).

When compared to MBE, CIMD also offers interesting

capabilities. CIMD maintains the primary advantage of IBD, i.e.

the athermal enhancement of atomic mobility and compound

formation. The kinetic energy of the ions replaces the thermal

activation energy necessary for atomic diffusion and/or chemical

reactions. Athermal processes controlling the growth

mechanisms, the substrate temperature can be lowered further

than in MBE. Better quality and/or new materials such as

metastable alloys, thicker strained layers and metastable oxides

411



are thus expected by CIMD growth. With ion doping by CIMD,

better incorporation of dopants can also be achieved while

enhancing the epitaxial growth at lower temperature. This

results in a better control of the sharpness of the dopant

profiles and in higher doping levels achievable without

degradation of the film quality. Cross-contamination problems

caused with incompatible materials for a dedicated MBE system

are solved by introducing these species through the ion beam.

For example, this allows the growth in vacuo of oxides,

nitrides, GaAs, GaP, and InP in a single Si-MBE system while

keeping the system uncontaminated and capable of growing high

purity intrinsic silicon epilayers.

Because of the versatility of the CIMD technique, or more

precisely, because almost any element can be introduced in the

MBE chamber via the ion beam with no danger of cross-

contamination, it is possible to conduct in the UHV environment

most of the processing steps involved in the fabrication of a

semiconductor device:

Epitaxial growth: CIMD growth of high crystalline quality

and high purity films of Si and Si;.xGex at low

temperatures

Dopant incorporation: high doping levels (similar to those

achieved in conventional ion implantation, i.e. &gt; 1021

at/cm3) with common dopants (As, P, B) and precise

control of the doping profile (6-doping)

Dielectric deposition: the possibility of growing high

quality gate dielectrics and passivating layers in situ
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and at low temperature is of great importance for

contamination, out-diffusion and defect generation

problems.

Metallization and other conductive film deposition: metallic

films used as gate or interconnect can be deposited by

CIMD at low temperatures with good properties such as

aniformity and bulk-like resistivities. In addition, the

possibility of selective deposition has been
demonstrated [7,40]. |

Etching: the use of low energy reactive ions to selectively

etch a layer while minimizing the radiation damage is

another possibility offered in the CIMD system and has

already been investigated during IBD experiments (FT,

CF* &amp; Cl1* for Si [8,11], HY &amp; CIl* for GaAs [8,43],

see Table 2.1).

To complete the in situ processing facility, methods to

perform in situ lithography have to be implemented in the UHV

system. To realize in situ lithography, a new selective laser

ablation technique and an UHV compatible resist (Al, CaF2)

{61] are presently under development.

The interest of in situ processing is to provide an

anparalleled control of contamination by particulates and other

impurities. The complete in situ fabrication of an integrated

circuit can lead to new observations regarding the quality of the

materials, their interfaces and other structural and electrical

defects. In summary, the possibility for complete in situ

processing adds to the attraction of the CIMD technique.
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c. EXPERIMENTAL EVIDENCES OF THE CIMD ADVANTAGES

1. EARLY FORMS OF CIMD

The effect of a low energy ion beam on the MBE growth

has been partially investigated by a few groups. Indeed, two

techniques can be considered as precursors or early forms of

CIMD where low energy ions are directly deposited in a film

growing from a molecular beam and have a significant effect on

the growth conditions such as lowering the growth temperature.

These techniques are (Partially) Ionized MBE (PIMBE) [62-64]

and Ion Implanted MBE (I2ZMBE) [65-67], also referred to as

[on Beam Doping in MBE.

In Partially Ionized MBE, a fraction of the molecular beam

is ionized by electron impact and the ions are accelerated to the

substrate which is negatively biased. Shimizu and Komiya [63]

studied the epitaxial growth of Si On Sapphire (SOS). They

found that the epitaxial temperature, i.e. the minimal

temperature at which epitaxial silicon is grown, as determined

by Reflected High Energy Electron Diffraction (RHEED) could

be lowered by 150 °C when the Si beam contained at least 1 %

of Si ions with energies between 30 and 180 eV. They did not

observe further reduction in the epitaxial temperature for

ionized fractions larger than 1 % (up to 7 %). However, they

did not determine quantitatively the crystalline quality of their

layers to correlate it to the ion bombardment conditions.

PI-MBE has also been used to grow thin films of the wide

band-gap semiconductor gallium nitride GaN [64]. Similarly,

AA



when the ionized fraction of the N beam was increased, the

growth temperatures were lowered and the crystalline quality

improved based on the observations of higher resistivities and

lower n-type concentrations in the films.

Using I2MBE, Ota [65] investigated the epitaxial growth

of arsenic doped Si using a Collutron ion source to introduce

the dopant via an ion beam. The As sticking coefficient and the

epitaxial temperature determined by the carrier mobilities Hg in

the film were measured as a function of ion energy. The sticking

coefficient was several orders of magnitude larger than the

thermal equilibrium values. It reached unity over a wide range

of temperatures and decreased with increasing ion energy and

substrate temperatures. The epitaxial temperature was also

decreased, especially with ion energies below 400 eV.

Similarly, Sugiura [67] explored ion doping technique with Sb

ions in the energy range of 130 eV to 1 keV on Si (111) at 860

°C. The Sb sticking coefficient was close to unity and doping

levels above the solid solubility (up to 1020 at/cm3) were

obtained with an unparalleled control of the doping profile and

without degradation of the electrical properties of the films.

Since these two preliminary studies, Ion Beam Doping has

become one of the doping methods used in Si-MBE. A good and

recent review has been compiled by J.C. Bean [68].
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2. CIMD-TYPE TECHNIQUES

Moriwaki et al. [69] investigated the growth of

superconducting Bay YCu305_.5 thin films by CIMD at low

temperature (600 °C). Their system comprises three Knudsen-

cells to produce molecular beam of the metals and an Electron

Cyclotron Resonance (ECR) ion source to produce the oxygen

ion beam with energies of 50 eV, current densities up to 0.3

mA/cm?2 and beam diameter of 10 cm. It should be noted that the

beam defocusing due the space charge effects is quite

significant: 10 cm away from the ion source, the beam,

originally 10 cm in diameter, has a diameter of 80 cm. Y and Cu

were used as metal sources while BaF, was chosen instead of Ba

metal to enhance the stability of the evaporation rate. As-

deposited films were superconducting with a critical temperature

of 80-82 K and no post-growth annealing was necessary. The

ion energy serves in this case to decompose the BaF,, to oxidize

the compound and to achieve epitaxial ordering at a low growth

temperature (600 °C) for this type of compound when compared

to other growth techniques (typically higher than 900 °C).

Similar systems are now under development where the oxygen is

provided by an ion beam. [70]

Two groups [71-74] have investigated CIMD of III-V

compounds using a MBE growth chamber coupled with a UHV

low energy, mass-analyzed ion implantation system. Shimizu et

al. [71,72] studied the homoepitaxial growth of GaAs and InP

asing an Ast and P* ion beam as the group V source, while the
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group III element, Ga and In, was provided by a “conventional”

molecular beam. Homoepitaxial films of stoichiometric GaAs

were obtained between 220 °C and 550 °C, with a V/IIT flux

ratio of unity and As* energies of 100 and 200 eV. Crystallinity

was assessed by RHEED and stoichiometry by Auger Electron

Spectroscopy (AES). Although RHEED patterns indicated that

single-crystal films were obtained at 220 °C, photoluminescence

(PL) spectra at low temperature (4.2 K) showed characteristic

features such as bound exciton luminescence and emission due

to the recombination of donor-acceptor pairs, only above 400

°C. High quality epitaxy was demonstrated by PL for growth

temperatures of 500 °C and 550 °C, to be compared to 600 - 640

°C in MBE. The growth rate was 2x1013 molecules/cm?2 sec or

325 A/hr, compared to typically 1 um/hr in MBE. The relatively

low growth rate is due to the fact that, although the ion beam

current was 0.25 mA, the deposition area was quite large, 10 cm

in diameter, resulting in a rather small current density at the

target and hence a low growth rate. The large deposition area is

due to the deceleration optics consisting of 2 electrostatic

lenses in front of the substrate. This optics, even when

optimized, is probably not as efficient as the technique which

ases the substrate as the last retarding electrode.

Similar results were obtained with InP. The substrate

temperature was varied from 210 °C to 420 °C; the ion energies

were 100 and 200 eV, and the deposition rate was 1.5x1013

molecules/cm2/sec. The best InP films, as determined by RHEED

and PL, were obtained at 390 °C with P+ ions of 100 eV and
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V/III ratio equal to unity (compared to typically 430 °C and

V/III of 50 in MBE).

Maruno et al. [73,74] investigated the growth of

homoepitaxial InP for a wider range of substrate temperatures

(from 200 °C to 500 °C), V/III ratio (from 1.2 to 2.2), and ion

energies (from 50 to 300 eV). The optimum energy was

determined to be 100 eV. At low energy (50 eV), the electrical

and optical properties became poor. At higher P* energies (200

&amp; 300 eV), the growth rate decreased rapidly because of

sputtering, and at 600 eV, no deposition occurred. Hall

measurements and low temperature (4 K) PL indicated that the

best electrical and optical properties were obtained with the

lower V/III ratio and higher growth temperature up to 450 °C.

These examples show that CIMD (or CIMD-type

techniques) can be used to grow epitaxial layers of good

crystalline, electrical and optical quality in conditions and with

a versatility that are not achievable when MBE or IBD are used

alone.

2.3. SCOPE OF THE THESIS RESEARCH

The present doctoral research focuses on several aspects of

semiconductor-based epitaxial and dielectric film growth from

low energy ion beams. Its motivation is both theoretical and

experimental.

On the theoretical level, the kinetics involved in epitaxial

growth by IBD was investigated in order to account for previous
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experimental observations of epitaxial growth by IBD of Si on

Si made by Herbots et al. [5-7].

Experimentally, the formation of thin oxide layers by IBO

and the dependence of phase formation and film properties upon

ion energy were investigated, with particular emphasis on the

formation of new oxide phases based on Sij.xGex strained

layers and GaAs for potential application in MOS technologies.

Computer models were then developed to explore the kinetics of

[BO by correlating the theoretical calculations to the

sxperimental results.

a. MOTIVATION FOR THE STUDY OF IBO SIGE-OXIDES

SiGe-oxides are metastable oxides which are difficult to

form by conventional thermal oxidation in both wet and dry

ambients. It has been previously demonstrated [54,75] that

thermal oxidation of Sij.xGex does not result in a SiGe-oxide

film, but leads to the decomposition of the Sij.xGex alloy into a

SiOz film with a segregated Ge layer underneath, thereby

destroying the Sij.xGex film (Fig. 2.5). Recently however, it

was reported [76] that steam oxidationina narrow range of low

temperature (700 °C) resulted in an oxide layer with no Ge pile-

ap at the interface. In the present research, the formation of

SiGe-oxides at room temperature by IBO was investigated as a

function of ion energy. A systematic study of IBO of pure Si

and Ge was also conducted to gain insights in the kinetics of

[BO of Sij.xGeyx alloys.
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Figure 2.5. Thermal versus Ion Beam Oxidation of Sij.xGex

The motivation for our study of IBO of Sij.xGex is the

development of a CMOS technology using heteroepitaxial

strained layers of Sij.xGex as the channel materials. Indeed in

Ge, the hole mobility (1900 cm2/V sec) is only half of the

electron mobility (3900 cm2/V sec) and is much higher than the

hole mobility in Si, GaAs and InP (500 cm?2/V sec). Two other

properties [77] make these strained overlayers even more

interesting for CMOS applications: 1) the type I band offset

between unstrained Si and strained Si;.xGex (x &lt; 0.85) which

renders possible modulation-doping techniques for the holes and

2) the hole mobility enhancement due to the strain . However,

the crucial point is to find a high quality gate dielectric with a

sharp interface and low interface state density. Presently, an

intermediate Si layer is introduced between the Sij.xGeyx active

layer and a pure SiO», layer is used as the gate dielectric. A
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compromise needs to be made between the quality of the

gate/channel interface and the amount of charge confined in the

active Si1.xGex layer [78]. Our objective is to investigate the

growth of a SiGe-oxide film with good dielectric and interfacial

properties to be used as the gate material for SiGe-MOS devices

without the intermediate Si layer.

b. MOTIVATION FOR THE STUDY OF IBO GAAS-OXIDES

Similarly to the Sij.xGex case, development of MOS

technologies based on GaAs have been hindered so far because

of the difficulty to grow or deposit on GaAs a dielectric film of

sufficient quality to be used as the gate material. As potential

candidates for gate material, GaAs oxides have been extensively

studied for more than ten years [51,52]. As shown in the

ternary phase diagram of Ga-As-O (Fig. 2.6) [79], several

oxides of Ga and As exist at thermodynamic equilibrium.

AS,0.

U
“lo

~ A AS,04

Figure 2.6. Ga-As-O ternary phase diagram
below the melting point of As203 (278 °C) [79]
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Gaz03 and As203 are both thermodynamically stable

oxides, but As203 is much more volatile than Ga203 or even As.

GaAsO4 and As20s5 are oxides richer in oxygen; they are more

difficult to form because they are even more volatile than As203

and they tend to decompose into the lower oxides upon heating.

As it can be seen from the phase diagram, no As oxide is

thermodynamically stable in the presence of GaAs. This explains

why it is difficult to form a good dielectric on GaAs. Different

oxidation techniques have been studied in the past, mainly

thermal oxidation, plasma oxidation and anodic oxidation. All

these techniques involve a processing step at high temperature,

i.e. above 300 °C, which causes the thermal decomposition of

As203, according to the reaction: 2 As203 — 4 As + 3 Oj. This

results in the depletion of As in the oxide film and in the build-

up of metallic As at the interface. The final oxide then shows

poor insulating and structural properties at the interface and in

the bulk; the Fermi level is pinned at the interface and the

inversion of electronic carriers under the gate is inhibited. The

inability to grow a good oxide on GaAs has prevented until now

the development of a GaAs-based MOS technology.

IBO of GaAs will also provide interesting comparison

points between the IBO of group IV semiconductors and

compound semiconductors. Insight may be gained for IBO of

other III-V or even II-VI compound semiconductors.
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3. THEORETICAL AND COMPUTER MODELLING OF THE IBD

AND CIMD GROWTH

[In this chapter, a physical description of the phenomena

involved in IBD and CIMD is first presented. The Monte-Carlo

code developed to calculate the ion-solid interactions is then

described in more details. A brief presentation of the specific

models for IBD and IBO elaborated in this work is finally

riven

3.1. PHYSICAL PHENOMENA INVOLVED IN IBD AND CIMD

To describe thin film growth by IBD, the physical

phenomena occurring during ion bombardment can be

categorized according to their time scale. Three separate

mechanisms can be identified. Important features in the case of

low energy ions will be pointed out.

a. ION-SOLID INTERACTION: COLLISION CASCADE AND SPUTTERING

The first process in IBD is the ion-solid interaction which

takes place on a time scale shorter than a lattice vibration or &lt;

10-13 sec. Besides the ion incorporation, it involves two main

effects: athermal generation of point defects and sputtering.

When the ion penetrates into the substrate, it makes several

collisions with the substrate atoms before coming to rest. If the

transferred energy (AE,) to a target atom by collision is larger

than a threshold energy or displacement energy (AE, &gt; Eq, Eq =

15 eV for Si and 13 eV for Ge [80]), a vacancy-interstitial pair
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is created. The target atom knocked out of its lattice site

becomes a recoil with an energy Erec = AE, - BE, where BE

represents the binding energy between two atoms (BE = 2 eV for

semiconductors). Before coming to rest, this recoil can make

collisions with target atoms and create secondary recoils which

in turn create ternary recoils, and so on. These successive

collisions develop in what is known as the collision cascade

caused by an energetic ion. Some of the recoils created close to

the surface can escape the solid if they have a kinetic energy

large enough to overcome the surface potential or surface

binding energy (SBE). This results in the removal of an atom

from the solid or sputtering. A good approximation for SBE is

to take the sublimation energy Ug reduced by the binding

energy, or BE + SBE = Ug (Ug = 4.72 eV for Si and 3.88 eV for

Ge [80]).

Three important phenomena thus take place during the ion-

solid interaction: the incorporation of the ions, the

development of the collision cascade or athermal generation of

point defects, and the sputtering of the substrate. As the ion

energy decreases, the sputtering yield decreases. Below a

threshold ion energy, it will be less than one, corresponding to

actual deposition of material instead of removal. Similarly, less

point defects are created by ions with lower energies, resulting

in a less perturbed lattice environment in the collision cascade

region. The range and range straggling of the ions decrease with

energy as well, making the ion incorporation and defect

generation closer to the surface at lower energies.
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b. ELASTIC RECOMBINATION: REPLACEMENTS AND RELOCATIONS

The next important process is the elastic recombination of

instantaneously created defects. This occurs in the time scale of

a lattice vibration or 10-12 sec [81]. The energy transferred to a

target atom in a collision must be greater than the displacement

energy in order to create a stable vacancy-interstitial pair. If

not, the instantaneous defect is annihilated within the next

lattice vibration. This is due to elastic forces originating from

the surrounding atoms, which tend to keep the struck atom in its

lattice site. These forces also act on the striking species, ion or

recoil from an earlier collision. If after a collision, the striking

species has a kinetic energy too small to escape the collision

site, i.e. Egut &lt; Eg, it is captured by the vacant site it just

created. If the striking species is an incoming ion, a

replacement of a target atom by the ion occurs and the ion

occupies a substitutional site. If the striking species is a recoil,

a relocation of a target atom to another lattice site occurs. The

replacement/relocation events are thus the results of the

attractive part of the interactomic potential. The elastic forces

responsible for these events come in action if the lattice

environment of the defect is relatively unperturbed. This elastic

recombination process is thus favored at lower ion energies

because of the smaller defect density.

These two processes of replacement/relocation are

schematically illustrated in Fig. 3.1 where the development of

the interaction of a low energy ion with a crystal is shown.
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The first feature to notice is the small number of defect

pairs created instantaneously: only five atoms are displaced

from their lattice site, illustrating the fact that the volume of

the collision cascade can be very small with low energy ions.

The second important feature is the spatial extend of this

collision cascade which is entirely confined in the first four

monolayers of the substrate. The athermal creation of point

defects results in the atomic mobility and chemical reactivity

enhancement not only at the surface, but also in the subsurface

region. Consequently, IBD does not involve just surface

phenomena: it is the whole subsurface region which is put into

an “excited state”, resulting in epitaxial ordering or chemical

reaction at low temperature. Lastly, the already low number of

generated defects is further reduced by elastic recombination,

leaving only two Frenkel pairs and one interstitial for the one

incorporated ion.

IT'HERMAL RELAXATION: DIFFUSION, RECOMBINATION OF EXCESS

POINT DEFECTS, AND CHEMICAL REACTION

Lastly, on a longer time scale (&gt; 10-9 sec.), the subsurface

put in an excited state by the ion-solid interaction will relax,

leading to epitaxial ordering and/or compound formation.

In the case of epitaxial ordering, the excess defects,

vacancies and interstitials created in the collision cascade, move

by thermal diffusion. Due to the lattice distortion around the

individual defects, an attractive force between vacancies and

~~»

Mo

interstitials leads to their recombination. This diffusion-limited
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recombination restores a target atom to its lattice site.

Similarly, when a defect is nearby the surface, it can diffuse

and recombine at that efficient defect sink. With low energy

ions, the surface recombination plays a key role since the

defects are created in a shallow region and are therefore very

likely to recombine with the nearby surface

These two types of thermal recombinations are illustrated

in Fig. 3.2 where the two vacancies are annihilated through

recombination with a diffusing interstitial, while the third

interstitial readily recombines with the nearby surface. In this

schematic scenario, the resulting film is left with no defect and

has grown by one atom for one deposited ion.

In the case of compound formation, both the thermal

diffusion and chemical reaction play an important role. The

incorporated ions react with the substrate atom made available

by atomic collision. Some radiation enhanced diffusion can take

place as well since point defects are created.

3.2. ATOMISTIC CALCULATIONS OF ION-SOLID INTERACTIONS:

TRIMCSR

To calculate the ion-solid interaction, namely ion

incorporation, sputtering yield, point defect generation and

replacement/relocation events, we have developed an advanced

version of the Monte-Carlo code TRansport of Ion in Matter

(TRIM) developed over the last decade by Biersack, Eckstein

and coworkers [82-84]. Our version has the special feature to
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include all the ion-solid interactions mentioned above, i.e.

TRansport of Ion in Matter including Collision cascade,

Sputtering and Replacement/Relocation events or TRIMCSR.

a. MAIN FEATURES OF THE ORIGINAL TRIM PROGRAM

The original TRIM program calculates the ion-solid

interaction in three dimensions for a multi-element, multi-layer

amorphous target. The ion trajectory is calculated by TRIM

using the binary collision approximation (BCA). The BCA

assumes that the ion is interacting with only one atom at a time.

BCA is a valid approximation, especially at high energies, but

breaks down at very low energies (&lt; 50 eV). As shown by

Molecular Dynamics (MD) calculations [85-87], the detailed

description of ion trajectories becomes increasingly difficult

below 100 eV, as multiple collisions rather than binary

collisions dominate the ion-solid interaction. Computational

efforts are presently under way to address this problem [88].

However, point defect generation can still be approximated by a

code such as TRIM, based on energy conservation

considerations. The assumption of an amorphous target does not

take into account possible channeling effects. But, in a first

approximation, TRIM calculations have been extremely

successful in predicting ion range and sputtering, even at low

cnergy [89].

The trajectory of the ions is calculated using the Ziegler-

Biersack-Littmark (ZBL) electronic stopping power for

continuous deceleration of the ion and the Ziegler universal
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potential for the elastic scattering by substrate nuclei [84]. The

validity of the universal potential in low energy ion-solid

scattering events has been shown experimentally by the work of

Tenner [89].

Lastly, the original version of TRIM is actually two

programs in one, with a flag to choose between a sputtering

version and a cascade version. The sputtering version provides

accurate calculations of the sputtering by the ions but not of the

defect generation, while the cascade version gives valid results

for the point defect generation but not for the sputtering. This

is due to the following computational trick: the sputtering

version puts the displacement energy Eq equal to SBE. In

general, SBE is significantly smaller than E4. This results in a

an overestimated number of defects created and calculations of

point defect generation should be disregarded in the sputtering

version. In the cascade version, on the other hand, the

displacement energy has the correct value, but SBE is now set

to Eq. The surface potential is overestimated in that manner and

the sputtering results are not valid because they are

underestimated.

b. MODIFICATIONS INTRODUCED IN TRIMCSR

We developed our own version of the TRIM program in

order to be able to simulate at the same time all the ion-solid

interactions. This is particularly important in the simulation of

thin film growth by IBD, since all the ion-solid interactions are

occurring in the shallow subsurface region: the defects are
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created in the first few monolayers while the sputtered atoms

originate from the same region as well. It is therefore crucial in

our case to determine accurately both the collision cascade and

the sputtering. Another advantage of TRIMCSR is that a true

dynamic version can be developed to calculate the ion-solid

interactions in a substrate with varying composition over time.

The flow chart of TRIMCSR is shown in Fig. 3.3.

The physics governing the ion trajectory was not modified

in TRIMCSR. However, extensive changes were introduced to

monitor the fate of the ion and of the recoils in order to take

into account the replacement and relocations events. When Egyt

&lt; E4, we have an elastic recombination event. Subthreshold

events can also happen when both Egyr and E;ec are smaller than

Eg, but the striking species has a kinetic energy smaller than the

kinetic energy of the struck atom, or Egy &lt; Erec &lt; Eg.

Subthreshold events are thus replacement/ relocation events

taking place below the displacement energy, in which the

slowest particle will occupy the lattice site.

In order to perform accurate calculations of both

sputtering yield and defect generation, we introduced a simple

model to describe the variation of atomic potentials between the

surface and the bulk. We define for any target atom a Target

Binding Energy or TBE, and a surface region comprising the

first Ns monolayers of the substrate. Beyond that surface

region, TBE is equal to the bulk displacement energy, E4, of the

target atom. Within the surface region, TBE increases linearly

from the sublimation energy, Up = SBE + BE, at the surface to
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the displacement energy in the bulk. For a collision happening

in the Ncth monolayer, TBE is then given by:

BE = [1-Y Nspe+ BE) + FS YE, for Ne&lt;N==)! +BE) + || Ba oriNc=Ng

Tg =
—

&lt;
 dt LL for Nc &gt; Ng

This model for the binding energy of a target atom close to

the surface follows our physical understanding of atomic forces

interrupted by the surface. Since these atomic forces range

significantly over the second and third nearest neighbors, the

surface affects or disturbs a few monolayers underneath. This is

substantiated by the observation of surface reconstruction and

relaxation. It is therefore physically correct to assume that the

atoms in the surface region will be more and more bonded as

they are deeper in the bulk, until the bulk displacement energy

is reached. This simple model is targeted to represent that

specific variation of bonding strength only. A similar approach

was also used in another Monte-Carlo program very similar to

TRIM, developed by Chou and Ghoniem, TRansport of Ion in

POlyatomic Solids or TRIPOS [90]. :

The single parameter to fit is Ng. By performing

calculation for different values of Ng ranging from 1 to 10, and

comparing our results with the conventional TRIM calculations

and experimental data on sputtering [91,92], we found that, for

Si, defining the surface region as the first three monolayers

gives us an accurate determination of both the sputtering yield

and the defect production.
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3.3. GENERAL PRESENTATION OF THE COMPUTER MODELS FOR IBD

The main contribution of this thesis work in the modelling

of the IBD process is the detailed study of the third stage of

[BD involving thermal diffusion and chemical reaction. With

TRIMCSR at our disposition to calculate reliably all the ion-

solid interactions, specific computer models are developed to

simulate thin film growth by IBD in two cases of interest:

a. Homodeposition and epitaxial growth by IBD and CIMD with

IBD of Si on Si as the model system. In this case, we will

look at the role of thermal diffusion and recombination of

point defects in the IBD growth kinetics. The simulation

results can be compared to the experimental work of

Herbots et al. [5-7]. This is the subject of chapter 4

Ion beam oxidation of single and multi-element

semiconductor targets. In this case, we will successively

examine the importance of each of the physical phenomena

involved in the IBO process, namely 1) implantation/

sputtering only (model IS), 2) replacement/relocation

events or ion beam mixing (model ISR) and 3) oxygen

diffusion and chemical reaction (model ISRD). Our

[J

experimental study of IBO presented in-chapter 5 provides

the experimental base for comparison with the simulations

presented in chapter 6.
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4. QUANTITATIVE MODEL FOR HOMOEPITAXIAL GROWTH

BY IBD AND CIMD

The purpose of the study described in this chapter is to

investigate theoretically the role of atomic collisions, thermal

diffusion and recombination in thin film growth by IBD in the

specific case of homoepitaxy. During ion bombardment, vacancy

and interstitial pairs are athermally generated through atomic

collisions in the first few monolayers below the surface. In

semiconductor materials, the interstitials are readily mobile

even at low temperature and will diffuse in majority towards the

nearby surface where they recombine, leading to net thin film

growth. Vacancies can be considered immobile below 500 °C but

are progressively annihilated by the interstitials diffusing to the

surface.

To support quantitatively this model, a computer code was

developed to simulate the thermally activated Diffusion and

Recombination of Interstitials &amp; Vacancies during IBD and

CIMD (DRIVIC). DRIVIC is based on the diffusion equations

for the excess vacancies and interstitials generated by the ions

and on a moving surface equation describing the IBD / CIMD

growth rate. The defect generation is calculated by our advanced

version TRIMCSR of the Monte-Carlo code TRIM (§ 3.2).

Using TRIMCSR and DRIVIC, IBD growth of Si on Si was

calculated as a function of the ion energy. Our results

demonstrate how the IBD growth is mediated by the fast

diffusing interstitials. The low energy range where IBD
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epitaxial growth can be achieved is found to be more stringently

limited by the necessity to confine the generation of defects in

the subsurface region, favoring both their surface recombination

and mutual annihilation, rather than by the minimization of

sputtering and damage creation. Simulations and experimental

results are correlated by comparing computed defect depth

distributions with the microstructure of IBD grown samples.

The effect of assuming different values for the point defect

diffusivities upon the IBD growth mechanism is also

investigated. We show that combination of IBD experiments and

simulations with the present model offers the interesting

possibility to determine better values of point defect

diffusivities for temperatures between 300 K and 1000 K.

Lastly, a relatively simple Monte-Carlo program, MCIBD, was

conceived to provide a visualization of the IBD atomistics. The

picture of the IBD process given by MCIBD correlates well with

the DRIVIC conclusions on the energy dependence of epitaxial

growth by IBD.

4. l CONTINUUM DYNAMIC MODEL FOR THE DIFFUSION AND

RECOMBINATION OF INTERSTITIALS &amp; VACANCIES IN

IBD AND CIMD: DRIVIC

The simulation code DRIVIC was developed to simulate the

point defect thermal diffusion and recombination during ion

bombardment. The present version can be used to calculate

homodeposition by IBD. DRIVIC is based on the following

continuity equations:
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Vacancy diffusion equation:
2

d0Cy d Cy
—— = Dy—— +Gy(zz) ¢;,, ~kviCv(Cy
ot 922

[nterstitial diffusion equation:
2

Cy d C;
— = Dj— + G(zz) 9;,, — kviCv Cy
ot 922

Growth rate equation:
1 dzg
od Gp + 11) -JIv(zy

{ )B

2)
¥ po

4

(3)

Cy, Cj are the excess concentration of vacancies and

interstitials created by the ions. z (&gt; 0) is the depth in the

substrate and t, the time of IBD. The point defect generation

(Gy, Gy terms), diffusion (Dy, Dj), and recombination (kv-1)

take place in the substrate (Fig. 4.1) and are described by the

diffusion equations (1) and (2). The defect generation terms are

obtained from TRIMCSR simulations and depend on the ion flux

dion. The recombination of defects is modeled as a diffusion-

limited bimolecular reaction: V + 1 — 0 ,with a rate constant

kv.r given by [93]:

gsm" (Dv+ Dy)
|

A

udp )

where Q is the atomic volume and ry.j, the capture radius (equal

in first approximation to the lattice constant ag [94-961).

The growth rate (eq. 3) depends on the molecular beam

flux (Gp) for the more general case of CIMD and the diffusive

fluxes (Ji, Jv) of point defects recombining at the growing film

surface (zg: zg &lt; 0 if the film is growing, zg &gt; 0 if the substrate
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Fizure 4.1. Illustration of the processes accounted for in DRIVIC

is sputtered). The sputtering rate is accounted for by the defect

generation terms Gy and Gp. In the collision cascade, the same

number of vacancies and interstitials are created but some of the

created interstitials can escape from the solid, reducing the

number of interstitials left in the substrate and corresponding to

actual removal of material. The net material incorporation rate X

per incoming ion in the case of homodeposition by IBD is then

related to the sputtering yield. S., and to the numbers of

vacancies, Ny, and interstitials, Ni, created per ion by:

X=1-8=Ny-Nvy '§)

This net material incorporation rate can be considered as the

theoretical maximum growth rate achievable in IBD.

58



The initial condition is a substrate with no excess

vacancies or interstitials:

Cy (2,0) = 0 C; (2,0) = 0 (35)

The boundary conditions are determined as follows:

jeep in the substrate, the defects are in their equilibrium

concentration and there are no excess defects:

Cv (zp,t) = 0 Cy (zp, t) = 0 (7)

with zy, the position of the back surface or equivalently

the thickness of the substrate. zy, can be chosen so that

there will be no parasitic effect of this boundary

condition on the defect profiles, i.e. a sufficient large

portion of the bulk is free of excess defects before

reaching the back surface.

1t the growing surface, i.e. at z = zg, the surface acts as a

perfect sink and all the defects recombine with an

infinite recombination speed; in other words, once a

defect has reached the surface, it cannot be reintegrated

in the substrate and is annihilated. This corresponds to

the following boundary conditions:

Cv (zo,t)=0 Cy (zs,t) = 0 (R

The continuity equations (1) and (2) and the growth rate

equation (3) are non-linear and coupled to each other. We use a

finite element method to solve them with an implicit self-

consistent iteration scheme. Particular care was taken to

minimize the numerical errors. We indeed observed that
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numerical imprecisions corresponded physically to an artificial

generation or recombination of point defects. By keeping track

of all the species, the numerical imprecisions could be

evaluated. The solution scheme, the discretization grid and the

yime step were optimized in the simulations to keep the

numerical error to a minimum, (usually less than 10 % of the

residual interstitial incorporation).

Two assumptions made in this model must be pointed out:

first, we neglected the formation of divacancies or other

extended defects, based on the assumption - that the

recombination between vacancies and interstitials is the

dominant phenomenon, preventing the formation of such

extended defects [97]. Second, the stress fields due to the

supersaturation of interstitials and vacancies at different

locations are neglected but they can be introduced as an

additional interaction term in the continuity equations.

In the case of heterodeposition without chemical reaction,

i.e. IBD of species B on substrate A resulting in a structure

B/A1.xBx/A, such as IBD of Ge on Si, continuity equations

similar to (1) and (2) must be written for all the species

involved in the growth: vacancies of A and B and interstitials

of A and B, with coefficients like diffusivity (Dy A, Dj 4,

Dv ,B, Dig) and capture radius (ry _a.1 A» TVv.B-I,B&gt; IV,A-I,B if

the recombination of Ig with V, is possible and vice-versa)

dependent on their position (in A, B or A;.xBx). This is a rather

complex but solvable problem using the above formalism.

70



4.2. RESULTS

DRIVIC in conjunction with TRIMCSR was used to

perform calculations of IBD of Si on Si for ion energies ranging

from 10 eV to 10 keV. The diffusion coefficients for vacancies

and interstitials are from Gosele and Tan [98] based on high

temperature experiments:

Dy=0.1¢ 2¢V/KT D,= 1075 0-4eV/KT cm?/sec
These coefficients correspond to interstitials mobile even

at 300 K with Dy equal to 2x10-12 c¢m2/sec, and to vacancies

totally immobile at 300 K (Dy = 10-34 cm2/sec) and only

diffusing significantly above 800 K. These values correspond to

our physical understanding of self-diffusion in silicon (slow

moving vacancies and highly mobile interstitials at low

temperature). However, these diffusivities are still

controversial [99] and the dependence of the IBD growth

process on the point defect diffusivities will be addressed in §

4  4d

a. DESCRIPTION OF IBD GROWTH

Simulation results in Fig. 4.2 illustrate the mechanism of

thin film growth by IBD. The vacancies and interstitials profiles

are shown after 1, 10 and 20 seconds of exposure to a 40 eV Si

ion beam with a fluence of 1014 ion/cm2/sec at 300 K. The IBD

growth mechanism can be accounted for by the interstitial

motion. Three different diffusion paths are possible:
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Figure 4.2. Vacancy and interstitial profiles at different times of IBD

growth of Si on Si at 300 K, 40 eV, and 1014 ion/cm?2/sec. The

dotted lines indicate the surface positions of the growing film.

1) The interstitials can first recombine with the nearby

surface, leading to net growth of the IBD film. This is

schematized by the dotted lines which represent the surface

location at different times. In a first approximation, the IBD

growth rate is equal to the theoretical growth rate given by the

net material incorporation X, in this case 0.2 A/sec.

2) While diffusing towards the surface, interstitials can

also recombine with vacancies, leading to vacancy annihilation

in the growing film. Before steady state, the IBD growth

process goes through the following transient: vacancies first
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accumulate in the film, while interstitials mainly recombine with

the surface. The IBD growth rate during the transient is actually

larger that the theoretical growth rate because there are no

vacancies to recombine with. As the vacancy concentration

increases in the subsurface region, the growth rate decreases

proportionally. This transient actually corresponds to the

surface conversion process proposed in the first IBD growth

model of Herbots [5] (§2.1a). The transient ends when

vacancies reach a dynamic equilibrium concentration where their

annihilation by the diffusing interstitials occurs at the same rate

as their generation in the collision cascade. The number of

vacancies in the growing film then stays constant over time at a

low level (3.8x1013 vacancies/cm?2 in the case of Fig. 4.2). As

the film grows, the distribution of vacancies is shifted towards

the surface with no vacancies left behind in the film, as shown

in Fig. 4.2. This is due to the very low diffusivity of the

vacancies and their complete annihilation by the interstitials.

3) Lastly, a small fraction of interstitials are diffusing

into the substrate. This accumulation deeper in the bulk is small

compared to the interstitial generation by the ion bombardment:

at 40 eV, the interstitial incorporation rate is 8x1012 int/cm2/sec

while 1.8x1014 int/cm2/sec are created by the ions. The

accumulation of interstitials in the bulk correlates with the

experimental observation of interstitial dislocation loops buried

some 250 to 4000 A in the substrate [6,7] (Fig. 4.3a). To

explain this precipitation of interstitials at some specific depth,

a term representing the diffusion-limited trapping [100] of
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Figure 4.3. (a) TEM micrograph of Si IBD film (20 eV Si — Si, 400 °C) showing the

residual damage identified as interstitial dislocation loops at a specific depth of 250 to

1250 A below the original interface [6]
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Figure 4.3. (b) Computed distribution of trapped interstitials showing the defect
precipitation at a specific depth of 2400 A when the trap distribution is an error function

with 1016 traps/cm3 at 10 pm [101]. IBD growth is calculated for 1 min, 40 eV Si.

1014 ion/cm2/sec at 600 K. The distributions of free and trapped interstitials are shown

5 and 20 min after growth, with all the interstitials being trapped after 20 min.



interstitials by impurities like C and O above a certain threshold

concentration at the end of the denuded zone [97] has been

added to equation (2):
2

oC; d C;
EN = 1 + G1(z-z9 Oop — kviCv Ci — kr1CiCry

oz (10)

A distribution of traps, Ctr, is assumed and each trap has an

effective capture radius, r, initially equal to one lattice

constant. The number of interstitials captured by the traps is

given by:
0Cry, _ _ _

= ¢0;Cry = kp yCiCpy = 4 r DC Cy
(11)

or is the interstitial flux at the surface of the traps. Each

captured interstitial increases the volume of a trap by one

atomic volume Q and the effective capture radius increases

accordingly following:

TT = anE _g0 = 4n1D,C,
(1 2)

If the trap distribution is assumed to be an error function

reaching 1016 trap/cm3 at a depth of 10 pm [101], the

distribution of trapped interstitials reaches a maximum at a

specific depth of 2400 A (Fig. 4.3b), in agreement with

experimental observations [5,6]. The trapping of interstitials

deeper in the bulk reduces the number of interstitials diffusing

freely, but does not affect the IBD growth rate.

To keep track of the generated defects, the following

balance relations can be written. The interstitials created per
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incoming ion, Nj, can either recombine with the surface, Ni.gs,

or annihilate vacancies, Nj.y, or accumulate in the bulk, aj. Nj

is also related to the net material incorporation rate X, the

number of vacancies per ion Ny, and the sputtering rate S.

Ni=Nj.s + Ni.y +ay=X + Ny =1+ Ny -S (13)

Ni.v is equal to the number of vacancies annihilated by the

interstitials: Ny.;y = Nj.v = Nv - ay, where ay is the vacancy

accumulation rate in the bulk. The fraction of interstitials

recombining at the surface and forming the IBD film can then be

expressed as:

Ni.s=1-S-oaT,

where aT = a1 - ay represents a modification of the IBD growth

rate due to the accumulation of point defects in the structure.

During the transient, the vacancies are accumulating in the

subsurface region at a rate ay. oT is then negative, explaining

why the IBD growth rate is larger at first. At steady state, the

vacancies are in dynamic equilibrium and do not accumulate:

ay = 0 and ay = ar. The physical meaning of that relation is

that the IBD growth rate is equal to the material incorporation

rate, i.e. the ion beam flux minus the sputtering rate, reduced

by the small fraction of interstitials accumulating in the bulk.

When the ion beam is turned off, vacancy and interstitial

concentrations begin to decrease rapidly by recombination of the

defects with each other and with the surface. The thickness of

the IBD film actually continues to increase but at a rate

macroscopically negligible (10-3 A/sec) and decaying rapidly.

The total defect incorporation in the resulting structure is a
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small fraction of the total dose of injected defects ( 1 %). This

athermal annealing of defects is due to the high mobility of

interstitials at low temperature and leads to the epitaxial nature

of thin films grown by IBD

b. DEPENDENCE OF IBD GROWTH ON THE ION ENERGY

Simulations results in Fig. 4.4 show the dependence of the

[BD growth rate on the ion energy.

1

0.20

ov }
00.15
Sn

&lt;L

9
20.10
jl 1
+

3
O
|
9 i

0.05

S—e-ese—a -©- Mat. inc. rate
—e— |BD growth rate

x

IBD of Si on Si

10'* jon/cm?/sec
300 K

0

Se.
5

-

L9

0.00 —

‘0

Energy (eV)
10° |

Figure 4.4. Dependence of the IBD growth rate on the ion

energy (300 K, 1014 jon/cm2/sec). Above 200 eV. the IBD

growth rate (closed circles) deviates from the net material

incorporation rate given by TRIMCSR (open circles), due to
an increased incorporation of interstitials in the bulk.
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Below 100 eV, the IBD growth rate is independent of the

ion energy and, in a first approximation, is limited only by the

ion beam fluence (in the case of Fig. 4.4: 1014 jon/cm?2/sec or

0.2 A/sec). Above 100 eV, the IBD growth rate begins to

decrease. The question is whether this decrease can be solely

attributed to the increasing sputtering yield.

As explained earlier, the IBD growth rate would be equal

to the net material incorporation rate, X = 1 - §S, if no excess

interstitials were lost due to extra recombination with

accumulated vacancies or to accumulation in the bulk (a = 0).

In Fig. 4.4, the IBD growth rate calculated by DRIVIC and the

aet material incorporation rate given by TRIMCSR are

compared. A further reduction in the IBD growth rate which is

not explained by the sputtering rate can be seen. This reduction

corresponds to a loss of interstitials which do not recombine

with the surface but instead are incorporated in the bulk. The

accumulation rate oy increases with energy and is found to be

directly proportional to the projected range of interstitials. As

the ion energy increases, the interstitials are created deeper in

the substrate with a larger spatial distribution. The interstitial

accumulation in the bulk increases then at the expense of their

surface recombination. The fraction of interstitials reaching the

surface decreases at higher energies, reducing the IBD growth

rate. This effect becomes significant already at 200 eV and

reduces the IBD growth rate at high energy by as much as 50 %.

Moreover, as the ion energy increases, the dynamic

equilibrium concentrations of vacancies increase to higher
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levels. Above a threshold energy, the vacancy concentrations

reach the amorphization level of 0.02 to 0.04 displacements per

atoms (d.p.a.) or 1 to 2x1022 vac/cm3 in the case of Si. At 300

K and with the point defect diffusivities assumed above, the

threshold energy for amorphization is found to be 500 eV.

Below 500 eV, epitaxial growth is possible, while at 500 eV and

above, the film has to be amorphous. The dependence of the

vacancy concentrations on the ion energy can be explained as

follows. The vacancy annihilation is limited by the interstitial

diffusion. At lower energies, the spatial separation between

interstitials and vacancies created by the ions is smaller than at

higher energies. The pair recombination is therefore more

efficient at low energy, since the interstitials need to diffuse

over smaller distances to annihilate a vacancy.

This result brings a new light on the energy threshold

below which epitaxial growth is possible by IBD. The main

limitation on the deposition energy is that the defect generation

has to be confined in the subsurface region in order to favor

surface recombination which leads to net growth, and vacancy

annihilation which prevents amorphization. In other words, net

growth can occur at relatively high energy with Si, but good

epitaxy can only happen below 200 eV, in agreement with

sxperimental work of different groups on IBD of Si [3-9]

4.3. CORRELATIONS WITH EXPERIMENTAL RESULTS

As mentioned above, several experimental observations can

be correlated with the simulation results. In addition, good
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agreement was found between the growth rate predicted by

DRIVIC and experimental values obtained by Herbots et al. [5-

7]. In that case, the growth rate was 0.1 A/sec for an ion beam

fluence of approximatively 5x1013 jon/cm?2/sec. This epitaxial

growth rate was also limited by the ion beam fluence and was

temperature independent between 350 °C and 600 °C.

Cross-section Transmission Electron Microscopy (TEM)

observations and Rutherford Backscattering Spectrometry (RBS)

measurements combined with ion channeling showed that the

deposited films were epitaxial, while buried defects were

observed deeper in the substrate (Fig. 4.3a). At 400 °C and

below, the channeling minimum yield in the Si &lt;110&gt; direction

was fairly constant throughout the film but never dropped below

4 %. This means that at least 1 % of the atoms in the film were

displaced from the lattice sites. For films grown at 600 °C and

higher, the minimum yield increased between the surface and the

interface but the subsurface region reached the virgin crystal

value of 3 %, while the yield at the deeper side of the film

reached higher values. These differences in defect distributions

were confirmed by cross-section TEM observations and show

that at low temperature, interstitials are more uniformly trapped

throughout the film, while at higher temperatures, they migrate

and coalesce into larger clusters. It was also found by X-ray

diffraction that the films were uniaxially strained, due to the

large remaining concentration of interstitials in the films. These

experimental observations of residual defects present in the film

and the substrate, correlate with the simulated interstitial
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profiles remaining in the structure after growth (Fig. 4.3b).

Although the spatial location of the buried defects could be

accounted for by our model of diffusion-limited trapping of the

interstitials, the temperature dependence of the buried defect

distribution could not be reproduced, suggesting that other

processes such as thermally activated nucleation and precipita-

tion of the interstitial dislocation loops may be taken place.

4.4. DISCUSSION

The diffusivities of point defects in silicon are still a

controversial issue. Therefore, the effect of choosing different

values for Dj and Dy on the previous results was investigated,

with special emphasis on the dependence of the IBD growth

process on the ion energy

EFFECT OF INTERSTITIAL DIFFUSIVITIES ON THE IBD

GROWTH PROCESS

When the interstitial diffusivity is decreased from a high

value 10-10 to an intermediate low value 10-16 cm2/sec, while

keeping the vacancies immobile (Dy = 10-34 c¢m?2/sec), the IBD

growth rate is found to be highly dependent on the interstitial

diffusivity as shown in Fig. 4.5. With lower interstitial

diffusivities, the IBD growth rate is a strong function of the ion

energy, decreasing rapidly as the ion energy increases. The

vacancy concentrations increase to very high levels since their

annihilation is limited by the slower diffusion of interstitials.

The threshold energy for amorphization decreases then with

A.
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Figure 4.5. Dependence of the IBD growth rate on the ion energy for

different interstitial diffusivities (Dj). In the region under the dotted line

marked “amorphization”, the vacancy concentrations reach the amor-

phization level of 0.04 d.p.a., leading to the collapse of the Si lattice.

decreasing Dj, as illustrated in Fig. 4.5 by the delimitation of

the region where amorphization occurs. Similarly, the

interstitial accumulation rate in the bulk, oj, increases with

decreasing Dj. After exposure to the ion beam, these

accumulated interstitials diffuse and can reach the surface,

contributing significantly to the growth. The resulting thickness

is therefore larger than the film thickness just after the IBD is

interrupted. This is to be considered when experimental growth

rate are compared to calculated growth rate

RD



On the other hand, with a larger interstitial diffusivity, Dj

equal to 10-10 ¢m2/sec, there is no diffusion limitation in the

[BD growth process: the accumulation rate becomes negligible

and the IBD growth rate equals the net material incorporation

rate.

p. EFFECT OF VACANCY DIFFUSIVITIES ON THE IBD GROWTH

PROCESS

A second interesting situation is to assume that the

vacancies have a non negligible diffusivity (Dy = 10-12 to 10-18

cm2/sec), while keeping the interstitials highly mobile (D1 =

2x10-12 cm?2/sec). In this case, the dynamic equilibrium

concentrations of vacancies decrease as the vacancy mobility

increases, since they can recombine with the nearby surface.

The threshold energy for amorphization accordingly increases

with increasing Dv and would be larger than 10 keV for Dv

larger than 10-14 cm2/sec.

At energies lower than 200 eV, the IBD growth rate is not

affected by a larger vacancy diffusivity. However, at higher

energies, it is lower due to the increasing number of vacancies

created close to the surface, while interstitials are generated

deeper in the bulk. Since vacancies can recombine with the

surface, more interstitials correspondingly accumulate in the

bulk. When the ion beam is turned off, a fairly large number of

interstitials diffuse to the surface, leading to a significant

growth of the film. The resulting film has about the same final
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thickness and the same amount of accumulated interstitials in

the bulk.

The above considerations combined with experimental

results of IBD can provide an interesting mean to determine

better values for point defect diffusivities in silicon at

temperatures between 300 K and 1000 K. On the other hand, the

good correlation between experimental observations and the

simulation results obtained with the diffusivities of Gdsele and

Tan indicates that these values are reasonably close to reality,

at least to account for IBD experiments.

One might wonder, however, if it is not just a coincidence

that the diffusivities of Gosele and Tan seem to be appropriate,

and if actually, the point defect diffusivities do not result from

other processes, such as thermal spike effects for example.

Thermal spikes [102,103] consist of briefly lived excursions to

high temperatures in the ion-solid interaction volume. The

temperature rise AT is given by the energy deposited per ion in

the cascade volume [103]:

where 3kp is the atomic heat capacity, Q the atomic density, and

Ax and Ay the longitudinal and lateral straggling of the damage

profile, respectively. The temporal and spatial evolution of the

temperature spike can then be determined by solving the

classical equation of heat conductivity [103]:

oT | oT—— —

ot ox\| ox]
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where x is the thermal diffusivity. In the case of IBD, namely

for 40 eV Si ions into Si, the temperature spike is calculated to

be AT = 3000 K and is dissipated in less than 10-10 sec. This

extremely short heat pulse cannot explain the IBD processes of

thin film growth and buried damage incorporation, which both

require diffusion on a much longer time scale and over distances

significantly larger than the ion-solid interaction volume (see

also § 4.5). We thus do not believe that an approach based on

thermal spikes can provide an appropriate physical model to

describe thin film growth by IBD. We may not rule out though,

that modification of the vibrational energy due to the ion-solid

interaction and/or electronic recombination processes which are

important for diffusion in semiconductors can affect the point

defect diffusivities during IBD growth.

Nevertheless, the important point shown by our

simulations with DRIVIC and the correlation with experimental

observations is that epitaxial growth by IBD can be understood

as resulting from a high diffusivity of the interstitials and a low

diffusivity of the vacancies at the IBD growth temperatures.

These point defect diffusivities happen to be well described by

the values proposed by Tan and Gosele.
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4.5. A GLIMPSE INTO THE IBD ATOMISTICS BY MONTE-CARLO

SIMULATIONS: MCIBD

a. DESCRIPTION OF THE MCIBD MODEL

The advantage of DRIVIC is its ability to simulate a

growth of long duration and to investigate the effect of the

different parameters, such as ion energy and point defect

diffusivities, on the IBD growth kinetics. Unfortunately, little

information can be obtained on the microstructure of the film.

In order to obtain such information, atomistic computation of

the IBD process must be performed. Two different

computational methods can be used: Molecular Dynamics (MD)

or Monte-Carlo (MC) simulations.

In Molecular Dynamics simulations, the evolution with

time of an ensemble of atoms is calculated according to the

mechanical laws which govern their movement. MD calculations

have been performed on the interaction between ion and solid at

the low energy range (&lt; 50 eV) or up to 100 eV under special

conditions (grazing incidence angle of the ion) [85]. At higher

energy, several problems arise.

1) The use of two- and three-body potentials is not valid

anymore because of the increasing importance of collective

effects.

2) The rapid transfer of kinetic energy of the ion to potential

energy in the system must be accurately described: with the

available potentials, the energy dissipation in a very short

time scale makes the simulation box literally explode upon

penetration of the ion
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3) Both the repulsive and attractive parts of the interatomic

potential must be accurately accounted for.

These problems are interrelated and indicate that the

atomic potentials presently available to calculate the forces

between atoms, such as the Stillinger-Weber potential, are not

valid to describe the interaction of an energetic particle with a

solid.

The other approach to atomistic calculations is based on

Monte-Carlo techniques (MC). MC techniques are not

deterministic but statistical in nature. Random processes are

simulated and their average over time and number of simulations

provides a valid description of the physical phenomena

involved. MC calculations are between rigorous MD calculations

and our previous continuum model. They are able to some extent

to simulate long growth time but can provide an atomistic

description of thin film growth using low energy ion beams. We

chose this approach and will present very simplistic calculations

of IBD of Si on Si making drastic, although appropriate,

assumptions governed by the experimental results and the

simulation results of the continuum model.

Our Monte-Carlo program to describe IBD growth, called

MCIBD (see simplified flow chart in Fig. 4.6), simulates the

point defect generation in the collision cascade using the

TRIMCSR results, and the diffusion and recombination of these

defects. The simulation is made for a two-dimensional (2D)

(100) face of a FCC lattice representing the Si substrate
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In the classical rate theory of diffusion in a lattice, the

jump rate of a defect from one site to another is given by

©,=0,exp[-E,/kT)

where wg is the attempt frequency and Ep is the migration

energy. The jump of the defect is described as a Poisson

process with a constant number of events per unit time [104]:

Om = 1/tm , where tT, is the average time interval

between two consecutive jumps. The probability of non-

occurrence within the time interval At is equal to: exp(-At/Tp).

A similar reasoning can be made for the incorporation of

an ion. The time density is related to the ion beam flux by:

Tion = 1/Qion/ng , where jon is the ion beam flux in

monolayer/sec and ng is the monolayer atomic density (or in our

particular case the number of columns in the 2D lattice) and the

probability of non-occurrence during At is exp (-At/Tion).

MCIBD is based on the following assumptions:

a) regarding the diffusion and recombination of the interstitials

and vacancies:

only the interstitials are diffusing significantly with a

migration energy Ep equal to 0.4 eV (as in DRIVIC)

the vacancies are immobile and their diffusion is not

considered at all

the interstitials jump from one FCC interstitial site to

another FCC interstitial site
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the recombination of an interstitial with an adjacent vacancy

is more probable than a jump to a vacant interstitial site

and will preferentially occur

only nearest neighbor interactions are considered: the

interstitial can recombine with a vacancy or jump to a free

interstitial site within one nearest neighbor distance, but

no influence of the second site is taken into account.

Physically, this is equivalent to choose a capture radius of

ag/2 instead of ag, where ag is the interatomic distance.

b) regarding the surface:

no diffusion of the adatoms on the surface is considered.

This is valid in a first approximation for the low growth

temperatures possible in IBD.

a free surface site is treated as a vacancy, with preferential

recombination of the interstitial compared to jump to

another interstitial site. There are no interstitial sites on

the surface.

an interstitial which has recombined with a surface vacancy

is annihilated and cannot be reintegrated as an interstitial

in the substrate

no dimerization or other surface reconstruction is taken into

account

c) regarding the diffusion to the bulk:

an interstitial diffusing in the bulk cannot be reintegrated in

the subsurface region and is considered as accumulating

deeper in the substrate
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Periodic boundary conditions are assumed on the left and

right sides of the FCC face. An interstitials disappearing on the

right reappears on the left

All these assumptions make the present MC calculations

relatively simplistic, but can be eliminated in more elaborate

versions. In particular, a relatively important improvement of

the program is to make a three-dimensional (3D) version taking

into account the diamond structure of the Si lattice. Different

configurations [105] and diffusion paths [106,107] can be

considered for the interstitials, while the vacancy diffusion can

be introduced. The surface dimerization and reconstruction

[108,109] as well as diffusion of the adatoms [110] can be

added with appropriate activation energy and attempt frequency

determined from MD calculations [111].

Moreover, this Monte-Carlo approach is compatible with

minimum energy calculations of the intermediate atomic

configuration and thermal relaxation towards equilibrium. It

also allows one to investigate the relative importance of the

different processes leading to epitaxy by studying the effect of

parameters such as point defect diffusivities, adatom

diffusivity, dimerization energies, and so on.

b. MCIBD SIMULATIONS OF IBD OF SI ON SI

Using MCIBD, the IBD growth of Si on Si was calculated

as a function of ion energy, for 10 sec of ion bombardment at

300 K with a flux of 1 monolayer/sec on a 40x40 2D lattice. The
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evolution of the 2D lattice is shown in Fig. 4.7 where x

represent atoms on their lattice site, and * represent

interstitials.

At 40 eV (Fig. 4.7a), the lattice is preserved as the IBD

film grows. The interstitials migrate preferentially to the

surface where they are annihilated, leading to net thin film

growth. The vacancies are also progressively annihilated in the

growing film, resulting in a fairly unperturbed lattice. At 200

eV (Fig. 4.7b), more vacancies are left behind in the growing

film, and the integrity of the lattice is greatly reduced. At 1 keV

(Fig. 4.7c), after some time of IBD growth, the lattice

arrangement appears completely lost, with an overwhelming

concentrations of vacancies which are not annihilated by the

interstitials. There is no doubt that there would be in such

conditions collapse of the lattice with subsequent

amorphization.

This evolution of the lattice configuration with ion energy

correlates qualitatively with our previous conclusions derived

with DRIVIC on the threshold energy for amorphization. It can

also be attributed to the increase at higher ion energies of the

range and range straggling, both longitudinal and lateral, of the

respective vacancy and interstitial creation profiles.

No further quantitative interpretation of the MCIBD results

will be attempted at this point. These simulations fulfilled

however their purpose in helping us understand and visualize

the atomistic processes involved in IBD growth.
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4.6. CONCLUSION

A simulation code, DRIVIC, has been developed to

investigate the role of point defect thermal diffusion and

recombination in the mechanism of thin film growth from a low

energy ion beam. Assuming immobile vacancies and highly

mobile interstitials at low temperature, the IBD growth process

is shown to be mediated by the interstitial diffusion. The point

defect diffusivities are found to determine the boundary of the

low energy range where epitaxial growth is possible by IBD.

With low energy ions, the spatial distribution of created

interstitials and vacancies favors their mutual annihilation and

their recombination with the surface. This minimizes the

injection of interstitials in the bulk and formation of residual

defects, and prevents excessive accumulation of vacancies and

subsequent amorphization, as visualized by MCIBD calculations.

The computed IBD growth rate and residual defect distribution

also show good agreement with experimental observations.

The point defect diffusivities are important parameters in

the IBD growth process. If the IBD growth is diffusion-limited,

the growth rate is strongly energy dependent and amorphization

can occur at very low energy. Athermal growth of epitaxial

films can be obtained only at the condition that the interstitials

have a high enough diffusivity: the IBD growth rate is then

limited by the ion beam flux and is independent of temperature,

as observed experimentally.
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The high diffusivity of the interstitials playing a major

role in ion beam epitaxy has very recently been confirmed by

MD calculations [112]. The interstitials were shown to diffuse

preferentially toward the surface and to annihilate the vacancies

created by the ions. The activation energy for interstitial

diffusion was lower than 1.4 eV and decreased in the subsurface

region. The good agreement between relatively complex and time

consuming MD calculations and our conceptually simple

continuum (DRIVIC) and Monte-Carlo (MCIBD) simulation

programs shows that our computer models can be used to gain

insight into the epitaxial growth mechanism by IBD
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5. EXPERIMENTAL STUDY OF IBO OF SEMICONDUCTORS

In the present work, the growth of thin oxide films of

group IV semiconductors, Si, Ge and their alloy Si;.xGex, and

of the III-V semiconductor GaAs was investigated by IBO at

room temperature. Special emphasis was placed on the

determination of the dependence of phase formation and film

properties upon ion energy. The experimental procedures and

results are first presented for the group IV semiconductors then

for GaAs.

5.1. ION BEAM OXIDATION OF SI, GE, SI11.xGEx

All the experiments were performed in the CIMD laboratory

which comprises a multi-chamber UHV system and a wet

chemical cleaning hood, both installed in a clean room

environment in order to minimize contamination by particulates.

The UHV system (Fig. 5.1) consists primarily of a MBE system

dedicated to group IV semiconductors and designed for 3”

wafers and an analytical chamber with XPS, connected by a

UHYV transfer tube.

Before presenting the IBO experiments, it is useful to

describe the Sij.xGex sample preparation by chemical cleaning

and MBE growth, as well as some modifications implemented in

the XPS chamber in order to perform the IBO experiments with

in situ monitoring by XPS.
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a. SAMPLE CLEANING

The purpose of cleaning the samples is to produce a

surface that will allow epitaxial growth by MBE. Several

cleaning methods have been proposed in the past [113]. One of

the most popular is the “Shiraki clean” [114]. It first involves a

chemical clean to remove the carboneous contaminants and to

grow a thin (10 A) chemical oxide. This oxide is then desorbed

in UHV just before MBE growth by heating the Si wafer up to

800 - 850 °C. The disadvantage of this cleaning method is to

involve a high temperature step. Since we are investigating low

temperature processing techniques, such as IBD, CIMD and

IBO, our cleaning method should be a low temperature cleaning

method as well.

In recent years, etching Si surfaces with HF has been

shown to produce a surface free of oxygen and passivated by

hydrogen termination [115]. This property has been exploited by

P.J. and F.J. Grunthaner to devise a low temperature Si surface

cleaning for MBE [116]. We therefore opted for this cleaning

procedure.

The low temperature clean of the Grunthaner’s involves

three steps: 1) growth of a chemical oxide, 2) spin etch with a

solution of HF in alcohol under Nj, and 3) desorption of the

remaining contaminants in UHV at low temperature. These steps

are now described in more details, as they were performed in

our experiments. Fig. 5.2 and 5.3 illustrate the different stages

of the Si surface preparation, observed by XPS and RHEED,

respectively.
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Figures 5.3. RHEED patterns of the Si (100) surface at different stages of

the cleaning procedure
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The first step is used to produce a carbon-free chemical Si

dioxide, similarly to the first part of the Shiraki clean. It can be

accomplished by several recipes, generally equivalent to each

other as long as they produce a clean SiO; layer (Fig. 5.2b).

The second step is the original contribution of the

Grunthaner’s. The Si wafer capped with the clean chemical

oxide is placed on a spinner in a glove box maintained under a

positive pressure of Na (typically 50 mm H20). The SiO is

then etched by dropping droplets of a solution of HF in ethanol

on the spinning wafer. The use of a solution of HF in ethanol

(rather than in water) and the positive pressure of N2 avoid the

reoxidationoftheSi surface and provide an almost complete

passivation by H termination of the dangling bonds. The wafer

is then mounted on the MBE holder and transferred to UHV

ander No at all time. The level of contaminants (O, C, F) after

the spin etch is only a small fraction of a monolayer as

determined by XPS (in the case of Fig. 5.2c¢, 0.031 ML of O,

0.054 ML of C, 0.014 ML of F, where a monolayer (ML) on the

Si (100) surface is 6.8x1014 atoms/cm?)

The third step is the desorption in UHV at low temperature

of the remaining contaminants. These contaminants are

physisorbed and will desorb by maintaining the wafer at 175 °C

for 30 min typically. The temperature can then be raised slowly

(15 °C/min) up to the growth temperature (500 - 600 °C).

Around 400 - 450 °C, the passivating H begins to desorb,

allowing the Si surface to reconstruct. This can be monitored by

RHEED in the MBE chamber (Fig. 5.3). The 1x1 pattern
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observed after loading of the wafer (Fig. 5.3a) gradually

changes into a 2x1 reconstructed pattern around 430 - 450 °C

(Fig. 5.3b), indicating that the surface is clean and ready for

epitaxy. When the temperature is increased up to 600 °C, the

reconstructed RHEED pattern sharpens farther, showing that the

surface gets smoother. After MBE growth, very sharp and clear

2x1 patterns indicate the good epitaxial quality of the Si and

S11.xGex films (Fig. 5.3c¢). If the surface is not clean, the 2x1

reconstruction is not observed upon heating, but a 1x1 spotty

pattern characteristic of SiC particulates appears instead (Fig.

5.3d). The Grunthaner’s characterized further by Secondary Ion

Mass Spectrometry (SIMS) and Scanning Tunneling Microscopy

(STM) the cleanliness of the Si surface prepared by the spin

etch method [115]. Using depth profiling by SIMS, the level of

remaining contaminants at the original surface obtained by the

spin etch clean is comparable to other cleaning procedures

involving a high temperature step. Moreover, STM observation

reveals that the smoothness of the cleaned Si surface is

improved quite significantly by using the low temperature spin

etch clean instead of a technique with a high temperature anneal.

In this spin etch cleaning method, the low temperature

desorption step and subsequent slow heating of the wafer up to

the growth temperature are particularly important. Indeed, if

these steps are eliminated and the wafer is heated up too quick-

ly, the remaining physisorbed contaminants will not be allowed

to desorb, but will become chemisorbed, requiring a high

lemperature anneal (to 850 °C, if not higher) to remove them.
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For the IBO experiments, we devised another low

temperature cleaning procedure for the surface preparation,

which was much shorter than the spin etch technique but almost

as efficient. For IBO, a low temperature surface cleaning

technique is as important as for MBE, since a thin layer is

formed on the surface and excessive contaminant levels can alter

the growth and/or the properties of the thin films. However, the

permissible level of contamination is higher than in MBE, since

the oxides are amorphous films. In addition, the IBO process

provides a self-cleaning of the substrate by sputtering of the

loosely bonded contaminants on the surface (as we observed by

in situ XPS during IBO).

This shorter cleaning procedure consists of a 2 min

methanol rinse, a 15 sec dip etch in HF:ethanol (HF:H3,O:

anhydrous alcohol, 1:1:10), followed by a 1 min methanol rinse,

dried with N22 and loaded as quickly as possible in UHV

(usually less than 5 min). The surface cleanliness obtained by

this dip etch clean is only slightly reduced compared to the

results of the spin etch method, and was found to be

satisfactory for the IBO experiments (Fig. 5.2d). The low level

of contaminants can be attributed to the following properties.

The first methanol rinse removes most of the carboneous

contaminant on the native oxide of the as-received wafer. The

HF:ethanol dip avoids the reoxidation of Si by the water

contained in an HF:H72O solution, conventionally used. It also

provides H passivation of the Si surface. In conventional

HF:H20 etch and deionized water rinse, a Langmuir-Blodgett
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(LB) film of contaminants is deposited on the clean Si surface

when the wafer is retrieved from the baths, because H20 does

not wet bare Si. In the dip etch clean developed here, however,

the alcohols, ethanol in the etch solution and methanol in the

post-dip rinse, wet the clean Si surface, avoiding a LB film to

be formed on the Si surface. When dried with Nj, the high

grade methanol leaves a minimal amount of residue on the

surface. The H passivation then protects the Si surface against

reoxidation until it is loaded in UHV.

Moreover, the contaminants left by the dip etch clean are

physisorbed and present in amounts small enough to be desorbed

during the low temperature anneal (175 °C, 30 min). The Si

surface is then clean and exhibits the characteristic 2x1 pattern

at 450 °C (in all respect similar to that of Fig. 5.3b).

The key point for a successful and reproducible low

temperature cleaning procedure for Si epitaxy is thus to provide

an. H-passivated Si surface with a minimum amount of

physisorbed contaminants. Our short dip etch clean performed

with high grade alcohols and minimal exposure to oxidants (in

air and cleaning solutions) fulfills that requirement and was

successfully used to prepare the Si surface for MBE growth in

this work. The epitaxial quality of the MBE layers was assessed

by cross-sectional TEM. The original surface appears in the

TEM pictures as a straight line with few or no features (Fig.

5.17), indicating that no significant amount of contaminants was

left by the short clean. Occasionally, defects nucleate at the

original surface. A Si buffer was always grown before the Sij.
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xGex layers in order to provide a smooth and clean template for

MBE growth of the strained layers and to avoid nucleation of

defects at the starting surface.

The short dip etch clean was also used for the Ge samples

with a 30 sec dip etch. Although most of the native oxide and

the carbon contamination was removed, the oxygen coverage was

significantly higher than in the case of Si, around 0.2 to 0.3

monolayer coverage. This can be explained by an H-passivation

less efficient and/or less stable and a more rapid reoxidation of

the Ge surface when exposed to atmosphere. The Sij.xGey

layers were grown by MBE and then directly transferred to the

[BO/XPS chamber without breaking vacuum. The pressure was

at all time below 10-2 Torr, avoiding (excessive) contamination

or reoxidation of the surface.

b. PRELIMINARY PREPARATION FOR THE IBO EXPERIMENTS

The IBO experiments were performed in the XPS chamber

so that the change in composition and chemical state could be

monitored by XPS analysis. The ion source was a hot filament,

electron impact ion gun (PE 04-300), which is normally used for

depth profiling by sputtering. The gun is designed to produce

ions with energies between 1 and 4 keV, and its performances,

i.e. current density and beam definition, deteriorate rapidly

below 1 keV. In order to produce the ions with energies in the

range of interest for IBO (&lt; 1 keV) and with significant beam

current density, the XPS sample stage was modified and special

sample holders with a floating ground were designed to work in
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an acceleration-deceleration mode. The ions were extracted with

a higher energy and decelerated to the desired low energy by

biasing the sample at 1 kV, which was the practical limit of the

electrical feedthrough. The beam shape and current density

could thereby be kept to reasonable characteristics (see

appendix A.1). The sample holders with a floating ground were

also designed to allow successive MBE and IBO without

removing the sample from vacuum. Small cleaved pieces, 10x10

mm?2 and 20x20 mm2, or plain 2” wafers could be used with the

appropriate holder. Due to the design of the respective holders,

MBE growth could be monitored by RHEED only with the 2”

wafers but not with the cleaved pieces.

The XPS was also reconfigured by switching the position

of the ion gun and of the X-ray source, so that the ion beam

could have a normal incidence. Normal incidence of the ion

beam is important in IBD to favor maximum incorporation of the

ions and to minimize sputtering. This changes somewhat the

parameters used in the quantification by XPS, but within the

experimental errors (&lt; 5 %) [117].

c. IBO EXPERIMENTAL AND CHARACTERIZATION PROCEDURES

For the study of Si IBO, 3” wafers of p-type Si (100) 10-

20 Q cm were cleaved into 20x20 mm?2 samples. The pieces were

then cleaned using the HF in ethanol dip etch technique.

For IBO of elemental Ge, thick Ge films (= 1000 A) were

deposited on a Si (100) 3” wafer by MBE at 500 °C. These films

were epitaxially ordered as assessed by RHEED and TEM,
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although they contained large stacking faults due to the lattice

mismatch with the Si substrate. Samples were then cleaved and

cleaned for separate IBO experiments.

Both cleaved pieces and 2” wafers were used for IBO of

Siij-xGex. On the 2” wafers, a Si buffer was first grown at 600

°C, then the Si;.xGex was deposited at 500 °C with a constant

preset composition of 20 % Ge. The epitaxial quality of the

films was also monitored in situ by RHEED. The temperatures

were slightly higher with the cleaved pieces (650 °C for Si

buffer, 550 °C for Si;.xGeyx layers) and no RHEED monitoring

was possible. The actual thickness and composition of the films

were determined by cross-section TEM and RBS. After MBE

growth, the samples were transferred to the IBO/XPS chamber

without breaking vacuum in a base pressure &lt; 10-9 Torr at all

times, avoiding any contamination of the Sij.xGex surface.

IBO was performed at room temperature in a base pressure

&lt;10-% Torr. The deposition pressure was typically 5x10-8 - 10-7

Torr and never exceeded 2x10-7 Torr. 1805+ instead of 160,+

was used to be able to investigate the reactivity of the IBO films

by measuring by RBS the possible incorporation of 160 after

exposure to atmosphere and to improve the detection of

incorporated oxygen during depth profiling by SIMS. The 1803*

ions were produced with the electron impact ion gun using the

acceleration-decelaration scheme described above. The ion

current density ranged from 0.5 to 2 pA/cm?2 depending on the

ion energy. The beam had a normal incidence and was rastered

over an area of about 2 cm2. The ion energy was varied from
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100 eV to 1 keV in order to study the dependence of phase

formation and film properties upon ion energy. At regular time

intervals, the IBO was interrupted and the sample grounded in

order to characterize the growing film by in situ XPS. The

samples were exposed to the ion beam until the O 1s signal

reached a saturation level which occurred for doses between

1.5x1016 to 3x1016 O/cm? depending on the ion energy and the

substrate. The ion doses were estimated by combining the

Faraday cup characterization of the ion beam (see appendix A.1)

and the measurements of the ion current during IBO and of the

[BO spot area. Still a significant error with regard to the ion

doses can be expected. |

After IBO, the samples were characterized in situ by

angular resolved XPS to profile the oxide composition in depth.

The XPS apparatus was a Perkin-Elmer ESCA 5400, with a

spherical capacitor analyzer 10-360, equipped with a small area

Omni Focus lens and a single channel detector. The analyzer

was operated in small area and Fixed Analyzer Transmission

(FAT) modes, resulting in an energy resolution given by AE =

0.015 PE, where PE is the pass energy for the acquisition.

Typically, the pass energy was 89.45 eV for survey acquisition

(full scans of binding energy (BE) from 1400 to 0 eV), 35.75

eV for multiplex acquisition of different peaks (Si 2p, Ge 3d,

etc), and 71.55 eV for profile acquisition during IBO

monitoring. The available X-ray radiations were Al Ka (hv:

1486.6 eV, FWHM: 0.85 eV) and Mg Ka (hv: 1253.6 eV,

FWHM: 0.65 eV). The XPS was calibrated using Au 4f7/o (84.0
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eV), Ag 3ds/2 (368.3 eV) and Cu 2p3/2 (932.7 eV) photoelectron

peaks emitted from pieces of the corresponding metals mounted

on the Faraday cup (FC) assembly. Calibration of the XPS,

triple alignment of the X-ray beam, small analysis area and ion

beam, and characterization of the ion beam could thus be

performed efficiently and accurately by using the FC assembly.

Ex Situ characterization included the following

complementary techniques:

SEM observation to assess the presence of an insulating

film and the dimensions and shape of the reacted area. These

were performed in a CAMSCAN Series 2 SEM operated in

secondary electron imaging mode, with a 20 keV electron beam.

ellipsometry to measure the film thickness. The

ellispometer was a Gaertner L117 operated at an angle of 70 °

and with a He-Ne laser light (6328 A).

cross-section TEM to determine the film thickness and

aniformity, the interface width, the microstructure and the

presence of defects in the underlying substrate. The sample

were prepared by successive mechanical thinning and polishing,

dimpling, and lastly ion beam milling by Ar at 1 keV [1]. A

TEM JEOL 200-CX operated at 200 keV, giving a spatial

resolution of 4 A was used to observe the samples.

Rutherford Backscattering (RBS) combined with ion

channeling techniques was used to quantify the !30 incorpo-

ration and the number of displaced Si atoms and to detect the

possible presence of 160 and damage in the substrate. The RBS

analysis was done with 2 MeV 4He+ produced by a tandem
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accelerator. The FWHM was around 25 keV, corresponding to a

depth resolution not better than 300 A. The experimental setup

illustrated in Fig. 5.4 is characterized by a fixed angle (10 °)

hetween the incident He beam and the detector.

Detector [N—
10°

2 MeV He beam

a\

AN
Sample

NN

Figure 5.4. Geometry of the RBS system

Che eiectrical characterization is the object of chapter 8.

d. RESULTS OF IBO OF SI, GE AND SI11.xGEx

Il. IBO OF ELEMENTAL SI

[n Fig. 5.5, time-resolved XPS spectra show the

progressive oxidation of Si under 1802+ bombardment at 100 eV

as a function of time. As the exposure to the ion beam

increases, the Si 2p signal of unreacted Si (SiO, 99.6 eV)

originating from the substrate decreases in intensity while a

signal at higher binding energy (103.6 eV) appears and

increases due to the formation of stoichiometric SiOj (Si%4+). In

the initial stage of IBO, Si suboxides are formed as can be seen

in the XPS spectrum. However, as the oxygen dose increases,

these transitory suboxides disappear completely and only

stoichiometric SiO grows on top of the Si substrate. An

astimation of the contribution of the suboxides in the IBO oxide
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can be made by curve fitting of the Si 2p signal, based on the

data from Himpsel et al. [118] This is shown in Fig. 5.6 and

Table 5.1 which lists the characteristics of each contributing

peak. The contribution of the suboxides amounts to less than 7%

of the total intensity of the Si 2p peaks and is indicative of the

transition region between SiO2 and Si.

Fig. 5.5 illustrates yet another characteristic of the IBO

process: after 3 hr, the growth of SiO, saturates. This self-

limitation of the oxide growth has also been observed in

previous IBO experiments [7,27]. Its origin will be investigated

in the theoretical modelling of IBO presented in chapter 6
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Figure 5.5. Time-resolved XPS spectra of the Ion Beam Oxidation of Si

with 100 eV 1805+ as a function of exposure time to the beam
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Table 5.1. Estimation of the suboxide contribution in the Si 2p peak after

[BO of Si with 100 eV O2+. The corresponding curve fit is shown in

Fig. 5.6. The chemical shift and FWHM for the suboxide peaks are

taken from the analysis of Himpsel et al. [118]

113



Fig. 5.7 shows the Si 2p signal at saturation as a function

of ion energy (Ejon). With Ejon increasing from 100 eV to 1

keV, the intensity of the SiO, signal at higher binding energy

(Si4*) increases from 70 to 90 %, while the signal of unreacted

Si (Si%, 99.6 eV) originating from the substrate decreases

correspondingly. This can be interpreted as an increase of the

SiO, film thickness with increasing Ejon. TEM observation

revealed that the IBO films were uniform and had a sharp

interface (Fig. 5.8). The SiOj thicknesses can be calculated

from the relative intensities of the SiO2 and unoxidized Si peaks

measured by XPS [119], assuming an escape depth in SiO2 (Aox

= 30 A). As shown in Fig. 5.9, the thicknesses derived from

XPS are in excellent agreement with those measured by cross-

section TEM and ellipsometry assuming an index of refraction of

1.46.

As it can also be seen in Fig. 5.7, the SiO peak shifts

slightly to a lower binding energy as the thickness decreases

(Table 5.2): from 104.2 eV for the 70 A film to 103.6 eV for

the 39 A oxide. This shift is characteristic of thin oxide films

and has been observed by other workers. According to the

thorough analysis of the Grunthaner’s [120] on thin thermal

oxides, this is due to a change of the atomic density and

bridging bond angle distribution in the SiO3/Si interfacial

region, resulting in a change in the valence charge distribution

in the Si-O bond and the observed chemical shift difference.

From this observation, the SiOz interfaces formed by IBO are

similar to those formed by thermal oxidation. This has already
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been pointed out by Schulze et al. [121] with a 160 nm surface

oxide grown using 160+ ions at 30 keV. By gradually etching

the oxide, a decrease in the chemical shift was observed for

oxide thicknesses below 40 A.

No damage in the underlying substrate could be detected

by TEM and RBS (Fig. 5.8 &amp; 5.10). By acquiring the spectrum

in the &lt;110&gt; channeling direction, the 1830 incorporation was

measured with a minimum of background noise. The stoichiome-

try determined from the RBS Si surface peak and the O peak was

found to be below the ideal ratio of 2. This might indicate some

displaced Si under the SiO, films, although such a region could
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not be identified in the TEM micrographs. 160 was not

consistently detected. We do not have a definitive interpretation

for its incorporation in some samples and its absence in others.

Two possible explanations are the following. (1) Some Si may

be left unreacted at the surface of the IBO SiO, films and

oxidizes upon exposure to atmosphere. (2) During the RBS

analysis, some 160 from the background gas in the vacuum

chamber (10-6 - 10-7 Torr) is incorporated in the IBO films by

[on Beam Induced Oxidation [122] and replaces the 130. Depth

profiling by SIMS analysis performed in UHV (&lt; 10-2 Torr)

should allow us to determine the 160 origin.

Lastly, in order to assess the athermal nature of the IBO

process, IBO of Si at 200 eV were performed at 300 K and 700

K. Little differences were noted between the two films. The

thicknesses determined by in situ XPS differed by 2 A, the 700

K oxide being slightly thicker, while ellipsometry gave the same

thickness for both films. This indicates a weak, if not

nonexistent, temperature dependence of the IBO growth rate

over the 300 - 700 K range, in agreement with the results

previously reported by Todorov et al. [24]

At this point, one can note that the pressures during IBO

were relatively high. It has been observed [122] that when Si is

bombarded with energetic ions (Ar* and N* at 40 keV) in an

oxygen containing atmosphere (10-8 - 10-5 mbar Oj), a thin

S107 film can be formed by Ion Beam Induced Oxidation (IBIO).
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The SiO film thickness formed by IBIO saturates after a rapid

growth. The saturation thickness strongly depends on Oj partial

pressure (0 A at 10-8 mbar, 10 A at 10-7, 40 A at 10-6 and 100

A at 10-5) but not so much on the ion beam current density,

species or energy (in the medium keV range). With our working

pressures (typically 9x10-8 Torr = 6.75x10-8 mbar), there might

be a slight contribution from the background oxygen to the

oxide film formation, but IBIO is probably not the predominant

phenomenon observed in our experiments. The following

remarks can be stated to support further this conclusion. The

[BO study was performed with much lower energies than in ref.

[122]. These low energies can be expected to favor direct

oxidation by incorporation of oxygen ions versus recoil

implantation of the background oxygens. The evolution with

time of the oxide formation at different energies, i.e. slower

initial oxidation rate at higher energies, is indicative of a

subsurface process (IBO) rather than a surface-driven process

(IBIO). The strong dependence of the film thickness observed

apon ion energy while the Oz partial pressures were similar,

also demonstrates that Si oxidation as investigated here is

governed by direct Ion Beam Oxidation. Lastly, the results of

the present experiments, namely the SiO; film thicknesses, can

be compared to those of other IBO experiments done in true

UHV conditions (&lt; 10-9 Torr), either at the same low energy

(200 eV O*) [7] or at slightly higher energy (4 keV Oo2%) [123].

1190



2. IBO OF ELEMENTAL GE

Fig. 5.11 illustrates the gradual oxidation of Ge (29.7 eV)

into GeO3 (33 eV) under 1802+ bombardment at 200 eV.

Features are similar to those observed in Si IBO. IBO of Ge

first goes through a short initial stage where Ge suboxides are

formed, then the formation of stoichiometric GeOj increases and

finally saturates.

In the case of elemental Ge oxidized by IBO (Fig. 5.12), a

dramatic dependence of phase formation on the ion energy is

observed. Below 200 eV, GeO; is clearly formed, while at 500

eV and above, the chemical shift of the oxidized peak does not
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Figure 5.11. Time-resolved XPS spectra of the Ion Beam Oxidation of Ge

with 200 eV 180,+ as a function of exposure time to the beam
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correspond to GeOz (Ge4*), but to the lower oxide GeO (Ge2t).

GeO, is a volatile oxide and at higher ion energies, is probably

sputtered away as it is formed. The high sputtering rate of GeO

thus prevents partially (500 eV) or totally (1 keV) the oxidation

of Ge. For Ejon £ 200 eV, the sputtering is smaller and thin

GeO, films can be formed. The relative intensity of the oxidized

to the unoxidized peaks increases from 100 to 200 eV and the

chemical shift is slightly smaller for the 100 eV IBO GeO; than

for the 200 eV film (Table 5.2). These observations might

indicate, as in the case of Si, an increase of oxide thickness

with ion energy and the existence of an interfacial region

between the oxide and the substrate. However, the phase

decomposition plays a much more important role at higher

energies. The insulating nature of the Ge IBO films, assessed

by SEM, was also directly related to the presence of GeOj;.

While the 100 and 200 eV samples were strongly charging

during SEM observation, only faint charging effects were seen

in the 500 eV sample and no charging occurred in the 1 keV

sample. This indicates that the oxide is insulating only when

made of GeOaj.

TEM observations indicated that the epitaxial quality of the

Ge films was relatively good, although some large stacking

faults were present (Fig. 5.13). The surface, however, was very

rough and made difficult the detection of an amorphous layer on

top of the Ge films. It should be noted that the TEM sample

preparation might have affected the film microstructure.

Amorphous GeO, is indeed highly soluble in water which is
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used in the dimpling of the samples. Strong ion beam milling

effects can also be detected and seems to indicate that Ge films

are quite sensitive to the TEM sample preparation method.
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Figure 5.13. TEM picture of IBO Ge at 200 eV
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3. IBO OF S11.xGEx

During IBO of Sij.xGex layers under 1802* bombardment,

both the Si and the Ge of the alloy are transformed

simultaneously into a fully oxidized state similar to that of

stoichiometric SiO and GeO2, respectively. This is in contrast

with observations for high energy Ion Beam Synthesis of

Sip.5Gep.5 oxides where the Ge oxidizes only after the Si is

completely oxidized [124]. Fig. 5.14 illustrates the gradual

oxidation by IBO of Si;.xGex at 200 eV. As it was also

observed in IBO of elemental Si and Ge, the IBO goes through

three stages: in an initial stage, substoichiometric oxides are

formed significantly as evidenced by the chemical shift observed

in the XPS spectra (at 0.5 hr of Oy exposure in Fig. 5.14). The

second stage consists of rapid growth of the dioxide phase. The

transitory suboxides disappear progressively and are not

contributing significantly (&lt; 5 %) to the XPS spectra (from 0.5

to 2 hr of oxygen exposure in Fig. 5.14). The IBO then enters a

third stage of saturation where the net oxygen incorporation

does not increase anymore over time (XPS spectra at 2, 3 and 4

hr in Fig 5.14). Note that the Ge 2p photoelectrons have a lower

kinetic energy and therefore originate from a shallower depth,

providing a signal more representative of the surface than the

Ge 3d photoelectrons. This explains why in the Ge 2p signal,

the peak due to unoxidized Ge disappears almost entirely.
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More importantly, the chemical shift for the Si4* and Ge4+

states observed in the SiGe-dioxide are different from the

corresponding states observed in the elemental SiOz and GeOj

(Fig. 5.15 &amp; Table 5.2). The chemical shift for Si4+ is

consistently lower in the SiGe-oxide than in SiO2 by 0.1 to 0.4

eV, while ABE for Ge#+* is significantly larger by 0.8 - 1.0 eV

in the alloy oxide than in GeOj. These differences in chemical

shift indicates the formation of a ternary phase of SiGe-dioxide

rather than a mixture of binary S103 and GeO7 phases.
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Fable 5.2. Chemical shift (ABE, in eV) observed by XPS for the

oxidized peaks in IBO of Si, Ge, and Sij.xGex.

As the ion energy is increased (Fig. 5.15), the relative

intensity of the oxidized to the unoxidized peaks increases, as

has been observed in IBO of elemental Si. This effect is

relatively strong in the Si 2p (Fig. 5.15b) and Ge 2p (Fig.

5.15a) signals while it is weaker for the Ge 3d signal (Fig.

5.15¢). This suggests that the oxide thickness increases with

lon energy. However, the difference in intensity of the Ge 2p

and 3d signals indicates an increasing non-uniformity of the
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stoichiometry with depth at the higher energies. This is

probably due to ion beam mixing increasing with ion energy.

{fn Fig. 5.15, a slight decrease in the chemical shift of the

oxidized state can also be noticed in the Si 2p and Ge 3d signals

of the IBO samples producedatthe lower energies. This is

similar to the reduction in ABE observed for the thinner IBO

SiO; films and would indicate the existence of an interfacial

region for the SiGe-oxides as well.

In the alloy, the Ge is fully oxidized in the Ge4* state at

all energies used, even at 1 keV, and no lower oxide state

(similar to Ge2* in GeO) can be detected as in the case of IBO

of elemental Ge above 200 eV (Fig. 5.12). The presence of Si

surrounding the Ge in the alloy thus enhances the oxidation of

Ge under IBO. However, the Ge fraction in the SiGe-oxide was

found to be lower than the original Ge content of the alloy (Fig.

5.16). This is due to the lower sublimation energies for Ge and

GeO, than for Si and SiO, resulting in preferential sputtering

of Ge and GeOj. There was also a difference in microstructure

between the cleaved pieces and the 2” wafer samples, as

observed by TEM.

TEM observations (Fig. 5.17) revealed that the Sij-xGex

layers grown on the cleaved pieces were defective: stacking

faults originating from the middle of the Si;.xGex layer and

progressing toward the top surface were identified. On the 2”

wafer, the Sij.xGex layers exhibited a much lower defect

density. Some defects could be occasionally detected but they

were of a different nature: they were nucleated at the original
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surface but terminated inside the MBE layers without reaching

the surface. The differences in epitaxial quality between the two

types of samples were confirmed by RBS and ion channeling

angular scans. The difference in microstructure resulted in a

different morphology of the SiGe-dioxide films. In the defective

films (Fig. 5.17a &amp; b), the IBO oxides were rough and found to

grow non-uniformly into the layer where a defect intersected the

surface. On the low defect density layers (Fig. 5.17c &amp; d), the

[BO films had a sharp interface with the MBE layer and a

uniform thickness. (Note that in the case of Fig. 5.17c¢, a Si cap

was deposited by MBE after IBO of the Si;j.xGex film and

reoxidized by IBO at 1 keV, to provide a heterodielectric

structure (Si/S11-xGex/SiGe02/S5i103))

The composition of the alloy dioxide was also strongly

affected by the microstructure (Fig. 5.16). The Ge retention in

the oxide after IBO is much higher in the low defect density Sij.

xGex than in the defective layers. A possible explanation is that

Ge is more easily sputtered away where a defect is present.

Nevertheless, in both cases (defective and low defect density

films), as the ion energy is decreased, the importance of

sputtering decreases and the Ge/Si ratio after oxidation

approaches the original Ge/Si ratio. Lower energies in IBO thus

appear to favor both compositional uniformity and Ge retention.

Fig. 5.18 and 5.19 are typical 2 MeV 4He* RBS spectra of

Si1.xGex oxidized by IBO. The RBS spectra taken in the &lt;110&gt;

channeling direction (Fig. 5.18) reveals the incorporation of

180 and occasionally of some 160. The substrate channeling

132



Energy (MeV)
0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
y———— w ——————-

4

©
£

D

ld

Tha,
 Pp

(110) Channeling
Unoxidized SiGe+Si Cap

Vs IBO SiGe 200eV

+I1BO Si Cap 1keV

2"'wafer

3
Tob
- ih,

r,
od
er

Unoxidized SiGe

IBO SiGe

Ge

Si
&amp;

a

J 1 IT TT 1
00 200 300 400 500

Channel
600

Figure 5.18. 2 MeV 4He+ RBS spectra in the &lt;110&gt; channelling direction

for unoxidized Si1.xGex/Si (100) capped with an amorphous Si layer
(50 A) and oxidized Si;.xGex/Si (100) at 200 eV capped with

oxidized Si at 1 keV on a 2" wafer (same sample as in Fig. 5.17c¢).

[ncorporation of 180 and of some 160 can be detected.

Energy (MeV)
04 0.6 0.8 1.0 1.2 1.4 1.6 1.8

90gD
Db

5

DO

210 1.

3 S
'8(y

16, V
fo mpta on deny

IBO SiGe 200eV

+ 1BO Si Cap (tkeV)
2"wafer

Rotating Random

(110) Channeling

\ A

Ge
aa

-v I J 1Te ——— ——— )
100 200 300 400 500 600

Channel

Figure 5.19. 2 MeV 4Het+ RBS spectra in random and &lt;110&gt; channeling

directions for the oxidized region of the sample of Fig. 5.17c¢

133



yield is also higher under an unoxidized region of the Sij.xGeyx

layers than under the IBO region. Given the presence of an

additional amorphous film on top of the Si;.xGex layer after

IBO, one would intuitively expect the opposite effect at first.

This improvement of the substrate channeling yield after IBO

can be attributed to strain relief in the Sij.xGex layers or to an

effective thinning of the Si1.xGex layers, upon formation of the

oxide film. In both cases, the steering of the He beam out of the

substrate channels due to the tetragonal distortion in the alloy

layer would be reduced, resulting in a better substrate

channeling under the IBO spot.

Lastly, the thermal stability of these new Sij.xGex

dielectrics was assessed by submitting a 200 eV SiGe-oxide to

an in situ anneal monitored by XPS. The sample was

progressively heated and kept at 200 °C for 30 min, 300 °C for

30 min, 400 °C for 30 min and finally 500 °C for 2 hr. XPS

spectra were taken at each anneal temperatures as well as when

the sample was cold again. No changes in the composition and

chemical state of both Si and Ge before and after anneal could

be detected. This relatively good thermal stability of the alloy

oxide up to 500 °C indicates that the SiGe-dioxide films may be

able to withstand further device processing

134



5.2. ION BEAM OXIDATION OF GAAS

Ion Beam Oxidation of GaAs at room temperature was

studied as a function of O2* ion energy between 100 eV and 8

keV, in three sets of experiments.

Below 1 keV and at normal incidence, a thin oxide film is

formed: it is composed of Gas03 and As203, and exhibits

insulating properties. As the ion energy increases, preferential

sputtering of As and decomposition of As203 increase and

prevent formation of an insulating film. No damage in the

substrate was detected by RBS combined with ion channeling for

IBO performed below 1 keV.

a. GAAS IBO EXPERIMENTAL PROCEDURE

For all the IBO experiments, the same Czhokralski-grown,

low resistivity GaAs (100) 3” substrate was used by cleaving

small pieces.

In the first experiment, IBO of GaAs was explored for ion

energies ranging from 1 keV to 8 keV using a VG duoplasmatron

ion source (VG DP 2001/C) with in situ SIMS analysis. In this

case however, the ion beam did not have a normal incidence but

impinged at 30° off the normal. The 0+ ions were extracted at

10 keV and slowed down by biasing the target from 9 to 2 kV.

For the second experiment at 500 eV, an electron impact

sputtering ion gun (Perkin-Elmer 04-303) was used to produce

the IBO film with in situ Scanning Auger Microscopy (SAM).

The O2* ions were produced at 1 keV and decelerated to 500 eV
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at the target. In this case, special care was taken to have normal

incidence.

For the experiments described above, the samples were

sputter-cleaned in situ prior to IBO: the sputter-cleaning was

done with 4 keV ions, Cst in the SIMS, and O3* in the SAM,

for short duration (12 sec. to 1 min.) with a beam incidence of

30° to favor sputtering versus incorporation. This duration was

optimized by experimentation prior to IBO, in order to remove

most of the surface contamination of carbon and oxygen, while

keeping the GaAs surface as stoichiometric as possible.

These first two IBO experiments were also conducted in a

UHV environment (5x10-9 Torr during IBO). With the ion

sources used above, the oxygen ions were predominantly O3*,

and not Ot. The ion current density ranged between 10 and 20

uA/cm2. In each experiment, the time of exposure to the oxygen

ion beam was determined to have the same total dose of Ost,

namely 1017 ions/cm2. The samples were characterized by ex

situ XPS, SEM, and RBS with ion channeling technique.

The third set of experiments was conducted in the CIMD

system in the same conditions as the IBO of group IV

semiconductors. The GaAs samples were cleaned using the dip

etch clean with a 30 sec dip in the HF:ethanol solution. This

removed most of the carbon contamination and of the native

oxide as determined by XPS. The remaining oxygen

contamination was however still quite high (0.25 - 0.3 ML) and

most of it was bonded to As in As2013. As in the case of Ge,
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this is probably due to a less efficient and less stable

passivation of the surface by H termination. The dip etch clean

was however sufficient for the IBO experiments and provided a

stoichiometric GaAs surface. In situ XPS was used to monitor

the phase formation as a function of exposure to the ion beam.

IBO was interrupted when the saturation level was reached.

Oxygen ion energies were varied between 100 eV and 1 keV to

study more precisely the role of ion energy on GaAs-oxide

formation by IBO.

b. RESULTS OF IBO OF GAAS

The XPS analysis of the GaAs IBO layers is in general

quite complex compared to that of group IV semiconductors.

More photoelectron emmisions as well as Auger electron signals

contribute to the XPS spectrum and more oxide phases can be

formed and need to be identified. Table 5.3 summarizes the peak

position and chemical shift in the oxide phases for the 3d

photoelectron and L3MysMys Auger electron signals of both Ga

and As [125]. The chemical shift in the Ga 3d signal between

GaAs and Gaz03 is quite small (ABE = 1.0 eV). In addition, for

very thin oxides, this chemical shift has been found to be

incomplete, in a similar manner to the shifts found for thin SiO;

films [126]. This makes the respective contribution of oxidized

and unoxidized Ga to the Ga 3d signal difficult to separate

accurately. Fortunately, the shift in the Ga LMM Auger peak is

quite significant (ABE = 4.9 eV) and easily observable. This

helps identifying more accurately the degree of oxidation of Ga
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into Ga03. There is no such difficulty for As and its oxides

since the chemical shifts in the 3d peak are large enough to

resolve easily the different contributions

GaAs

Gajp0s3
As203

GaAsOy4
Asa0x«

Ga 3d

(eV)
|g

+ | -

| As 3d | Ga LMM | As LMM
(eV) (eV) (eV)

hv-1062 hv-1225.6
4 Q

+3.5

+47

3 x

+4 7

lable 5.3. Binding energies of the 3d photoelectrons and

L3M4gs5My4s Auger electrons for Ga and As in GaAs and

corresponding chemical shifts in the oxide phases [125]

Fhe results of the first two sets of GaAs IBO are

summarized in Fig. 5.20. The first spectrum in Fig. 5.20 is a

reference spectrum taken on virgin GaAs, i.e. uncleaned and not

exposed to any ion beam, and thus having retained a native

oxide intact on the surface. The three other spectra (Fig. 5.20b,

¢ &amp; d) correspond to oxidized GaAs with three different ion

energies, 500 eV, normal incidence (from SAM), and 1 and 3

keV, 30 ° incidence (from SIMS), respectively. By comparing

the binding energy positions observed in Fig. 5.20 to the values

in Table 5.3, it can be established that the oxidized states of Ga

and As are Ga03 and As203, respectively, with no detectable

presence of GaAsO4 or As20s5.
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At 500 eV, a dramatic difference is observed in the

composition between the native oxide and the IBO film. The

gallium seems completely oxidized into Gaz03, with no Ga

bonded to As, while most of the arsenic is oxidized (80 %) into

As203. As the ion energy increases and the incidence angle is

away from the normal, the oxide content decreases: the amount

of oxidized Ga drops to 50 % while the As203 content

drastically decreases to 30 % at 1 keV and 20 % at 3 keV. These

results demonstrate that decomposition of As,03 increases with

increasing ion energy and off-normal incidence, preventing the

formation of a GaAs-oxide. IBO at low energy (&lt; 500 eV) and at

normal incidence should thus favor the oxidation of As versus

its removal as well as the formation of more stoichiometric

GaAs oxides. This is indeed confirmed by the more accurate

study of GaAs IBO performed with in situ XPS analysis.

During IBO of GaAs with 1803+ ion energies ranging from

{00 eV to 1 keV (Fig. 5.21), the strong dependence of phase

formation and stoichiometry could be established by in situ

XPS. When the ion energy is decreased, the fraction of oxidized

Ga decreases, as estimated from the Ga 3d signal (Fig. 5.22)

and more clearly evidenced by the Ga LMM Auger lines (Fig.

5.23). This suggests that the oxide films are thinner at lower

energies, as was the case in IBO of group IV semiconductors.

On the other hand, the fraction of oxidized As decreases

significantly with increasing ion energy (Fig. 5.22). Similarly,

the Ga:As ratio (Fig. 5.24), ideally equal to 1 in GaAs,

increases dramatically during IBO at higher energies. This
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indicates a depletion in As, especially pronounced in the oxide

phase, which is due to preferential sputtering of As and

chemically enhanced sputtering of As via As203 formation. At

lower IBO energies (&lt; 200 eV), significant oxidation of As is

observed (Fig. 5.21) and the Ga:As ratio in the oxide layer

(Fig. 5.24) approaches unity, indicating the formation of a

stoichiometric and uniform GaAs oxide, especially at 100 eV.

The insulating nature of the oxide films was assessed by

SEM observations: the GaAs IBO films showed charging effects

when formed with ion energies up to 500 eV, while above 500

eV, charging was weak or not observed. It is interesting to note

that visual inspection gave the complementary information: the

IBO spots formed below 500 eV were not visible, while the

spots formed with Ejon &gt; 500 eV could be easily located by

visual inspection.

Lastly, results obtained by RBS combined with ion

channeling provided information about the film formation and

the damage in the underlying substrate. The surface peak was

found to increase with decreasing energies from 3 keV to 500

eV, indicating the formation of an amorphous film at the lower

energy (500 eV). However, the depth resolution was

unsatisfactory to quantify the thickness with a reasonable

degree of confidence. The minimum yield in the substrate was

observed to decrease with decreasing energy. Below 1 keV, it

was found to be equal to the value for virgin GaAs (100) or 4

%. This establishes that the low energy used in IBO not only
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minimizes sputtering and oxide decomposition, but also prevents

a massive incorporation of defects in the underlying substrate.

 J)
=.

- SUMMARY OF THE RESULTS

Low energy lon Beam Oxidation of Si (100), Ge on

Si(100) and MBE-grown Sij.xGex on Si (100) as well as IBO of

GaAs (100) was investigated at room temperature using 1830,+

with ion energies ranging from 100 eV to 1 keV. The

dependence of phase formation and film properties upon ion

energy was established. In the case of Si, thin films of

stoichiometric SiO are formed at each energy and their

thickness increases from 39 A to 70 A with increasing ion

energies. Insulating GeO2 can only be formed for Ejon &lt; 200

eV. Under IBO, both Si and Ge in the Si;.xGex alloy are fully

oxidized. At each energy investigated, thin SiGe-dioxide films

are formed and found to be insulating by SEM. This contrasts

with IBO of elemental Ge and shows that the presence of Si

surrounding the Ge in the Si;.xGex alloy enhances the oxidation

of Ge by IBO. Due to preferential sputtering of Ge and beam

induced decomposition of GeOy, the Ge fraction in the SiGe-

oxide is lower than the original Ge content of the alloy,

especially at high energy. IBO performed at low energy (£ 200

eV) favors the retention of Ge in the SiGe-dioxide and

minimizes the non-uniformity of the oxide composition with

depth. The morphology and composition of the SiGe-dioxide

was also observed to depend on the microstructure of the Sij.
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xGex layers grown by MBE. Effective oxidation of GaAs and

formation of an insulating film made of Ga203 and As203 can be

achieved by IBO if the ion energy is low enough (£ 200 eV).
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6. THEORETICAL MODELLING OF THE IBO PROCESS

ion Beam Oxidation (IBO) is a low temperature growth

cechnique where a low energy (&lt;1 keV) ion beam introduces the

oxygen into the substrate and athermally activate the chemical

reaction leading to the oxide growth. In this work, IBO of Si,

Ge, Si1j-xGex and GaAs was investigated experimentally as a

function of ion energy from 100 eV to 1 keV. The results

presented in the previous chapter show a strong dependence of

the materials properties such as phase formation, stoichiometry,

and thickness on the ion energy.

In this chapter, theoretical modelling of the IBO process is

studied with the objective to account for the various

experimental observations. Our approach to describe the IBO

process is the following. Based on the general presentation of

chapter 3, the effects of the three physical phenomena involved

in IBO are successively investigated, namely:

1) ion incorporation and sputtering: model IS

2) model IS + Replacement / Relocation events (or ion beam

mixing effects): model ISR

3) model ISR + oxygen diffusion and chemical reaction:

model ISRD

The purporse of constructing models of increasing

complexity as more phenomena are included is to identify the

respective role and importance of each of these steps in the IBO

process. For each model, a brief explanation of the program
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implementation is first presented, followed by the main results

and correlations with the experimental observations.

6.1. IMPLANTATION / SPUTTERING MODEL: MODEL IS

a. DESCRIPTION OF THE MODEL IS

The IBO process can first be thought as a competing

process between sputtering and oxygen implantation. Once the

oxygen is incorporated, it will bond with available substrate

atoms to form an oxide molecule. Upon oxidation, the volume

expands, leading to net surface growth in the initial stage of

IBO. The experimentally observed saturation of the IBO growth

rate then results from the balance between the sputtering rate of

the oxide layer at the surface and the oxidation rate of the

substrate accompanied by volume expansion at the back

interface. This balance results in a fixed and constant thickness

of the IBO film which, in the IS model, depends solely on the

ion-solid interaction, i.e. ion implantation and sputtering. The

thickness is determined by the relative magnitude of the range

and range straggling of the ion incorporation profile and of the

sputtering yields of the different elements.

In the IS model, excess Op incorporated after saturation of

the IBO growth is assumed to diffuse quickly to the surface and

to desorb completely.

A similar IS model was developed by Todorov.et al. [127]

for IBO of Si with similar assumptions for the chemical

reaction, volume expansion and excess oxygen. An analytical
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formula was used to calculate the implantation profile and

experimental values for the sputtering rate of SiO3 and Si.

In the present IS model developed for IBO of single (Si,

Ge) and multi-element (Si;.xGex, GaAs) targets, TRIMCSR is

used to calculate the ion-solid interactions, i.e. the oxygen

implantation profile and the sputtering profile. The sputtering

profile provides the depth of origin of the sputtered recoil,

usually involving the first two to three monolayers:

v= [yo
0

This enables the IS model to predict stoichiometry

modification at the surface due to differences in sputtering

yields with depth (y(z)). From the implantation and sputtering

profiles calculated by TRIMCSR for homogeneous elemental and

compound targets, a simple interpolation with renormalization to

the ion dose is used to determine the implantation and sputtering

profiles in the target when the composition varies during IBO.

This procedure was found to be acceptable when checked with

the more advanced model ISR which includes a dynamic version

of TRIMCSR.

b. IS SIMULATION RESULTS

I. IS PREDICTIONS FOR IBO OF SI

The IS model can account for the 3 stages experimentally

observed during IBO of Si: 1) formation of substoichiometric

oxides, 2) rapid conversion into SiO, and 3) saturation of the

[BO growth (Fig. 6.1).
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Due to the volume expansion upon oxidation, there is

significant surface growth until saturation is reached (Fig. 6.2).

The balance between sputtering at the surface and volume

expansion due to oxidation of the substrate at the back interface

results in a small erosion rate of the surface which increases

with ion energy. The time to reach saturation also increases

with ion energy, as experimentally observed. This can be

explained by the range straggling of the oxygen profile which

increases with ion energy.

Lastly, the oxide thickness was also found to increase with

ion energy. However, the calculated thicknesses are much lower

than the experimental ones (Fig. 6.3). This is in contrast with

the model of Todorov et al. They claimed a good correlation
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between calculated and experimental thicknesses for ion

energies between 60 and 100 eV. This might be due to the fact

that they calculated the implantation profile using analytical

formulas which are known to overestimate the range of the ions,

especially at low energy. The rather large discrepancy between

SiO, thicknesses observed in our experiments and calculated by

our IS model indicates that the IBO process is not governed

only by the competing processes of implantation and sputtering,

but that a more refined and complete model needs to be

developed.

2. IS PREDICTIONS FOR IBO OF GE

The IS results for IBO of elemental Ge are quite

interesting and rather different from those for IBO of Si. The

main difference resides in much more pronounced sputtering

effects. Significant erosion of the surface is observed at all

energies, even though the volume expansion upon GeO3

formation (AV/V = 2.33) is slightly larger than upon Si

oxidation (AV/V = 2.2). At low energy (100 eV), a very thin but

continuous layer of stoichiometric GeO; can be formed (Fig.

6.4a), while at higher energy (1 keV), the high sputtering rate

of both Ge and GeO; prevents the formation of a continuous

layer, although there is some incorporation of O (Fig. 6.4b).

This is qualitatively in good agreement with the experimental

dependence of GeO, formation by IBO upon ion energy.

The IS model, although relatively simple, can thus provide

insight into the phase formation by IBO.
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3. IS PREDICTIONS FOR IBO OF SIg.8§GEy.2

Due to the low Ge content, the IS results for IBO of

Sigp.§Geg.2 are more similar to those for IBO of Si than of Ge.

However, the presence of Ge, even at a relatively low

concentration, alters significantly the results compared to IBO

of elemental Si:

the oxide thicknesses are smaller due to the smaller ion

range in the alloy layer

the surface erosion rates are 141 + wo due to the larger

sputtering yields.

A uniform (Sig.8Gep.2)02 film (Fig. 6.5) is formed at all

znergies, even at 1 keV, corresponding qualitatively to the

anhanced oxidation of Ge in the Sij-xGeyx layer observed
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154



experimentally. Variation with depth of the Sip. g§Geg.2-dioxide

composition is only observed at the very shallow surface, due to

differences in sputtering rates between Si and Ge, and does not

correlate with the rather strong non-uniformity of the oxide

composition with depth observed experimentally by XPS.

The advantage of the IS model is to be simple, fast and

able to give some insight into the mechanism of phase formation

resulting from the competing processes of oxidation and

sputtering. However, it cannot account for the experimental

thicknesses and depth composition of the IBO oxides.

6.2. MODEL IS + ION BEAM MIXING EFFECTS: MODEL ISR

a. DESCRIPTION OF THE MODEL ISR

In the ISR model, the effect of replacement/relocation

events are now taken into account. These events corresponds to

ion beam mixing effects resulting in mass transport over several

atomic distances. The light elements can be expected to be

moved deeper in the substrate while there is an accumulation of

heavier elements at the surface. This is true when only mass

effects are playing a role. Differences in displacement (Eq) and

surface binding (SBE) energies might affect this conclusion.

The ISR model requires a dynamic version of TRIMCSR in

order to update regularly the ion incorporation, vacancy,

interstitial and replacement/relocation- profiles while the

composition of the substrate varies as IBO proceeds. The same

assumptions as in the IS model are made however regarding the
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oxidation process itself: all the oxygen is bonded to the

available substrate atoms and the excess oxygen is assumed to

diffuse to the surface and to desorb completely.

[SR was mainly used to simulate IBO of Si and Sip.8Geop.2

'n order to evaluate the role of the ion beam mixing effects.

p. ISR SIMULATION RESULTS

I. ISR PREDICTIONS FOR IBO OF SI

The main effect of ion beam mixing in IBO of elemental Si

is a significant increase of the SiO2 thicknesses by about 20 %

(Fig. 6.3). Some of the previously implanted oxygen is pushed

deeper in by new incoming oxygen ions. The calculated

thicknesses are however still significantly smaller than the

observed thicknesses, indicating that other processes are taking

place, such as oxygen diffusion.

2. ISR PREDICTIONS FOR IBO OF SIgp.8§GEgp.2

As in the case of Si IBO, there is an increase in the oxide

thicknesses, although less substantial (11 %). More impor-

tantly, the composition of the SiGe-dioxide is now strongly

varying with depth (Fig. 6.6). Ion beam mixing leads to

significant redistribution of the Si and Ge in the oxide layer.

The surface region is depleted in Ge, while deeper in the oxide,

there is an enrichment in Ge. This redistribution is quite

opposite to the ion beam mixing intuitively expected based on

mass effect consideration. It can be understood by the higher
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sputtering rate for Ge and GeO2 and the lower displacement

energy for Ge (13 eV compared to 15 eV for Si). The depth non

uniformity increases in magnitude as the ion energy increases

(Fig. 6.6).

Several experimental features of IBO can thus be accounted

for only by considering the ion-solid interactions, namely ion

incorporation, sputtering, and ion beam mixing effects.

However, there is poor agreement between the experimental

thicknesses of IBO SiO; and the computed ones. Oxygen

diffusion seems thus to play a significant role in the IBO

process. One might wonder at this point if the ion-solid

interactions and more specifically the ion implantation profile

are accurate as calculated by TRIMCSR. The universal potential

has been proven adequate to describe the ion-solid interaction

down to low energies [89], while the BCA only breaks down

below 50 to 100 eV. The only probable source of error in the

TRIMCSR calculations could be channeling effects which can be

significant especially at very low ion energies due to increasing

collective effects on the ion trajectory [85]. These channeling

effects however decreases rapidly with increasing ion energy.

The fact that the oxide thicknesses calculated by IS and ISR

deviate from the experimental thicknesses similarly over the

whole range of investigated ion energies (Fig. 6.3) indicates

that the discrepancy is probably not entirely due to channeling

effects, but to an additional phenomenon independent of the ion-

solid interaction, which has to be taken into account.
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6.3. MODEL ISR + OXYGEN DIFFUSION AND CHEMICAL

REACTION: MODEL ISRD

a. DESCRIPTION OF THE MODEL ISRD

In the ISRD model, the ion-solid interactions as well as

the oxygen diffusion and the chemical reaction are described

simultaneously. The following continuity equations are solved

numerically to describe the IBO of a two-element target

(elements s and g):

Unreacted ss: SS

Jnreacted g: gg

Oxide phase of s. SU

Oxide phase oft g: go

Free OXygen: DO

dC;
— == k50 Cass Coot Ess
ot

dC,
o ==kgoCggCoot gp

dC,
-—=+ Kso Ces Coot Eso
ot

dC

=, = KeoCer Coot Eo

3 Coo _ 2p, 3C,,)
ot oz 02zZ |

gull TN

2%, Css Coc” 2 kooCopCoo

The substrate and oxygen atoms are either free or

anbonded (ss, gg, oo) or they are bonded in an oxide phase (so,

go). The above continuity equations contain three types of

terms: 1) term k for the oxidation reaction, 2) term g for the

ion-solid interaction, and 3) term D for the diffusion. These

terms can be described as follows.
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Term k: In ISRD, specific rates for the oxidation

reactions are taken into account (kso, kgo). The assumption that

all the oxygen is bonded is eliminated: the concentration of

anbonded or free oxygen is reduced by oxidation of the

available substrate atoms. In a first approximation, the

oxidation reaction is modeled as a chemical reaction of first

order in the substrate atom and free oxygen concentrations

Term g: All the ion-solid interactions are taken into

account in ISRD and calculated by the same dynamic version of

TRIMCSR as in ISR. For each species, a generation term (g)

represents its respective vacancies and interstitials creation and

the ion beam mixing as a function of depth. For example, an

oxygen vacancy corresponds to an oxygen taken away from an

oxide molecule. In that case, the assumption is made that the

entire oxide molecule is decomposed and that a free substrate

atom and another free oxygen are created. This is of course the

Worst case situation for oxide growth, but is a reasonable way

to take into account the ion beam induced decomposition of

some oxide molecules.

Term D: in this version of ISRD, only the diffusion of

free oxygen is modeled. The diffusion of unbonded substrate

atoms and oxide molecules is not considered because it is not

expected to be significant.

The diffusion of free oxygen is assumed to occur via two

mechanisms represented by:

Do = Dthermal + Drad.enh.

= Do.sp Xsg + Do.ox Xox + Denh. (nvac+nijst1)/nion
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- the first diffusion mechanism (D{hermal) is conventional

thermal diffusion described by a constant diffusion coefficient

for atomic oxygen in the substrate (Do,sg) and in the oxide layer

(Do,ox)- A linear interpolation is made to determine the thermal

diffusion coefficient of O as the composition in the structure

varies

the second component to O diffusion is what can be

called “radiation enhanced” diffusion (Drad.enh.): during the ion-

solid interaction, point defects are instantaneously created and

can mediate the O diffusion. A nominal value (Depp) 1s assumed

and the radiation enhanced diffusion coefficient is made directly

proportional to the number of defects (vacancies and

interstitials) created by the ions at a specific depth. It is thus a

strong function of depth. but with no effect beyond the end of

range of the damage.

The free oxygen, allowed to diffuse in the ISRD model,

can move towards the deep interface where it can react with the

underlying substrate, or towards the top surface where it can

eventually desorb. The surface boundary condition represents

the assumption made on the O desorption. A fixed value for the

surface flux can be chosen positive (incorporation) or negative

(desorption), or the concentration of free oxygen at the surface

can be set to 0, corresponding to a “fast” desorption only

limited by the arrival of O from the bulk by diffusion.

A last option included in ISRD is the association of free

oxygens into Os molecules which has its own diffusion
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equation. The corresponding continuity equations are the

following:

Free oxygen: O0O

Co, d | 9 Cy)———= —{Dy (2) ——" + 800 -2ko2Co0
Jt 0z 0z J

-2 LL 2 Kg0Cgg Coo

O02 molecules: 02

\
3C,, aC,Zro2_ 9 D,,(z) —22
dt dz dz |

+ ks2Coo

where ko2 is the chemical rate constant for the association

of oxygen into Oz. This option was not exploited any further in

the present study.

The five (or six) continuity equations form a set of non-

linear and coupled differential equations. A finite element

method is used for the discretization in space and an implicit

forward Euler scheme for the discretization in time. The

numerical equations are then solved using a self-consistent

iteration method.

b. ISRD PREDICTIONS FOR IBO OF SI

The ISRD model was used primarily to account for the

experimental observations made during IBO of elemental Si, and

especially to obtain quantitative predictions for the IBO SiOj

thicknesses as a function of ion energy.

In all simulations, a relatively large reaction constant kgo

(104/Qso cm3/sec, where Qg, is the molecular density of SiO2)

for oxidation was assumed. This choice was based on the well-
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established knowledge of a strong driving force for Si

oxidation, and experimental evidences such as the formation of

buried oxides by high energy oxygen implantation (SIMOX)

[128] performed at liquid nitrogen temperature (77 K) [129].

The effects of oxygen diffusion, both thermal and

enhanced, and of the O desorption at the surface were

investigated. Three cases were considered (Fig. 6.7): 1) only

thermal diffusion and no enhanced diffusion, 2) no thermal

diffusion and only enhanced diffusion, and 3) both thermal and

enhanced diffusion.

1. ONLY THERMAL DIFFUSION AND NO ENHANCED DIFFUSION

If the free oxygen is allowed to diffuse thermally in the

oxide (Dg.ox &gt; 10-13 cm?2/sec), the oxide keeps growing with

time (almost linearly) with a rate proportional to the diffusion

coefficient and no saturation regime of the IBO growth is

observed (Fig. 6.7). Assuming a large desorption flux does not

change this conclusion. If, on the other hand, the O thermal

diffusion is small (Dg ox &lt; 10-15 c¢m2/sec), the oxide thickness

does not increase significantly with time and remains equal to

the thickness given by the ISR model. However, the

concentration of free oxygen increases in the subsurface region

to very high levels (up to 5x1023 O/cm3), which is physically

anrealistic. Assuming a high desorption rate is not changing

this conclusion either, since the free oxygen cannot outdiffuse.
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It is important to note that the SiO2/Si interface is much

sharper when computed by ISRD than by IS or ISR (Fig. 6.8).

In IS and ISR, the interface width was determined mostly by the

range straggling. In ISRD, the oxygen atoms diffuse and react

with the substrate atoms where they are available. The interface

width is then fixed by the chemical reaction rate and is much

sharper due to the strong driving force for oxidation. In other

words, the deep interface acts as an efficient recombination sink

for the excess oxygen, similar to the surface where desorption

occurs. This explains also why the oxide film keeps growing

when the O is allowed to diffuse significantly. This is actually

the basic idea of the analytical model for high dose nitridation

developed by O.C. Hellman [1]. The growth rate is then only

dependent on the sputtering rate and diffusion coefficient in the

oxide.

2. NO THERMAL DIFFUSION AND ONLY ENHANCED DIFFUSION

When enhanced O diffusion by fast moving point defects is

considered alone, the oxygen is not transported beyond the end

of range of the ion. The oxide thicknesses are then similar to

those predicted by ISR and significantly smaller than the

experimental thicknesses.

3. BOTH THERMAL AND ENHANCED DIFFUSION

By considering only one type of O diffusion, either

thermal or point defect enhanced. one cannot account

simultaneously for both the IBO saturation regime and the oxide
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thicknesses. This indicates that both types of diffusion are

playing an important role. Indeed, by assuming both significant

thermal diffusion in the oxide (Dg,ox = 10-14 cm?/sec) and point

defect mediated diffusion (Denn = 10-12 cm?2/sec), the oxide

thicknesses were found to be larger than calculated by ISR, but

did not keep increasing with time, corresponding to the

saturation regime (Fig. 6.7). This can be explained as follows.

The thermal diffusion transports the O over some distance,

making the SiOz thicker than predicted by the ion-solid

interactions (ISR). However, the creation of defect close to the

surface favors the migration of free oxygen towards the surface

with subsequent desorption and impedes further incorporation of

O deeper in the structure, leading to the saturation of the oxide

growth. The point defect mediated diffusion of O thus acts as a

depth dependent diffusivity preferentially directed towards the

surface. It is interesting to note that a stress dependent

diffusivity would have the same effect.

Assuming a thermal and enhanced diffusion coefficients

equal to 2x10-14 and 10-12 cm2/sec respectively, a remarkably

good agreement (Fig. 6.3 &amp; 6.9) can be observed between the

calculated values and the experimental thicknesses measured in

our study at low energy (100 eV - 1 keV) and by Augustus et al.

[123] for an IBO SiO) film formed with 4 keV Oo+
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The ISRD model can thus account for all the experimental

observations made for IBO of Si: the three stages of IBO

growth (Fig. 6.7), the dependence of SiO, thickness with ion

energy (Fig. 6.9) and the formation of a sharp interface with the

substrate (Fig. 6.8). The ISRD model also shows that the

saturation regime is not the consequence of a competing process

between oxidation and sputtering (model IS), but results from

two competing mechanisms of oxygen diffusion.

Very recently, Todorov et al. [130] improved their IS

model by using TRIM to calculate the O incorporation profile

and including oxygen diffusion. To predict correctly the
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thickness of an IBO SiOj layer formed with 100 eV O2*, they

had to assume a depth dependent oxygen diffusivity with a cut-

off at a certain depth and favoring out-diffusion versus further

incorporation. This depth dependent diffusivity has a similar

effect to that of our point defect mediated oxygen diffusion in

ISRD. Although this new model of Todorov and our ISRD model

were developed independently and are quite different in their

implementation, the conclusions seem to be very similar

regarding the role of oxygen diffusion and its depth

dependence

6.4. SUMMARY OF THE IBO MODELS

In order to investigate the kinetics of IBO and to account

for the observed relationship between ion energy and films

properties, three models of increasing complexity were

developed. These models progressively take into account the ion

incorporation and sputtering, the ion beam mixing effects, and

the diffusion and chemical reaction leading to the oxide

formation. This allowed us to highlight the role of each

phenomenon in the IBO process. The programs can simulate

single (Si, Ge) or multi-element targets (Sij.xGex alloy, GaAs).

The simulation results show that a model based only on

implantation and sputtering cannot explain the thicknesses

observed experimentally, but can give qualitative information on

the phases formed by IBO (e.g. IBO of Ge). Ion beam mixing

effects bring a first correction and are especially important in

the spatial redistribution of the elements in compound targets
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resulting in a change of stoichiometry with depth (e.g. IBO of

Sip.8Gep.2). Oxygen thermal and radiation enhanced diffusions

and the strong driving force for oxidation must be taken into

account to simulate the observed thicknesses and sharp

interfaces. Good correlations can be made regarding the

dependence of phase formation and stoichiometry on the ion

energy and the overall kinetics of the IBO process in three

stages.
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CONCLUSIONS ON THE EXPERIMENTAL AND

THEORETICAL WORK.

fn this chapter, we want to give conclusive remarks

between the experimental results and the theoretical models for

the different materials (Si, Ge, Si1-xGex, GaAs) and low energy

ion beam techniques (IBD, IBO, IBN) investigated.

7.1. SIMILARITIES BETWEEN SI11.xGEx AND GAAS

There are important similarities between IBO of the alloy

Si1.xGex and the III-V compound GaAs. In both systems, one of

the constituents, Si in Si;.xGex and Ga in GaAs, can form a

stable and refractory oxide (SiOz, Gas03 respectively), while

the other constituent (Ge, As) is more volatile in both elemental

and oxide forms. During IBO of both materials, we observe a

decrease in concentration of the more volatile element due to

preferential sputtering effects and a non-uniformity of

composition with depth due to ion beam mixing effects. When

the IBO energy is decreased, these effects decrease in

importance. The formation of the alloy or compound oxide is

then controlled primarily by the incorporation of oxygen and the

strong driving force to form oxides. More stoichiometric and

more uniform oxides are thus formed at lower energies,

emphasizing the importance of performing IBO at low energies

(£ 200 eV).

171



7.2. COMPARISON BETWEEN IBO AND IBN

In this section, important similarities and differences

between IBO and IBN of Si, Ge and Sij.xGex performed in the

same conditions are pointed out, with special emphasis on the

role of ion energy on phase formation.

IBN of Si using N2* ions with energies from 100 eV to 1

keV [1] results in the formation Si3Ng4 films with an amorphous

Si layer underneath. Most of the amorphous layer is nitrogen

poor. The thickness of the amorphous layer is increasing at

lower energies and higher implanted doses, while the nitrogen-

rich region seems to increase in thickness with energy. This was

revealed by combining characterization by XPS, cross-section

TEM, and RBS. The dependence of the nitride film thickness

and composition on the ion energy and substrate temperature

suggests that the growth kinetics of IBN is different than that

of IBO. In IBN, the diffusion is found to play a more

predominant role than the chemical reaction, probably due to the

smaller driving force for nitridation than for oxidation [131].

In the case of IBN of elemental Ge, the energy dependence

of the nitride phase formation is even stronger than in IBO. Ge

exhibits signs of nitridation only at 100 eV and the Ge3Ny4 film

has poor insulating properties. Above 100 eV, no significant

nitridation of Ge is detected. This can be attributed to the very

small enthalpy of formation for Ge3Nyg4 (15.6 kcal/mole)

compared to GeO2 (128.4 kcal/mole) [132]. In addition, the

dissociation energy for Ge3N4 is negative (-102 kcal/mole
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[133]) indicating that this phase can be easily dissociated with

no energy barrier.

IBN of Sij.xGex presents several similarities with IBO of

Siij.xGex. During IBN of the Sij.xGex layer, the presence of Si

in the alloy enhances the nitridation of Ge and insulating SiGe-

nitride films are formed at all energies studied (100 eV - 1

keV). Preferential sputtering of Ge and its nitride with respect

to Si and Si3N4 makes the Ge content decrease in the alloy

nitride. At the lower energies, the sputtering effects decrease

and the remaining fraction of Ge in the SiGe-nitride increases.

However, the retention of Ge is lower in the alloy nitride than

in the alloy oxide. This can be put in parallel with the

dependence of phase formation observed in IBO and IBN of

elemental Ge, which shows that Ges3Ny4 is more difficult to form

than GeQO&gt;.

7.3. COMMON FEATURES TO IBD AND IBO

In both models for IBD (DRIVIC) and IBO (ISRD), the

thin film growth kinetics could be accounted for only if the

diffusion of the active species (interstitial in IBD and free

oxygen in IBO) was appropriately described. We also showed

the importance of using ions with low energy in order to confine

the ion-solid interaction to the subsurface region. In IBD, this

results in favoring surface recombination and vacancy

annihilation of the interstitials. In IBO, the radiation enhanced

diffusion of the free oxygen in the subsurface region leads to
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the desorption of the excess oxygen and to the saturation of the

oxide growth.

There is also a parallelism to be noticed between the

vacancy-interstitial recombination in IBD and the oxidation

reaction in IBO. In both cases, the strong driving force for

these point defect reactions plays a major role in the thin film

formation and is responsible for the good material properties of

the layer formed, such as depth uniformity, sharpness of the

interface, elimination of excess defects and in the case of the

oxide, stoichiometry. This driving force seems to be less

effective in IBN, resulting in larger parasitic effects of

processes such as diffusion and accumulation of defects,

leading to poor or different properties such as amorphization of

S1 and non-stoichiometric nitride films.
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8. ELECTRICAL CHARACTERIZATION OF THE IBO OXIDES

Advanced MOS technologies, such as submicron delta-

doped Si MOSFET’s for ULSI and emerging heterostructures

Sij-xGex MOS devices, require the ability to grow thin (&lt; 100

A) oxide layers of high electronic quality. Direct Ion Beam

Oxidation (IBO) is a low temperature (300 - 700 K) technique

which uses a low energy (£ 1 keV) ion beam to introduce

oxygen directly into the substrate and to activate athermally the

chemical reaction, leading to a thin oxide growth. The low

temperature nature of IBO is a key advantage to preserve the

integrity of temperature sensitive structures such as delta-doped

Si and strained Sij.xGeyx layers. The low energy of the ions also

insures a minimal injection of defects into the substrate. Lastly,

the confinement of the ion beam avoids any contamination by

oxygen, allowing epitaxy and oxidation to be done in a unique

UHV chamber. This was our ultimate motivation for the

investigation of IBO of Si and Si1.xGex. We therefore wanted to

conclude our Ph.D. research by assessing the electronic

properties of the IBO oxides and possibly the viability of IBO

in device processing.

This chapter presents the results of the electrical

characterization of the IBO MOS structures and circuits that we

fabricated. These results are however far from those expected.

Strong non-idealities were indeed observed in the characteristics

of the MOS structures. Part of these non-idealities are probably

intrinsic to the IBO oxides. but it appeared that we also
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suffered from rather important contamination problems which

were extrinsic to the IBO process. Quantitative analysis of the

electrical properties of the IBO oxides was therefore hindered

and only qualitative trends will be discussed, when possible.

We felt nevertheless it was important to report these relatively

poor results because the identification of their origin can help

in improving the electronic characteristics of IBO MOS

structures in future experiments.

Two types of electrical characterization were performed in

parallel. Capacitance-Voltage (CV) and Current-Voltage (IV)

measurements were made on the as-grown IBO samples. MOS

test circuits with the IBO oxides of Si and Si;.xGex used as the

gate dielectrics were also fabricated and characterized. For both

types of characterization, thin thermal oxides (60 - 70 A),

grown by dry oxidation at 900 °C for 10 min of a 2” Si (100)

wafer, served as a reference to compare the electronic properties

of the IBO oxides.

8.1. CV AND IV MEASUREMENTS

CV and IV curves were measured using a HP probe station

consisting of a multifrequency LCR meter (HP 4275A), a pA-

meter (HP 44140B) and a semiconductor parameter analyzer (HP

4145A). The contacts were taken on the as-grown MOS

structures (thermal dry oxide and IBO oxides) with an indium

wire, which is a soft metal, in order to avoid damaging or

punching through the very thin oxide layers. The drawback of

asing a wire tip is that the contact area is not known and seems
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to vary quite significantly from one measurement to another (by

a factor of up to 5), even if the procedure to place the wire is

systematized. The results can nevertheless be interpreted

qualitatively, with the thermal oxide serving as a reference.

a. IBO OF SI

Fig. 8.1 shows the CV curves measured at 1 MHz on the

IBO Si oxide formed at 100 eV. In general, similar curves could

be obtained for the other IBO SiO, films. The three regions of

accumulation, depletion and inversion, characteristic of high

frequency CV curves, are observed. However, some non-

idealities can be detected as well:

the flat band voltage is relatively negative, indicating

large amount of fixed oxide charges

the slope of the CV curve in the depletion region is not as

steep as can be expected for oxide layers of such small

thickness (40 - 70 A), indicating probably a large

amount of interface states

a

hysteresis and instabilities in the CV (not seen in Fig. 8.1)

can also be observed, corresponding to contamination

by mobile charges and/or carrier injection and trapping

in the oxide.

These 3 non idealities are typically encountered for

51072/S1 structures of low quality
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The leakage current in the IBO SiO3 layers as measured at

+2 V and -2 V, was comparable or higher by up to 1 order of

magnitude (0.5 - 10 nA) with respect to leakage current in the

thermal oxide (0.1 - 1 nA).

A trend towards improvement of the electronic properties

of the IBO SiO; grown at lower energies was noticed in terms of

CV curve ideality and levels of leakage currents, but could not

be conclusively established.

b. IBO OF S11.xGEx

The high frequency CV curves measured on the IBO SiGe-

oxides (Fig. 8.2) exhibited the three regions of accumulation,

depletion and inversion, but a plateau in the middle of the

depletion region was also observed. This kind of double-plateau

CV curve has been reported previously for the SiO2/Ge interface

[134]. The plateau in the depletion region was attributed to

interface states in the middle of the Ge band gap with a delta

function distribution at a single energy level. The observation

of such a plateau in the CV curve of IBO SiGe-oxide indicates

that the Sij.yGeyO2/Si1.xGex interface might be sensitive to this

type of single level interface states as well.

The leakage currents were similar to those measured in

[BO Si0O3 (&lt; 10 nA)

c. IBO OF GE

The IBO GeO; formed at 100 eV was also characterized.

No CV curve could be observed and the leakage current was
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three orders of magnitude higher (1 - 10 pA) than for the IBO

5i0,

8.2. MOS TEST CIRCUIT

a. FABRICATION

Test circuits comprising MOS capacitors and MOS Field

Effect Transistors (FET) of different geometries were also

fabricated to assess the electrical characteristics of MOS devices

having IBO oxides as gate material. The detailed process

sequence of this modified 10 um NMOS technology is given in

the appendix A.3 with relevant observations and intermediate

characterizations and only the most important features are

presented here.

Three wafers were processed in parallel with three types of

gate oxide:

thermal oxide grown by dry oxidation at 900 °C for 10 min

to serve as a reference for the circuit fabrication.

[BO SiO; formed with 200 eV 1805+ at 400 °C, capped by a

200 A amorphous Si grown at 150 °C by MBE

IBO Sii.xGexOr with 200 eV 1805+ at room temperature,

capped by a thin room temperature IBO SiO; and a 200

A a-Si layer grown at 150 °C by MBE

The a-Si cap was deposited in order to protect the gate

dielectric from atmospheric contamination until deposition of

the polysilicon gate.

The circuit fabrication was specially designed in regard to

he Si1.xGex layers and their known thermal unstability [135]
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High temperature steps above the MBE growth temperature of

500 °C were eliminated at the exception of the polysilicon gate

deposition by LPCVD at 625 °C for a total time of 45 min. They

were replaced either by using low temperature techniques such

as deposition of the passivation oxide by low temperature CVD

(400 °C, PYROX oxide), or by using rapid thermal processing

such as RTA at 900 °C for 10 sec for dopant activation,

recrystallization of the source and drain regions (S&amp;D) and

densification of the passivation oxide. The total thermal budget

seen by the Si;.xGex layer after MBE growth was thereby kept

to a very small value. Relaxation of the strained layer, if any,

can thus be expected to be minimum.

We did not encounter major problems during the

processing of the circuits and the fabrication was in overall a

success. The sheet resistivities of the S&amp;D and of the

polysilicon gate as well as the contact resistances were within

the expected values (see appendix A.3).

b. ELECTRICAL CHARACTERIZATION OF THE MOS TEST CIRCUIT

Fig. 8.3 to 8.6 compare the characteristics of MOS

capacitors (500x500 pm2) and MOSFET’s (W/L = 1) with the

thermal oxide (= 70 A) (figures a) and the IBO SiOz (= 40 A)

(figures b) as the gate oxide.

Fig. 8.3 show the CV curves measured at different

frequencies. Although the individual curves look ideal with

little hysteresis, there is a large frequency dependence of the

capacitance at accumulation. Such a frequency dispersion is
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rarely (if ever) seen in the SiO2/Si MOS system, but seems to be

quite commonly observed in III-V MIS structures, such as

GaAs-oxide on GaAs [51]. Several models have been proposed

to explain this frequency dispersion of the CV curves. Its most

probable cause, based on the analysis of Sawada et al. [136], is

the formation of an interface state mini-band in the semi-

conductor band gap. As illustrated in Fig. 8.3, the frequency

dispersion of the CV curves is also observed with the thermal

oxide. This indicates that this non ideality is not intrinsic to the

IBO process, but might result from a quite important

contamination during the device fabrication.

Despite the frequency dispersion observed in the CV

curves, MOSFET operation could be obtained with both types of

devices (thermal and IBO oxides). However, leakage through the

gate affected significantly the characteristics of the IBO

MOSFET’s. For large differences between VG and VD (large

VG-VD values), a large electron current could leak through the

oxide. The non-ideal ID-VG and ID-VD curves of the IBO

MOSFET’s then appear as the superposition of two

contributions: the ideal inversion layer current (illustrated by

the “thermal” MOSFET’s characteristics) and the electron

leakage current through the gate at large VG-VD. It thus seems

that our IBO SiO; gate was relatively leaky compared to the

thermal oxide gate. However, better results have been obtained

previously by Todorov et al. [137,138] who also fabricated

MOSFET’s with thin IBO SiO. Our relatively poor results are

thus not entirely representative of the IBO oxide properties.
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In the case of the IBO SiGe circuit, the leakage through

the gate oxide was too high and prevented any MOS and

MOSFET operation. This might be due two reasons: the IBO

SiGe-oxide may have poor electronic properties, or the device

processing might have deteriorated them significantly.

8.3. CONCLUSION ON THE ELECTRICAL CHARACTERIZATION

In this chapter, we presented an attempt of electrical

characterization of the IBO oxides of Si and Sij.xGex using CV

and IV measurements and MOS test circuits. On one hand, the

electronic properties are important since they ultimately

determine the applications of these dielectrics in MOS

technologies. On the other hand, these electronic properties are

the most sensitive properties not only to the characteristics of

the IBO technique itself, but also to other issues extrinsic to

IBO (such as contamination by particulates and metallic

impurities).

Even though our results are far from being optimistic, we

do not want to rule out at this point that the electronic

properties of the IBO oxides cannot be improved. We indeed

suffer from strong contamination problems which may mask the

real characteristics. In the case of IBO SiGe-oxides, the device

processing might have affected the oxide properties and this

should be investigated in more details.

On the positive side, we were able to identify several non

idealities affecting the MOS CV characteristics. Two of these

non idealities, the plateau in the depletion region and the
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frequency dispersion of the CV curves, are quite uncommon to

the Si02/Si MOS system, but are important to consider in other

systems.
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9. SUMMARY AND SUGGESTIONS FOR FUTURE WORK

Ion Beam Deposition (IBD) is a low temperature growth

technique where a thin film is grown directly from a low energy

ion beam (&lt; 1 keV). The main advantage of IBD resides in its

athermal nature which results from the modification of the

growth kinetics induced by the ion-solid interaction. The rate-

limiting steps in IBD are either athermal steps or steps with a

low activation energy. This enables the growth of epitaxial

films at lower temperatures than in Molecular Beam Epitaxy

(MBE) or Chemical Vapor Deposition (CVD), and the formation

of compound layers such as oxides at room temperature. In this

work, several ATELY of IBD growth of semiconductor-based

epitaxial and oxide layers were investigated theoretically and

experimentally.

A quantitative model DRIVIC was first developed to

describe homodeposition by IBD and to account for experimental

observations made for IBD epitaxial growth of Si on Si. DRIVIC

takes into account the ion-solid interactions and the thermal

diffusion and recombination of point defects during thin film

growth by IBD. The simulation results for IBD of Si on Si show

that the IBD growth mechanism is mediated by fast diffusing

interstitials and establish an upper limit for the ion energy to

achieve epitaxial growth by IBD, which depends on the point

defect diffusivities. More specifically, the defect generation has

0 be confined in the subsurface region in order to favor
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interstitial recombination with the surface leading to net thin

film growth, and vacancy annihilation to prevent amorphization.

The effect of point defect diffusivities on the IBD growth

process was investigated as well. We find that a model

including mobile interstitials can account for various

experimental observations specific to IBD growth. Monte-Carlo

simulations of IBD of Si on Si were also conducted. They give

an atomistic picture of the IBD epitaxial process which agrees

with the predictions of the continuum model DRIVIC.

[n the experimental part of this work, low energy Ion beam

Oxidation (IBO) of Si, Ge, Siij.xGex and GaAs at room

temperature was investigated as a function of ion energy from

100 eV to 1 keV. We demonstrate for the first time the

formation by IBO at room temperature of new SiGe-dioxide

layers. The experimental results show a strong dependence on

the. ion energy of the materials properties such as phase

formation, stoichiometry, film thickness and interface width.

Low energies (£ 200 eV) are also found to be crucial for the

formation by IBO of uniform and stoichiometric oxide layers.

To explore the kinetics of IBO and to account for the

observed relationship between ion energy and films properties,

computer models were developed for IBO of two-element

targets, taking progressively into account oxygen incorporation

and sputtering (model IS), ion beam mixing (model ISR), and

oxygen diffusion and chemical reaction (model ISRD). The

simulation results show that the model IS based only on
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implantation and sputtering cannot explain the thicknesses

observed experimentally, but can give insight into the

mechanism of phase formtion by IBO. Ion beam mixing effects

introduced in the ISR model bring a first correction and are

especially important to account for the spatial redistribution of

the elements in compound targets, which results in a depth-

dependent stoichiometry. The oxygen diffusion and the strong

driving force for oxidation taken into account in the ISRD model

are shown to be essential to describe accurately the experimental

observations such as the three stages of IBO growth, the

dependence of film thickness upon ion energy, and the

formation of a sharp interface with the substrate.

We conclude our theoretical and experimental investigation

of IBD with three comments of a more general character.

Similarities between IBO of Sij.xGex and GaAs are first pointed

out and explained by the thermodynamic properties of the

elemental and oxide phases involved, such as their respective

sublimation energy, vapor pressures and stability. The

observations made for Ion Beam Niridation of Si, Ge, and Si.

xGex [1] are then summarized and compared to IBO of the same

materials. The differences between IBO and IBN can be

explained by the difference in the relative importance of

chemical reaction and diffusion in the thin film formation

kinetics. Lastly, based on the theoretical computer modelling

and the experimental observations, epitaxial growth by IBD and

oxide layer formation by IBO are compared in terms of the role
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played by the point defect creation, diffusion and annihilation.

We also stress on the importance of using low energies in both

techniques in order to achieve the desired properties,. epitaxy in

[BD and uniformity and stoichiometry in IBO.

In the last chapter, the electrical properties of IBO Si- and

SiGe-dioxide films were characterized. A preliminary MOS test

circuit was also fabricated using the IBO films as the gate

dielectric. The SiGe-based MOS structures are found to be

sensitive to non-idealities uncommon to the Si02/Si system.

By our research, we attempted to gain insight into the

kinetics of epitaxial growth and oxide formation by IBD.

Although significant results were obtained both theoretically

and experimentally and improved the understanding of the IBD

thin film growth process, new questions have been raised and

need to be addressed in future work.

For example, while studying the epitaxial growth by IBD

asing the DRIVIC model, we pointed out the possibility to

obtain information on the point defect diffusivities by

combining new IBD experiments and predictions by DRIVIC.

Monte-Carlo simulations seem also worth to exploit further to

understand the microscopic mechanisms and rate-limiting steps

in epitaxial growth by IBD.

Our study of IBO could be continued by investigating

different IBO processing conditions, such as lower ion energies

(50 eV) and higher substrate temperatures, and/or IBO of other
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substrates, such as Sij.xGex layers with higher Ge fractions and

[nP. The theoretical tools (models IS, ISR and ISRD) that we

developed can be used to gain insight into these new IBO

experiments.

We also started to investigate the technological

applications of our research. New electronic devices based on

heteroepitaxial Sij.xGex strained layers are indeed the object of

intense research. Further developments of MOS technologies

based on Si;.xGex layers rely on the ability to grow at low

temperature SiGe-oxide films with good interfacial and

dielectric properties. IBO could be the only technique to grow

such SiGe MOS structures, but this needs to be proven.

We also introduced the concept of a new growth technique,

Combined Ion and Molecular beam Deposition (CIMD). CIMD

combines MBE and IBD in the same UHV chamber, offering

anique possibilities in thin film growth at low temperatures and

thereby a whole new research field. However, we already

provided at least some experimental guidelines and theoretical

tools, both for epitaxial growth (DRIVIC) and oxide formation

(ISRD), that could be used in future CIMD investigations.
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APPENDICES

A.1. ION BEAM CHARACTERIZATION

The ion beam was characterized for both ions (O2*%* and

N2+) using a home-built Faraday cup (FC). Besides the ion

beam characterization, the FC assembly also allowed the

calibration of the XPS with and the alignment of the three main

components of the XPS system: the X-ray beam, the ion beam

and the small analysis area (seen by the optical microscope).

Fig. A.1 shows a mapping of the ion beam current density for a

No+ beam of 1.2 keV, rastered 50 %. The central region shows

the relatively good uniformity of the current density when the

beam is rastered. The ion beam current density was a strong

function of the ionizer gas pressure (Fig. A.2a) and beam

voltage (Fig. A.2b), and to a lesser degree of the emission

current (Fig. A.2c). The focus was chosen so that the ion beam

current density would be the most uniform when the beam was

rastered. In the case of nitrogen, the beam was rather stable

over time and significant beam density could be obtained.

However, with oxygen, the gun was degrading steadily over

time. Fig. A.2a also show that the optimum pressure was rather

low for O2*, while it was well above 30 mPa for N22 (not

shown). This limited the O2%* current density and made quite

difficult the operation with O2* since this optimum pressure was

not stable over the period of time of an IBO experiment. The

ionizer gas pressure had to be constantly adjusted to avoid a

sharp decreaseinthe ion beam current density. We tried to
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improve the performance of the ion gun by replacing the

thoriated tungsten filament sensitive to oxidation by an iridium

filament coated with thoria. Even though, the performances of

the ion gun were degrading rather rapidly over time. At the next

opening, we noticed that the ionizer assembly of the gun was

completely corroded: the extraction plate was actually coated

with an insulating layer, which could explain the low current

density obtained. We therefore replaced the ionizer assembly but

with no great improvment of the Oz* beam characteristics. We

attribute this to a degradation of other parts of the ion gun

optics. This gun is usually used with inert gases such as Ar and

He. The specifications indicate that N2* and O2*%* can be used

but we do not think that special care was taken in the design of

the gun to work with such gases, at least not with Oy*.

This actually brought a rather difficult problem in the

quantification of the ion dose. The Faraday cup measurements

were more useful for the N2* beam than for the O2% beam.

However, the FC characterization helps better estimate the beam

density even though it is not stable. The current at the target

during IBD is actually the sum of 2 currents (Fig. A.2d): the

ion beam current which can be measured by biasing the FC at -

lOO V, and a current of electron attracted to the sample when

positively biased. This primary electron current reduces by

about 40 % the measured ion beam current when the sample is

biased at 1 kV during the IBO experiments.

The ion dose was estimated using the combination of the

FC characteriazation and the measurement of the current during
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IBO and of the area of the IBO spot. Still a significant error (=

30 %) on the ion dose can be expected.
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Figure A.1. Mapping of the ion beam current density at 1.2

keV, 50 % raster
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A.2. MBE CALIBRATION

The growth chamber is an MBE system dedicated to group

IV semiconductors which can handle 3” wafers. It comprises

two electron-beam evaporators of a capacity of 40 cc for Si and

Ge loads. The molecular beams are sensed by Electron Impact

Emission Spectroscopy (EIES) and optionally by quartz crystal

sensors in order to monitor the deposition rate. The growth rate

was monitored using EIES sensors and was calibrated by

profilometry measurements. The calibration by profilometry was

sufficient for high growth rate of Si or Ge. However, for low

Ge growth rate, more accurate calibration should have been

performed using a combination of RBS and cross-section TEM

characterization.

Pressure readings were made by ionization gauges and

Residual Gas Analyzer (RGA). The base pressure was &lt; 10-10

Torr (0.4x10-10 on RGA, main peaks at mass 2 and 28), and

during deposition &lt; 10-8 Torr.

No particular calibration of the sample stage heater was

performed. We rely on the calibration curve made by Perkin-

Elmer and temperature measurement using an infrared pyrometer

(although this method is not entirely accurate either since Si is

transparent to infrared radiation coming directly from the

graphite heater behind it). We have a reference point though,

which is the appearance of the 2x1 reconstruction around 430 -

450 °C at the same temperature reported by Grunthaner. This

indicates that the temperature can be trusted within 30 °C.

100



The key point in MBE was to obtain a clean surface

allowing epitaxy. RHEED was available as an in situ to verify

the epitaxial nature of the deposited films. Once the 2x1

reconstruction could be observed on the starting Si wafer,

epitaxial growth was obtained at high enough temperature. A

buffer Si layer was usually grown first to provide a new

template for the SiGe layers. (see RHEED pattern with second

order spots) Si growth was performed at 600 °C while growth of

the Sij.xGex layers and Ge films were done at 500 °C. RHEED

was used to check the crystallinity after growth.

During the characterization of the IBO/IBN samples, some

of the samples grown in MBE were characterized by RBS and

TEM. The crystalline quality of the layers was in general good,

with few or no defects originating from the original surface.

This indicates that the short cleaning was indeed sufficient to

allow epitaxy. However, the thickness as measured by TEM and

the composition of the Sij.xGex layers as determined by RBS

were significantly off the preset values, indicating that a more

carefull and more frequent calibration of the MBE deposition

rate is necessary.
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A.3. IBO SIGE &amp; IBO S1 MOS PROCESS

Modified NMOS Technology (minimum feature size: 10 pm)

0. Si wafer,2”, p (100), 10-15Q cm

L.A.
L.A. 1.

1.A.2.

MBE &amp; IBO of SiGe
Cleaning: 2’ Methanol, 15” HF in ethanol, 1’ methanol, dry N2
MBE deposit: Si buffer: 100 A, 600 °C

Sig.8Geg2film: 300 A, 500 °C
IBO of Sip g8Gegp.2: R.T., 200 eV, estimated dose (XPS to check)
MBE deposit: ~~ 40 A Si, 150 °C
[BO of Si cap: 500eV 3 hr, 1 keV 1 hr (XPS to check)

MBE deposit of Si thin cap 200 A, 150 °C

RCA clean

N.B.: IBO spot appeared + some inhomogeneities (# thicknesses)

[.A.3.

1.A4.

[.A.S.

1.A.6.

1.A.7.

1.B.
[.B.1.

1.B.2.

1.B.3.

1 B4.

[BO of Si
Cleaning: 2’ Methanol, 15” HF in ethanol, 1’ methanol, dry Nj

IBO of Si: 200 eV, 400 °C, estimated dose (XPS to check)

MBE deposit of Si thin cap 200 A, 150 °C

RCA clean

N.B.: IBO spot appeared

1.C.
[.C.1.

1.C.2.

Thermal oxide (reference)
RCA clean

Dry oxidation: 900 °C. 10 min.: 66-68 A SiO;

) Clean room processing (all wafers)

21 Gate deposit: LPCVD of polysilicon, 3000 A

loading of the wafers

purge: 625 °C, 10 min

LPCVD deposit: 625 °C, 21 min, 0.4 Torr

purge: 625 °C, 10 min

unloading
N.B.: IBO spots pink
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2.2. Implant# 1: gate, N-type, Arsenic, double implant:
1x1015 ion/cm2, 40 keV + 1x1015 jon/cm2, 100 keV

Sheet resistivity after implant: &gt; 107 Q/J

J) oy Photolithography # 1: Gate definition (NP mask)

Photolithography procedure includes:
Dehydration bake: 30 min, 200 °C

- Coat wafer: 5000 RPM, 30 sec, positive photoresist

Soft bake: 2 min, room temperature

25 min, 90 °C

- Exposure: 406 nm, 2.5 sec

- Develop: 55 sec

- DI rinse and blow dry + inspection

Hard bake: 25 min, 135°C

2.4. Gate definition: plasma etch of polySi:

plasma etcher, SFg, 100 mTorr, 100 W, 3.5 min
PolySi thickness measurement after RIE: 3200 - 3400 A

+ photoresist strip: Piranha etch (HySO4:H703, 3:1), 1 min

Photolithography # 2: Active region definition (ND mask)

N.B.: SiGe active region slightly misaligned

Implant # 2: source &amp; drain region, N-type, Arsenic, double implant:

1x1015 jon/cm?2, 40 keV + 1x1015 jon/cm?2, 100 keV

N.B.: PolySi above active region is implanted a second time

Junction Depth: 2200 A from SUPREM 3

Sheet resistivity after implant: S &amp; D Si: 320 Q/O

PolySi: &gt; 107 Q/0

2.7. Photoresist removal:

Piranha etch: 2 hr 30 min

Plasma etch: Oj, 100 mTorr, 100 W, 5 min

2.8. Passivation oxide deposit: Pyrox Oxide (undoped): 400 °C, 10 min
Ellipsometry after deposit: Nf = 1.4496, Tox = 4524 A
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2.9. Rapid Thermal Anneal (RTA): for dopant activation &amp; densification of Pyrox

900 °C, 10 sec.

Sheet resistivity after RTA:

S &amp; D Si: 60-62 Q/0 (= 60.9 Q/0 from SUPREM 3)

PolySi implanted once: 535 Q/0 (527 /1 after a second RTA 900°C,

10 sec) |

PolySi implanted twice: 360 1
Ellipsometry after RTA: Nf= 1.4412, Tox = 4234 A

2.10.

 &gt;) 11.

2.12.

Photolithography # 3: Contact openings (NC mask)

Contact opening: BOE etch, 5 min.

+ photoresist strip: Piranha etch, 1 min

Metallization: thermal evaporation of Al, room temperature, &lt; 2 10-6 Torr

Al thickness: 5900 - 7200 A (ave: 6519 A, stdev: 8.3 %)

2.13. Photolithography # 4: Metal definition (NM mask)

- dehydration: only 10 min, 90 °C

exposure: 2.3 sec

2.14. Metal etch: PAN etch (phosphoric:acetic:nitric acid, ), 6 -7 min

+ photoresist strip: organic stripper

2.15. Anneal &amp; sintering by RTA: 350 °C, 10 sec

Contact resistance on thermal oxide wafer:

Before RTA: non linear and strongly resistive around 0 V: 4.2 kQ

After RTA: linear, 18.2 - 29 {) most of the wafer

(higher near the flat, up to 92 Q)
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