OPTIMAL PRE- AND POST-FILTERING
IN NOISY SAMPLED-DATA SYSTEMS

by

Henrique Sarmento Malvar

S.B., Universidade de Brasília, Brazil (1977)
S.M., Universidade Federal do Rio de Janeiro, Brazil (1979)

SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY
IN ELECTRICAL ENGINEERING AND COMPUTER SCIENCE
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY

August, 1986

(C) Henrique Sarmento Malvar, 1986
The author hereby grants to M.I.T. permission to reproduce and to
distribute copies of this thesis document in whole or in part.

Signature of Author ____________________________

Department of Electrical Engineering and Computer Science
August 15, 1986

Certified by ________________________________

David H. Staelin
Thesis Supervisor

Accepted by ________________________________

Arthur C. Smith
Chairman, Departamental Committee on Graduate Students
OPTIMAL PRE- AND POST-FILTERING
IN NOISY SAMPLED-DATA SYSTEMS

by

HENRIQUE SARMENTO MALVAR

Submitted to the Department of Electrical Engineering
and Computer Science on August 15, 1986, in partial
fulfillment of the requirements for the Degree of
Doctor of Philosophy in Electrical Engineering and Computer Science.

ABSTRACT

In this thesis we consider the problem of jointly optimizing the pre- and post-filters
in a communications or storage system, with optimality considered in a weighted mean-
square error sense. We adopt a system model that is general enough to be applicable to a
wide variety of problems, such as broadcasting, tape recording, telemetry, and signal
coding, among others. Our fundamental assumptions throughout this work are that the
pre- and post-filters are linear and that all signal and noise spectra of interest are known.

We derive the optimal pre- and post-filters for three basic classes of systems,
characterized by infinite impulse response (IIR), finite impulse response (FIR), and block
filters. Whenever appropriate, we present filters with nearly optimal performance that can
be efficiently implemented. We also derive analytic forms and a fast version for a recently
introduced class of pre- and post-filters for block processing with overlapping basis
functions, namely, "Lapped Orthogonal Transforms" (LOT's). In all of these classes, for
typical image processing and coding applications, we obtain improvements in the weighted
r.m.s. error over traditional systems on the order of 1 to 6 dB.

Some of the results of this work can be immediately used to improve existing digital
signal coding systems. For example, the combination of pseudo-random noise quantization
with appropriate filtering, and the use of a fast LOT, may lead to a reduction of more than
3 dB in the r.m.s. error in a block coder, with a simultaneous whitening of the noise
patterns and significant reduction of the so-called "blocking effects".
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Chapter 1

Introduction

One of the basic problems of communication theory is that of efficient transmission of information through a noisy channel [1]. By efficient we mean that the transmitter and receiver must be designed so that the reconstructed signal replicates the original as well as possible, given the inherent physical limitations of the systems involved. If an adequate measure of the error between the original and reconstructed signals is available, we can postulate the problem of designing an optimal communication system, in which a minimum of that error measure is sought.

There are many issues and sub-problems related to the optimal design of transmitters and receivers, ranging from appropriate signal modeling to circuit design. We will concentrate this work on the system model of Fig. 1.1. The input signal is available only after being degraded by an additive input noise. The channel is modeled as another additive noise source. In general, the input signal is available at a higher bandwidth, or higher rate, than the channel is capable of handling. Thus, some form of processing, generally a combination of sampling and filtering, has to be applied to the signal before it is sent through the channel.

One of the functions of the transmitter is to shape the input signal spectrum into some appropriate form that takes into account sampling and noise degradations. At the receiver, an approximate inverse filter is used, so that as much of the original signal as possible is recovered. These filtering operations are performed by the networks labeled pre- and post-filter in Fig. 1.1. The sampler may not always be present, in which case it is removed from Fig. 1.1. We will consider in this work
systems with and without samplers. For digital channels, continuous amplitude signals cannot be represented exactly, so that some quantization error is unavoidable. This error can be appropriately modeled by the additive channel noise source of Fig. 1.1.

1.1. Applications of the model

The system of Fig. 1.1 may represent a large variety of physical systems. A typical application is in the design of a broadcasting system, in which the pre- and post-filters are also referred to as the pre-emphasis and de-emphasis networks. In this case, there is no sampling. As pointed out by Cramer [2], the pre- and de-emphasis characteristics of the standard FM broadcasting system, for example, were chosen with basis on the characteristics of the modulation system. Using reciprocal transmitter and receiver filters, Cramer has shown that the SNR of an FM system can be improved by more than 7 dB relative to the standard 75μs FM pre-emphasis, for a speech spectrum. The standard AM broadcasting system, which is used not only
for commercial radio but also for the image component of commercial television, does not employ any pre- and de-emphasis circuitry [3] at all! There is certainly much room for improvement in AM systems.

Another application of the pre- and post-filtering model of Fig. 1.1 is in tape recording systems. Historically, tape recording is more recent than radio broadcasting, and that is probably the reason why the pre- and de-emphasis problem has been analyzed much more carefully in that context. The criteria used in most cases, including some of the NAB standards for tape recording, were [4]: 1) flattening of the signal spectrum, so that the signal to be recorded has approximately a white frequency distribution; 2) subjective criteria based on listening tests; and 3) equalization of the overload probability for all frequencies.

It is interesting to note that one of the most important specifications of commercial tape recorders, by which their quality is usually judged, is the CCIR-weighted signal-to-noise ratio. The weighting curve takes into account the frequency response of the human ear. This is a strong justification for the application of the results in Chapter 2 to the design of tape equalization systems. One important aspect regarding the pre-emphasis network, discussed in Chapter 2, is that the optimal pre-filter should not flatten the input spectrum; in fact it should perform a half-whitening processing. This certainly contradicts criterion 1) in the above paragraph, which sounds intuitively valid but is theoretically incorrect. Thus, we believe that the design of optimal tape equalization systems could benefit from the results of our work. With the increased usage of digital filtering techniques, as exemplified by the compact disc system [5], the optimal finite impulse response (FIR) filters of Chapter 3 should be of significant practical value.

In digital processing and coding of speech and images [6], the advantages of optimal pre- and post-filtering are clear. In particular, the design of optimal FIR filters for multidimensional signal processing can be simplified by the use of the techniques presented in Chapter 3. For block coding systems, the results of Chapter 4 allow the joint optimization of linear coders and decoders. Since the
error due to quantization is taken into account, we believe that the system models of Chapters 3 and 4 are adequate for most digital communications systems.

There are many other areas in which the system model of Fig. 1.1 could be applied. One example is telemetry, in which the outputs of a set of sensors can be optimally pre-filtered before transmission to a remote analysis site. Transmission may be carried out by a set of phone lines, for example, for which the vector channel model of Chapter 4 is appropriate. Another is sampling and interpolation of time series, where the optimal pre- and post-filters provide the best compromise between aliasing errors and distortions due to missing spectral components.

1.2. Problem Formulation and Thesis Outline

The main objective of this work is the design of jointly-optimal linear pre- and post-filters, with the distortion measure to be minimized being a weighted mean-square error between the input and reconstructed signals. The input signal and additive noise sources are zero-mean real random processes with known spectra. We are interested not only in deriving performance bounds, but also in the practical design of realizable filters, including the design of sub-optimal filters that can approximate the performance of the optimal systems at a reduced implementation cost.

Even with all the assumptions stated above, there are still several classes of filters to be considered. In Chapter 2 we derive optimal filters with infinite impulse responses (IIR). These ideal IIR filters, although not realizable, provide bounds on the system performance. Also, they provide basic prototypes, which could be used as a basis for the design of realizable filters.

The main properties of jointly-optimal IIR filters for the system in Fig. 1.1 that we derive in Chapter 2 are: 1) the optimal pre- and post-filters are band-limited, and when sampling is present they avoid aliasing; 2) the optimal pre-filter performs a ‘half-whitening’ operation on the input signal, so that the spectrum at
the channel input is proportional to the square root of the input spectrum. One important observation about the optimal filters in Chapter 2 is that their transfer functions are quite sensitive to the characteristics of the input and channel noises, even at high signal-to-noise ratios. Therefore, even if the noise sources have a small amplitude in a particular application, they should not be neglected.

In practice, ideal IIR filters are not realizable by means of finite lumped networks. There are two basic approaches to the design of realizable filters. The most common procedure is that in which the IIR filters are designed, and then standard approximation techniques are used [7] for the design of IIR filters with rational transfer functions, or for the design of finite impulse response filters. A more direct approach is the inclusion of the realizability constraints in the optimization procedure; this is the route that we follow in this work.

We consider two types of realizable filters: FIR filters and block filters. The first class is considered in Chapter 3, where we show that one of the advantages of the direct optimization of the FIR filters is that multidimensional filters can be designed almost as easily as their 1-D counterparts. Unlike the results in Chapter 2, we cannot derive closed-form solutions for the optimal FIR filters. It is possible, though, to obtain the optimal post-filter for a given pre-filter as the solution of a system of linear equations whose coefficients can be easily determined. The same is true for the computation of the optimal pre-filter for a given post-filter. The joint optimization algorithm is an iterative procedure that alternates between computing an optimal pre-filter and an optimal post, until there is a negligible error improvement.

Block filters are the subject of Chapter 4. One advantage of that class of filters is that they are not restricted to be shift-invariant operators. In fact, our approach towards the design of block filters is to view them as matrices, operating on a signal block that may have been obtained from the input signal in any convenient way. Thus, without any changes in the formulation, the results are applicable to systems where the input block is formed by consecutive time samples of a one-dimensional
signal, or by the elements of a vector signal, or even by a combination of both, so long as the second-order statistics of the input block are known. Closed-form solutions can be derived for the optimal block filters in most cases, although they may contain factors that require computation of the eigenvectors of positive definite matrices. In some cases they will also contain factors that require the solution of an inverse eigenvalue problem, i.e., the design of a matrix with prescribed eigenvalues. An algorithm for our version of that problem is presented in Appendix A.

In Chapter 4 we also consider a system that includes a non-linear component, which models the quantization process in digital channels. Basically, the model consists of an additive white noise source and a gain factor, both of which are functions of the signal energy. This is similar to the describing-function approach for the frequency analysis of non-linear systems [8]. In that analysis, we have obtained two important new results. First, we show that the optimality of the Karhunen-Loève Transform for block signal coding does not require the assumption of a Gaussian probability distribution for the input signal, as in earlier works [9], [10]. Second, we show that the use of pseudo-random noise (PRN) in the quantizers can improve the overall system performance.

Our research reported in Chapter 4 raises an issue that is common to block signal processing: the reconstructed signal has discontinuities at the block boundaries. This is the so-called ‘blocking effect’ [11]. In Chapter 5 we derive optimal pre- and post-filters for block processing based on overlapping basis functions, which virtually eliminate the blocking effects. The resulting transform operators, which we will refer to as the “Lapped Orthogonal Transform” (LOT) after Cassereau [12], are also more efficient than the non-overlapping transforms of Chapter 4, in terms of leading to lower mean-square errors.

There is one important final point relevant to the application of the models of Chapters 2–5 to real world systems that must be observed. In many applications, the characteristics of the signal change with time or space. In speech processing, for example, one cannot use the same spectral representations for voiced and unvoiced
sounds [13]. In buffered digital communications, if fewer bits are spent whenever or wherever the input signal has a decreased level of activity, then more bits will be available to represent the detailed portions of the signal. Thus, whenever possible the communications system of Fig. 1.1 must be adaptive.

The block processing models of Chapters 4 and 5 are better suited for the optimal design of adaptive systems, because all we need in order to optimize the processing of a particular signal block is a probabilistic description of that block. This inherent independence among blocks allows us, in principle, to process each block optimally, so that overall system performance is maximized. In practice, it is likely that there exists well-defined classes of typical signal blocks, so that we could have a few classes of optimal pre- and post-filters that could be applied successfully to most incoming signals. The definition of such classes for particular kinds of signals is a modeling problem that is not addressed in this work.
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Chapter 2

Optimal Filters with Infinite Impulse Response

In this chapter we study the problem of designing jointly-optimal pre- and post-filters without realizability constraints, so that the filter impulse responses extend from $-\infty$ to $+\infty$. Infinite impulse response (IIR) solutions are important from a theoretical viewpoint, since they provide performance bounds for realizable systems. In practice, we can approximate the ideal filter responses to any desired precision by rational transfer functions or by finite impulse response (FIR) filters. By increasing the order of the approximations, we can get arbitrarily close to the error bounds.

Continuous-time signals transmitted through continuous- and discrete-time channels will be analyzed in Sections 2.1 and 2.2, respectively. In Section 2.3 we extend the results to discrete-time signals. Some basic properties of optimal filter pairs that also hold for the realizable filter models to be considered in subsequent chapters will be derived. Among these properties is the concept of 'half-whitening', which means that the optimal pre-filter sends through the communications channel a signal whose spectrum is approximately the square root of the input spectrum, if the channel noise is white. This is a somewhat non-intuitive but important result that can be applied to the design of efficient sub-optimal filters.
2.1. Continuous-Time Signals and Channels

We consider here the system depicted in Fig. 2.1. The filters $F(\omega)$ and $G(\omega)$ are linear, time-invariant. The input signal $x(t)$ and the input and channel noises, $u(t)$ and $d(t)$, respectively, are stationary, uncorrelated, and zero-mean random processes with known spectra. Although the stationarity assumption may not hold for long time periods, most practical signals have slowly-varying statistics, and so we could use the results of this chapter to derive slowly-varying optimal filters. We do not assume that $F(\omega)$ and $G(\omega)$ are causal, i.e., their impulse responses extend infinitely for both positive and negative time. Therefore, zero-delay solutions are allowed.

The error signal $e(t)$ is defined in Fig. 2.2 as a filtered version of the absolute error $|x(t) - x(t)|$. The filter $W(\omega)$ is a frequency weight that can be appropriately chosen according to the particular application. For example, in an audio system $W(\omega)$ would represent the frequency response of the human ear. We will refer to $W(\omega)$ as the 'observer response', and will assume $W(\omega) \neq 0$, $\forall \omega$, in order to avoid the existence of error components with zero weighting; if this restriction were not imposed we would certainly run into singularities and non-uniqueness problems.

The error measure $\xi$ is defined as the energy, or variance, of $e(t)$,

$$\xi \triangleq E[e^2(t)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi_{ee}(\omega) d\omega,$$

(2.1)

where $\Phi_{ee}(\omega)$ is the power spectrum of $e(t)$. Whenever we use the word 'error' in the following discussion, we will be referring to $\xi$.

The problem of jointly optimizing $F(\omega)$ and $G(\omega)$ for systems without sampling was first considered by Costas [1], without the input noise $u(t)$ and for an absolute mean-square error criterion, i.e., $w(t) = \delta(t)$, the Dirac delta function. The error improvement due to pre-filtering reported in [1] was atypically low, due
to an unfortunate choice of system parameters. In [2] it was pointed out that significantly larger error improvements than those reported by Costas can be obtained. Cramer [3] has also studied the problem, re-deriving Costas' results and considering the constraint of reciprocal pre- and post-filters, i.e., \( G(\omega) = F^{-1}(\omega) \), for which the solution depends on the channel noise spectrum but not on the amplitude of that noise. As in our present work, Cramer considered a frequency-weighted error criterion, but his analysis was purely intuitive, and although he obtained the correct
solution for the case of reciprocal filters, his approach would have led him to an erroneous conclusion for the general case, had he analyzed it.

Our work in this Section is an extension of the results of Costas and Cramer, for noisy inputs and a weighted mean-square error criterion. In what follows we derive the optimal \(G(\omega)\) and \(F(\omega)\), with the only restriction on the filters being a power limitation on the pre-filter output. We will start by obtaining the optimal \(G(\omega)\) for a given pre-filter; that allows us to derive an error expression that depends only on \(F(\omega)\). By finding the pre-filter that minimizes the new error function, we effectively obtain the jointly-optimal filter pair.

### 2.1.1. The Optimal Post-Filter

The problem of finding the optimal post-filter \(G(\omega)\) for a given pre-filter \(F(\omega)\) is in the form of Wiener's optimal estimation problem [4],[5]. Given the received signal \(y(t)\), the post-filter has to generate the optimal estimate \(\hat{x}(t)\) of the original signal \(x(t)\). The error \(\xi\) is given by (2.1), with

\[
\Phi_{\xi e}(\omega) = |W(\omega)|^2 |F(\omega)G(\omega) - 1|^2 \Phi_{xx}(\omega) \\
+ |W(\omega)G(\omega)|^2 \Phi_{dd}(\omega) + |W(\omega)F(\omega)G(\omega)|^2 \Phi_{uu}(\omega). 
\]  

(2.2)

We could substitute (2.2) into (2.1) and apply variational calculus to derive the optimal \(G(\omega)\), but an easier route is to make use of the orthogonality principle [5],[6], of optimal estimation, which states that the estimation error has to be orthogonal to the received signal. This means \(E[e(t_1)y(t_2)] = 0, \forall t_1, t_2\), that is,

\[
\Phi_{\xi y}(\omega) = W(\omega)G(\omega)\{\Phi_{dd}(\omega) + |F(\omega)|^2 [\Phi_{xz}(\omega) + \Phi_{uu}(\omega)]\} \\
- W(\omega)F^*(\omega)\Phi_{xz}(\omega) \\
= 0,
\]  

(2.3)
where \(*\) denotes complex conjugation. Since \(W(\omega) \neq 0, \forall \omega\), we have

\[
G_{OPT}(\omega) = \frac{F^*(\omega)\Phi_{xx}(\omega)}{|F(\omega)|^2 \left[ \Phi_{zz}(\omega) + \Phi_{uu}(\omega) \right] + \Phi_{dd}(\omega)}.
\] (2.4)

We note that \(G_{OPT}(\omega)\) does not depend on the observer response, for a given \(F(\omega)\), the reason being that the optimal post-filter actually minimizes \(\Phi_{zz}(\omega)\) for all \(\omega\). This is, in fact, a particular case of a more general property of minimum-variance estimators in linear spaces, namely that the optimal estimator is invariant under non-singular error weighting [6].

The optimal post-filter can be factored in the form

\[
G_{OPT}(\omega) = \frac{1}{F(\omega)} \left[ \frac{\Phi_{zz}(\omega)}{\Phi_{zz}(\omega) + \Phi_{aa}(\omega)} \right],
\] (2.5)

which is a cascade of the inverse pre-filter response and the Wiener filter for the noise \(\tilde{u}(t)\). The latter is the equivalent noise source when the channel noise is mapped into the input, so that its spectrum is given by

\[
\Phi_{aa}(\omega) = \Phi_{uu}(\omega) + \frac{\Phi_{dd}(\omega)}{|F(\omega)|^2}.
\] (2.6)

The above interpretation holds only for the frequencies for which \(F(\omega) \neq 0\), since the channel noise spectrum cannot be mapped back into an equivalent input spectrum at any frequency \(\omega_o\) for which \(F(\omega_o) = 0\).
2.1.2. Optimal Pre-Filtering

When we use the optimal post-filter in (2.4), the error can be written as a function of the pre-filter, in the form

$$\xi = \frac{1}{2\pi} \int_{-\infty}^{\infty} |W(\omega)|^2 \frac{|F(\omega)|^2 \Phi_{uu}(\omega) + \Phi_{dd}(\omega)}{|F(\omega)|^2 \left[ \Phi_{xx}(\omega) + \Phi_{uu}(\omega) \right] + \Phi_{dd}(\omega)} \Phi_{xx}(\omega) \, d\omega.$$  \hspace{1cm} (2.7)

Our objective is to minimize (2.7) by proper choice of $F(\omega)$, which would lead us to the jointly-optimal pair of filters, in view of (2.4). For every $\omega$, the integrand in (2.7) is a monotonic function of $|F|^2$, which is minimized when $F(\omega) \to \infty$. But that would require an infinite power at the pre-filter output, which certainly makes no practical sense. Therefore, we must add a power constraint to the problem, e.g., by forcing the pre-filter output to have unit average power:

$$\mathbb{E}[u^2(t)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} |F(\omega)|^2 \left[ \Phi_{xx}(\omega) + \Phi_{uu}(\omega) \right] \, d\omega = 1.$$  \hspace{1cm} (2.8)

Minimization of (2.7) is a problem of calculus of variations with variable end-points [7], since no restrictions are imposed on the values of $F(\omega)$. Therefore, $F(\omega)$ can be viewed as a free variable for any $\omega$, and so we can make use of the Lagrange multiplier rule, which states that there must exist a scalar $\lambda$ such that

$$\frac{\partial}{\partial F(\omega)} \Upsilon(F(\omega), \omega) + \lambda \frac{\partial}{\partial F(\omega)} \Psi(F(\omega), \omega) = 0,$$  \hspace{1cm} (2.9)

where $\Upsilon(F(\omega), \omega)$ and $\Psi(F(\omega), \omega)$ are the integrands in (2.7) and (2.8), respectively. By solving (2.9) we get the optimal pre-filter as

$$|F_{\text{OPT}}(\omega)|^2 = \begin{cases} Z(\omega), & \text{if } Z(\omega) > 0, \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.10)
where

$$Z(\omega) = \frac{\Phi_{xx}(\omega)}{\Phi_{xx}(\omega) + \Phi_{uu}(\omega)} \left[ |W(\omega)| \sqrt{\frac{\Phi_{dd}(\omega)}{\lambda(\Phi_{xx}(\omega) + \Phi_{uu}(\omega))}} - \frac{\Phi_{dd}(\omega)}{\Phi_{xx}(\omega)} \right], \quad (2.11)$$

with $\lambda$ adjusted so that (2.8) is satisfied. We note that (2.10) specifies only the magnitude of the optimal pre-filter. The phase response is irrelevant, since it is canceled by the term $F^*(\omega)$ in (2.4).

If $\Phi_{xx}(\omega)$ decays faster than $\Phi_{dd}(\omega)$ there exists a frequency $\omega_c$ such that $F(\omega) = 0$ for $|\omega| > \omega_c$. Therefore the optimal pre- and post-filters will be band-limited to $\omega_c$. The channel bandwidth must be at least equal to $\omega_c$ if additional errors are to be avoided. Nevertheless, even if the channel bandwidth is lower than $\omega_c$, we can still use (2.4),(2.10), and (2.11) to compute the optimal $F(\omega)$ and $G(\omega)$ for $\omega < \omega_c$, with the integral in (2.8) being evaluated over the interval ($-\omega_c, \omega_c$).

In this case the minimum error with $F_{OPT}(\omega)$ and $G_{OPT}(\omega)$ is given by

$$\xi_{\text{min}} = \frac{1}{\pi} \int_0^{\omega_c} |W(\omega)|^2 \frac{\Phi_{xx}(\omega)\Phi_{uu}(\omega)}{\Phi_{xx}(\omega) + \Phi_{uu}(\omega)} \, d\omega$$

$$+ \frac{1}{\pi} \int_0^{\omega_c} |W(\omega)|^2 \Phi_{xx}(\omega) \sqrt{\frac{\lambda\Phi_{dd}(\omega)}{\Phi_{xx}(\omega) + \Phi_{uu}(\omega)}} \, d\omega$$

$$+ \frac{1}{\pi} \int_{\omega_c}^{\infty} |W(\omega)|^2 \Phi_{xx}(\omega) \, d\omega. \quad (2.12)$$

If the input noise $u(t)$ has an amplitude negligible compared to that of $x(t)$, the pre-filter output $v(t)$ has the spectrum

$$\Phi_{vv}(\omega) = |F_{OPT}(\omega)|^2 \Phi_{xx}(\omega)$$

$$= |W(\omega)| \sqrt{\frac{\Phi_{dd}(\omega)\Phi_{xx}(\omega)}{\lambda}} - \Phi_{dd}(\omega). \quad (2.13)$$

Intuitively, we would expect that for a white channel noise the pre-filter output should have a flat spectrum, to keep a frequency-independent SNR. As we see from
(2.13), however, even for an unweighted mean-square error criterion, \((W(\omega) \equiv 1)\), the pre-filter output spectrum is not white for a white channel noise, although the square root on (2.13) makes \(\Phi_{uu}(\omega)\) flatter than \(\Phi_{xx}(\omega)\). On a logarithmic scale, amplitude variations on \(\Phi_{xx}(\omega)\) are divided by two. This is referred to as the \textit{half-whitening} effect [2] of the optimal pre-filter.

If the channel is noiseless, i.e. \(\Phi_{dd}(\omega) = 0\), eqn. (2.10) is not applicable, since (2.7) is independent of the pre-filter. In this case the pre-filtering concept actually loses its meaning, and any pre-filter that satisfies the power constraint (2.8) can be used.

\textbf{Example 2.1}

In order to evaluate the improvement due to pre-filtering over optimal post-filtering only, let's consider a white channel noise, \(\Phi_{dd}(\omega) = N_o\), no input noise, \(\Phi_{uu}(\omega) = 0\), no error weighting, \(W(\omega) = 1\), and an input signal with a first-order Butterworth spectrum

\[
\Phi_{xx}(\omega) = \frac{2\omega_o}{\omega^2 + \omega_o^2}.
\]

Let's compare two alternatives:

i) Optimal post-filtering only, \(F(\omega) = 1\). From (2.7) the error is

\[
\xi_1 = \frac{1}{\pi} \int_0^\infty \frac{2\omega_o N_o}{2\omega_o + N_o(\omega^2 + \omega_o^2)} \, d\omega
= \left(1 + \frac{2}{N_o \omega_o}\right)^{-1/2}.
\]

ii) Optimal pre- and post-filtering. Using (2.10) and (2.11), we obtain the optimal pre-filter as

\[
|F_{OPT}(\omega)|^2 = \begin{cases} 
\frac{N_o}{2\omega_o} \left[\sqrt{(\omega_o^2 + \omega_o^2)(\omega^2 + \omega_o^2)} - (\omega^2 + \omega_o^2)\right], & |\omega| \leq \omega_o, \\
0, & \text{otherwise}
\end{cases}
\]
where we have used the fact that the Lagrange multiplier is related to the cutoff frequency \( \omega_c \) by

\[
\lambda = \frac{2\omega_o}{N_o(\omega_o^2 + \omega_c^2)} ,
\]

since \( Z(\omega_c) = 0 \) in (2.11). The minimum error, as determined by (2.12), is

\[
\xi_2 = \frac{1}{\pi} \int_0^{\infty} \sqrt{\frac{2\omega_o N_o}{\omega^2 + \omega_o^2}} d\omega + \frac{1}{\pi} \int_{\omega_c}^{\infty} \frac{2\omega_o}{\omega^2 + \omega_o^2} d\omega
\]

\[
= \frac{2\omega_o}{N_o(\omega_c^2 + \omega_o^2)} \left( 1 + \frac{N_o \omega_c}{\pi} \right) + 1 - \frac{2}{\pi} \tan^{-1} \left( \frac{\omega_c}{\omega_o} \right).
\]

The cutoff frequency \( \omega_c \) is implicitly determined by the power constraint (2.8), which leads to

\[
\sqrt{\omega_c^2 + \omega_o^2} \log \left( \frac{\omega_c + \sqrt{\omega_c^2 + \omega_o^2}}{\omega_o} \right) - \omega_c = \frac{\pi}{N_o}.
\]

As \( N_o \) is decreased, \( \xi_1 \) and \( \xi_2 \) are both decreased, but \( \xi_2 \) does so faster, so that \( \xi_1 - \xi_2 \) increases. A plot of the ratio \( \xi_1/\xi_2 \) as a function of \( \xi_1 \) is shown in Fig. 2.3, in a log-log scale. For channels with high SNR the improvement can be higher than 25 dB. We note, however, that the required channel bandwidth may be several times \( \omega_o \). For example, if \( \xi_1 = 0.01 \), the input signal and channel noise spectra have the same amplitude, \( N_o \), at the frequency \( \omega_c \approx 14 \omega_o \). The half-whitening effect of the optimal pre-filter pushes this crossover point to \( \omega_c = 2100 \omega_o \). In a broadcasting system, for example, such a bandwidth increase would certainly be unacceptable. A better channel noise model would be to take into account any other signal sources onto frequency-adjacent channels and include them in the channel noise spectrum. In Example 2.2 a more realistic model is considered.
Fig. 2.3. Error improvement due to optimal pre-filtering.

2.2. Continuous-Time Signals on Discrete-Time Channels

The system model is now that of Fig. 2.4. It is a useful model for either pulse amplitude modulation (PAM) or pulse code modulation (PCM) communications systems. In any case, the post-filter is actually an interpolator, since it produces a continuous-time signal from discrete-time samples. In Fig. 2.5 we have an equivalent model, in which sampling is represented as multiplication by the periodic sampling function

$$\delta_T(t) \triangleq T \sum_{r=-\infty}^{\infty} \delta(t - rT),$$

where $T$ is the sampling period. The gain factor $T$ in the above equation was introduced mainly to avoid the presence of scaling factors in the periodic spectral repetitions that we will encounter later.
If a PAM system is under consideration, the channel noise $d(t)$ can be assumed to be uncorrelated with $v(t)$. For a PCM system, however, the noise $d(t)$ is due mainly to quantization and will be in general correlated with $v(t)$, unless pseudorandom noise is employed [12]. If the quantizer is optimal [8] in a mean-square error
sense, its output is orthogonal (and therefore uncorrelated) to the quantization noise, for any number of quantization levels [9]. So, we can write

$$E\{[v(t) + d(t)]d(t)\} = 0 \Rightarrow E\{v(t)d(t)\} = -E\{d(t)d(t)\}$$

$$\Rightarrow R_{vd}(0) = -R_{dd}(0) = -\epsilon^2 R_{vv}(0),$$

(2.14)

where, as usual, $R_{vd}(\tau) \triangleq E[v(t)d(t-\tau)]$, and $\epsilon^2$ is the inverse of the signal-to-noise ratio (SNR) for the quantizer. Furthermore, Chan and Donaldson [10] have shown that the cross-correlation function between quantizer input and quantization noise is given, for Gaussian signals, by

$$R_{vd}(\tau) = \beta R_{vv}(\tau) \Rightarrow \Phi_{vd}(\omega) = \beta \Phi_{vv}(\omega).$$

(2.15)

Combining (2.14) and (2.15) we conclude that $\beta = -\epsilon^2$.

Although a detailed evaluation of the parameter $\epsilon^2$ for optimal quantizers has been carried out by Mauersberger [11], for several probability density functions, we must proceed under the assumption that the input signal and the input noise have Gaussian distributions. Otherwise, the p.d.f. of the pre-filter output signal would be a function of the pre-filter, and thus $\epsilon^2$ would also depend on $F(\omega)$; such a dependence would be complicated enough to render the problem intractable.

Due to the increased interest in PCM over the last two decades, the system in Fig. 2.5 has been considered by many researchers. Stewart [13] was the first to bring up the fact that in practice signals to be sampled are never exactly band-limited to half the sampling frequency, and so by proper evaluation of the aliasing effects the reconstruction filter $G(\omega)$ can be designed to minimize the total error variance. Stewart's model was that of Fig. 2.5, with $u(t) \equiv 0$ and $F(\omega) \equiv 1$. One of the main contributions in [13] was the observation that the optimal reconstruction filter $G(\omega)$ is time-invariant, i.e., there is no time-varying impulse response $g(t, \tau)$ that leads to a lower reconstruction error than the optimal time-invariant post-filter. This
would probably not hold if the stationarity assumption for the input signal were removed. Tufts and Johnson [14] extended Stewart's result to the case when the available number of samples in \( y(t) \) is finite. They pointed out the important fact that polynomial interpolation produces a mean-square error that is always larger than that of optimal linear time-invariant interpolation.

Spilker [15] seems to have been the first to consider the optimal design of a pre-sampling filter, for a system without input noise \( (u(t) = 0) \), showing that under a mean-square error criterion the optimal pre-filter must be band-limited, in order to avoid aliasing. Brown [16] studied the case of a noisy input and a noiseless channel, and noted that the optimal pre- and post-filters should still be band-limited, a fact also verified by Ericson [17]. The optimal causal pre- and post-filters for a noiseless channel and a weighted mean-square error criterion were derived by DeRusso [18] and Chang [19], with a few errors corrected in [20].

The first analysis of the system of Fig. 2.5 for the specific case of a pulse-code-modulation (PCM) system, in which \( d(t) \) is generated by a minimum-mean-square-error Max quantizer [8], was performed by Kellogg [21], [22], who was not able to jointly optimize the pre-filter, quantizer and the post-filter, and so the optimal pre-post pair was numerically derived under the assumption of a noiseless channel. Kellogg's objective was to compare the PCM system with optimal pre- and post-filtering to the rate distortion bound [23] of Information Theory. Chan and Donaldson [24] have refined Kellogg's work by taking into account the cross-correlation between \( d(t) \) and \( v(t) \) in an analytical optimization procedure for the pre- and post-filters. They have derived precise bounds on how close a PCM system with optimal pre- and post-filters can get to the rate distortion bound. In a later work, Noll [25] obtained performance bounds under the assumption that \( G(\omega) = F^{-1}(\omega) \) (which Noll referred to as a D*PCM system).

In the literature cited above, we notice that the system of Fig. 2.5 was analyzed with either \( u(t) \) or \( d(t) \) or both set to zero, and in most cases for an unweighted error criterion. The most complete analysis was that of Chan and Donaldson [24].
where not only $d(t)$ was taken into account, but also a weighted mean-square error criterion. The purpose of this section is to extend the work of Chan and Donaldson to the general case of Fig. 2.5, in which both noise sources may be present, as in the case of telemetry systems on a low bit rate digital channel. As we will see later, such an extension is justified by the fact the the performance of the optimal system is strongly dependent on the input noise characteristics, even at high signal-to-noise ratios.

2.2.1. The Optimal Post-Filter

As in the previous analysis for systems without sampling, we start by deriving the optimal post-filter, or interpolator, for a fixed pre-filter. We have to be careful in terms of defining the error criterion, since the signals $y(t)$ and $\hat{e}(t)$ in Fig. 2.5 are not stationary and, therefore, cannot be characterized by a power spectrum in a conventional way. However, they are cyclostationary [26], i.e., their statistics are periodically time-varying, and so by averaging over one sampling period we can obtain time-invariant statistical descriptions that have the same meaning as those of stationary processes. Therefore, as long as autocorrelation functions are averaged over one sampling period, we can still refer to their Fourier transforms as power spectra. This concept was used in most of the literature cited in this section. Our error measure should, then, be taken as the average variance of the signal $e(t)$ over one period,

$$\xi \triangleq \frac{1}{T} \int_{-T/2}^{T/2} \mathbb{E}[e^2(t)] \, dt \ .$$

(2.16)

We note that any positive weighting function could have been used in the above equation, but since the original signal is stationary it is unlikely that a time-weighting function could be of any practical value.
Calling \( s(t) = v(t) + d(t) \) the input to the sampler in Fig. 2.5, we can write the autocorrelation function of \( y(t) \) as

\[
R_{yy}(\tau) = \frac{1}{T} \int_{-T/2}^{T/2} E[y(t)y(t - \tau)] \, dt
= R_{ss}(\tau) \frac{1}{T} \int_{-T/2}^{T/2} \delta_T(t) \delta_T(t - \tau) \, dt
= R_{ss}(\tau) \delta_T(\tau),
\]

from which

\[
\Phi_{yy}(\omega) = \sum_{k=-\infty}^{\infty} \Phi_{ss}(\omega + k\omega_T),
\]

where \( \omega_T \triangleq 2\pi/T \) is the sampling frequency. Similarly, the cross-correlation between \( s(t) \) and \( y(t) \) is

\[
R_{sy}(\tau) = \frac{1}{T} \int_{-T/2}^{T/2} E[s(t)y(t - \tau)] \, dt
= R_{ss}(\tau) \frac{1}{T} \int_{-T/2}^{T/2} \delta_T(t - \tau) \, dt
= R_{ss}(\tau),
\]

where \( R_{ss}(t) \) has the conventional meaning, since \( s(t) \) is stationary. Thus, it is clear that periodic sampling produces periodic replication of power spectra, which may lead to aliasing, but cross-spectra are not affected. Using these two properties, it is relatively easy to extend the analysis of the previous section to include the effects of sampling.

In order to derive the optimal post-filter by means of the orthogonality principle, we need the spectrum \( \Phi_{sy}(\omega) \) corresponding to our new error definition in (2.16). According to our previous discussion about quantization noise, we assume \( \Phi_{ud}(\omega) = \beta \Phi_{uv}(\omega) \). Then, \( \Phi_{sy}(\omega) \) is given by

\[
\Phi_{sy}(\omega) = W(\omega)\{G(\omega)\Phi_{yy}(\omega) - F^*(\omega)[(1 + \beta)\Phi_{xz}(\omega) + \beta\Phi_{uu}(\omega)]\},
\]

(2.20)
where

\[
\Phi_{yy}(\omega) = \sum_{k=-\infty}^{\infty} \Phi_{dd}(\omega + k\omega_T) + \sum_{k=-\infty}^{\infty} |F(\omega + k\omega_T)|^2 (1 + 2\beta) [\Phi_{zz}(\omega + k\omega_T) + \Phi_{uu}(\omega + k\omega_T)].
\] (2.21)

For a PAM system without quantization, \(\beta\) may be set to zero. We recall from the previous section that the orthogonality principle states that \(G_{\text{OPT}}(\omega)\) is the one for which \(\Phi_{ey}(\omega) = 0\). Since \(W(\omega) \neq 0\), \(\forall \omega\), (2.20) leads to

\[
G_{\text{OPT}}(\omega) = \frac{F^*(\omega)((1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega))}{\Phi_{yy}(\omega)}.
\] (2.22)

When \(d(t) = 0\) and \(\beta = 0\), the result above is the same as that obtained by Brown [16]. With \(G(\omega) = G_{\text{OPT}}(\omega)\), the error is

\[
\xi = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi_{ee}(\omega) \, d\omega
= \frac{1}{2\pi} \int_{-\infty}^{\infty} |W(\omega)|^2 \Phi_{zz}(\omega) \, d\omega
- \frac{1}{2\pi} \int_{-\infty}^{\infty} |W(\omega)|^2 |F(\omega)|^2 \frac{[(1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega)]^2}{\Phi_{yy}(\omega)} \, d\omega.
\] (2.23)

2.2.2. The optimal pre-filter

The problem now is that of maximizing the second integral in (2.23), under the power constraint (2.8). A slight complication in (2.23) is that \(F(\omega)\) affects the aliasing components of \(\Phi_{yy}(\omega)\). Let's consider some frequency \(\omega_o\) and the set of its aliasing images \(A_o = \{\omega_o + k\omega_T, k = \pm 1, \pm 2, \ldots\}\), with \(\omega_o\) leading to the maximum pre-filter power output, i.e.,

\[
|F(\omega_o)|^2 [\Phi_{zz}(\omega_o) + \Phi_{uu}(\omega_o)] \geq |F(\omega)|^2 [\Phi_{zz}(\omega) + \Phi_{uu}(\omega)] \forall \omega \in A_o.
\]
Since $\Phi_{zz}(\omega) + \Phi_{uu}(\omega) \geq 0$, $\forall \omega$, the power constraint (2.8) states that if we increase $|F(\omega)|$ for any $\omega \in A_0$, we will have to reduce $F(\omega_o)$. But this forces a strict reduction in the second integrand in (2.23), which we want to maximize. Therefore, we have just proved the following

**Lemma.** Assume $F(\omega)$ and $G(\omega)$ are jointly-optimal for the system in Fig. 2.5. Then, the pre-filter $F(\omega)$ avoids aliasing, i.e.,

$$F(\omega_o) \neq 0 \Rightarrow F(\omega) = 0, \quad \omega = \omega_o + k\omega_T, \quad k = \pm 1, \pm 2, \ldots$$

From (2.22), $F(\omega_s) = 0 \Rightarrow G(\omega_s) = 0$, for any $\omega_s$. So, the jointly-optimal pre- and post-filters have identical passbands, with a total bandwidth (including negative frequencies) of $\omega_T$. If $\Phi_{zz}(\omega)$ decays faster than both noise spectra, the bandwidth of the optimal filter pair is $|\omega| < \omega_T/2$. In this case the error expression assumes the form

$$\xi = \frac{1}{\pi} \int_{\omega_T/2}^{\infty} |W(\omega)|^2 \Phi_{zz}(\omega) \, d\omega$$

$$+ \frac{1}{\pi} \int_0^{\omega_T/2} Q(\omega) |F(\omega)|^2 \{\Phi_{zz}(\omega)\Phi_{uu}(\omega) - \beta^2[\Phi_{zz}(\omega) + \Phi_{uu}(\omega)]^2\} \, d\omega$$

$$+ \frac{1}{\pi} \int_0^{\omega_T/2} Q(\omega) \Phi_{zz}(\omega) \tilde{\Phi}_{dd}(\omega) \, d\omega,$$

where

$$Q(\omega) \equiv \frac{|W(\omega)|^2}{|F(\omega)|^2 (1 + 2\beta)[\Phi_{zz}(\omega) + \Phi_{uu}(\omega)] + \tilde{\Phi}_{dd}(\omega)},$$

and

$$\tilde{\Phi}_{dd}(\omega) \equiv \sum_{k=-\infty}^{\infty} \Phi_{dd}(\omega + k\omega_T).$$
The last two integrals in (2.24) are similar to (2.7), with \( \Phi_{dd}(\omega) \) replacing \( \Phi_{dd}(\omega) \), and the introduction of the parameter \( \beta \). The optimal pre-filter is

\[
| F_{\text{OPT}}(\omega) |^2 = \begin{cases} 
Z(\omega), & \text{if } |\omega| \leq \omega_T/2, \\
0, & \text{otherwise}
\end{cases} \tag{2.27}
\]

with \( Z(\omega) \) given by

\[
Z(\omega) = \frac{\Phi_{xz}(\omega)}{(1 + 2\beta)(\Phi_{xz}(\omega) + \Phi_{uu}(\omega))} \times \left\{ \left[ (1 + \beta) + \beta \frac{\Phi_{uu}(\omega)}{\Phi_{xz}(\omega)} \right] |W(\omega)| \sqrt{\frac{\tilde{\Phi}_{dd}(\omega)}{\lambda(\Phi_{xz}(\omega) + \Phi_{uu}(\omega))} - \frac{\tilde{\Phi}_{dd}(\omega)}{\Phi_{xz}(\omega)}} \right\}, \tag{2.28}
\]

Thus, by using (2.10), (2.28) and (2.22), we can design the jointly-optimal filter pair. It is interesting to note that if \( u(t) = 0 \) and \( d(t) = 0 \), the first integral in (2.23) vanishes and the error is independent of the shape of \( F(\omega) \) within the passband. The error is then due entirely to the missing signal spectra for \( |\omega| > \omega_T/2 \). If we had \( F(\omega) = 1 \) for all \( \omega \), with \( u(t) = 0 \) and \( d(t) = 0 \), the error with optimal post-filtering would be due entirely to aliasing. In the worst case, aliasing leads to twice the error level as missing signal spectra for \( |\omega| > \omega_T/2 \) [21],[22]. Therefore, optimal pre-filtering can reduce the error in a noiseless system by 3 dB, at most. For a noisy channel, i.e., \( d(t) \neq 0 \), the error improvement can be somewhat larger, as in the next example.

**Example 2.2**

We conclude this section with the following design example for the system in Fig. 2.5: let's consider again an input signal with a Butterworth spectrum \( \Phi_{xz}(\omega) = 2\omega_0/(\omega^2 + \omega_0^2) \), a white input noise, \( \Phi_{uu}(\omega) = \sigma_u^2 \), the error weighting

\[
| W(\omega) |^2 = \frac{1 + a\omega^2/\omega_0^2}{1 + b\omega^2/\omega_0^2},
\]
and let's consider a FSK (frequency-shift keying) channel, in which each sample of \( v(t) \) determines the frequency of a carrier during an interval \( T \). We assume a sampling period \( T = 2\pi \rightarrow \omega_T = 1 \). Because of the frequency modulation, the channel noise spectrum has the typical 6 dB/octave high-frequency rise given by \( \Phi_{dd}(\omega) = \gamma \omega^2 \) [27], where \( \gamma \) is a constant.

Unlike the previous example, instead of comparing the jointly-optimal filter pair to a system without pre-filtering, it would be more interesting to compare the optimal system to the one in which an ideal pre-filter is used, with the frequency response

\[
F(\omega) = \begin{cases} 
\alpha, & |\omega| \leq 1/2, \\
0, & \text{otherwise},
\end{cases}
\]

with \( \alpha \) adjusted so that the pre-filter output has unit power. We cannot derive close-form expressions for computing the error as a function of the parameters \( a, b, \gamma, \) and \( \sigma_n^2 \), because the error integrals contain fourth-order rational integrands. Thus, our comparison is based on the numerical evaluation of the integrals.

In Fig. 2.6 we have plotted the error improvement by using the optimal pre- and post-filters, as compared to the flat pre-filter and its corresponding optimal post-filter. We have fixed \( \gamma = 1 \), so that a significant level of channel noise is present. In Fig. 2.6(a) we have \( a = 5.0 \) and \( b = 0.2 \), and so the weighting function has a strong high-frequency emphasis, whereas in Fig. 2.6(b) the values of \( a \) and \( b \) produce a low-frequency emphasis. In both cases \( \omega_o \) was varied from \( 10^{-5} \) to \( 10^{-1} \), and the input noise level set at four different values. We note that as \( \omega_o \) is decreased, the error improvement increases, until a point is reached where the input spectrum becomes so strongly peaked that the input noise has less influence over the total noise. Thus, the error reduction due to optimal pre-filtering is less significant. In Fig. 2.6(b) the error improvements are much lower. This is because the frequency weighting is stronger at lower frequencies, where the channel noise has a lower amplitude, which reduces the benefits of optimal pre-filtering.
Fig. 2.6. Error reduction due to optimal pre-filtering (as compared to ideal low-pass pre-filtering with a constant passband gain) for a FSK channel.
The strong influence of the input noise on the performance of the optimal system is clear from Fig. 2.6. Thus, even if that noise has a low amplitude, it should always be taken into account in the design of optimal systems.

2.3. Discrete-Time Signals and Channels

In this section, we assume that the signal to be transmitted is available only in sampled form, so that the complete system works in discrete time. The system model is now that of Fig. 2.7, which is basically the same as the previous model in Fig. 2.1, except that the signals are functions of the discrete-time index \( n \), and \( F(\omega) \) and \( G(\omega) \) are the Fourier transforms of the pre- and post-filter impulse response sequences \( f(n) \) and \( g(n) \), respectively.

If the sampling rate of the channel is lower than that of the original signal \( x(n) \), as it is often the case, the output of the pre-filter must be down-sampled before
transmission, and the received signal must be up-sampled before post-filtering. In this case, the model in Fig. 2.8 applies. Assuming that the channel sampling frequency is $K$ times lower than that of the input signal, we can model the down- and up-sampling process in the channel as multiplication by the periodic sampling sequence

$$
\delta_K(n) \triangleq K \sum_{r=-\infty}^{\infty} \delta(n - rK) \quad (2.29)
$$

$$
= \sum_{r=0}^{K-1} \exp\left(j \frac{2\pi rn}{K} \right),
$$

where $\delta(n)$ is the unit-sample (or impulse) sequence [28]. In practice, we can make use of polyphase filter structures [29] so that pre-filtering and down-sampling can be performed by a single block, as well as up-sampling and post-filtering.

Intuitively, we would expect that the results of the Sections 2.1 and 2.2 could be applied to the systems in Fig. 2.7 and Fig. 2.8, respectively, with little modification. This is indeed the case, as we will see in what follows. One important
difference between the systems for continuous- and discrete-time signals is that the system in Fig. 2.7 can be obtained from that in Fig. 2.8 simply by setting $K = 1$, whereas the systems in Fig. 2.4 and Fig. 2.1 cannot be made equivalent by letting $T \to 0$. This is a direct consequence of the fact that the unit-sample sequence contains no singularities, unlike the Dirac delta function. Therefore, we can focus on the system of Fig. 2.8, and any results will be applicable to Fig. 2.7 by setting $K = 1$.

In the general case where $K \neq 1$, the periodic sampling operation by $\delta_K(n)$ leads to periodic autocorrelation functions, with period $K$, i.e., the sampled signals are cyclostationary. So, as in the previous section, the error criterion should be an average of the the error signal variance over $K$ samples,

$$
\xi \triangleq \frac{1}{K} \sum_{n=0}^{K-1} \mathbb{E}[e^2(n)] \\
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi_{ee}(\omega) \, d\omega.
$$

Similarly, the correlation functions of interest should also be averaged over $K$ samples, so that we can write

$$
R_{yy}(n) = \frac{1}{K} \sum_{r=0}^{K-1} \mathbb{E}[y(r)y(r-n)]
\hspace{1cm} (2.31)
= R_{ss}(n) \frac{1}{K} \sum_{r=0}^{K-1} \delta_K(r) \delta_K(r-n)
= R_{ss}(n) \delta_K(n)
$$

and

$$
R_{sy}(n) = \frac{1}{K} \sum_{i=0}^{K-1} \mathbb{E}[s(r)y(r-n)]
\hspace{1cm} (2.32)
= R_{ss}(n) \frac{1}{K} \sum_{r=0}^{K-1} \delta_K(r-n)
= R_{ss}(n) .
$$
The first of the two equations above implies

\[
\Phi_{yy}(\omega) = \sum_{r=0}^{K-1} \Phi_{dd}(\omega + r\omega_K),
\]  

(2.33)

where \( \omega_K \triangleq 2\pi/K \), that is, down-sampling and up-sampling by a factor \( K \) leads to \( K \) spectral replications, unlike the continuous-time case, where the number of replications is infinite. This is a well-known property of discrete-time systems [29].

As in the previous section, we can apply the orthogonality principle to the system in Fig. 2.8, in order to derive the optimal post-filter. Then, we can minimize the resulting error function to obtain the optimal pre-filter. The result is that (2.10), (2.22), and (2.28) can be used directly here, i.e., the optimal post-filter is given by

\[
G_{OPT}(\omega) = \frac{F^*(\omega)[(1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega)]}{\Phi_{yy}(\omega)}
\]

(2.34)

and the optimal pre-filter by

\[
|F_{OPT}(\omega)|^2 = \begin{cases} Z(\omega), & \text{if } Z(\omega) > 0, \\ 0, & \text{otherwise} \end{cases}
\]

(2.35)

where \( Z(\omega) \) is determined by (2.28), with

\[
\Phi_{yy}(\omega) = \sum_{r=0}^{K-1} \Phi_{dd}(\omega + r\omega_K)
\]

(2.36)

\[
+ \sum_{r=0}^{K-1} |F(\omega + r\omega_K)|^2 \left[(1 + 2\beta)\Phi_{zz}(\omega + r\omega_K) + \Phi_{uu}(\omega + r\omega_K) \right],
\]

and

\[
\hat{\Phi}_{dd}(\omega) \triangleq \sum_{r=0}^{K-1} \Phi_{dd}(\omega + r\omega_K).
\]

(2.37)
The optimal filters will be band-limited, with a total bandwidth of $\omega_K$. As we have noted before, by setting $K = 1$ in (2.36) and (2.37), we can compute the optimal filters for the system of Fig. 2.7; in this case $\omega_K = 2\pi$, and the optimal filters are not necessarily band-limited, since there is no aliasing.

Example 2.3

In this last example for this chapter, we use the previous analysis to derive a new bound for the error improvement that jointly-optimal pre- and post-filtering provides over optimal post-filtering only. We assume that the system is noiseless, i.e., $d(n) = u(n) = 0$, no error weighting is assumed, $W(\omega) = 1$, and the signal is modeled as a first-order Gauss-Markov process. We also show that in this case the optimal post-filter corresponding to no pre-filtering has a finite impulse response.

We have seen before that for the case of a continuous-time input signal and a discrete-time channel, the error reduction with optimal pre-filtering is bounded at 3 dB. A simple proof of that, presented in [9] and [21], is that if we use no pre-filter and an ideal low-pass post-filter we get exactly twice the error of that obtained with both the pre- and post-filters having an ideal low-pass response (the jointly-optimal solution for the noiseless case). This bound is not tight, however, since (2.22) shows that if the pre-filter is not band-limited the corresponding optimal post-filter will not be band-limited, either.

If the input signal is a raster-scanned image, for example, the first-order Gauss-Markov autocorrelation

$$R_{xx}(n) = \rho^{|n|}$$

$$\rightarrow \Phi_{xx}(\omega) = \frac{1 - \rho^2}{1 + \rho^2 - 2\rho \cos \omega}$$

is a good model for the one-dimensional raster signal, with $\rho$ being a function of the sampling resolution [30].
When no pre-filtering is employed, \( F(\omega) = 1 \), and (2.34) and (2.36) define the corresponding optimal post-filter. From (2.30), the error is given by

\[
\xi_1 = 1 - \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\Phi_{zx}^2(\omega)}{\Phi_{yy}(\omega)} d\omega
\]

where

\[
\Phi_{yy}(\omega) = \sum_{r=0}^{K-1} \Phi_{zx}(\omega - r \frac{2\pi}{K})
\]

\[
= \frac{K(1 - \rho^{2K})}{1 + \rho^{2K} - 2\rho \cos(K\omega)}
\]

When we substitute the expressions for \( \Phi_{zx}(\omega) \) and \( \Phi_{yy}(\omega) \) in the error equation above, we obtain

\[
\xi_1 = 1 - \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{(1 - \rho^2)^2[1 + \rho^{2K} - 2\rho \cos(K\omega)]}{K(1 - \rho^{2K})(1 + \rho^2 - 2\rho \cos \omega)^2} d\omega
\]

The easiest approach towards deriving a closed-form expression for the error is by converting the integral above to the time domain

\[
\xi_1 = 1 - \zeta(0)
\]

where \( \zeta(n) \) is given, according to the convolution theorem, by

\[
\zeta(n) = R_{zx}(n) \ast \ast R_{zx}(n) \ast \ast \mathcal{F}^{-1}\{\Phi_{yy}(\omega)\}
\]

where \( \ast \ast \) denotes convolution and \( \mathcal{F}^{-1} \) denotes the inverse Fourier transform operator. Since

\[
\mathcal{F}^{-1}\{\Phi_{yy}(\omega)\} = \begin{cases} 
\frac{1 + \rho^{2K}}{K(1 - \rho^{2K})}, & n = 0, \\
-\frac{\rho^K}{K(1 - \rho^{2K})}, & n = \pm K, \\
0, & \text{otherwise},
\end{cases}
\]
the convolution that defines \( \xi(n) \) can be easily evaluated directly in the time domain, with the final result

\[
\xi_1 = \frac{1 + \rho^{2K}}{1 - \rho^{2K}} - \frac{1}{K} \left( \frac{1 + \rho^2}{1 - \rho^2} \right).
\]

It is interesting to note that the corresponding optimal post-filter is given by

\[
G_{\text{OPT}}(\omega) = \frac{\Phi_{xx}(\omega)}{\Phi_{yy}(\omega)} = \frac{1 - \rho^2}{K(1 - \rho^{2K})} \frac{1 + \rho^{2K} - 2\rho \cos(K\omega)}{1 + \rho^2 - 2\rho \cos \omega},
\]

which has the inverse Fourier transform

\[
g_{\text{OPT}}(n) = \begin{cases} 
\frac{\rho^{|n|} - \rho^{2K-|n|}}{K(1 - \rho^{2K})}, & -K \leq n \leq K, \\
0, & \text{otherwise.}
\end{cases}
\]

So, the optimal interpolator is actually an FIR filter. As \( \rho \to 1 \), \( g_{\text{OPT}}(n) \) decreases linearly from the value \( 1/K \) at \( n = 0 \) to 0 at \( n = K \).

The optimal pre- and post-filters have an ideal low-pass response with the cutoff frequency at \( \pi/K \), and the error is entirely due to the missing spectral components for \( |\omega| > \pi/K \), that is,

\[
\xi_2 = \frac{1}{\pi} \int_{\pi/K}^{\pi} \Phi_{xx}(\omega)d\omega = \frac{1}{\pi} \int_{\pi/K}^{\pi} \frac{1 - \rho^2}{1 + \rho^2 - 2\rho \cos \omega} d\omega = 1 - \frac{2}{\pi} \tan^{-1}\left[ \left( \frac{1 + \rho}{1 - \rho} \right) \tan\left( \frac{\pi}{2K} \right) \right].
\]

If \( \rho \to 0 \) the input spectrum is approximately white, and we have \( \xi_1 = \xi_2 = 1 - K^{-1} \). As \( \rho \to 1 \), we can use Taylor series expansions for \( \xi_1 \) and \( \xi_2 \), around \( \rho = 1 \), to obtain

\[
\lim_{\rho \to 1} \xi_1 = \frac{1 - \rho}{3} \left( \frac{K^2 - 1}{K} \right).
\]
and
\[ \lim_{\rho \to 1} \xi_2 = \frac{1 - \rho}{\pi} \left[ \tan \left( \frac{\pi}{2K} \right) \right]^{-1}. \]

The error improvement due to pre-filtering, \( \xi_1/\xi_2 \), is a monotonically increasing function of both \( \rho \) and \( K \). Therefore, the supremum of the improvement is approached as \( \rho \to 1 \) and \( K \to \infty \), and is given by

\[
\sup_{0 < \rho < 1} \frac{\xi_1}{\xi_2} = \lim_{\rho \to 1} \frac{1 - \rho}{3} \frac{\left( \frac{K^2 - 1}{K} \right)}{\frac{\pi}{\tan \left( \frac{\pi}{2K} \right)}} \quad K \geq 1
\]

\[
= \frac{\pi^2}{6}.
\]

Thus, the error improvement with optimal pre- and post-filtering over optimal post-filtering only cannot be larger than \( \pi^2/6 \), which is approximately equal to 2.16 dB. This is somewhat lower than the previous 3 dB bound for general spectra [9].

2.4. Summary

We have derived in this chapter the ideal IIR solutions to the jointly-optimal pre- and post-filtering problem for continuous- and discrete-time systems, with or without sampling. Our results are an extension of previous work cited in the references, in the sense that we have taken into account the presence of both input and channel noises, the error criterion was a weighted mean-square measure, and the cross-correlation between channel signal and noise was taken into account for the case of quantization noise for Gaussian signals. The results already available in the literature can be obtained as special cases of our equations, by zeroing the appropriate noise source(s) and/or setting \( W(\omega) \equiv 1 \).
An adaptive system can be designed by including a spectral estimator in the transmitter. Such an estimator could, for example, match the incoming signal spectrum to a member of a set of ‘typical’ spectra, and an optimal pair of pre- and post-filters could be selected from a table of pairs optimized for each member of that set. Such an approach would make more sense if we use the FIR filters of Chapter 3 or the block filters of Chapter 4, since in practice we cannot realize the ideal IIR filters.

In Fig. 2.6 we have noticed that even when the input signal $x(t)$ or $x(n)$ is available with a high SNR, e.g., 30 dB or more, the performance of the optimal system may be significantly influenced by the characteristics of the input noise. Therefore, we believe that inclusion of both noise sources allows better modeling of a real system, mainly when the input signal spectrum is strongly peaked. We should point out that Fig. 2.6 represented a more realistic model of a noisy communications system than Fig. 2.3, which indicates that improvements on the order of many decibels may be expected in some circumstances, and only a few dB in others.

The theoretically attainable improvements of 20 dB or more in Fig. 2.3 will not occur in practice, in general, since they can only be attained at the expense of an increased bandwidth. Nevertheless, error reductions in the range of 2–10 dB are generally significant in most applications, so that joint optimization of the pre- and post-filters has a good potential for the enhancement of existing systems.

A simple application of the results of this chapter, in Example 2.3, has resulted in a new tight bound for the maximum pre-filtering error improvement for first-order Gauss-Markov processes in a noiseless system. The supremum of the improvement was found to be 2.16 dB, which is somewhat lower than the 3 dB bound for general signals.

We have seen that the optimal filters are generally band-limited, even if there is no sampling in the channel. Furthermore, their frequency responses depend on factors that are square roots of rational spectra. Hence, the jointly-optimal pre-
and post-filters cannot be represented, in general, by rational transfer functions, and thus they are not realizable by finite lumped networks (analog or digital). One approach towards designing realizable filters would be to consider only rational and causal IIR responses for the pre- and post-filters, as done by Schott [31]. The design variables would be the poles and residues of the pre-filter response. The resulting optimization problem is virtually intractable analytically, so that numerical techniques must be applied without much insight about convergence, distribution of local minima, and other issues.

In the next chapter we adopt a different approach to the direct design of realizable filters: we impose a finiteness constraint on the region of support of the filter impulse responses. With the availability of fast integrated circuits for FIR filtering, such an approach is of significant practical interest.
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Chapter 3

Optimal FIR Filters

This chapter is focused on the discrete-time pre- and post-filtering system, with the added assumption that the pre- and post-filters have a finite impulse response (FIR). The system model is that of Fig. 3.1. One approach towards the design of an 'almost optimal' system with FIR filters would be a two-step procedure: first, we would use the results of the previous chapter to derive the ideal pair of filters, and then we could design FIR filters that approximate the ideal ones as closely as possible. This is, in fact, the standard approach in digital filter design, and several FIR filter design techniques for approximating ideal filters have been developed [1]. The ideal low-pass filter with a constant passband gain, which is the optimal one for pre- and post-filtering on a noiseless system, is the standard prototype for FIR filter design.

Approximating the ideal pre- and post-filters by FIR responses has one strong disadvantage: for any particular design technique, e.g., windowing, it is difficult to predict a priori the effect of the approximation on the weighted mean-square reconstruction error, except by computing that error explicitly after the realizable filters are designed. Under the assumption that minimization of the weighted mean-square error is the goal, a better approach is to reformulate the joint optimization problem in order to absorb the finiteness of the filter impulse responses.

The frequency-domain error analysis that we have developed previously cannot be brought into this chapter without changes, since the frequency responses of FIR filters are limited to a subspace of of all frequency responses. The modifications necessary to accommodate FIR filters are discussed in the next section.
In Section 3.2 we consider the independent optimization of the pre- or post-filter, whereas Section 3.3 presents an algorithm for their joint optimization. In Section 3.4 the performance of optimal FIR filter pairs is compared to that of optimal IIR filters and some commonly-used FIR filters designed under different criteria.

The use of FIR filters in multidimensional signal processing applications is common practice nowadays, due to the ever increasing availability of fast and inexpensive integrated circuits for data processing and storage. Therefore, the design of multidimensional filters has received significant attention in recent years. We will extend our results on optimal FIR pre- and post-filter design to the multidimensional case in Section 3.5.

3.1. Analysis of Systems with FIR Filters

The spectral representations of the previous chapter are independent of the finiteness of the pre- and post-filter impulse responses. Thus, the error measure is defined
in the same way as in Chapter 2, namely,

\[ \xi = \frac{1}{K} \sum_{n=0}^{K-1} \mathbb{E}[e^2(n)] \]

\[ = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi_{ee}(\omega) \, d\omega . \]  \hspace{1cm} (3.1)

with \( \Phi_{ee}(\omega) \) given by

\[ \Phi_{ee}(\omega) = |W(\omega)|^2 (|\Phi_{zz}(\omega)| + |G(\omega)|^2 \Phi_{yy}(\omega)) \]

\[ - 2 |W(\omega)|^2 \text{Re}\{G(\omega)F(\omega)\}[(1 + \beta)\Phi_{zz}(\omega) + \beta \Phi_{uu}(\omega)], \]  \hspace{1cm} (3.2)

where

\[ \Phi_{yy}(\omega) = \tilde{\Phi}_{dd}(\omega) \]

\[ + \sum_{r=0}^{K-1} F^2(\omega + r\omega_K)[(1 + 2\beta)\Phi_{zz}(\omega + r\omega_K) + \Phi_{uu}(\omega + r\omega_K)], \]  \hspace{1cm} (3.3)

with \( \omega_K \triangleq 2\pi/K \), and

\[ \tilde{\Phi}_{dd}(\omega) \triangleq \sum_{r=0}^{K-1} \Phi_{dd}(\omega + r\omega_K). \]  \hspace{1cm} (3.4)

The parameter \( \beta \) has the same meaning as in the previous chapter, i.e., it is either zero for an uncorrelated channel noise or a negative number when the channel noise is due to quantization. For a non-zero \( \beta \) we assume that the input signal and noise are Gaussian.

For any given magnitude responses for the filters \( F(\omega) \) and \( G(\omega) \), the term \( \text{Re}\{G(\omega)F(\omega)\} \) in (3.2) is maximized when the phases of \( F(\omega) \) and \( G(\omega) \) are both equal to zero, for all \( \omega \). Therefore, we shall concentrate on zero phase filters.
Specifically, we impose the following constraints on their impulse responses:

\[ f(-n) = f(n) , \]
\[ g(-n) = g(n) , \]
\[ f(n) = 0, \quad \text{if } |n| > L , \text{ and} \]
\[ g(n) = 0, \quad \text{if } |n| > M . \]  
(3.5)

Under these assumptions we can rewrite the error spectrum as

\[ \Phi_{ee}(\omega) = |W(\omega)|^2 [\Phi_{zz}(\omega) + G^2(\omega)\Phi_{yy}(\omega)] \]
\[ - 2 |W(\omega)|^2 G(\omega)F(\omega)[(1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega)]. \]  
(3.6)

Our objective in this chapter is the minimization of (3.6) under the constraints in (3.5). We cannot work directly with \( F(\omega) \) and \( G(\omega) \), since we do not have enough degrees of freedom to arbitrarily set their values for all frequencies. One approach towards incorporating the FIR constraints into (3.6) is to convert to the time domain all terms in which \( F(\omega) \) and \( G(\omega) \) appear; this leads to

\[ \xi = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 \Phi_{zz}(\omega) \, d\omega \]
\[ - 2 \sum_{l=-L}^{L} \sum_{m=-M}^{M} f(l)g(m)a(l-m) + \sum_{l=-M}^{M} \sum_{m=-M}^{M} g(l)g(m)b(l-m) \]
\[ + \sum_{l=-L}^{L} \sum_{m=-L}^{M} f(l)f(m) \sum_{r=-M}^{M} \sum_{s=-M}^{M} g(r)g(s) \]
\[ \times \sum_{u=-\infty}^{\infty} \sum_{v=-\infty}^{\infty} \rho(u)\rho(v)\delta_K(r-s+u-v)c(l-m+r-s+u-v), \]  
(3.7)

where \( \rho(n) \) is the observer impulse response and the sequences \( a(n), b(n), \) and \( c(n) \)
have the Fourier transforms

\[
A(\omega) = |W(\omega)|^2 \left[ (1 + \beta) \Phi_{xx}(\omega) + \beta \Phi_{uu}(\omega) \right], \\
B(\omega) = |W(\omega)|^2 \Phi_{dd}(\omega), \text{ and} \\
C(\omega) = (1 + 2\beta) \Phi_{xx}(\omega) + \Phi_{uu}(\omega). 
\] (3.8)

Our optimization problem could be formulated as the minimization of (3.7) as a function of the vector \([f(0) \ f(1) \ldots \ f(L) \ g(0) \ g(1) \ldots \ g(M)]\), but it would be virtually impossible to analyze such issues as convexity and convergence since (3.7) is a quartic form. However, if we fix the pre(post)-filter coefficients, then the error is a quadratic form on the post(pre)-filter coefficients, which is easier to minimize. Thus, we shall follow the following route towards derivation of a jointly-optimal filter pair: obtaining first independent solutions for the pre- and post-filters, and then combining them in an iterative procedure that computes the jointly-optimal pair.

In the previous chapter, the solution for the optimal post-filter was used to derive an error expression as a function of the pre-filter only. The latter expression was then minimized in order to obtain the jointly-optimal filter pair. Unfortunately, we cannot follow the same approach here; the difficulty is that the error obtained with an optimal FIR post-filter cannot be written as a function of the FIR pre-filter coefficients, as we will see in the next section. Therefore, closed-form solutions for a jointly-optimal filter pair cannot be obtained, except for trivial cases, e.g. \(L = M = 1\), which will not be specifically considered.

### 3.2. Optimization of a Single Filter

We focus our attention now on the derivation of both the optimal post-filter for a given pre-filter, and the optimal pre-filter for a given post-filter. In the next section
we will combine the two results in an algorithm that computes the jointly-optimal pair.

The design of the post-filter (or interpolator) has received much more attention in the literature than the pre-filter design. Oetken et. al. [2] derived the optimal interpolator without a pre-filter, for band-limited input signals and noiseless samples. Polydoros and Protonotarios [3] assumed a statistical description of the input signal, as in our work, and derived the optimal interpolator without a pre-filter. As in [2], they have considered a noiseless system, but with the added restriction of zero intersymbol interference. Keys [4] used cubic convolution kernels, derived from cubic splines, to determine the impulse response of the interpolator; his main concern was the alleviation of sampling artifacts in image processing.

Interpolation of a stochastic signal from noisy samples with an FIR filter has been considered by Kay [5] and more recently by Radbel and Marks [6]. The solution in [6] applies to the system in Fig. 3.1 for the case $F(\omega) \equiv 1$ and $u(n) \equiv 0$. Our results for the optimal interpolator in this chapter are essentially a generalization of [6] for any pre-filter and input noise spectrum.

The design of optimal FIR pre-filters has received little attention in the literature. Chevillat and Ungerboeck [7] derived optimal pre- and post-filters for a discrete-time input signal and a continuous-time band-limited channel. Their results apply directly to modem design, for example, but they cannot be used in our case, since we have a discrete-time channel. Hummel [8] has considered the problem of designing an optimal pre-filter when the interpolator is a spline function, and the system is noiseless. He showed that the optimal pre-filter in that case is also a spline function. Ratzel [9] has derived optimal Gaussian pre-filters for digitized images, based on subjective experiments. Recently, Faubert [10] has determined the jointly-optimal pre-and post-filters for a noiseless system. Our work in this chapter can be viewed as a one-dimensional extension of Faubert's results for the noisy system in Fig. 3.1.
3.2.1. The Optimal Post-filter

For a fixed pre-filter, we can rewrite (3.7) explicitly as a function of the post-filters coefficients, in the form

\[
\xi = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 \Phi_{zz}(\omega) \, d\omega \\
+ \sum_{l=-M}^{M} \sum_{m=-M}^{M} g(l)g(m)\psi(l-m) - 2 \sum_{l=-M}^{M} g(l)\theta(l),
\]

(3.9)

where \(\psi(n)\) and \(\theta(n)\) are the inverse Fourier transforms of \(\Psi(\omega)\) and \(\Theta(\omega)\), respectively, which are defined by

\[
\Psi(\omega) \triangleq |W(\omega)|^2 \Phi_{yy}(\omega),
\]

(3.10)

and

\[
\Theta(\omega) \triangleq |W(\omega)|^2 F(\omega)[(1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega)].
\]

(3.11)

The first-order necessary condition for \(g(n)\) to be an optimal post-filter is that \(\partial\xi/\partial g(l) = 0\), \(\forall\ l\), which leads to the system of linear equations

\[
\sum_{m=-M}^{M} g(m)\psi(l-m) = \theta(l)
\]

(3.12)

\[
l = -M, -M + 1, \ldots, M.
\]

Since \(\Psi(\omega)\) is a valid power spectrum, the matrix whose entries are \(\psi(l-m)\), for \(l, m = -M, \ldots, M\) is at least positive semidefinite [15]. With the mild assumption that \(\Psi(\omega) > 0\ \forall\ \omega\), the matrix is positive definite, and the error is then a strictly convex function of the post-filter coefficients. Thus, the unique solution to (3.12) globally minimizes the error, for a fixed pre-filter.
The equations in (3.12) have a Toeplitz structure, and so they can be solved in $O((2M+1)^2)$ operations by means of Levinson's recursion, which is well explained in [11]. If $M$ is very large, there are algorithms that have $O(2M+1)[\log(2M+1)]^2$ complexity, [12],[13]. These algorithms are considerably more difficult to implement than Levinson's recursion. It is interesting to note that the symmetry constraint imposed on the pre-filter forces $\Theta(\omega)$ to be a real function, so that $\theta(n)$ is a symmetric sequence. Therefore, the solution to (3.12) necessarily leads to a symmetric sequence $g(n)$ that satisfies (3.5). We could exploit this symmetry to convert (3.12) to a Toeplitz-plus-Hankel system of only $M+1$ equations, which could also be efficiently solved, as discussed in [14].

With the optimal post-filter, (3.9) can be simplified to

$$
\xi = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 \Phi_{xx}(\omega) \ d\omega - \sum_{l=-M}^{M} g(l) \theta(l) . \tag{3.13}
$$

It is not possible, however, to write (3.13) in terms of the pre-filter coefficients, since Toeplitz forms are not, in general, analytically invertible [15].

3.2.2. The Optimal Pre-filter

Now we assume that the post-filter is fixed. Then, the error expression in (3.7) can be simplified to

$$
\xi = \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 [\Phi_{xx}(\omega) + \Phi_{dd}(\omega)G^2(\omega)] \ d\omega \\
+ \sum_{l=-L}^{L} \sum_{m=-L}^{L} f(l)f(m)\gamma(l-m) - 2 \sum_{l=-L}^{L} f(l)\vartheta(l) , \tag{3.14}
$$
where $\gamma(n)$ and $\vartheta(n)$ are the inverse Fourier transforms of $\Gamma(\omega)$ and $\Upsilon(\omega)$, respectively, which are defined by

$$
\Gamma(\omega) \triangleq [(1 + 2\beta)\Phi_{xz}(\omega) + \Phi_{uu}(\omega)] \sum_{r=0}^{K-1} |W(\omega - r\omega_K)|^2 G^2(\omega - r\omega_K), \quad (3.15)
$$

and

$$
\Upsilon(\omega) \triangleq |W(\omega)|^2 G(\omega)[(1 + \beta)\Phi_{xz}(\omega) + \beta\Phi_{uu}(\omega)]. \quad (3.16)
$$

At this point, in view of our final objective of jointly optimizing the pre- and post-filter, we introduce a power constraint on the pre-filter output $v(n)$. The necessity of such constraint is clear from (3.7); if we multiply all $f(n)$ by a constant $\alpha$ and divide all $g(n)$ by $\alpha$, with $|\alpha| > 1$, the error is reduced, since the matrix formed by the elements $b(l - m)$ is at least positive semidefinite. However, since we are interested only in the optimal pre-filter in this section, we have to consider the possibility that an unconstrained optimal pre-filter may lead to a signal power at the channel input that is less than unity.

Thus, the power constraint must be an inequality, i.e.,

$$
P \triangleq \mathbb{E}[v^2(n)] = \frac{1}{2\pi} \int_{-\pi}^{\pi} |F(\omega)|^2 \left[\Phi_{xz}(\omega) + \Phi_{uu}(\omega)\right] d\omega \leq 1, \quad (3.17)
$$

which can also be written in the time domain as

$$
P = \sum_{l=-L}^{L} \sum_{m=-L}^{L} f(l) f(m) [R_{xz}(l - m) + R_{uu}(l - m)] \leq 1. \quad (3.18)
$$

An optimal pre-filter has to be a stationary point of the Lagrangian [16] corresponding to the objective function (3.14) and the constraint (3.18), i.e., there must exist a Lagrange multiplier $\lambda$ such that

$$
\frac{\partial \xi}{\partial f(l)} + \lambda \frac{\partial P}{\partial f(l)} = 0, \quad \forall \ l. \quad (3.19)
$$
The Lagrange multiplier also has the properties

\[ \lambda \geq 0 \]
\[ \lambda(P - 1) = 0, \]  

(3.20)

that is, if the power constraint is not satisfied by equality the value of the Lagrange multiplier is zero, since the constraint is not binding. The Lagrange multiplier is non-negative, since the inequality is \( P \leq 1 \). A proof of (3.20) for the general non-linear optimization problem can be found in [16].

From (3.19) we obtain

\[ \sum_{m=-L}^{L} f(m)\{\gamma(l - m) + \lambda[R_{xx}(l - m) + R_{uu}(l - m)]\} = \vartheta(l) \]  

(3.21)

\[ l = -L, -L + 1, \ldots, L. \]

We have again a symmetric Toeplitz system of linear equations to be solved. So, our discussion about fast algorithms in the previous sub-section applies here, too. We note also that \( \Gamma(\omega) \) is non-negative for all \( \omega \), which means that \( \gamma(n) \) is a valid autocorrelation function, and so the matrices formed by the elements \( \gamma(l - m) \) and \( \gamma(l - m) + \lambda[R_{xx}(l - m) + R_{uu}(l - m)] \), \( l, m = -L, \ldots, L \), are at least positive semidefinite. Thus (3.14) is a convex function of the pre-filter coefficients, and a solution to (3.21) is a global minimum. If we use Sugiyama’s algorithm [17] to solve (3.21), we can obtain a solution for the pre-filter coefficients even if the matrix \( \gamma(l - m) + \lambda[R_{xx}(l - m) + R_{uu}(l - m)] \) is singular.

There is still a problem in solving (3.21), which is the fact that we don’t know a priori the value of the Lagrange multiplier \( \lambda \). There is a simple approach, however, that we can apply to the solution of (3.21): first, we set \( \lambda = 0 \) and solve (3.21); if the solution satisfies \( P < 1 \), we’re done; otherwise, the power constraint must be active, and we repeatedly solve (3.21) with \( \lambda \) updated by some technique for zeros of one-dimensional functions, e.g. Newton-Raphson’s method [18], until we obtain a solution for which \( P = 1 \).
3.3. Jointly-optimal Solution

In the previous section we derived the optimal post-filter for any given pre-filter, and vice versa. The availability of those solutions suggests using them alternately, until they converge to an optimal pair. Formally, this corresponds to the following Algorithm

**Step 1** – Set \( i ← 0 \), and \( f_0(n) ← αδ(n) \), with \( α \) chosen so that (3.18) is satisfied.

**Step 2** – Use (3.10)-(3.12) with \( f(n) = f_i(n) \) and solve for the optimal post-filter, \( g(n) \). Set \( g_i(n) = g(n) \).

**Step 3** – Set \( λ = 0 \) and use (3.15)-(3.21) to compute an optimal pre-filter \( f(n) \).
Evaluate (3.18). If \( P < 1 \), go to Step 5, otherwise go to the next step.

**Step 4** – Set \( λ \) to some positive value, solve (3.21), and update \( λ \) by means of some technique for zeros of functions, e.g. Newton-Raphson’s method [18]. Repeat the process until \( P ≈ 1 \)

**Step 5** – Compute \( Δ \) by

\[
Δ = \max_{-L ≤ i ≤ L} | f_i(n) - f_{i-1}(n) |
\]

If \( Δ \) is sufficiently small, stop: the optimal pre- and post-filter are \( f_i(n) \) and \( g_i(n) \), respectively. Otherwise, set \( i ← i + 1 \) and go back to Step 2. Alternatively, we could monitor the error level and stop whenever the error reduction from Step 4 is small enough.

The above algorithm is in the class of ‘coordinate descent’ algorithms for minimization of functions of several variables [20],[19], since at each step it finds
the unique global minimum of the error, with either the pre- or the post-filter coefficients kept fixed. Therefore, the algorithm necessarily converges to a stationary point of the Lagrangian [19], with a monotonic decrease in the error at each step. Unfortunately, there is no guarantee that the attained stationary point will be a global minimum; it could be a local minimum or a saddle point.

Our practical experience with the above algorithm has pointed out that stationary points tend to be well separated from each other, with large differences in their corresponding values of the error. This suggests a relatively simple way to check for the 'likelihood of global optimality' of a computed solution: we use the results in the previous chapter to compute the minimum error obtained with IIR filters; if the above algorithm leads to an error level close to the lower bound determined by the IIR solution, and the shapes of the impulse responses of the FIR pre- and post-filters resemble those of their IIR counterparts, we accept the FIR filters, otherwise we try a different starting point.

With the initial guess for the pre-filter suggested in Step 1, we have never failed to obtain a correct solution for the optimal FIR filters, with several different signal and noise spectra, but we did experience non-convergence problems if the observer frequency response $W(\omega)$ got too close to zero on some frequency range, since this leads to ill-conditioned matrices in (3.12) and (3.21).

The algorithm described above has a rate of convergence typical of coordinate descent methods, i.e., a weakly linear convergence [20] that is somewhat slower than that of the steepest descent algorithm [19]. Faster convergence, in terms of number of iterations, could be obtained by using the steepest descent or Newton's methods. In either of these two alternative approaches, however, additional information would have to be computed, namely the gradient of the error for the steepest descent method, and both the gradient and the Hessian for Newton's. For example, the number of operations required by the coordinate descent approach with $L = M = 8$ is approximately 6,000 per iteration, whereas Newton's method requires about 200,000 operations per iteration (assuming, in both cases, that convolutions are
performed by means of FFT’s). Typically, the coordinate descent algorithm would have converged before a single iteration of Newton’s method could be performed.

Another advantage of the coordinate descent method besides its simplicity is that at any iteration we have at the end of Step 5 a ‘partially-optimal’ solution, in the sense that at least the pre-filter is optimal for the current post-filter, which is in turn optimal for the previous post-filter.

We end this section by deriving an expression for the value of the Lagrange multiplier \( \lambda \) at a jointly-optimal solution; knowledge of this value can accelerate \( \lambda \)'s convergence in Step 4. Using (3.12) we can write the error as

\[
\xi_g = \xi_o - \sum_{l=-L}^{L} f(l) \sum_{m=-M}^{M} g(m) \zeta(l - m), \tag{3.22}
\]

where

\[
\xi_o \triangleq \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 \Phi_{zz}(\omega) \, d\omega , \tag{3.23}
\]

and \( \zeta(n) \) is the inverse Fourier transform of

\[
|W(\omega)|^2 [(1 + \beta)\Phi_{zz}(\omega) + \beta\Phi_{uu}(\omega)] .
\]

From (3.21) we obtain

\[
\xi_f = \xi_g + \frac{1}{2\pi} \int_{-\pi}^{\pi} |W(\omega)|^2 G^2(\omega)\tilde{\Phi}_{dd}(\omega) \, d\omega - \lambda P , \tag{3.24}
\]

where \( P \) is the pre-filter output power. Since a jointly optimal pair satisfies both (3.12) and (3.21), we must have \( \xi_g = \xi_f \), and so

\[
\lambda_{\text{OPT}} = \frac{1}{2\pi P} \int_{-\pi}^{\pi} |W(\omega)|^2 G^2(\omega)\tilde{\Phi}_{dd}(\omega) \, d\omega . \tag{3.25}
\]
Thus, the optimal value of the Lagrange multiplier has a noise-to-signal ratio interpretation: it is the ratio of the filtered channel noise at the interpolator output (weighted by the observer response) to the available pre-filter power.

3.4. Performance of Optimal FIR Filters

In this section we are concerned about a few basic issues related to optimal FIR filters: i) how sensitive are their responses to the observer weighting function, ii) what is the error improvement due to the use of jointly-optimal pre- and post-filters, as compared with an optimal interpolator only, iii) how large should we make $L$ and $M$ in order to get an error level close to that obtained with the ideal IIR filters, and iv) how much error reduction is to be expected by using optimal FIR pre- and post-filters instead of a filter pair designed under a different criterion. Each of the following sub-sections addresses one of the topics above.

3.4.1. Sensitivity to the Observer Response

In order to evaluate the effect of the observer $W(\omega)$ on the optimal filters, let's consider the peaked low-pass response in Fig. 3.2, which is an approximation to a Gaussian bandpass response, with $w(n)$ limited to the range $-6 \leq n \leq 6$. An FIR observer with a short duration allows the use of Discrete Fourier Transforms of short length for the computation of convolutions.

The responses of the optimal pre- and post-filters without and with the observer weighting are shown in Fig. 3.3 and Fig. 3.4, respectively. The design parameters were the following: a first-order Gauss-Markov input spectrum with unit energy and an inter-sample correlation coefficient $\rho = 0.95$, $L = M = 8$, a down-sampling factor $K = 4$, white input and channel noise with energies of
$4 \times 10^{-5}$ (i.e., $-44$ dB), and $\beta = 0$. These noise levels correspond approximately to those produced by 8-bit quantization of Gaussian random variables. Quantization at 8 bits is common practice in digital image processing, since a finer gray scale resolution cannot be detected by the human eye. Although $\beta$ should not be zero, strictly speaking, since we assume that the noise is due to quantization, the approximation $\beta = 0$ leads to a negligible error for an SNR of 44 dB, and allows the simplification of most of the equations.

We note that, since our sampling function $\delta_K(n)$ has a gain of $K$ for each sample, according to its previous definition, the interpolator will have a d.c. gain close to unity. Therefore, the pre-filter should also have a d.c. gain close to unity, since the optimal filters will certainly keep the d.c. reconstruction error at a low level.
Fig. 3.3. Impulse responses of optimal filters without error frequency-weighting \( (\tilde{W}(\omega) \equiv 1) \): (a) pre; and (b) post.
Fig. 3.3. Continued, frequency responses: (c) pre; and (d) post.
Fig. 3.4. Impulse responses of optimal filters for the low-pass observer of Fig. 3.2: (a) pre; and (b) post.
Fig. 3.4. Continued, frequency responses: (c) pre; and (d) post.
In Fig. 3.3 (a), (b) the impulse responses of the optimal pre- and post-filter for $W(\omega) \equiv 1$ are depicted, respectively, with the corresponding frequency responses shown in Fig. 3.3 (c) and (d). The magnitude responses start decaying after $\omega = \pi/4$, which is the cutoff frequency of the ideal IIR pre- and post-filters. The transition bandwidth from passband to stopband is approximately equal to $\pi/8$; it can be reduced by using longer impulse responses.

The pre-filter impulse response has stronger side-lobes than the post-filter; in the frequency domain that corresponds to a slight high-frequency boost on the pre-filter response. That was expected from our previous discussion of the half-whitening effect. We note, however, that the high-frequency boost in the pre-filter is actually much weaker than what an IIR half-whitening responses should have. This is due to the fact that the optimal pre-filter should also be band-limited, and so the FIR response achieves the best compromise between ideal half-whitening and ideal band-limiting. The minimum stopband gains of the pre- and post-filters are markedly different, -17 dB and -34 dB, respectively.

An optimal pair of filters for the band-pass observer is shown in Fig. 3.4. The main effect of the observer is to increase the maximum stopband gain of the post-filter from -35 dB to -28 dB. The pre-filter response is virtually unaltered. Thus, the influence of the observer responses on the optimal FIR filters is much weaker than what it is on the optimal IIR filters of Chapter 2, where the pre-filter frequency response is proportional to $\sqrt{W(\omega)}$.

3.4.2. Error Improvement with Optimal Pre-filtering

We consider now the error improvement with optimal pre- and post-filtering over optimal post-filtering only (i.e., no pre-filter). In Fig. 3.5 the error reduction is plotted as a function of the correlation coefficient. We kept the same system parameters as described in the previous sub-section, but we varied the input correlation.
Fig. 3.5. Error improvement with optimal pre-filtering. Top curve: low-pass observer; bottom: flat observer.

coefficient $\rho$ from 0.2 to 1.0. With the low-pass observer the loss of the signal high-frequency components has a lower weight than the in-band aliasing errors. Therefore, the error improvement with optimal pre-filtering is larger.

3.4.3. Choosing the Lengths of the Impulse Responses

As we discussed at the beginning of this section, it would be interesting to evaluate the error for several values of the parameters $L$ and $M$, which determine the length of the filter responses. This is done in Fig. 3.6, for $W(\omega) = 1$, input and channel SNR's of 30 dB, and $\rho = 0.95$. In Fig. 3.6 (a) $M$ is set to 12, and $L$ varied from 0 to 12. It is interesting that the error reduces up to $L = 6$, when it assumes a minimum value of 0.065, which cannot be reduced further by an increase in $L$. We
Fig. 3.6. Error as a function of the lengths of the optimal filters: (a) varying $L$ for $M = 12$; (b) varying $M$ for $L = 6$.

note that the minimum error with ideal IIR filters is 0.061. In Fig. 3.6 (b) $L$ is set to 6, and $M$ varied from 0 to 12. For $M < K$ the reconstructed signal $\hat{x}(n)$ has zero samples in it, and so the error is large. In both figures we see that with $L$ and $M$ on the order of $2K$ it is possible to obtain an error level close to that of the ideal IIR filter pair.

The above result was unexpected to some extent, given our experience with
other filter design techniques. For example, when the approximation criterion is minimizing some error measure between the FIR response and that of the ideal IIR filter, as in the case of the Parks-McClellan method [21], the error can always be significantly reduced by a large increase in the filter length. In terms of the mean-square signal reconstruction error $\xi$, however, the performance is bounded by that of the ideal IIR filter, and so it is natural to expect a reduced sensitivity of the error to the filter lengths as they increase, but it is somewhat surprising that even for very short lengths we can get relatively low error levels.

3.4.4. Comparison with Other Filters

There are several approaches to the design of FIR filters for decimation and interpolation [23], of which the majority are based on approximating the ideal low-pass responses of the optimal IIR filters. A natural question that arises at this point is how the optimal FIR pre- and post-filters that we have derived compare to those other types of filters in practice. Some comparisons that may help answering that question are described below.

We have carried out some decimation and interpolation experiments with the filters depicted in Fig. 3.7 and Fig. 3.8, taking as pre- and post-filter pairs (a)-(b), (c)-(d), (e)-(f), and (g)-(h). The parameters in common for the various filters were $K = 3$ and $L = M = 6$, with the exception of the linear filter of Fig. 3.7 (a), which by definition has a nonzero impulse response only for $|n| < K$.

The linear filter is commonly used in image processing, since it can be easily implemented. Cubic convolution splines were suggested by Keys [4], who had as a main objective the reduction of the blur caused by linear interpolators. The pair (c)-(d) is a combination of two optimal filters designed under different criteria. The Parks-McClellan filter [21] minimizes the maximum absolute deviation between the frequency responses of the FIR and the ideal IIR low-pass filters. Designed
Fig. 3.7. Impulse responses of filters used for the experiments: (a) linear; and (b) cubic convolution [4].
Fig. 3.7. Continued: (c) Parks-McClellan [21]; and (d) Oetken, Parks, and Schüssler [2].
Fig. 3.7. Continued. Jointly-optimal filters for a flat observer: (e) pre; and (f) post.
Fig. 3.7. Continued. Jointly-optimal filters for a bandpass observer: (g) pre; and (h) post.
Fig. 3.8. Frequency responses of the filters in Fig. 3.7, in the same order.
Fig. 3.8. Continued.
Fig. 3.8. Continued.
specifically for interpolation, the Oetken filter [22] minimizes the mean-square reconstruction error for band-limited signals. The Parks-McClellan filter in (c) was designed with a passband ripple of 0.15, stopband ripple of 0.065, and a transition band from $0.237\pi$ to $0.4\pi$, which are appropriate for the values of $K$ and $L$.

The optimal pairs (e)-(f) and (g)-(h) were designed with the algorithm of the previous section, assuming input and channel SNR's of 30 dB, and a first-order Gauss-Markov input signal with $\rho = 0.90$. The first pair corresponds to a constant observer response, and the second to the low-pass response of Fig. 3.2. As in the previous subsection, we see that the observer has little influence on the optimal filters.

We have used the original "KID" image of Fig. 3.9 (a) for our image processing experiment. The sampling grid is $256 \times 240$ pixels (picture elements), and each pixel is represented digitally with 8 bits. The original image was processed with the filter pairs of Fig. 3.7, using two-dimensional separable filters designed from the one-dimensional responses. The down-sampling factor $K$ was equal to three in both the horizontal and vertical directions. The results are shown in Fig. 3.9 (b)-(d). We have not presented the image resulting from the use of the optimal filters for the low-pass observer, because it was virtually identical to the one obtained with the unweighted optimal filters; the differences would be lost in the reproduction process. The r.m.s. errors are indicated in Fig. 3.9 as a percentage that represents the ratio of the error variance to the signal variance.

The optimal filters led to an error improvement of 4.6 dB when compared to the spline-cubic convolution pair, and 1.7 dB when compared to the Parks-McClellan-Oetken pair. If we had chosen higher band-edge frequencies for the Parks-McClellan pre-filter, for example, the mean-square error in Fig. 3.9 (c) would have been higher. In general, a good choice for the parameters of the Parks-McClellan filter may require a trial-and-error approach.

Although the optimal filters have produced a sharp output image, the sampling artifacts are somewhat stronger than in the other images. These artifacts
Fig. 3.9 (a) Original "KID" image, 256x240 pixels.
Fig. 3.9 (b) "KID" processed with the linear pre-filter and cubic convolution post-filter of Fig. 3.7 (a) and (b), respectively. R.m.s. error = 19.3%.
Fig. 3.9 (c) “KID” processed with the Parks-McClellan pre-filter and Oetken-Parks-Schüssler post-filter of Fig. 3.7 (c) and (d), respectively. R.m.s. error = 13.7%.
Fig. 3.9 (d) "KID" processed with the mean-square-optimal pre- and post-filters of Fig. 3.7 (e) and (f), respectively. R.m.s. error = 11.3\%.
do not have a pronounced effect on the mean-square error, but they are somewhat unpleasing to the human eye. This trade-off between blur and sampling artifacts is typical of image interpolation [25].

It is clear, then, that for image processing applications, minimization of the mean-square reconstruction error might be of better value when coupled with some other relevant criteria. One approach towards this goal would be, for example, to force the pre- and post-filters to have exactly zero intersymbol interference. This could be accomplished by setting \( f(rK) = g(sK) = 0 \), where \( r \) and \( s \) are any integers, and re-deriving the optimal responses. For the design of the interpolator only, this approach was adopted in [3].

We have also processed a speech segment with the filters in Fig. 3.7. The original segment of 120 ms duration shown in Fig. 3.10 (a) corresponds to the vowel 'a' spoken by a male person. In Fig. 3.10 (b)–(d) we have the error signals, magnified by a factor of six, due to processing the original segment with the pre- and post-filter pairs: linear–cubic convolution, Parks-McClellan–Oetken, and mean-square optimal, respectively. We note that the optimal filters lead to a r.m.s. error of about half of the other two filter pairs, the main reason for that being the virtual absence of low-frequency errors. Since speech signals do not have sharp discontinuities as images do, there is no evidence of sampling artifacts on the waveforms of Fig. 3.10 (b)–(d).

This speech processing example is also a verification of the robustness of the optimal filters with respect to the input spectrum, since a first-order Gauss-Markov process with a correlation coefficient of 0.95 is not a good model for speech signals [26]. The results obtained with the input spectrum estimated from the incoming signal are not significantly better; this is an indication that optimal pre- and pos-filters are not much sensitive to variations on the input spectrum.
Fig. 3.10. (a) 120 ms speech segment for the vowel 'a', male speaker. (b) Error signal (x 6) for the filter pair in Fig. 3.7 (a)-(b), r.m.s. amplitude = 12.6%.
Fig. 3.10. Continued. Error signals (x 6) for: (c) filters of Fig. 3.7 (c)-(d), r.m.s. amplitude = 11.5%; and (d) optimal filters of Fig. 3.7 (e)-(f), r.m.s. amplitude = 5.5%.
3.5. Multidimensional filters

There are a number of signal processing applications in which multidimensional filters are used, for example, image processing, seismology, and multichannel telemetry, among others. There are cases where only a single filter must be designed, e.g., for sensor equalization, but in most cases we are interested in a multidimensional communications or storage system, which can be modeled by Fig. 3.1.

The design of optimal multidimensional FIR filters is somewhat more complicated than its unidimensional counterpart. Specifically, there is no simple way to generalize the Parks-McClellan algorithm to several dimensions, mainly because uniqueness of the optimal Chebyshev approximation is not guaranteed in several dimensions [27]. Although algorithms for the Chebyshev approximation of two-dimensional filters have been derived [27], they generally require a large number of iterations.

In our case, although the main objective is the simultaneous design of two filters, the fact that the error criterion is a weighted mean-square error makes the problem much simpler than that of Chebyshev approximation. In fact, the analysis of Section 3.3 can be easily extended to the multidimensional case. The details of such an extension are considered in this subsection.

The system model for a noisy multidimensional communications system is that of Fig. 3.11, in which the shift index \( n \) is a vector in \( \mathbb{R}^N \), where \( N \) is the number of dimensions, i.e.,

\[
    n = [n_1, n_2, \ldots, n_N]',
\]

where ' denotes transposition. We assume that the input signal and noise sources in Fig. 3.11 are zero-mean stationary processes with known spectra.
The periodic sampling function $\delta_{K}(n)$ is equivalent to its 1-D counterpart, with the exception that $K$ is a matrix that determines the sampling structure. Of particular interest in 2-D are the rectangular and hexagonal sampling geometries of Fig. 3.12, because they are optimal sampling patterns for band-limited signals with rectangular and circular passbands, respectively [28]. Rectangular sampling corresponds to a diagonal $K$, whereas for the hexagonal case the matrix $K$ is determined by

$$K = \begin{pmatrix} k_1 & k_1 \\ k_2 & -k_2 \end{pmatrix} \quad (3.27)$$

The term hexagonal sampling comes from the fact that a hexagonal lattice is obtained when $k_2 = b/\sqrt{3}$. Since in our case the original signal is already in discrete-time, $k_1$ and $k_2$ are integers, and an exact hexagonal lattice cannot be obtained. The region labeled $\mathcal{H}$ in Fig. 3.12 is one of the many possible regions that, when replicated periodically according to $K$, covers the whole plane. The number of samples in $\mathcal{H}$ equals $|\det K|$. 
Fig. 3.12. (a) Rectangular sampling pattern in 2-D. (b) Hexagonal sampling lattice in 2-D.
We can write the periodic sampling function $\delta_{K}(n)$ in the form

$$\delta_{K}(n) = |\det K| \sum_{r} \delta(n + Kr)$$

$$= |\det K| \sum_{r_1 = -\infty}^{\infty} \cdots \sum_{r_N = -\infty}^{\infty} \delta(n + Kr) ,$$  

(3.28)

By using the multidimensional Discrete Fourier Transform [27], we can represent the periodic sampling function as a finite sum of complex exponentials,

$$\delta_{K}(n) = \sum_{r \in \mathcal{H}} \exp(j2\pi r'K^{-1}n)$$

$$= \sum_{r \in \mathcal{H}} \exp[j(WKr)'n] ,$$  

(3.29)

where

$$WK \triangleq 2\pi(K^{-1})'$$  

(3.30)

is the sampling frequency matrix; it is analogous to the scalar sampling frequency $\omega_K$ in 1-D. We stress that (3.29) holds for any valid choice for the region $\mathcal{H}$.

Due to the sampling operation performed by $\delta_{K}(n)$, the signals $y(n)$ and $\hat{x}(n)$ in Fig. 3.11 are cyclostationary, with their correlation functions having a periodicity pattern determined by the sampling matrix $K$. A detailed analysis of sampling of multidimensional random processes was presented by Petersen and Middleton [28]. If we redefine the correlation functions as averages of expected values over the region $\mathcal{H}$, e.g.,

$$R_{sv}(n) \triangleq \frac{1}{|\det K|} \sum_{r \in \mathcal{H}} \mathbb{E}[s(r)y(n - r)] ,$$

we obtain non-periodic correlation functions that can be represented in the frequency domain as power spectra.

In order to optimize the filters in Fig. 3.11 we need an error measure equivalent to the 1-D measure in (3.1). The basic idea is still to average the variance of
the error signal over one sampling region. So, our error measure should be

\[ \xi = \frac{1}{|\det K|} \sum_{n \in N} \mathbb{E}[e^2(n)], \quad (3.31) \]

or, in the frequency domain,

\[ \xi = \frac{1}{(2\pi)^N} \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} \Phi_{ee}(\Omega) \, d\Omega, \quad (3.32) \]

where \( \Omega \) is the \( N \)-dimensional frequency variable.

By making use of two basic properties of the periodic sampling function, namely

\[ \frac{1}{|\det K|} \sum_{r \in N} \delta_K(r - n) = 1 \quad (3.33) \]

and

\[ \frac{1}{|\det K|} \sum_{r \in N} \delta_K(r) \delta_K(r - n) = \delta_K(n), \quad (3.34) \]

we obtain the relationships

\[ R_{yy}(n) = R_{ss}(n) \delta_K(n), \quad (3.35) \]

and

\[ R_{sy}(n) = R_{ss}(n). \quad (3.36) \]

Combining (3.29) and (3.35), we get

\[ \Phi_{yy}(\Omega) = \sum_{r \in N} \Phi_{ss}(\Omega + W_K r). \quad (3.37) \]
We can see that up to this point the 1-D analysis of the previous chapter extends immediately to the multidimensional case. If the pre- and post-filter impulse responses satisfy the symmetry and finiteness constraints

\[
\begin{align*}
    f(-n) &= f(n), \\
    g(-n) &= g(n), \\
    f(n) &= 0, \quad n \notin \mathcal{R}_f, \\
    g(n) &= 0, \quad n \notin \mathcal{R}_g,
\end{align*}
\tag{3.38}
\]

where \( \mathcal{R}_f \) and \( \mathcal{R}_g \) are the regions of support for the pre- and post-filter, respectively, the equations for the optimal filters of Sections 3.2 and 3.3 hold also for the multidimensional case. Thus the optimal post-filter is given by the solution to the set of linear equations

\[
\sum_{m \in \mathcal{R}_g} g(m) \psi(1 - m) = \theta(1) \tag{3.39}
\]

\[l \in \mathcal{R}_g,
\]

and the optimal pre-filter is given by the solution to

\[
\sum_{m \in \mathcal{R}_f} f(m) \{ \gamma(1 - m) + \lambda[R_{xx}(1 - m) + R_{uu}(1 - m)] \} = \vartheta(1) \tag{3.40}
\]

\[l \in \mathcal{R}_f,
\]

where \( \lambda \) is still a scalar Lagrange multiplier associated with the power constraint, and the sequences \( \psi(n) \), \( \theta(n) \), \( \gamma(n) \), and \( \vartheta(n) \) are trivial extensions of their 1-D counterparts. Thus, (3.10), (3.11), and (3.16) can be directly applied with \( \Omega \) replacing the scalar \( \omega \), and \( \Gamma(\Omega) \) is given by

\[
\Gamma(\Omega) \triangleq [(1 + 2\beta)\Phi_{xx}(\Omega) + \Phi_{uu}(\Omega)] \sum_{\mathbf{r} \in \mathbb{N}} |W(\Omega - \mathbf{W}_\mathbf{r})|^2 G^2(\Omega - \mathbf{W}_\mathbf{r}). 
\tag{3.41}
\]
By appropriate index mappings, the multidimensional systems of equations in (3.39) and (3.40) can be converted to standard matrix equations, which can then be easily solved. The only difference from the 1-D case is that the matrices will be block-Toeplitz instead of Toeplitz. There are fast algorithms for block-Toeplitz system of equations, which are basically extensions of the Levinson recursion [29]. In practice, solving (3.39) is not a major issue, since most of the computer time is actually spent in computing the sequences \( \psi(n) \), \( \theta(n) \), \( \gamma(n) \), and \( \vartheta(n) \).

The algorithm in Section 3.3 applies directly to the multidimensional case, with (3.39) and (3.40) being alternately solved until convergence is attained. Under the mild assumption that \( \Phi_{xx}(\Omega) \) and \( \Phi_{dd}(\Omega) \) are strictly positive for all \( \Omega \), the functions \( \Psi(\Omega) \) and \( \Gamma(\Omega) \) will also be strictly positive for all \( \Omega \), and thus the systems of equations in (3.40) and (3.39) will have unique solutions. Hence, the multidimensional algorithm will also be a valid coordinate descent method, guaranteed to converge at least to a stationary point of the error measure \( \xi \).

As in the 1-D case, with the use of a unit-sample as the initial guess for the pre-filter we have never had any convergence problem with the multidimensional version of the algorithm for joint optimization of the filters. Another logical choice for the initial guess is a \( \sin(x)/x \) function, which leads to the same answer as the unit-sample, in about the same number of iterations. For the examples described below, the algorithm has converged to a precision of \( 10^{-3} \) in the filter coefficients in 4–8 iterations.

**Examples**

In Fig. 3.13 and Fig. 3.14 we have two examples of optimal pre- and post-filter pairs, for rectangular and hexagonal sampling, respectively. The parameters for the rectangular case were \( K = \text{diag}(4,4) \), no input noise, a channel SNR of 30 dB, and a Gauss-Markov circularly symmetric input spectrum with a radial correlation coefficient of 0.9. The regions of support for the pre- and post-filter were set as
Fig. 3.13. (a) Frequency response (linear amplitude scale) of an optimal pre-filter with a square region of support. (b) Contours of constant amplitude, at intervals of 0.2.
Fig. 3.13. Continued. (c) Frequency response of the optimal post-filter with a square region of support, corresponding to the optimal pre-filter in Fig. 3.13 (a). (d) Contours of constant amplitude, at intervals of 0.2.
Fig. 3.14. (a) Frequency response (linear amplitude scale) of an optimal pre-filter with a hexagonal region of support. (b) Contours of constant amplitude, at intervals of 0.2.
Fig. 3.14. Continued. (c) Frequency response of the optimal post-filter with a hexagonal region of support, corresponding to the optimal pre-filter in Fig. 3.14 (a). (d) Contours of constant amplitude, at intervals of 0.2.
a square region centered at the origin, with sides of 17 samples. The hexagonal filters were designed with the same parameters, except that the sampling matrix had \( k_1 = 4 \) and \( k_2 = 2 \), and the region of support of the pre- and post-filters were approximately hexagon-shaped, with corners at (0,8), (8,4), and their symmetrical reflections. For easier viewing, we have kept a linear scale for the frequency response plots in Fig. 3.13 and Fig. 3.14. We note that the difference between the pre- and post-filter responses is even more pronounced than in 1-D.

3.6. Summary

We have derived in this chapter an iterative algorithm for the design of jointly-optimal FIR pre- and post-filters under a weighted mean-square error criterion. Unlike the previous chapter, it is not possible to derive closed-form expressions for the optimal pre- and post-filters. As a by-product, we have also obtained the solutions to the independent optimization of either the pre- or the post-filter. It is possible to design pre- and post-filters with short impulse responses (on the order of twice the down-sampling ratio) that lead to a weighted mean-square error that is just slightly higher than that of the optimal ideal IIR filters.

The optimal pre- and post filter responses are significantly different from each other. The optimal pre-filter has much higher stopband ripples than the optimal post-filter. The former also has slight high-frequency boost in the passband, whereas the latter has a monotonically-decaying passband response. This is an indication that, even if sub-optimal filters are adopted, the decimation and interpolation filters should not be designed to have the same response.

The good practical performance of the optimal FIR filters has been verified by means of some image and speech processing examples, which suggest that the mean-square reconstruction error criterion is a reasonable one for practical filter design. This is in contrast with another use of the mean-square error for the design
of FIR filters, in which the m.s. error is measured between the frequency responses of the FIR filter and that of an ideal prototype. Generally, this latter approach leads to filters with large ripples both in the passband and the stopband [1],[27], and so it is of limited practical value.

We have also derived the optimal multidimensional FIR pre- and post-filters, through a simple extension of the 1-D analysis. If a single filter is to be optimized, either the pre- or the post-filter, the design problem reduces to solving a system of linear equations on the filter impulse response coefficients, as in the 1-D case. When both filters must be optimized, an iterative algorithm that alternates between finding the optimal pre-filter and finding the optimal post-filter should be employed. The algorithm is in essence the same as that for 1-D filters.

Applications

The optimal FIR filters described in this chapter will probably be most useful for sampling and interpolation systems where hardware cost is strongly dependent on the number of operations per second required by the filters, so that short-length FIR filters are a must. A good example is in the design of an image acquisition/display board that converts between different scanning resolutions in real time. Given the maximum FIR filter order supported by the hardware, the optimal set of filter coefficients can be designed using the techniques presented in this chapter.

Another example is in the design of interpolation filters for Compact Disc (CD) systems [30]. Presently, most CD players use analog filters for reconstruction of the PCM-coded signal. An alternative is to use an FIR interpolator to up-sample the PCM signal from 44.5 kHz to, say, 133.5 kHz. This up-sampled signal would then be converted to analog form by means of a D/A converter, which could be followed by a very simple analog filter. If such an approach is adopted, an optimal FIR interpolator could be designed with basis on the results of Section 3.2.
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Chapter 4

Optimal Filters for Block Processing

Our objective in this chapter is to derive jointly-optimal pre- and post-filters for the system in Fig. 4.1, which is the block-processing equivalent to the systems studied in the previous chapters. Although there is no explicit indication of a sampler in Fig. 4.1, the model does allow for sampling, as discussed below. The input vector $\mathbf{x}$, also called a block, may be formed by a collection of samples from an unidimensional signal at different time instants, a single observation of a multidimensional signal, or a combination of both.

We will divide the analysis of the system in Fig. 4.1 into two cases: analog channels and digital channels. In the first case, considered in the next section, we assume that the channel noise is uncorrelated with the signal. In the second, which is the subject of Section 4.2, we shall study in more detail the effects of quantization, which is always present in digital channels.

In our study of pre- and post-filters for digital channels, we derive two important new results. First, we show that the optimal pre-filter must contain a Karhunen-Loève transform as its last factor, without the assumption that the input signal and noise sources are Gaussian. This is a generalization of the classical property of block coding of Gaussian signals with scalar quantizers, namely, that the vector to be quantized must have uncorrelated components. Second, we demonstrate that the overall system performance can be improved by the inclusion of dithering (also called pseudo-random noise) in the quantization process.
The input and reconstructed signals $x$ and $\hat{x}$ are vectors in the $N$-dimensional real space $\mathbb{R}^N$; the channel input and output, $v$ and $y$, are vectors in $\mathbb{R}^M$. The pre-filter $F$ and post-filter $G$ are $M \times N$ and $N \times M$ matrices, respectively. If the pre-filter has fewer rows than columns, i.e., if $M < N$, it is also a sampler, with a down-sampling factor of $N/M$. Since the sampling resolution is generally limited by the channel, we will consider $M \leq N$ throughout this chapter. As in the previous chapters, we assume that the input noise $u$ is uncorrelated with the input signal, but the channel noise $d$ may be correlated with the channel input $v$. All signals and noises have zero mean.

We cannot adopt a frequency-domain framework here, as we did in the previous two chapters, since that would not be applicable to the case where the input signal is a block of samples from an unidimensional signal, for example, because in that context the block filters $F$ and $G$ are time-variant. Thus, in order to keep the generality of the model of Fig. 4.1, we work exclusively in the time domain (or space domain, whichever is appropriate), without making use of Fourier transforms.

Within the formulation that the signals and filters in Fig. 4.1 are vectors and matrices, respectively, our problem of pre- and post-filter optimization is similar to
that of $A$-optimal Bayesian experiment design, in Statistics [1],[2]. On one hand, we have a more general formulation, since we do not assume that the channel noise is white and uncorrelated with the signal, and we also have an input noise source. On the other hand, our model is more restricted because we do not work with general constraint sets for the pre-filter; we are interested only in transmitted-power limitations.

4.1. Optimal Filters for Analog Channels

We proceed in this section under the assumption that the channel input $v$ and noise $d$ are uncorrelated. This is a reasonable assumption for analog channels, where no quantization is present. If the additional restriction $u \equiv 0$ were imposed, the system of Fig. 4.1 would be in the form studied by Lee and Petersen [3]. Our work in this section is not only an extension of their results for the more general system model of Fig. 4.1, but we also derive sub-optimal solutions that lead to fast filter structures. With these sub-optimal filters, an error level that is typically less than 0.1 dB higher than that of the optimal filters can be obtained.

The signal estimate $\hat{x}$ in Fig. 4.1 is related to the original signal $x$ by

$$\hat{x} = GF(x + u) + Gd,$$  \hspace{1cm} (4.1)

where $x \in \mathbb{R}^N$ and $d \in \mathbb{R}^M$. We want to find the filters $F$ and $G$ such that the error measure

$$\xi \triangleq N^{-1} E[||W(\hat{x} - x)||^2]$$  \hspace{1cm} (4.2)

is minimized. The factor $N^{-1}$ normalizes the error, and so it can be viewed as the average weighted mean-square error per element of the vector $x$. The $N \times N$ weighting matrix $W$ is the observer filter. In order to avoid the existence of subspaces in which the error weighting is zero, we assume that $\det W \neq 0$. 
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The error measure $\xi$ can also be written in the form

$$
\xi = N^{-1} E [(\hat{x} - x)' W' W (\hat{x} - x)] .
$$

(4.3)

where the prime denotes transposition. Since $W$ is non-singular, the matrix $W'W$ above is positive definite.

In this section we assume that both additive noise sources in Fig. 4.1 are uncorrelated with the signals. Then, using (4.1) and (4.3), we get

$$
\xi = N^{-1} \text{tr} \{ W' W (I - GF) R_{xx} (I - GF)' + W' W G F R_{uu} F' G' \} \\
+ N^{-1} \text{tr} \{ W' W G R_{dd} G' \},
$$

(4.4)

where the autocorrelation matrices have their usual meanings, e.g.,

$$
R_{xx} \triangleq E [xx'] ,
$$

and $\text{tr} \{ \cdot \}$ is the trace operator.

Our goal is to find the pair of matrices $F$ and $G$ such that (4.4) is minimized. In what follows we shall adopt the same approach as in Chapter 2: we first derive the optimal post-filter, and obtain an expression for the error as a function of the pre-filter, which is then optimized. In the next subsection we obtain the optimal $G$, whereas the optimal $F$ will be derived in the following two subsections, for two different types of power restrictions: maximum total power and identical uncorrelated channels.
4.1.1. The Optimal Post-filter

Deriving the optimal post-filter for a given pre-filter $F$ is a relatively simple exercise of the concepts of optimal estimation and Wiener filtering [4], [5]. Using the techniques in [6], [7], we can take the derivative of $\xi$ with respect to the post-filter matrix, with the result

$$\frac{\partial \xi}{\partial G} = 2 N^{-1} W' W \{ G[R_{dd} + F(R_{xx} + R_{uu})F'] - R_{xx} F' \} .$$  \hspace{1cm} (4.5)$$

Since $W$ is non-singular by assumption, $\det (W' W) \neq 0$. Thus, the unique solution to $\frac{\partial \xi}{\partial G} = 0$ is

$$G_{OPT} = R_{xx} F' [R_{dd} + F(R_{xx} + R_{uu})F']^{-1} ,$$ \hspace{1cm} (4.6)$$

where the inverse of the term within brackets is assumed to exist. This is a mild assumption, which is satisfied if $R_{dd}$ is not singular. We see that the optimal post-filter does not depend on the weighting function, for a fixed pre-filter. This independence was also verified for the optimal IIR post-filter in Chapter 2. We note that (4.6) is a standard result of linear estimation theory; it is the unique optimal signal estimator given the received noisy measurements. We recognize in (4.6) the two classic factors of an optimal estimator: the cross-correlation between the input vector and the received vector, and the autocorrelation of the received vector.

The post-filter in (4.6) is the unique stationary point of the error, and therefore the unique candidate for the minimum. However, there is no a priori guarantee, strictly speaking, that the error attains a minimum, since $G$ does not belong to a compact set. Although the error expression in (4.4) looks like a quadratic form, this is not so obvious as it was in the previous chapters. Thus, we believe that a little effort should be dedicated to the verification of global optimality of (4.6). This is accomplished by the following theorem.
Theorem. Assume that \( R_{dd} + F (R_{xx} + R_{uu}) F' \) is invertible. Then, the post-filter \( G_{OPT} \) leads to the unique global minimum of the error.

Proof: We need to use the vec operator [7], [8], defined by

\[
\text{vec } A \triangleq \begin{pmatrix} A_1 \\ A_2 \\ \vdots \\ A_n \end{pmatrix},
\]

where \( A_i \) is the \( i \)-th column vector of the matrix \( A \), and the Kronecker product

\[
A \otimes B \triangleq \begin{pmatrix} a_{11}B & a_{12}B & \cdots & a_{1n}B \\ a_{21}B & a_{22}B & \cdots & a_{2n}B \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1}B & a_{m2}B & \cdots & a_{mn}B \end{pmatrix}.
\]

Using those two operators, we can rewrite the error as

\[
\xi = N^{-1} \text{tr} \{ W'WR_{xx} \} - 2N^{-1}(\text{vec } G')' \text{vec } (FR_{xx}W'W) \\
+ N^{-1}(\text{vec } G')' \{(W'W) \otimes [R_{dd} + F(R_{xx} + R_{uu})F'] \} \text{vec } G',
\]

which is now clearly a quadratic form on \( \text{vec } G' \). Since \( W'W \) and \( R_{dd} + F(R_{xx} + R_{uu})F' \) are positive definite by assumption, the Kronecker product above leads to a positive definite matrix [8]. Therefore, the error is a strictly convex function of the post-filter coefficients, and thus the solution in (4.6) is the unique global minimum. \( \blacksquare \)

With the optimal post-filter in (4.6), the error can be written as a function of \( F \) only, in the form

\[
\xi = N^{-1} \text{tr} \{ W'WR_{xx} - W'WR_{xx}F'[F(R_{xx} + R_{uu})F' + R_{dd}]^{-1}FR_{xx}\} \\
= N^{-1} \text{tr} \{ W'W[R_{xx}^{-1} + F'(FR_{uu}F' + R_{dd})^{-1}F]^{-1} \}.
\]

If we set \( F = \alpha F_\circ \), for any given \( F_\circ \), the error is a monotonically decreasing function of \( \alpha \). Thus, we need to include a power limitation on the pre-filter output,
as we did in the previous chapters; this is the subject of the next subsection. When there is no channel noise, such a power constraint is not required, and the optimal pre- and post-filter can be obtained from Kazakos's results on optimal estimation on prescribed subspaces [9].

4.1.2. Optimal Pre-filters for a Total Power Constraint

We derive here the optimal pre-filter under the constraint that its output power

$$P = \text{tr} \left\{ F(R_{xx} + R_{uu}) F' \right\}$$

(4.11)

must be bounded. One way of setting such a bound is to limit the average power per element of the vector $v$ to be at most equal to one, i.e.,

$$M^{-1} P = M^{-1} \text{tr} \left\{ F(R_{xx} + R_{uu}) F' \right\} \leq 1 .$$

(4.12)

Our problem is then the minimization of (4.10) under the constraint in (4.12). We could build the corresponding Lagrangian functional and then compute its stationary point(s). However, taking the derivative of the error in (4.10) with respect to $F$ would lead to a virtually untractable expression. A much easier approach, suggested by the work of of Lee and Petersen [3], is to decompose $F$ into factors such that the autocorrelation matrices in (4.10) are diagonalized. In this way, we can convert our optimization problem to a form studied in great detail by Băsăr [10]. Thus, we factor the pre-filter as

$$F \triangleq HBUWV ,$$

(4.13)
where \( V \) is the Wiener filter for the input noise,

\[
V = R_{\infty}(R_{\infty} + R_{uu})^{-1},
\]

\( U \) is an orthogonal matrix (\( U'U = UU' = I \)) formed by the eigenvectors of the autocorrelation matrix for the signal \( WV(x + u) \) (i.e., the Karhunen-Loève transform for \( WV(x + u) \)),

\[
\Lambda = UWV(R_{\infty} + R_{uu})V'W'U' = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_N\},
\]

\[
\lambda_1 \geq \lambda_2 \geq \ldots \lambda_N \geq 0,
\]

and \( H \) diagonalizes the channel noise autocorrelation matrix, that is, \( H'H = HH' = I \) and

\[
\Gamma = H'R_{dd}H = \text{diag}\{\gamma_1, \gamma_2, \ldots, \gamma_M\},
\]

\[
0 \leq \gamma_1 \leq \gamma_2 \leq \ldots \gamma_M.
\]

The factor \( B \) in (4.13) is then the matrix that is free to be designed. We note that the matrices \( V, W, U, \) and \( H \) are non-singular, and so for any \( F \) there is a \( B \) such that the factorization in (4.13) holds. The indicated ordering of the eigenvalues is just a matter of convenience; it avoids the appearance of permutation matrices as factors of the optimal filters.

With \( F \) as in (4.13), the error assumes a simpler form:

\[
\xi = N^{-1} \text{tr} \{W'WR_{\infty} - \Lambda^2 B'(B\Lambda B' + \Gamma)^{-1}B\}
= \xi_o + N^{-1} \text{tr} \{[\Lambda^{-1} + B'T^{-1}B]^{-1}\},
\]

where \( \xi_o \) is a constant term defined by

\[
\xi_o \triangleq N^{-1} \text{tr} \{W'WR_{\infty} - \Lambda\},
\]
and the power constraint becomes

\[ M^{-1} \text{tr} \{BAB'\} \leq 1. \quad (4.18) \]

The optimal post-filter can also be written as a function of the factors of \( F \), as

\[ G_{\text{OPT}} = W^{-1}U'AB'[\Gamma + BAB']^{-1}H'. \quad (4.19) \]

At this point it is interesting to note that if the channel noise autocorrelation matrix \( R_{dd} \) has repeated eigenvalues, the choice of \( H \) is not unique, but any one leads to exactly the same error. There will exist, then, an infinitude of optimal pre- and post-filter pairs. The factors of the optimal pre- and post-filters are depicted in Fig. 4.2, in which the matrix \( B \) is diagonal. This is a key result that is verified in the following lemma.
Lemma. If \( F_{\text{OPT}} \) is an optimal pre-filter, then its corresponding matrix \( B_{\text{OPT}} \) is diagonal in a generalized sense, i.e., \( b_{ij} = 0 \) if \( i \neq j, \forall i, j \).

Proof: Let's define a matrix \( C \) by

\[
C \triangleq \Gamma^{-1/2} B \Lambda^{-1/2}.
\tag{4.20}
\]

Substituting (4.20) into (4.16) and (4.18), our optimization problem assumes the form

\[
\begin{align*}
\min \quad & \xi = \xi_o + \frac{1}{N} \text{tr} \{ \Lambda [I + C'C]^{-1} \} \\
\text{subjectto} \quad & \frac{1}{M} \text{tr} \{ \Gamma CC' \} \leq 1.
\end{align*}
\tag{4.21}
\]

The above trace minimization problem was analyzed in detail by Başar [10], who proved that if \( C_o \) is optimal then the only non-zero entries in \( C_o \) are at the diagonal positions. But since \( B \) is obtained from \( C \) by pre- and post-multiplication by diagonal matrices, the off-diagonal elements of \( B \) must also be zero. \( \blacksquare \)

Since \( B \) must be diagonal, we can remove the effect of its non-diagonal elements on (4.16) and (4.18). Then, our problem reduces to

\[
\begin{align*}
\min \quad & \xi = \xi_o + \frac{1}{N} \sum_{i=1}^{N} \frac{\lambda_i}{1 + b_{ii}^2 \gamma_i / \gamma_i} \\
\text{s.t.} \quad & \frac{1}{M} \sum_{i=1}^{M} b_{ij}^2 \lambda_i \leq 1.
\end{align*}
\tag{4.22}
\]

This is a simple resource allocation problem. We note that the power constraint must be binding, otherwise if we select \( j \) such that \( \lambda_j > 0 \), we can replace \( b_{jj}^2 \) by \( b_{jj}^2 + \epsilon \), with \( \epsilon > 0 \), which would lead to a strict error reduction without violation of the power constraint. Thus, we know that an optimal solution must be a stationary
point of the Lagrangian of (4.22), i.e., there exists a nonzero Lagrange multiplier $\alpha$ such that

$$\frac{-\lambda_i^2 b_{ii}/\gamma_i}{(1 + b_{ii}^2 \lambda_i/\gamma_i)^2} + \alpha b_{ii} \lambda = 0,$$

from which we get

$$b_{ii}^2 = \max \left\{ 0, \frac{\lambda_i}{\alpha \lambda_i} - \frac{\gamma_i}{\lambda_i} \right\}.$$  \hspace{1cm} (4.24)

The ordering of the eigenvalues in (4.14) and (4.15) implies that there exists an index $i_o$ such that

$$b_{ii}^2 = \begin{cases} \frac{\lambda_i}{\alpha \lambda_i} - \frac{\gamma_i}{\lambda_i}, & \text{if } i \leq i_o, \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (4.25)

The relationship between $i_o$ and $\alpha$ is

$$\alpha = \left( \frac{\sum_{i=1}^{i_o} \sqrt{\lambda_i \gamma_i}}{M + \sum_{i=1}^{i_o} \gamma_i} \right)^2$$  \hspace{1cm} (4.26)

and

$$\sqrt{\frac{\gamma_{i_o}}{\alpha \lambda_{i_o}}} - \frac{\gamma_{i_o}}{\lambda_{i_o}} \geq 0,$$

$$\sqrt{\frac{\gamma_{i_o+1}}{\alpha \lambda_{i_o+1}}} - \frac{\gamma_{i_o+1}}{\lambda_{i_o+1}} < 0.$$  \hspace{1cm} (4.27)

Thus, we can find $i_o$ as the minimum value of $l$, with $l < \min(M, N)$ such that

$$\frac{M + \sum_{i=1}^{l} \gamma_i}{\sum_{i=1}^{l} \sqrt{\lambda_i \gamma_i}} < \sqrt{\frac{\gamma_{l+1}}{\lambda_{l+1}}}.$$  \hspace{1cm} (4.28)
If no such \( l \) exists, \( i_o = \min(M, N) \).

With the optimal \( B \) the error is given by

\[
\xi_{\text{min}} = \xi_o + \frac{1}{N} \sum_{i=i_o+1}^{N} \lambda_i + \frac{1}{N} \frac{\left( \sum_{i=1}^{i_o} \sqrt{\lambda_i \gamma_i} \right)^2}{M + \sum_{i=1}^{i_o} \gamma_i} ,
\]

(4.29)

where the first summation is zero if \( i_o \geq N \).

It is interesting to compare (4.24) with the optimal IIR pre-filters in Chapter 2. If we look at the eigenvalues \( \lambda_i \) and \( \gamma_i \) as spectral representations of their corresponding matrices, and \( i \) as the equivalent of a frequency index, the analogy between the optimal \( b_{ii} \)'s and the optimal IIR pre-filters is immediate. The similarity can be extended through the observation that if the channel noise has small amplitude, i.e., if the \( \gamma_i \)'s are small, then \( b_{ii} \) is proportional to \( \lambda_i^{-1/4} \), so that the matrix \( B \) performs a half-whitening operation on its input signal.

4.1.3. Optimal Pre-filters for Independent Identical Sub-channels

The total power constraint of the previous subsection is reasonable if the channel works by pulse amplitude modulation\( B \), or some other technique in which the average power that is physically transmitted is proportional to the square magnitude of the vector \( v \) in Fig. 4.1. In several applications, however, the physical channel is better modeled as a set of \( M \) independent sub-channels, e.g., when it is a multi-track tape recorder. In this case the correlation between noises in different tracks is virtually zero, but all tracks have to operate at the same power level.

Thus, we assume that

\[
R_{dd} = \sigma_d^2 I ,
\]

(4.30)
and replace the power constraint in (4.12) by

$$[HBA'B'H']_{ii} = 1, \quad i = 1, 2, \ldots, M,$$

(4.31)

where $[.]_{ii}$ denotes the $i$-th diagonal element. We have kept the pre-filter factorization in (4.13). Since the channel noise autocorrelation matrix is a scaled identity, the matrix $H$ in (4.15) can be chosen as any orthogonal matrix, with $\gamma_1 = \gamma_2 = \ldots = \gamma_M = \sigma_\delta^2$.

We note that the minimum error that can be attained under the constraint of unit power for all sub-channels is bounded from below by the minimum error with an average unit power per sub-channel, since any pair of filters satisfying the former constraint also satisfies the latter. If we relax the sub-channel power constraint in (4.31) for a moment and use the average power constraint in (4.18), we could apply the results of the previous subsection to derive the jointly-optimal filters. But since the matrix $H$ can be chosen as any orthogonal matrix, with no effect on the total pre-filter output power and the error level, a natural question arises: with $B$ computed under the average power constraint, can $H$ be chosen so that (4.31) is satisfied? The answer is yes, in view of Horn's conditions for the diagonal entries of a symmetric matrix [11], [12]. Such an $H$ would certainly lead to an optimal solution, because we hit the error lower bound.

Specifically, we want to find an orthogonal matrix $H$ such that the symmetric matrix $HBA'B'H'$ has all of its diagonal entries equal to one, and its eigenvalues equal to the entries of the diagonal matrix $BAB'$. Since all prescribed diagonal entries are equal, Horn's conditions [11] for the existence of $H$ reduce to the trivial requirement that the sum of the prescribed eigenvalues must be equal to the sum of the diagonal entries. This is discussed further in Appendix A.

We conclude, therefore, that the optimal filters for identical independent sub-channels can be obtained by using the same matrix $B$ as computed in the
previous section. The matrix $\mathbf{H}$ can be designed by means of an efficient algorithm recently developed by Chan and Li [13], which applies $M - 1$ plane rotations and permutations to the diagonal matrix until a symmetric matrix with the prescribed diagonal is obtained. The details of the algorithm are explained in Appendix A.

In general, the choice of $\mathbf{H}$ is not unique, and in some cases there is a simple solution: suppose we can find an orthogonal matrix $\mathbf{H}$ such that

$$| h_{ij} | = \sqrt{1/M} \quad \forall i, j . \quad (4.32)$$

Then, it is clear that for any diagonal matrix $\mathbf{C}$ it holds

$$[\mathbf{HCH'}]_{ii} = \frac{1}{M} \sum_{i=1}^{M} c_{ii} . \quad (4.33)$$

If $M$ equals two or a multiple of four, a Hadamard matrix multiplied by $\sqrt{1/M}$ satisfies (4.32). When $M$ is a power of two, a relatively common case, a Hadamard matrix can be easily constructed [14], [15].

**Error Improvement**

In order to evaluate the error improvement with a jointly-optimal filter pair, as opposed to an optimal post-filter only, let's consider an example similar to the ones studied in previous chapters. The input $\mathbf{x}$ is a gauss-Markov signal with $[\mathbf{R}_\infty]_{ij} = \rho^{|i-j|}$, $N = M$, $\mathbf{W} \equiv \mathbf{I}$, and $u \equiv 0$. In Fig. 4.3 the error improvement is plotted as a function of the signal-to-noise ratio (SNR) of the channel, for $\rho = 0.95$. We note that significant error reductions can be achieved even with low-SNR channels.

In the limit when $N \to \infty$, any autocorrelation matrix is asymptotically circulant [16], and thus the Karhunen-Loève transforms in Fig. 4.2 reduce to Fourier transforms, with the eigenvalues being samples of the signal power spectrum. Thus, the error improvement for $N \to \infty$ can be computed from the results in Chapter 2.
Fig. 4.3. Error improvement due to optimal pre- and post-filtering over optimal post-filtering only, for a first-order Gauss-Markov signal with $\rho = 0.95$. The curves correspond to block sizes of, from top to bottom: 256, 64, 16, 8, 4, and 2.

4.1.4. Sub-optimal solutions

The block diagram in Fig. 4.2 is simply a result of our factorization of the pre-filter matrix $F$, but it also suggests an approach to the design of sub-optimal filters that leads to fast computation algorithms. The basic idea is to replace the Karhunen-Loève transform (KLT) by the discrete cosine transform (DCT), which can be implemented by fast algorithms. Substitution of KLT's by DCT's is common practice in block signal coding, because the DCT spectra of speech and image signals is close to their KLT spectra [15].

Let's consider the following typical case for a block processing system: assume that $\mathbf{x}$ is a first-order Gauss-Markov process with $|R_{\infty}|_{ij} = \rho^{|i-j|}$, $u$ and $d$ are white noise processes with autocorrelation matrices $\sigma_u^2 \mathbf{I}$ and $\sigma_d^2 \mathbf{I}$, and $W = \mathbf{I}$. We
use the sub-optimal structure of Fig. 4.4, which is derived through the procedure described below.

First, the optimal pre- and post-filters are computed, and the diagonal factors of $\mathbf{F}$ and $\mathbf{G}$ are obtained. If we perform the Wiener filter after the KLT it becomes diagonal (when the input noise is white the Wiener filter in the KLT transform domain is diagonal [17]), let's call it $\mathbf{V}_o$; we then define the diagonal matrices $D_1 \triangleq V_o B$ and $D_3 \triangleq \Delta B(\sigma^2_{\text{d}} I + B A B')^{-1}$. Next, we replace the KLT by a DCT and introduce a diagonal matrix $D_2$ such that the power constraints are satisfied (since they were violated by the replacement of the KLT by a DCT); $D_2^{-1}$ then becomes a factor of the post-filter.

We note that the matrix $H$, if obtained by Chan and Li's algorithm, is a cascade of $M$ plane rotations and $M$ permutations, alternately, and so it requires exactly $M$ butterflies to be implemented. The modules that require the largest number of operations in Fig. 4.4 are the direct and inverse DCT's, which can be
performed in $O(N \log N)$ operations [18]. When a non-uniform observer has to be taken into account, i.e., $W \neq I$, it is likely that $W$ can be approximated by a circular convolution, which corresponds to a time-invariant (or space-invariant) observer. In this case, $W$ is circulant, and multiplication by $W$ or $W^{-1}$ can be performed in the Fourier domain by means of diagonal matrices. Thus, the overall system complexity would still be of $O(N \log N)$.

The performance of the sub-optimal system is evaluated in Fig. 4.5 where the SNR gain due to optimal pre- and post-filtering is plotted as a function of the inter-sample correlation coefficient $\rho$, as well as the increase in error due to the use of the sub-optimal system of Fig. 4.4, for an input noise level of -40 dB and a channel noise of -40 dB. We note that for all values of $\rho$ the sub-optimal filters are effectively as good as the optimal ones. As $\rho \to 1$, the error gap goes to zero, since the KLT converges to the DCT [19].

In Fig. 4.6 (a) the original “KID” image is degraded by a a white channel noise at a level of -15 dB, which corresponds to a 3.2 % r.m.s. error (this percentage reflects the ratio of the error variance to the signal variance). When an optimal post-filter only is used, with $N = M = 16$, we obtain the image in Fig. 4.6 (b), which has a r.m.s. error of 2.0 %. With the sub-optimal pre- and post-filters of Fig. 4.4, the resultant image is that in Fig. 4.6 (c), which has a r.m.s. error of 1.0 %, i.e., a 6 dB error reduction. In both cases the filters were designed for a first-order Gauss-markov process with $\rho = 0.92$. This value of $\rho$ was estimated from the original image.

The example above illustrates the robustness of the optimal and sub-optimal filters, in the sense that a precise knowledge of the input spectrum is not essential for a good performance. A reasonable model for it usually suffices. It also shows that a pre- and post-filtering system with complexity $O(N \log N)$ can be designed with a good performance, in practice. We note also that the image in Fig. 4.6 (c) is slightly sharper than that in Fig. 4.6 (b). This is because when there is no pre-filter, the high-frequency components of the input signal fall below the noise level, and
Fig. 4.5. (a) Error improvement due to optimal pre- and post-filtering over optimal post-filtering only, for a first-order Gauss-Markov signal. From top to bottom, the curves correspond to block sizes of 64, 16, and 4. (b) Error increase with the sub-optimal filters of Fig. 4.4.
Fig. 4.6. (a) "KID" image obtained with a white Gaussian channel noise, no pre- or post-filtering, r.m.s. error 3.2%.
Fig. 4.6. (b) "KID" image for the same channel as in Fig. 4.6 (a); no pre-filter, optimal post-filter.
Fig. 4.6. (c) "KID" image for the same channel as in Fig. 4.6 (a); optimal pre- and post-filter.
so the optimal post-filter sets a gain close to zero to those components. The high-boosting effect of the optimal pre-filter alleviates this problem significantly. Finally, we note in Fig. 4.6 (b) and (c) the presence of 'blocking effects', that is, the block boundaries are visible in the reconstructed images. This is a common problem in block signal processing. In Chapter 5 we will study some pre- and post-filtering techniques that help reduce those effects.

4.2. Optimal Filters for Digital Channels

When the channel is digital in a block-processing system, there is an added flexibility: if the \( M \) elements of the vector \( \mathbf{v} \) in Fig. 4.1 have different variances, it is more efficient to quantize each one with a different number of bits. In this way, the elements with higher energies are represented by a larger number of possible quantization levels. In order to optimize the pre- and post-filters, we have not only to take into account the bit allocation on the channel, but also the fact that quantization noise is correlated with the signal. Unlike the previous chapters, though, we don't have to assume that the input signal and noise are multivariate Gaussian random variables, thanks to a simple but accurate model of the quantization process, which is valid for any probability density function.

Without loss of generality, we could set \( M = N \) throughout this section, because there is no limit to the number of scalar variables that can be transmitted through the channel; the total number of bits spent on those variables is what counts. However, when the average channel rate (in bits per element) is low, it is likely that the optimal bit assignment will allocate zero bits to several of the \( v_i \). The output of a zero-bit quantizer is always equal to zero, which is the expected value of the variable to be quantized. Thus, the simple additive noise model of Fig. 4.1 does not apply, since the zero-bit elements are not transmitted at all. Therefore, we
shall set $M$ equal to the number of elements that receive a non-zero bit assignment, and so the matrices $B$ and $C$ may not be square.

In the next subsection we will derive the optimal matrices in Fig. 4.1, under the assumption that noise $d$ results from scalar quantization of the elements of $v$. We further assume that the quantizers are optimal in a mean-square error sense, i.e., that they are Lloyd–Max quantizers [20], [21]. In Subsection 4.2.2 we will consider the use pseudo-random noise (dither) in the quantization process, which actually leads to a reduction in the overall mean-square reconstruction error.

4.2.1. Optimal Filters for Max Quantizers

Our analysis here can be greatly simplified if we make use of the pre- and post-filter factorizations of the previous section. In Fig. 4.7 the system of Fig. 4.1 is partitioned in such a way that the pre- and post-filtering operations are each performed in two steps. The pre-filter generates first the intermediate signal $w$, which is then transformed by the matrix $B$ and transmitted through the channel. The post-filter builds an estimate $\hat{w}$ of $w$, from which the final input estimate $\hat{x}$ is generated. The factors $V$, $W$, and $U$ are the same as in Section 4.1.

From Fig. 4.7 it is clear that

$$w = UWV(x + u),$$

and

$$\hat{w} = UW\hat{x}. \quad (4.35)$$

Thus, the absolute mean-square error between $\hat{w}$ and $w$ is given by

$$\xi_w \triangleq N^{-1} E[\|\hat{w} - w\|^2] = N^{-1} \text{tr} \{W'W E[(\hat{x} - x)(\hat{x} - x)']\}, \quad (4.36)$$
where

$$z \triangleq V(x + u).$$  \hspace{1cm} (4.37)

If the matrices $B$ and $C$ in Fig. 4.7 minimize the absolute m.s. error between $\hat{w}$ and $w$, then the overall system of Fig. 4.7 (a) leads to a minimum weighted mean-square error between $\hat{x}$ and $z$. But this is not quite our objective, since we want $\hat{x}$ to be the best estimate of $x$, not $z$. However, since $V$ is the Wiener filter for the input noise $u$, the signal $z$ is actually the best estimate of $x$, if all elements of $x + u$ are given. Thus, if $\hat{x}$ is an optimal estimate of $z$ it is also an optimal estimate of $x$.

Our problem, therefore, is that of finding the matrices $B$ and $C$ in Fig. 4.7 (b) that minimize $\xi_w$. This is a classical problem of information theory, usually referred
to as optimal block quantization or optimal block coding [22]–[24]. Under the assumption that the output of the pre-filter, v, has uncorrelated components, and that \( M = N \), Huang and Schultheiss [23] have shown that the optimal post-filter matrix C must satisfy C = B\(^{-1}\), if the quantizers are optimal non-uniform max quantizers for Gaussian random variables. This result was also verified by Segall [24], who derived more precise formulas for the optimal bit allocation.

In the following analysis we present an alternative derivation of the optimal B and C, without the assumptions in [23] and [24], namely that v has a diagonal autocorrelation, that the quantizers are non-uniform, and that the input signal is Gaussian. Our approach will also simplify the derivation of optimal filters for quantizers with dithering, which is presented in the next subsection.

We could make use of the cross-correlation between v and \( \tilde{d} \) to derive an expression for the error \( \xi_w \) as a function of the matrices B and C. However, this would lead to matrix equations that would be difficult to manipulate. A much easier approach is to use the 'gain plus additive noise' model of scalar quantization. This model, depicted in Fig. 4.8, is derived and justified in Appendix B. The quantizer output, y, is given by

\[
y = \Psi v + \tilde{d},
\]

where \( \tilde{d} \) is a noise source with uncorrelated elements, and \( \Psi \) is a diagonal matrix. The elements of \( \Psi \) and \( R_{\tilde{d}\tilde{d}} \) depend on the autocorrelation \( R_{vv} \), as explained in Appendix B.

With the relationship between v and y above, we can rewrite (4.36) in the form

\[
\xi_w = N^{-1} \text{tr} \{ E[(C\Psi Bw + Cd - w)(C\Psi Bw + Cd - w)'] \}
= N^{-1} \text{tr} \{ \Lambda + C\Psi BAB'\Psi C' + CR_{\tilde{d}\tilde{d}}C' - 2C\Psi BA \}.
\]
For any given $B$, the optimal $C$ can be obtained by setting $\partial \xi / \partial C = 0$, which leads to

$$C_{\text{OPT}} = A B' \Psi (B A B' + R_v d)(\Psi B A B' \Psi + R_d \tilde{d})^{-1}.$$  \hspace{1cm} (4.40)

Substituting (4.40) into (4.39), we obtain

$$\xi_w = N^{-1} \text{tr} \{ A - A B' \Psi (B A B' \Psi + R_d \tilde{d})^{-1} \Psi B A \}$$
$$= N^{-1} \text{tr} \{ [A^{-1} + B' \Psi R_d^{-1} \Psi B]^{-1} \}.$$  \hspace{1cm} (4.41)

The two equations above are a direct consequence of classical estimation theory [5], since the optimal matrix $C$ is an optimal post-filter, i.e., an optimal signal estimator.

Although finding the optimal $B$ in the above equation seems to be a simple task, we must recall from the model in Fig. 4.8 that $\Psi$ and $R_d \tilde{d}$ depend on $B$. In Appendix C we show that an optimal $B$ is given by a generalized identity matrix, i.e.,

$$B = [I \ 0],$$  \hspace{1cm} (4.42)
where the number of rows of $B$, $M$, is equal to the number of elements that receive a non-zero bit assignment. From (4.19), the optimal post-filter is obtained as

$$C_{OPT} = \begin{pmatrix} C_0 \\ 0 \end{pmatrix},$$

where $C_0$ is a diagonal matrix of order $M$, with entries

$$c_{oi} = \frac{\lambda_i \psi_i}{\psi_i^2 \lambda_i + \sigma^2_{d_i}} = 1,$$

$$i = 1, \ldots, M.$$  

(4.44)

The last equality is easily obtained from the values of $\psi_i$ and $\sigma^2_{d_i}$ derived in Appendix B.

Thus, an optimal system in Fig. 4.7 (b) is obtained by letting the $M$ elements of $w$ with the largest variances be transmitted directly. The corresponding minimum error $\xi_w$ is

$$\xi_w = \frac{1}{N} \sum_{i=1}^{M} \epsilon_i^2 \lambda_i + \frac{1}{N} \sum_{i=M+1}^{N} \lambda_i,$$

where we recall from Appendix B that $\epsilon_i^2 = 1 - \psi_i$.  

(4.45)

The remaining problem now is that of the optimal bit assignment among the elements of $v$. A reasonable model for the $\epsilon_i$'s in Appendix B is [15], [23]

$$\epsilon_i = \alpha 2^{-k_i},$$

where $k_i$ is the number of bits assigned to the $i$-th element of $v$. The factor $\alpha$ actually depends on $k$, being equal to one for $k = 0$ and increasing slightly with $k$. 

(4.46)
A good approximation is to set $\alpha$ constant, on the order of $\sim 1.3$ for non-uniform Max quantization of Gaussian random variables [21], for example.

If we want to quantize the pre-filter output $v$ at an average rate of $K$ bits per element, we must have $\sum k_i = NK$, or

$$\prod_{i=1}^{M} \epsilon_i = \alpha^{M} 2^{-NK}.$$  \hspace{1cm} (4.47)

Minimizing (4.45) under the constraint in (4.47) is the classical bit assignment problem [23],[24], which is in fact a special case of the general resource allocation problem of non-linear optimization [5]. The solution is given in [24],

$$k_i = \max\{0, k_o + \frac{1}{2} \log_2(\lambda_i)\},$$ \hspace{1cm} (4.48)

where $k_o$ is chosen so that (4.47) is satisfied. We note that, according to our previous definition, $M$ should be set equal to the number of non-zero $k_i$'s.

The above equation is the so-called "log-variance rule". Segall has derived more accurate bit-assignment equations than (4.48), based on better models for the dependence of $\epsilon_i^2$ on $k_i$. The error reductions with those more precise bit assignments are virtually negligible, though, given that the $k_i$'s must be rounded to integers, as discussed below.

In practice, the number of bits assigned to the $i$-th element of $v$ must be integer, and thus some rounding has to be applied to (4.48). Although integer optimization problems cannot, in general, be solved by rounding the optimal real solutions [25], Segall has reported [24] that the exact integer solutions to the bit assignment problem lead virtually to the same error as those obtained by rounding (4.48).

From the above analysis, we conclude that an optimal pre-filter for the system in Fig. 4.7 process the input signal, in order, by: 1) a Wiener filter $V$, which minimizes the error due to the input noise, 2) the observer matrix $W$, which effectively
maps the signal into the observer domain, and 3) a Karhunen-Loève transform $U$, which decorrelates the elements of the signal, prior to quantization. The post-filter is then just a cascade of the inverse KLT and the inverse observer.

The system of Fig. 4.7 (a) is frequently used for block coding of images [26], [27], but generally without the matrices $V$ and $W$. Although the optimal pre- and post-filters are not very sensitive to variations in the signal spectrum, as in the systems of the previous chapters, a good knowledge of the input spectrum is essential. The reason is that quantization errors increase rapidly if the quantizers are not matched to the signal variances [15], [19]. In fact, short-space spectral variations within blocks of the same image are generally strong enough to produce significant degradations in system performance. Thus, it is common practice to make the quantizers adaptive, e.g., by estimating the input spectrum for each block and spending a certain fraction of the available bits to code a few parameters that describe the spectral variations.

4.2.2. Quantization with Pseudo-random Noise

When the channel operates at a low bit rate, it is likely that the optimal bit allocation in (4.48) will assign only one or two bits to several elements of $v$. The reconstructed waveform for those elements will have a staircase appearance, which produces visible noise patterns on images [28], and spurious tones in speech processing [29]. A simple idea that virtually eliminates those artifacts is to add a deterministic noise-like waveform to the signal, immediately prior to quantization, and subtract the noise pattern at the receiver [30]. These noise patterns are called 'dither' or 'pseudo-random noise' (PRN) waveforms. They can be obtained, for example, from a congruential pseudo-random number generator [31].

If the PRN waveform is carefully designed, it is possible to achieve the same r.m.s. quantization error as would be obtained without it [15], with the advantage
that the error is then a white noise waveform, which is subjectively much less objectionable [28], [29]. This subjective quality improvement has been the traditional reason for using quantization with PRN in signal coding systems.

There is one important consequence of the application of PRN to the channel quantizers in Fig. 4.7: optimality is lost. We recall from the previous subsection that our derivation of the optimal pre- and post-filters has taken into account the cross-correlation between quantized signal and quantization error. In fact, it is precisely this non-zero cross-correlation that sets the optimal post-filter as the inverse of the pre-filter (except for the Wiener factor $V$).

Thus, a natural question arises: when PRN is used, can we redesign the pre- and post-filters so that the overall system minimizes the mean-square reconstruction error? The answer is not only yes, but the resultant system is actually better than the one without PRN, i.e., it leads to a lower signal reconstruction error. In what follows we derive the optimal pre- and post-filters for a channel with PRN quantizers. To the best of our knowledge, no similar analysis of a system with PRN quantization exists in the literature.

When PRN is employed, the matrix $\Psi$ in Fig. 4.8 is equal to the identity matrix, and the autocorrelation $R_{dd}$ remains unchanged, according to Appendix B. The result in Appendix C is still valid, i.e., the optimal $B$ matrix is given by (4.42). Thus, the optimal post-filter is given by (4.43), with the entries

$$c_{oi} = \frac{1}{1 + \frac{\epsilon_i^2}{(1 - \epsilon_i^2)}} .$$

(4.49)

The corresponding minimum error is

$$\xi_w = \frac{1}{N} \sum_{i=1}^{M} \frac{\epsilon_i^2 \lambda_i}{1 + \epsilon_i^2} + \frac{1}{N} \sum_{i=M+1}^{N} \lambda_i .$$

(4.50)

We note that if the $\epsilon_i^2$'s are large, i.e., when the average bit rate is low, the error in (4.50) may be significantly lower than that in (4.45), because of the factors
$1 + \epsilon_i^2$. These factors also preclude the validity of the log-variance rule, and so the optimal bit assignment must be rederived. Using the relationship between $\epsilon_i$ and $k_i$ in (4.46), we seek to minimize (4.50) under the constraint, in (4.47), that the average number of bits per element must be $K$. This is an instance of the resource allocation problem of non-linear optimization [5], for which an optimal solution must satisfy either

$$\frac{\lambda_i}{(1 + \epsilon_i^2)^2} - \eta \frac{q}{\epsilon_i^2} = 0,$$  \hspace{1cm} (4.51)

if the corresponding $k_i$ is non-negative, or

$$k_i = 0,$$  \hspace{1cm} (4.52)

where $\eta$ is a Lagrange multiplier and $q \triangleq \alpha^M 2^{-2NK}$. The solution to (4.51) is

$$\epsilon_i^2 = \frac{\lambda_i}{2\eta q} - 1 - \sqrt{\left(1 - \frac{\lambda_i}{2\eta q}\right) - 1},$$  \hspace{1cm} (4.53)

where the Lagrange multiplier $\eta$ must be adjusted so that (4.47) is satisfied. Combining (4.51)–(4.53), we get the assignment rule

$$k_i = \max \left\{ 0, \frac{1}{2} \log_2(\alpha) - \frac{1}{2} \log_2 \left[ \frac{\lambda_i}{2\eta q} - 1 - \sqrt{\left(1 - \frac{\lambda_i}{2\eta q}\right) - 1} \right] \right\}. $$  \hspace{1cm} (4.54)

The two basic points about quantization with PRN are: 1) as in the case without PRN, the optimal matrix $B$ allows the $M$ components of $w$ with the largest variance to be directly quantized, but the optimal $C$ now performs a diagonal filtering operation, according to (4.49), and 2) the optimal bit assignment does not lead to a log-variance rule. These differences are minor at high bit rates, where $1 + \epsilon_i^2 \simeq 1$. 
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In order to evaluate the potential advantage of using PRN, let’s assume that the channel is composed of uniform Max quantizers for Gaussian random variables. In practice, uniform quantizers are frequently used in block coding, since they minimize the entropy of the quantized signal, for a given reconstruction error [32]. The PRN waveform must have a uniform p.d.f. in \((-\Delta/2, \Delta/2)\) [15]. Using the previous analyses, we computed the reconstruction error with and without PRN, for a first-order Gauss-Markov input, and \(u \equiv 0\). The results are shown in Fig. 4.9 and Fig. 4.10.

In Fig. 4.9 (a) we have varied the correlation coefficient \(\rho\) from zero to one, in intervals of 0.05, for an average channel rate of one bit per pixel. For easier viewing, we have connected the points with straight lines. The jaggedness in the curves comes from the integer approximation for the optimal bit assignment. The 0 dB reference is the minimum error level that could be attained by any channel, for each given rate, according to the rate-distortion bound [33]. We see that the use of PRN leads to an error improvement of about 1–2 dB, which is significant. At a channel rate of three bits per element, we see in Fig. 4.9 (b) that the use of PRN cannot be strongly justified, since the error improvement is very low.

In Fig. 4.10 (a) we have varied the rate from 0.25 to 5.0 bits per element, in steps of 0.25 bits, for \(\rho = 0.6\). Similar curves are presented in Fig. 4.10 (b) for \(\rho = 0.9\). In both cases, we see that error reductions on the order of 1.5 dB can be attained at bit rates below two bits per element.

We have processed the “KID” image of Fig. 4.6 (a) with the optimal pre- and post-filters and uniform Max quantizers with and without PRN. We have used a block size of 16 \(\times\) 16, and the autocorrelation matrix \(R_{xx}\) was estimated from the 256 blocks of the image. The results are shown in Fig. 4.11 (a) and (b), for a channel rate of one bit per pixel. We note that the use of PRN led to a reduction of 2 dB in the r.m.s. error, and also to some alleviation of the blocking effects. There
Fig. 4.9. Reconstruction error for a Gauss-Markov signal, with optimal pre- and post-filters and uniform Max quantisers, as a function of the inter-sample correlation coefficient $\rho$. The channel rates are: (a) one bit per sample, and (b) three bits per sample. In both case, the top and bottom curves correspond to quantisation without and with PRN, respectively.
Fig. 4.10. Reconstruction error for a Gauss-Markov signal, with optimal pre- and post-filters and uniform Max quantisers, as a function of the channel rate. The correlation coefficients are: (a) 0.6, and (b) 0.9. In both cases, the top and bottom curves correspond to quantisation without and with PRN, respectively.
Fig. 4.11. (a) "KID" processed at 1.0 bit per element, uniform quantizers without PRN. R.m.s. error: 15.3 %. 
Fig. 4.11. (b) "KID" processed at 1.0 bit per element, uniform quantizers with PRN. R.m.s. error: 12.1 %.
is no difference in sharpness between the two pictures; this is mainly because the zero-bit assignments (which produce low-pass filtering) did not change significantly with the inclusion of PRN.

It is important to observe that no adaptation was employed in the processing that generated the images in Fig. 4.11 (a) and (b), i.e., the same filters and the same bit allocation was used, in each case, for all the blocks of the image. It is unclear, at this point, how much improvement the use of PRN could bring to an adaptive image coding system.

Finally, we note that PRN can also be employed even if the quantizers are non-uniform. In this case, there will be some residual correlation between signal and quantization noise, but some improvement is still potentially attainable.

4.3. Summary

The optimal filters for the system in Fig. 4.1 were derived in this chapter, for channels with and without quantization. By breaking up the filters into basic factors, the algebraic complexity of our analysis was kept low. For an analog channel composed of $M$ identical sub-channels, with $M$ a power of two, the factors of an optimal pre-filter include both a Karhunen-Loève transform (KLT) and a Hadamard transform.

The factorization of the optimal filters has also enabled us to suggest sub-optimal structures that perform within 0.1 dB of the optimal ones. The sub-optimal filters are obtained by replacing the KLT by a discrete cosine transform and adjusting some diagonal factors, so that the pre- and post-filtering operations can be computed with $O(N \log N)$ complexity.

For channels with quantization, we have derived the optimal pre- and post-filters without the assumption that the signals have Gaussian probability distributions. Such an analysis was possible by means of a simple but accurate model of
scalar quantizers. To the best of our knowledge, this is the first derivation of an optimal block coding system without the Gaussian assumption. Basically, we have shown that the optimal reconstruction matrix in a block coding system must be the inverse of the coding matrix, which, in turn, must be a KLT. In practice, it is already known that the use of the KLT leads to good performance even without the Gaussian assumption [34]. We have, therefore, produced a theoretical explanation of why this is so. We have also considered the use of pseudo-random noise in the quantization process, which actually leads to better overall performance.

Further reductions in the reconstruction error for digital channels can be obtained by means of vector quantization (VQ) [34]. When VQ is employed, the cross-correlation between signal and quantization noise is difficult to evaluate and model, and so our previous analysis cannot be applied to systems with VQ. A recent contribution to the design of optimal block coding systems employing VQ can be found in [35], for example.

Applications

One of the main advantages of block signal processing is that the pre- and post-filters can be changed from block to block, thus allowing for a high degree of adaptability. In block quantization, the bit pattern can also be changed from block to block. Full exploitation of this adaptation potential requires the development of good estimators for the signal autocovariance matrix; this is an important practical problem, but it is outside of the scope of this thesis. A clustering approach to this problem can be found in [36].

In block coding systems that use entropy-coded quantization, it is likely that the quantizers are uniform [15]. In this case, we have shown the the use of pseudo-random noise (PRN) leads not only to a complete decorrelation of the quantization error, but also to a reduction of the total mean-square error, as long as the filters and bit assignment are re-optimized according to Section 4.2.2. At low bit rates
(one bit per sample), the use of PRN can result in improvements in the r.m.s. error in the 0.5–2 dB range.
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Chapter 5

Block Processing with Overlapping Functions

The optimal system of the previous chapter can easily be made adaptive, since the signal is broken into blocks. If a local estimate of the block autocorrelation matrix can be obtained, the optimal filters and quantizers can be adjusted for each block. A sophisticated system could even take into account, for example, variations in the observer response with the input signal. Therefore, the block-processing structure of Chapter 4 can form the basis of a very efficient signal coding system. Nevertheless, such adaptability, if fully exploited, may also lead to stronger blocking effects.

It is easy to conceive a situation in which one block of an image contains part of a human face, and an immediate neighbor block is part of a background that contains mostly low-frequency components. In this case a fully adaptive system might process the two neighboring blocks quite differently, and that could potentially produce accentuated discontinuities at the boundaries. With the use of pseudo-random noise in the quantization process and its associated optimal filter, the blocking effects may become the most visible degradation in the reconstructed image, as we have verified in the previous chapter.

Our objective here is to develop an optimal set of pre- and post-filters for block processing with virtually no blocking effects. Sub-optimal implementations that lead to fast algorithms, with increases in the error level of less than 0.1 dB will also be derived. Recently, a few basic approaches have been suggested for the reduction of blocking effects. Reeve and Lim [1] have introduced two techniques: one in which the blocks overlap by a few samples, and the other based on adaptive
post-filtering of the reconstructed signal. Both techniques are effective in reducing
the blocking effect, but at the expense of a slightly higher bit rate in the first method
and a slightly noticeable blurring across the block boundaries in the second.

Hinman, Bernstein, and Staelin [2] presented a multidimensional extension
of the short-time Fourier transform [3], which was referred to as the “Short-space
Fourier Transform” (SSFT). Although inherently free of blocking effects, the SSFT
introduces strong ringing problems due to the infinite extent of its basis functions.
Specifically, whenever a coefficient is omitted in an SSFT representation, the re-
constructed signal contains long-duration ripples that are similar to the Gibbs phe-
nomenon in truncated Fourier series representations.

Cassereau [4] has introduced a new concept in which the reconstructed signal
is obtained as a weighted combination of basis vectors of length greater than the
block size. Those basis functions referred to collectively as the “Lapped Orthogonal
Transform” (LOT), decay slowly towards zero after the block boundaries, in such a
way that a smooth transition is obtained in the reconstructed signal from one block
to another. He has successfully applied his new transforms to block image coding,
with a significant reduction in the blocking effects. Cassereau's basis functions were
derived numerically, by means of a recursive procedure in which a series of non-
linear optimization problems were solved in order to obtain a new basis function
(we will use the terms basis function and basis vector interchangeably, as it is
common practice in the block coding literature). This approach unfortunately is
prone to error propagation, which may lead to sub-optimal solutions for the high-
order functions, since an error in basis number \( r \) produces an inexact formulation
of the optimization problem number \( r + 1 \). Furthermore, very little can be said
about the underlying structure of the basis vectors, and the development of fast
algorithms for the LOT becomes virtually impossible.

In this chapter we present an analytical derivation of an optimal LOT, in
which all the basis functions of the LOT are obtained as the eigenvectors of a modi-
fi ed autocorrelation matrix (as in the previous chapters, we assume that the signals
of interest are all stationary and zero-mean, so that the terms autocorrelation and autocovariance can be interchangeably used). The analysis immediately suggests a simple approximation to the optimal functions that leads to a fast LOT implementation, so that the direct and inverse LOT transformations of a signal can be performed in $O(N \log N)$ operations.

5.1. Basic Properties of Lapped Orthogonal Transforms

We recall in Fig. 5.1 the optimal block coding system of the previous chapter, under the assumption that the input signal is noiseless and the error weighting $W$ is the identity matrix. We have included explicitly in Fig. 5.1 the operations of breaking the input vector into blocks at the transmitter, and concatenation of the reconstructed blocks at the receiver. As we have seen in the previous chapter, the Karhunen-Loève transform (KLT) can be replaced by the discrete cosine transform
(DCT) with virtually no loss of optimality, and with the advantage of the fast computability of the DCT.

We want to study here the LOT class of transforms, for which the first operator in Fig. 5.1 decomposes the input signal into overlapping blocks of length $L$, with $L > N$, where $N$ is the transform size, as in the previous chapter. At the receiver the reconstructed blocks are superimposed, with an overlapping region of $L - N$ samples between adjacent blocks. This is illustrated in Fig. 5.2.

There are several basic properties that must be satisfied by the set of $N$ basis vectors used to represent the signal for each block. First, in order that the representation be unique for any incoming block, the $N$ basis vectors that are the columns of the inverse transform matrix must be orthogonal (by definition of a basis). Second, the representation must also be independent of the samples of the neighboring blocks that fall into the overlapping areas. Therefore, the basis vectors must also
be orthogonal to the tails of the vectors from the neighboring blocks. Calling \( P \) the inverse transform matrix (which is the optimal post-filter \( U' \), in the notation of Chapter 4), we must have

\[
P'P = I \tag{5.1}
\]

and

\[
P'WP = P'W'P = 0 , \tag{5.2}
\]

where \( I \) is the identity matrix and \( W \) is defined by

\[
W \triangleq \begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix}, \tag{5.3}
\]

where the identity matrix is of order \( L - N \). If \( L = N \) there is no overlap, and (5.2) is trivially satisfied.

We note that, because we have fewer basis functions per block than the length of the block, each block cannot be reconstructed exactly, even for a noiseless channel. However, the subspace that is orthogonal to that spanned by the basis functions of a block is exactly that spanned by the combined basis functions of the neighboring blocks. Thus, each signal block can be represented exactly through an LOT, after the superposition of the blocks. This aspect is further discussed in [4].

Besides the required orthogonality conditions above, we should expect additional properties to hold for a good LOT matrix \( P \), based on our knowledge of the DCT and KLT. We recall from the previous chapter that a good model for the input signal statistics, in the case of a raster-scanned picture, is the simple first-order Gauss-Markov process. The autocorrelation matrix for such a process has the form

\[
R_{xx} = \begin{pmatrix} 1 & \rho & \rho^2 & \cdots & \rho^L \\ \rho & 1 & \rho & \cdots & \rho^{L-1} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \rho^{L-1} & \rho & 1 & \rho \\ \rho^L & \cdots & \rho^2 & \rho & 1 \end{pmatrix}, \tag{5.4}
\]
where $\rho$ is the inter-sample correlation coefficient. Since the above matrix is symmetric and Toeplitz, its eigenvectors (which compose the KLT) are either symmetric or antisymmetric vectors [6], [7], i.e.,

$$ R_{xx} y = \lambda y \Rightarrow Jy = y \text{ or } Jy = -y, $$  \hspace{1cm} (5.5)

where $J$ is the `counter-identity'

$$ J \triangleq \begin{pmatrix} 0 & \cdots & 0 & 1 \\ 0 & \cdots & 0 & 1 \\ \vdots & & \vdots \\ 1 & 0 & \cdots & 0 \end{pmatrix}. $$  \hspace{1cm} (5.6)

We note that $J$ is a permutation matrix, and thus it is orthogonal. It is easy to show that half of the eigenvalues of $J$ are equal to $-1$ and the other half equal to $1$. It also turns out that half of the eigenvectors of $R_{xx}$ are symmetric, i.e., $Jy = y$, and the other half are antisymmetric, $Jy = -y$ [7]. It is reasonable to expect that the LOT should also have this kind of symmetry, i.e., it should be formed by $N/2$ symmetric (or even) vectors and $N/2$ antisymmetric (or odd) vectors. The DCT functions have this even-odd symmetry.

Another important property of a good set of basis vectors is smoothness, i.e., the vectors should be approximately sampled sinusoids, so that sharp variations are avoided. The eigenvectors of $R_{xx}$ in (5.4) are exactly sampled sinusoids [5], for any value of $\rho$, as well as the DCT basis functions.

With basis on the discussion above, we can safely assume that half of the basis functions that compose the inverse transform matrix $P$ are even, and the other half odd. So, we can write $P$ as

$$ P = \begin{bmatrix} P_e & P_o \end{bmatrix}, $$  \hspace{1cm} (5.7)
where \( P_e \) and \( P_o \) are \( L \times N/2 \) matrices whose columns contain the even and odd vectors of \( P \), respectively, that is

\[
JP_e = P_e , \quad JP_o = -P_o .
\]  

(5.8)

We can also decompose \( P \) as

\[
P = \begin{pmatrix} Q \\ JQK \end{pmatrix} ,
\]  

(5.9)

where \( K \) is a \( N \times N \) matrix defined by

\[
K \equiv \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} ,
\]

(5.10)

and \( Q \) is a \( L/2 \times N \) matrix that is partitioned as

\[
Q \equiv \begin{bmatrix} Q_e & Q_o \end{bmatrix} .
\]  

(5.11)

Here \( Q_e \) and \( Q_o \) are not composed of even and odd vectors. The subscripts are just to remind that \( P_e \) is obtained from \( Q_e \) and \( P_o \) from \( Q_o \). Combining (5.7) and (5.11), we obtain

\[
P_e = \begin{pmatrix} Q_e \\ JQ_e \end{pmatrix} \]

(5.12)

and

\[
P_o = \begin{pmatrix} Q_o \\ -JQ_o \end{pmatrix} .
\]  

(5.13)

The necessary orthogonality conditions can be written in terms of the column vectors of \( Q \). Using the column indexing

\[
Q = \begin{bmatrix} q_1 & q_2 & \cdots & q_N \end{bmatrix} ,
\]

(5.14)
or
\[
Q_e = [ q_1 \ q_2 \ \cdots \ q_{N/2} ] ,
\]
\[
Q_o = [ q_{N/2+1} \ q_{N/2+2} \ \cdots \ q_N ] ,
\] (5.15)
we can write the orthogonality conditions as
\[
q_i'q_i = 1/2, \quad i = 1, 2, \ldots, N ,
\]
\[
q_i'q_j = 0, \quad i \leq N/2 \text{ and } j \leq N/2, \ i \neq j ,
\] (5.16)
\[
or \ i > N/2 \text{ and } j > N/2, \ i \neq j ,
\]
\[
q_i'Jq_j = 0, \quad i, j = 1, 2, \ldots, N .
\]

For \( N > 4 \), there are fewer constraints in (5.16) than the number of unknowns, so that an infinite number of feasible solutions exist. In the next section we will derive an optimal choice for the \( q_i \)'s.

### 5.2. An Optimal LOT

A fundamental property of LOT's is that if \( P \) is a valid LOT matrix, i.e., if it satisfies (5.1) and (5.2), then the matrix

\[
P_2 = PZ
\] (5.17)

is also a valid LOT, for any orthogonal \( Z \), since

\[
P_2'P_2 = Z'P'PZ = Z'Z = I ,
\]
\[
P_2'WP_2 = Z'P'WPZ = 0 .
\] (5.18)

So, given any performance measure, one way to derive an optimal LOT is to start with a feasible \( P \) and seek a \( Z \) in (5.17) such that the resulting \( P_2 \) maximizes
the performance. As we have seen for the system model for digital channels in Chapter 4, the optimal transform, the KLT, leads to a minimum coding error because it maximizes the spread of the variances of the transformed coefficients. Thus, calling \( \mathbf{v} \) the transformed vector resulting from applying block \( \mathbf{P}_2 \) to the input block \( \mathbf{x} \), we have

\[
\mathbf{v} = \mathbf{P}_2' \mathbf{x} \; .
\]  (5.19)

According to Chapter 4, the total r.m.s. error in a block coding system is minimized by the use of the Karhunen-Loève transform (KLT), because the KLT produces a maximum spread of the variance of the transform coefficients. Thus, in order to optimize the LOT we should seek the maximum of the 'energy compaction' measure, which is defined as the ratio of the arithmetic to the geometric mean of the variances of the elements of \( \mathbf{v} \), that is,

\[
\gamma \triangleq \frac{1}{N} \sum_{i=1}^{N} \sigma_{v_i}^2 \left( \prod_{i=1}^{N} \sigma_{v_i}^2 \right)^{-1/N} ,
\]  (5.20)

where the autocorrelation matrix for the transformed vector \( \mathbf{v} \) is given by

\[
\mathbf{R}_{vv} = \mathbf{P}_2' \mathbf{R}_{xx} \mathbf{P}_2 \; .
\]  (5.21)

The variances \( \sigma_{v_i}^2 \) are the diagonal entries of \( \mathbf{R}_{vv} \). We can express \( \mathbf{R}_{vv} \) as a function of \( \mathbf{Z} \) by substituting (5.17) into (5.21), with the result

\[
\mathbf{R}_{vv} = \mathbf{Z}' \mathbf{R}_o \mathbf{Z} ,
\]  (5.22)

where

\[
\mathbf{R}_o \triangleq \mathbf{P}' \mathbf{R}_{xx} \mathbf{P} .
\]  (5.23)
For any given \( P \), \( R_\circ \) is a valid autocorrelation matrix. The optimal choice for \( Z \) is then, according to Chapter 4, the KLT corresponding to \( R_\circ \), i.e., the matrix formed by the orthogonal eigenvectors of \( R_\circ \). Thus, we have an exact solution for an optimal LOT.

It is important to point out that our optimization approach leads to an optimal LOT that is tied to the choice of the initial matrix \( P \). For any such a choice, we have a matrix \( P \) whose \( N \) columns are orthogonal, by definition. Since each column of \( P \) has \( L \) elements, with \( L > N \), they span an \( N \)-dimensional subspace of \( \mathbb{R}^L \). For any \( Z \), the matrix \( PZ \) will always belong to that subspace, and so will the optimal LOT. However, if \( Z \) is not orthogonal then \( PZ \) is not a valid LOT. On the other hand, there may exist an LOT \( \hat{P} \) that does not belong to the subspace spanned by the columns of \( P \). Therefore, the set of feasible LOT's in \( \mathbb{R}^L \) does not form a subspace of dimensionality \( N \).

Thus, an optimal LOT derived by the procedure above may not be the globally optimal LOT, in the sense of maximizing the energy compaction \( \gamma \). However, as we will see later, our choice for \( P \) suggested in what follows is good enough, since we obtain the same energy compaction as Cassereau's functions, which are aimed to be globally optimal (actually, we have obtained slightly higher \( \gamma \)'s than Cassereau; this is probably due to some error propagation in Cassereau's algorithm).

We will assume from now on that \( L = 2M \), so that the length of the basis functions is twice the block size, and there is a 50 percent overlap area between blocks. The reasons for this choice will become clear later. We have to make now an initial choice for \( Q \) in (5.9), and then seek a value for \( Z \) in (5.17) such that \( \gamma \) is maximized. Without loss of generality, we can write \( Q \) in the form

\[
Q = DA , \tag{5.24}
\]
where \( D \) is the matrix whose columns are the DCT basis functions of length \( N \). The entries of \( D \) are given by

\[
d_{ij} = c(j) \cos \left( (2i - 1)r_j \frac{\pi}{2N} \right), \quad i, j = 1, 2, \ldots, N,
\]

(5.25)

where

\[
c(j) = \begin{cases} 
1/\sqrt{N}, & j = 1 \\
\sqrt{2/N}, & j > 1
\end{cases}
\]

(5.26)

and

\[
r_j = \begin{cases} 
2(j - 1), & j \leq N/2 \\
2(j - N/2) - 1, & j > N/2
\end{cases}
\]

(5.27)

The index \( r_j \) is chosen so that the first \( N/2 \) columns of \( D \) are even vectors, and the last \( N/2 \) columns are odd. Calling the matrices formed by the even and odd vectors \( D_e \) and \( D_o \), respectively, we can write

\[
D = \begin{bmatrix}
D_e & D_o
\end{bmatrix}.
\]

(5.28)

The reason for the above factorization is that we would like, as stated before, to obtain smooth functions for the columns of \( P \), which implies smooth functions for the columns of \( Q \). Since the columns of \( D \) are sampled sinusoids, we can generate smooth functions for \( Q \) if we try to keep as few as possible non-zero entries on each column of \( A \). In order to determine feasible choices for \( A \), we must rewrite (5.16) in terms of the columns of \( A \), with the result

\[
a_i^t a_i = 1/2, \quad i = 1, 2, \ldots, N,
\]

\[
a_i^t a_j = 0, \quad i \leq N/2 \text{ and } j \leq N/2, i \neq j,
\]

(5.29)

or \( i > N/2 \) and \( j > N/2, i \neq j \),

\[
a_i^t K a_j = 0, \quad i, j = 1, 2, \ldots, N.
\]
The last equality above comes from the fact that \( D'JD = K \). We can also rewrite (5.29) in terms of summations

\[
\sum_{r=1}^{N} a_{ir}^2 = 1/2, \quad i = 1, 2, \ldots, N,
\]

\[
\sum_{r=1}^{N} a_{ir}a_{jr} = 0, \quad i \leq N/2 \text{ and } j \leq N/2, \ i \neq j,
\]

or \( i > N/2 \) and

\[
\sum_{r=1}^{N/2} a_{ir}a_{jr} - \sum_{r=N/2+1}^{N} a_{ir}a_{jr} = 0, \quad i, j = 1, 2, \ldots, N.
\]

(5.30)

It would be desirable, on the basis of our smoothness arguments, to choose the columns of \( Q \) to be sampled sinusoids. It is clear, however, that this is not possible, since it would require that each column of \( A \) had only a single non-zero entry, and that would violate the third equation in (5.30). The next logical choice would then be to synthesize each column of \( Q \) with only two frequencies. This turns out to be a feasible alternative, and we can choose \( A \) as

\[
A = \frac{1}{2} \begin{pmatrix} I & I \\ -I & -I \end{pmatrix}.
\]

(5.31)

With \( A \) as above we obtain a feasible LOT \( P \) as

\[
P = \frac{1}{2} \begin{pmatrix} D_o - D_e & D_e - D_o \\ J(D_e - D_o) & -J(D_e - D_o) \end{pmatrix}.
\]

(5.32)

The matrix \( R_o \) can then be computed from (5.23) and the optimal \( Z \) obtained as the eigenvectors of \( R_o \). The resulting basis vectors, which are the columns of \( PZ \), are shown in Fig. 5.3, for \( \rho = 0.95 \). The functions are not much sensitive to variations in \( \rho \), so that the results for \( \rho = 0.8 \), for example, are virtually the same as those in Fig. 5.3. These functions are very similar to those obtained by
Cassereau [4], except that in [4] the basis functions are obtained as the solution of a non-linear optimization problem, which is prone to local maxima. The higher order functions in [4] are significantly different from those in Fig. 5.3. In fact, the performance factor for Cassereau's functions was $\gamma = 9.37$, whereas the functions in Fig. 5.3 lead to $\gamma = 9.49$. It seems that the algorithm in [4] may have converged to local minima when computing the high-order functions.

We note in Fig. 5.3 that the orthogonality constraints for the functions belonging to neighboring blocks lead to basis functions that decay towards zero at their boundaries. The first basis function, for example, has a boundary value that is 5.83 times lower than its value at the center. So, the discontinuity from zero to the boundary value is much lower than that of the standard DCT functions.

There are two basic properties of the LOT functions in Fig. 5.3 that are a direct consequence of the choice $L = 2M$. First, if the lower order basis functions for a group of consecutive blocks are superimposed, the resultant sequence has a constant d.c. value, except for the first and last blocks. This is one important and desirable characteristic, since it implies that a flat field can be reproduced with only one transform coefficient per block. In an adaptive coding system, this means that more bits can be allocated to blocks that contain more image detail. Second, the fact that the right boundaries of the basis functions for block $r$ are immediately adjacent to the left boundaries of the functions for block $r + 2$. If $L$ were smaller than $2M$, there would be two different positions in block $r + 1$ were discontinuities from block $r$ and block $r + 2$ might occur. It seems, therefore, that $L = 2M$ is a good choice for the length of the functions.

The factor $Z$ of the optimal LOT matrix $PZ$ is formed by the eigenvectors of $R_o$, and so it may not be factorable in $N \log(N)$ butterfly stages. This is exactly the same deficiency of the optimal KLT for block coding without overlapping. In the next section we discuss an approximation to the optimal LOT that can be implemented through a fast algorithm, just as the DCT is a good approximation to the KLT with a fast algorithm [8].
Fig. 5.3(a). An optimal LOT for $N = 16$, $L = 32$, and $\rho = 0.95$, even functions.
Fig. 5.3(b). An optimal LOT for $N = 16$, $L = 32$, and $\rho = 0.95$, odd functions.
5.3. Fast Implementation of an LOT

The key to the realization of a fast LOT is the approximation of the factor $Z$ by a matrix that can be expressed as a product of a few simple factors. Actually, this is the main reason why we have chosen the DCT matrix $D$ in the factorizations in (5.9) and (5.24). With the initial LOT matrix $P$ in (5.32), it is easy to derive an expression for the transformed correlation matrix $R_o$. In order to simplify the notation, let’s refer to the Gauss-Markov autocorrelation matrix in (5.4) as $R(N, \rho)$, where the first parameter represents the matrix order. We can relate $R(2N, \rho)$ to $R(N, \rho)$ by

$$
R(2N, \rho) = \begin{pmatrix} R(N, \rho) & B \\ B & R(N, \rho) \end{pmatrix}, 
$$

(5.33)

where

$$
B = \rho J r r',
$$

(5.34)

and $r = [1 \rho \rho^2 \cdots \rho^N]'$.

Combining (5.32) and (5.33), we obtain, after a few manipulations,

$$
R_o = \begin{pmatrix} R_1 & 0 \\ 0 & R_2 \end{pmatrix},
$$

(5.35)

where the diagonal blocks $R_1$ and $R_2$ are given by

$$
R_1 = D_o' R(N, \rho) D_o' + D_o' R(N, \rho) D_o' + \rho D_o' r r' D_o + \rho D_o' r r' D_o, 
$$

(5.36)

and

$$
R_2 = D_o' R(N, \rho) D_o' + D_o' R(N, \rho) D_o' - \rho D_o' r r' D_o - \rho D_o' r r' D_o, 
$$

(5.37)
If we let the correlation coefficient $\rho$ approach unity, the matrices $\mathbf{D}_e$ and $\mathbf{D}_o$ will contain the asymptotic even and odd eigenvectors of $\mathbf{R}(N, \rho)$, respectively, since the DCT is the limit of the KLT as $\rho \to 1$, as we have seen in Chapter 4. Thus, the terms $\mathbf{D}_e' \mathbf{R}(N, \rho) \mathbf{D}_e'$ and $\mathbf{D}_o' \mathbf{R}(N, \rho) \mathbf{D}_o'$ are asymptotically diagonal, with positive entries. Also, as $\rho \to 1$ the vector $\mathbf{r}$ will have all of its entries equal to one, i.e., it will be an even vector. Thus, the term $\mathbf{D}_o' \mathbf{r} \mathbf{r}' \mathbf{D}_o$ goes to zero. Furthermore, since the vector $[1 \ 1 \ \cdots \ 1]'$ is equal to $\sqrt{N}$ times the first column of $\mathbf{D}_e$, it follows that

$$
\mathbf{D}_e' \mathbf{r} \mathbf{r}' \mathbf{D}_e \to \begin{pmatrix}
N & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix}.
$$

(5.38)

Thus, it is clear that $\mathbf{R}_1$ will asymptotically be a diagonal matrix with positive diagonal entries. The factor $\mathbf{R}_2$, however, may not have a dominant diagonal, because the third term in (5.37) is subtracted from the others. Nevertheless, we can expect the following approximation to hold as $\rho$ gets closer to one

$$
\mathbf{Z} \approx \begin{pmatrix}
\mathbf{I} & 0 \\
0 & \tilde{\mathbf{Z}}
\end{pmatrix},
$$

(5.39)

where $\tilde{\mathbf{Z}}$ is of order $N/2$. Although $\mathbf{R}_2$ may not have a strongly dominant diagonal, we should expect some diagonal dominance, so that $\tilde{\mathbf{Z}}$ should not be far from the identity matrix. In Fig. 5.4 we have the optimal $\mathbf{Z}$ for $N = 16$. We note that $\tilde{\mathbf{Z}}$ is actually far from being diagonal, but the magnitudes of its entries decay reasonably fast for indices far from the diagonal. This fact, coupled with the observation that the signs of the entries below the diagonal are negative and the ones above are positive suggests the approximation of $\tilde{\mathbf{Z}}$ by a cascade of $N/2 - 1$ plane rotations, as

$$
\tilde{\mathbf{Z}} = \mathbf{T}_1 \mathbf{T}_2 \cdots \mathbf{T}_{N/2-1},
$$

(5.40)
Fig. 5.4. Optimal $Z$ for $N = 16$ and $\rho = 0.95$

where each plane rotation is defined as

$$T_i \begin{pmatrix} I & 0 & 0 \\ 0 & Y_{\theta_i} & 0 \\ 0 & 0 & I \end{pmatrix}, \quad (5.41)$$

The matrix $Y_{\theta_i}$ is a $2 \times 2$ butterfly,

$$Y_{\theta_i} = \begin{pmatrix} \cos \theta_i & \sin \theta_i \\ -\sin \theta_i & \cos \theta_i \end{pmatrix}, \quad (5.42)$$

where $\theta_i$ is the rotation angle, and the top left identity factor in (5.41) is of order $i - 1$. If we apply the transpose of each $T_i$ to $\tilde{Z}$ in the reverse order of
(5.41), we should obtain the identity matrix. The resulting matrix for \[ \theta_1 \cdots \theta_7 = [0.42 \ 0.53 \ 0.53 \ 0.5 \ 0.44 \ 0.35 \ 0.23 \ 0.11] \] is shown in Fig. 5.5. That matrix is close enough to the identity for us to accept the approximation in (5.40). With the butterfly angles indicated above, the energy compaction with the approximated functions is \( \gamma = 9.32 \), which is close to the value \( \gamma = 9.49 \) corresponding to the exact solution.

The flowgraph of a fast LOT based on the approximation above is shown in Fig. 5.6. Besides the two DCT's of length \( N \) and the trivial \( +1/ -1 \) butterflies, we need \( N/2 - 1 \) butterflies with nontrivial angles. Most of the computation for the direct or inverse transform is in the DCT modules. We note that the fast LOT was justified under the assumption that \( \rho \) is large. Nevertheless, just as the DCT, we should expect good performance of the fast LOT even for signals modeled by a relatively low \( \rho \), say 0.6–0.8.
5.4. LOT Performance

The effectiveness of the LOT in reducing blocking effects has been demonstrated by Cassereau [4], for adaptive and non-adaptive coding. In this section we consider the use of the LOT within an optimal block coding system using quantizers with pseudo-random noise (PRN), as suggested in the previous chapter. A typical image processing example is shown in Fig. 5.7. In Fig. 5.7(a) we have an original image, "CAMERA", at a resolution of $256 \times 240$ samples, at 8 bits per sample. The right half of the image was replaced by a magnified version of a region of the left half, so that the effects of processing over that particular area of the image could be better
observed.

In Fig. 5.7(b), the image was coded at an average rate of 0.5 bits per sample with the optimal system of Chapter 4, using the DCT as an approximation to the KLT, for a block size $N = 16$. The blocking effect in the magnified area is strong enough to be annoying. In Fig. 5.7(c) the DCT was replaced by the LOT, as derived in the previous section, at the same rate of 0.5 bits per sample. The blocking effects are reduced to a level where they can barely be detected. The coding noise pattern is virtually unaffected by the LOT, being mainly a function of the quantization process. The use of PRN has kept that noise at a relatively low amplitude for the rate of 0.5 bits per pixel. The r.m.s. error was slightly lower with the LOT, the main reason being that the compaction $\gamma$ of the LOT is somewhat larger than that of the DCT, for the same value of $N$.

5.5. Summary

We have derived an optimal set of overlapping basis function, which comprise the Lapped Orthogonal Transform, LOT. We have obtained basically the same functions as those reported previously by Cassereau [4]. Unlike the derivation in [4], where the basis functions are obtained recursively as the solutions to a series of non-linear optimization problems, we have obtained the LOT as the solution to a simple eigenvalue problem. Therefore, we have derived an exact representation for the LOT. By approximating one of the factors of the optimal LOT by a product of plane rotations, it was possible to derive an efficient implementation for the LOT, which makes use of two DCT’s and a few extra butterflies.

A typical image processing example has shown the efficiency of the LOT in reducing the blocking effect, in agreement with the experiments reported by Cassereau. Since Cassereau’s work the LOT has proved to be a good alternative to block image processing, with its only disadvantage to date being the absence of a
Fig. 5.7(a). Original "CAMERA" image. The right side is a magnified view of a segment from the left side.
Fig. 5.7(b). "CAMERA" coded at 0.5 bits per sample with the DCT, with a block size $N = 16$. R.m.s. error = 12.1 %
Fig. 5.7(b). "CAMERA" coded at 0.5 bits per sample with the fast LOT, with a block size $N = 16$. R.m.s. error = 10.5%
fast algorithm. We believe that, with the fast LOT described in this chapter, it is possible to implement block coding systems that significantly outperform traditional block processing at low bit rates (below 1.5 bits per sample) with non-overlapping basis functions.
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Chapter 6

Conclusions and Suggestions for Further Work

In this thesis we have presented the solutions to the problem of jointly optimizing the pre- and post-filters of the general communications or storage system of Fig. 1.1. Optimality is considered as the minimization of a weighted mean-square signal reconstruction error. We have considered three basic classes of filters: IIR, FIR, and block filters. The optimal solutions for each of the three classes were presented in Chapters 2, 3, and 4, respectively. In Chapter 5 we studied the class of “Lapped Orthogonal Transforms” (LOT) for block processing with overlapping basis functions, and we derived an optimal LOT. Except for the optimal FIR filters of Chapter 3, all the filters derived in this thesis are obtained either in closed form or by means of a finite numerical procedure.

Summary of the Thesis

The system model of Fig. 1.1 is general enough to be applicable to a large class of communications or storage systems. Part of this generality comes from the fact that we considered two different kinds of noise in the channel: additive random noise and quantization errors. We have derived in Appendix B a model for the quantization noise that is not strictly linear but is simple enough to allow an analytical solution for the optimal pre- and post-filtering problem.

The ideal IIR filters derived in Chapter 2 are of theoretical interest only, since they are not realizable by finite lumped networks. Nevertheless, knowledge
of the ideal optimal solutions is fundamental for a thorough understanding of the
basic issues related to the pre- and post-filtering problem, for example the concept
that an optimal pre-filter should perform a 'half-whitening' operation on the input
signal spectrum. The main objective accomplished in Chapter 2 was to group
some scattered results already available in the literature for the design of optimal
communication systems that are special cases of the general system in Fig. 1.1.

In Chapter 3 we have derived the first results that have immediate practical
applications, since FIR filters are easily implementable. The motivation behind
the study in Chapter 3 was the point that designing FIR filters that approximate
ideal IIR frequency responses is not the correct way to approach the filter design
problem, in the author's opinion. If it is known in advance that the filters to
be used in practice must be FIR, the signal communications problem must be
reformulated with the inclusion of the FIR constraints. This is exactly what we
have accomplished in Chapter 3. Although the jointly-optimal filters were derived
by means of an iterative procedure that is not guaranteed to converge to a globally
optimal solution, we have found the algorithm to be robust, in the sense of providing
the correct answer to well-posed problems.

Since FIR filters are frequently employed in multidimensional signal process-
ing, we have also derived in Chapter 3 optimal multidimensional pre- and post-
filters. It is interesting to note that even in applications where a single filter is to
be designed, for example, in deriving the optimal transmitter for a given receiver
(a very important problem in broadcasting), the techniques in Chapter 3 can be
employed. In fact, we have shown that a closed-form solution exists when only one
filter can be optimized. The image processing examples performed in that chapter
have demonstrated the usefulness of our filter design technique to digital image
processing.

In Chapter 4 we have derived the optimal block filters for the general com-
munication system of Fig. 1.1. We have extended earlier results available in the
literature in order to include both noise sources. Block filters have a strong advantage over FIR filters: since each signal block is processed independently, it is relatively simple to make a block processing system adaptive. As soon as some strong change in the statistics of the incoming signal is detected, the processing of the next incoming block can be modified.

One strong disadvantage of block filters, in the other hand, is that each filter is in fact a matrix whose elements can be independently determined. For a block size of $N$ samples, filtering the incoming data means performing a matrix multiplication, which has $O(N^2)$ complexity. This problem has led us to search for sub-optimal solutions with $O(N \log N)$ complexity. Borrowing from the block coding literature the concept of replacing the Karhunen-Loève transform (KLT) by the discrete cosine transform (DCT), we have shown that the DCT can also be used to replace the KLT matrix, which is one of the factors of the optimal pre- and post-filters, with an increase in the reconstruction error that is typically less than 0.05 dB. Other factors of the optimal filters are either diagonal matrices or orthogonal matrices that can be implemented by $N$ plane rotations.

Another contribution of Chapter 4 was the idea of using pseudo-random noise (PRN) in the quantization process for digital channels. Although PRN has been employed in practical systems solely to produce less objectionable noise patterns, we have shown that if the system is re-optimized with the PRN characteristics taken into account, the total mean-square error can be reduced significantly (by up to 2 dB), at low bit rates (below two bits per sample). An image processing example has demonstrated the effectiveness of PRN coding.

In Chapter 5 we have studied the LOT class of overlapping transforms, which has been recently introduced as a promising alternative to traditional block processing. The main advantage of the LOT is that it virtually eliminates the blocking effect, which is a major problem in block processing at low bit rates. The optimal LOT for a first-order Gauss-Markov process was only known numerically, until now, and its major deficiency was the absence of a fast computation algorithm. We
have not only analytically derived an optimal LOT as the solution of an eigenvector computation problem, but our analysis also led to the derivation of a fast algorithm for the optimal LOT. Our examples in Chapter 5 suggest that in general the fast LOT should be preferred over the commonly-used DCT for block signal coding at low bit rates.

Suggestions for Further Research

Although our basic system model of Fig. 1.1 is quite general and applicable to a wide range of signal processing environments, there are some points in which it could certainly be improved. For example, we have used a maximum transmitted power constraint in order to derive the jointly-optimal IIR and FIR filters. There are some applications in which signal clipping may be present, e.g., in tape recording, so that the inclusion of maximum probability of clipping constraints might lead to a better model, at the expense of an increased complexity.

Another research opportunity is the derivation of jointly-optimal filters for different performance criteria. Although the weighted mean-square error criteria is generally adequate for signal communication problems, it is quite possible that systems optimized under other criteria may lead to improved performance, with the meaning of 'improved' being highly dependent on the application.

In Chapter 4, the derivation of the optimal system using PRN-based quantization has assumed the use of uniform quantizers. The main reason for this restriction was that optimal PRN waveforms are not known for non-uniform quantizers. Therefore, if adequate PRN waveforms are derived for a larger class of quantizers, the pre- and post-filter optimization problem could be reformulated with basis on the characteristic of the new PRN waveforms.

Finally, in Chapter 5 the fast LOT has been suggested as an alternative to the DCT for block signal coding. Although we have derived a fast LOT that is a good approximation to an optimal LOT, part of that derivation process of the fast
algorithm was heuristic. An interesting research problem is to use more rigorous techniques to search for even more efficient factorizations of the LOT.

When the communication system has been fully optimized, with data, voice and images transmitted at the greatest fidelity, the most important problem will still remain: improving the quality of what is being communicated.

Peter J. Roberts
We want to solve the problem of finding an orthogonal matrix $H \in \mathbb{R}^{M \times M}$ such that

$$d_i \triangleq [HZH']_{ii} = 1,$$  \hspace{1cm} (A.1)

where $Z = \text{diag}\{z_1, z_2, \ldots, z_M\}$, with $z_1 \geq z_2 \geq \ldots \geq z_M > 0$, and

$$\frac{1}{M} \sum_{i=1}^{M} z_i = 1.$$ \hspace{1cm} (A.2)

The matrix $Z$ here corresponds to $BAB'$ in Chapter 4.

Since the eigenvalues of $HZH'$ are $z_1, \ldots, z_M$, we have an instance of the inverse eigenvalue problem for real symmetric matrices, i.e., we want to find a positive definite matrix $HZH'$ with prescribed eigenvalues and diagonal entries. Horn's conditions for the existence of such a matrix are [1]

$$\sum_{i=k}^{M} d_i \geq \sum_{i=k}^{M} z_i, \quad k = 2, 3, \ldots, M$$ \hspace{1cm} (A.3)

and

$$\sum_{i=1}^{M} d_i = \sum_{i=1}^{M} z_i.$$ \hspace{1cm} (A.4)

The second condition, (A.4), is satisfied trivially, in view of (A.1) and (A.2). In order to see that (A.3) also holds, we note that we must have $(z_1 + z_2)/2 \geq 1$, since
the average of the two largest numbers in a set cannot be smaller than the average of all the numbers in the same set. By induction, we must have

\[ \sum_{i=1}^{k-1} z_i \geq k - 1, \]  
(A.5)

and thus

\[ \sum_{i=k}^{M} z_i = M - \sum_{i=1}^{k-1} z_i \leq M - k + 1 = \sum_{i=k}^{M} d_i, \]  
(A.6)

where the last equality comes from the fact that \( d_i = 1, \ \forall i \). Thus, Horn's conditions are met, and the existence of \( H \) is assured. In general, \( H \) will not be unique.

Now, we present a recursive algorithm for the computation of a feasible \( H \) that has a particularly useful structure. The algorithm is a simplified version of the procedure devised by Chan and Li [1], in which the \( d_i \)'s may be different. Since \( z_1 \geq z_2 \geq \ldots \geq z_M \) and the average of all \( z_i \) equals one, we must have \( z_1 \geq 1 \), and there must exist and index \( j \) such that \( 1 \geq z_j \geq \ldots \geq z_M \). Calling our original \( Z \) matrix \( Z_1 \), we can always find a permutation matrix \( P_1 \) that exchanges the second and \( j \)-th diagonal elements of \( Z_1 \),

\[ P_1 Z_1 P_1' = \text{diag}\{z_1, z_j, z_2, z_3, \ldots, z_j-1, z_{j+1}, \ldots, z_M\}. \]  
(A.7)

Consider the orthogonal matrix

\[ S_1 \triangleq \begin{pmatrix} Q_1 & 0 \\ 0 & I \end{pmatrix}, \]  
(A.8)

where identity is of order \( M - 2 \), and the \( 2 \times 2 \) orthogonal matrix \( Q_1 \) is given by

\[ Q_1 = \frac{1}{\sqrt{z_j - z_1}} \begin{pmatrix} \sqrt{1 - z_j} & -\sqrt{z_1 - 1} \\ \sqrt{z_1 - 1} & \sqrt{1 - z_j} \end{pmatrix}. \]  
(A.9)
If $z_1 = z_j = 1$, we set $Q_1 = I$. Then, we can write

$$S_1 P_1 Z_1 P'_1 S'_1 = \begin{pmatrix} 1 & b' \\ b & Z_2 \end{pmatrix},$$

(A.10)

where $Z_2$ is a diagonal matrix of order $M - 1$ whose trace equals $M - 1$. Therefore, we have now the problem of finding orthogonal matrices corresponding to $Z_2$. By induction, we compute matrices $P_2$ and $S_2$ using the procedure described above, obtain a diagonal matrix $Z_3$, and so on. The matrix $Z_M$ will be a scalar, and the procedure stops.

The orthogonal matrix $H$ is, therefore, the product of all the $P_i$ and $S_i$,

$$H = S_M P_{M-1} P_{M-2} \cdots S_1 P_1.$$  

(A.11)

We note that the permutation factors $P_i$ are just index manipulations. Furthermore, the orthogonal matrices $S_i$ are actually plane rotations, according to (A.8), and so each one can be implemented with a single butterfly structure. Thus, multiplication of a vector by the matrix $H$ in (A.11) requires $O(M)$ operations.
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Appendix B

In this appendix we derive a signal-dependent linear model for the scalar quantization process. Let’s call $v$ and $y$ the input and output for a scalar quantizer, respectively. We can always write

$$y = v + d,$$  \hspace{1cm} (B.1)

where $d$ is the quantization noise, which depends on the input signal. If the number of levels in the quantizer is large, the correlation between the noise $d$ and the signal $v$ may be negligible. At low bit rates, however, that correlation may be significant.

When a Max quantizer is employed and $v$ has a probability distribution with zero mean, the cross-correlation between $v$ and $d$ is given by [1], [2],

$$\mathbb{E}[vd] = -\sigma_d^2 = -\epsilon^2 \sigma_v^2,$$  \hspace{1cm} (B.2)

where the first equality is a consequence of the quantizer optimality, and the second is the definition of the parameter $\epsilon^2$, which is called the ‘quantizer performance factor’. We use the letter $\sigma$ to indicate standard deviations. A lower bound for $\epsilon^2$ is $2^{-2k}$, where $k$ is the number of bits used to represent $y$, according to Rate Distortion Theory [1].

It is interesting to note that an almost trivial proof of (B.2) can be derived, based solely on linear estimation theory, without taking into account the specific
level assignments for the quantizer. Such a proof, which we now present, is based on the following lemma.

Lemma. Assume that \( v \) is a random variable with a zero mean. If \( y \) is obtained from \( v \) by means of an unbiased scalar quantizer with a minimum mean-square error, then

\[
E[vy] = E[yy]. \tag{B.3}
\]

Proof: Suppose we use the measurement \( y \) to obtain the best linear unbiased estimator of \( v \), say \( \hat{v} \). Since \( v \) and \( y \) are zero-mean by assumption, \( \hat{v} \) is given by the classical formula [3]

\[
\hat{v} = \frac{E[vy]}{E[yy]} y. \tag{B.4}
\]

However, under the assumption that the quantizer leads to a minimum mean-square error, we must have \( \hat{v} = y \), which implies (B.3). □

Using (B.3), we get

\[
E[vy] = E[v(v + d)] = \sigma_v^2 + E[vd]
\]

\[
= E[yy] = E[(v + d)(v + d)] = \sigma_v^2 + 2E[vd] + \sigma_d^2,
\]

from which \( E[vd] = -\sigma_d^2 \)

Our analysis of the block processing system with scalar quantizers in Chapter 4 can be simplified if we can use a quantization model in which the additive noise is uncorrelated with the signal. One idea is to replace (B.1) by

\[
y = \psi v + \tilde{d}, \tag{B.6}
\]

which is the so-called ‘gain plus additive noise’ model presented in [1]. The above equation can also be viewed as the decompositon of the noise into two additive
components: one that can be estimated from $v$ and an uncorrelated component, i.e.,

$$y = v + \mathbb{E}[d \mid v] + \bar{d}. $$  \hfill (B.7)

It is easy to verify the equivalence of (B.6) and (B.7).

For a given performance factor $\epsilon^2$, we can show that the models in (B.1) and (B.6) are equivalent if

$$\psi = 1 - \epsilon^2 \hfill (B.8)$$

and

$$\sigma_{\bar{d}}^2 = \psi(1 - \psi)\sigma_v^2, \hfill (B.9)$$

with $\mathbb{E}[vd] = 0$.

We note that the model in (B.6) is accurate for all bit rates. In fact, it is even correct for zero-bit quantization, since in this case $\epsilon^2 = 1$ and the gain $\psi$ is zero, which produces the correct output $y = 0$. When (B.6) is applied to all elements of the pre-filter output $v$, we obtain the model of Fig. 4.8, in which the matrix $\Psi$ is diagonal and the noise autocorrelation $R_{\bar{d}\bar{d}}$ is also diagonal. The entries of those matrices depend on the performance factor $\epsilon^2$, which is a function not only of the bit assignment, but also of the p.d.f. of each element of $v$.
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Appendix C

Our objective in this appendix is the minimization of

$$\xi_w = N^{-1} \text{tr} \{[\Lambda^{-1} + B'\Psi R_{\tilde{d} \tilde{d}}^{-1} \Psi B]^{-1}\}, \tag{C.1}$$

where the diagonal matrices $\Psi$ and $R_{\tilde{d} \tilde{d}}$ depend on $B$. The entries of $\Psi$ and $R_{\tilde{d} \tilde{d}}$ are determined by (B.7) and (B.8).

Since there are no restrictions on the matrix $B$, a minimum of (C.1) must be a stationary point, i.e.,

$$\frac{\partial \xi_w}{\partial B} = 0 \bigg|_{B = B_{\text{opt}}}. \tag{C.2}$$

Because of the dependence of $\Psi$ and $R_{\tilde{d} \tilde{d}}$ on $B$, we cannot make use of the table of matrix derivatives in [1] and [2]. Therefore, we must compute the derivative explicitly, using the techniques in [2].

Let's introduce a diagonal matrix

$$Z \triangleq \Psi^{-1} R_{\tilde{d} \tilde{d}}^{-1} \Psi^{-1} = \text{diag}\{z_1, \ldots, z_M\}, \tag{C.3}$$

which can be used to rewrite (C.1) in the form

$$\xi_w = N^{-1} \text{tr} \{[\Lambda^{-1} + B'Z^{-1}B]^{-1}\}. \tag{C.4}$$
Using (B.7) and (B.8) from Appendix B, we conclude that the entries of $Z$ must be given by

$$z_i = \frac{\sigma^2_{i}}{\psi^2_i} = \frac{1 - \psi_i}{\psi_i} \sigma^2_{v_i},$$

(C.5)

where $\psi$ depends on the parameters of the $i$-th quantizer (input p.d.f., number of bits, and uniformity of the levels). Since

$$\sigma^2_{v_i} = [B\Lambda B']_{ii},$$

(C.6)

we can write

$$Z = \sum_{i=1}^{M} \alpha_i E_{ii} B\Lambda B' E_{ii},$$

(C.7)

where

$$\alpha_i \triangleq \frac{1 - \psi_i}{\psi_i}$$

(C.8)

and $E_{kl}$ is the elementary matrix that has a one on the $(k, l)$-th position, and zeros elsewhere [2].

Let's further define

$$f(B) \triangleq [\Lambda^{-1} + B'Z^{-1}B],$$

(C.9)

so that $N \xi_w = \text{tr} \{ f^{-1}(B) \}$. Taking the matrix derivative in (C.2) elementwise [2], we get

$$\frac{\partial N \xi_w}{\partial B} = \sum_{i,j} E_{ij} \text{tr} \left\{ \frac{\partial f^{-1}(B)}{\partial b_{ij}} \right\}.$$  

(C.10)

Using the basic properties in [2], we obtain

$$\frac{\partial f^{-1}(B)}{\partial b_{ij}} = -f^{-1}(B) \frac{\partial f(B)}{\partial b_{ij}} f^{-1}(B).$$

(C.11)
Substituting (C.9) into (C.11), we get

\[
\frac{\partial f(B)}{\partial b_{ij}} = \frac{\partial}{\partial b_{ij}} [B'Z^{-1}B] = E_{ij}Z^{-1}B + B'Z^{-1}E_{ij}B' \frac{\partial Z^{-1}}{\partial b_{ij}} B . \tag{C.12}
\]

The derivative of $Z^{-1}$ with respect to each $b_{ij}$ can be obtained from the tables in [1], [2], as

\[
\frac{\partial Z^{-1}}{\partial b_{ij}} = -Z^{-1} \left[ \sum_{l=1}^{M} \alpha_l^2 E_{ll}(E_{ij}AB' + B\alpha E_{ji})E_{ll} \right] Z^{-1} . \tag{C.13}
\]

From the definition of the elementary matrices, it is clear that $E_{ii}E_{ij} = 0$ and $E_{ji}E_{ll} = 0$, if $l \neq i$. Thus, (C.13) can be simplified to

\[
\frac{\partial Z^{-1}}{\partial b_{ij}} = -Z^{-1}(E_{ij}A\Delta B' + B\Delta A E_{ji})Z^{-1} , \tag{C.14}
\]

where $A \triangleq \text{diag}\{\alpha_1, \ldots, \alpha_M, 0, \ldots, 0\}$ is a matrix of order $N$.

Now we back substitute (C.14) into (C.12), into (C.11), and finally into (C.10), with the result

\[
\frac{\partial N\xi_w}{\partial B} = -2 Z^{-1}f^{-2}(B)[I + B'Z^{-1}B\Delta A] . \tag{C.15}
\]

An optimal $B$ must satisfy $\partial N\xi_w/\partial B = 0$, which implies

\[
B'Z^{-1}B = \Lambda^{-1}A^{-1} \tag{C.16}
\]

and for any such $B$ the error is given by

\[
\xi_w = N^{-1} \text{tr} \left\{ \Lambda[I + A^{-1}]^{-1} \right\} . \tag{C.17}
\]
Thus, any $B$ that satisfies (C.16) leads to a minimum of the error. It is easy to verify that one such $B$ is a generalized identity matrix, i.e.,

$$B = [I \ 0]. \quad \text{(C.18)}$$

It is important to note that the optimality of $B$ in (C.18) does not depend on the matrix $A$, that is, it does not depend on the performance factor of each quantizer. Hence, we don't need specific assumptions about the p.d.f.'s of the quantizer inputs and the particular bit allocation in order to have (C.18) valid. Even the inclusion of PRN on the quantizers does not affect (C.18). We conclude that there is some separability between the problems of quantizer design and pre- and post-filter design.
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