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Abstract

Despite tremendous progress towards achieving low error rates with superconducting
qubits, error-prone two-qubit gates remain a bottleneck in realizing large-scale quan-
tum computers. To boost the two-qubit gate fidelity to the highest attainable levels
given limited coherence time, it is essential to develop a systematic framework to
optimize protocols for implementing two-qubit gates. In this thesis, we formulate the
design of the control trajectory for baseband controlled phase gates in superconduct-
ing circuits into a pulse design problem. Our research indicates that the Chebyshev
trajectories – the trajectories based on the Chebyshev pulse and weighted Chebyshev
approximation – have the potential to outperform the Slepian trajectories based on
the Slepian pulse, which are currently widely used in quantum experiments.
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Chapter 1

Introduction

1.1 Introduction to quantum computing

The idea of quantum computing was first proposed by Richard Feynman [1], who pos-

tulated that a quantum computer is necessary to efficiently simulate large quantum

systems. Quantum computing harnesses the power of quantum mechanics to per-

form computation and is fundamentally different than classical computing. Quantum

computing holds the promise of solving certain problems that are believed to be clas-

sically hard. In particular, when a problem is referred to as being classically hard,

it generally means that the problem requires an amount of computational sources

that grows exponentially with the size of the problem. Examples of such problems

are the travelling salesman problem [2] and the integer factorization problem. Over

the past few decades, there has been tremendous progress on both experimental and

theoretical work in the pursuit of the ultimate goal of realizing fault-tolerant quantum

computing. Experimentally, we have witnessed demonstrations in quantum systems

comprising tens to hundreds of noisy qubits [3, 4, 5]. On the theory side, many

quantum algorithms have been proposed with the purpose of exploiting the compu-

tational power of quantum computing for real-world applications [6]. For example,

Shor’s algorithm [7] offers the potential to factor large composite integers into their

constituent primes in reasonable time, and Grover’s algorithm [8] provides a quantum

solution to unstructured database search problems.
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While researchers have made great achievements building upon the amazing foun-

dational idea of Richard Feynman, there still exist challenges towards realizing large-

scale fault-tolerant quantum computing. One of the challenges is how to improve the

operational fidelity of a quantum gate, and how to systematically tackle this problem.

These important questions guide this thesis, which aims to improve the pulse design

for baseband controlled phase gates in superconducting circuits.

1.2 Introduction to pulse design

Pulse design is the process of designing pulses for various applications in science

and engineering, which requires a combination of physical principles, mathematical

analysis, and computational techniques. Pulses can be designed with specific prop-

erties, such as frequency, amplitude, duration, and shape, to achieve different goals

in different applications. These applications include spectrum analysis, filter design,

radar and sonar systems, magnetic resonance imaging (MRI), quantum computing

and engineering. Examples of approaches widely used in pulse design problems in-

clude Fourier analysis, and mathematical and numerical optimization methods. In

this thesis, we explore the pulse design problem in the context of quantum computing

and engineering. To be more specific, we investigate the pulse design problem of a

particular flux-based two-qubit gate in superconducting circuits.

1.3 Thesis overview

We first introduce several common finite-length discrete-time pulses in Chapter 2,

and then review, in Chapter 3, the physical background on how baseband flux-based

two-qubit gates, in particular the CPHASE gate, are implemented in superconducting

qubits. In Chapter 4 we formulate the problem using a two-level system abstraction

and state explicitly the optimality criterion to be investigated. Then, in Chapter 5

we present multiple candidates for the control trajectory of the pulse design problem

based on common finite-length discrete-time pulses, and propose the Chebyshev pulse
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I and II as alternative solutions compared to the Slepian counterparts. In Chapter 6

we discuss time-domain simulation results using QuTiP [9, 10] and demonstrate the

advantage of the Chebyshev pulse II when implementing a CZ gate. Finally, in

Chapter 7 we conclude the thesis and discuss thoughts on potential future work.
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Chapter 2

Finite-length Discrete-time Pulses

In order to establish some background information in the pulse design problem, we in-

troduce the definition and notation of finite-length discrete-time pulses in Section 2.1.

We review some common and useful finite-length discrete-time pulses that have been

extensively studied in literature in Section 2.2 and Section 2.3. We show the time-

domain and frequency-domain representations of the pulses.

2.1 Definition and notation

In this thesis, we focus on the design of finite-length discrete-time pulses, which we

will refer to as pulses for brevity if no confusion is caused. Finite-length discrete-time

pulses take on certain values over some chosen finite-length discrete-time interval

and are zero-valued outside the interval. Mathematically, we define a finite-length

discrete-time pulse 𝑤[𝑛] as

𝑤[𝑛] =

⎧⎪⎨⎪⎩�̂�[𝑛], 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.1)

where �̂�[𝑛] denotes the values over the finite-length discrete-time interval [0, 𝑁 − 1],

and 𝑁 is a finite positive integer referred to as the length of the pulse 𝑤[𝑛]. The

18



discrete-time Fourier transform of the pulse 𝑤[𝑛] is given by

𝑊 (𝑒𝑖𝜔) =
𝑁−1∑︁
𝑛=0

𝑤[𝑛]𝑒−𝑖𝜔𝑛 (2.2)

2.2 Examples of common finite-length discrete-time

pulses

2.2.1 Rectangular pulse

The rectangular pulse of length 𝑁 is defined as

𝑤rec[𝑛] =

⎧⎪⎨⎪⎩1, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.3)

The Fourier transform of the rectangular pulse can then be written as

𝑊rec(𝑒
𝑖𝜔) =

𝑁−1∑︁
𝑛=0

𝑒−𝑖𝜔𝑛 = 𝑒−𝑖𝑁−1
2

𝜔 sin
𝑁𝜔
2

sin 𝜔
2

(2.4)

The time-domain and frequency-domain representations of the rectangular pulse for

𝑁 = 25 are shown in Figure 2-1. The magnitude of the Fourier transform is normal-

ized to be 0 dB at 𝜔 = 0. As we can observe from the frequency-domain represen-

tations of the rectangular pulse and other pulses to be introduced in the following

sections, the amplitude of the sidelobes of the rectangular pulse is relatively large

while the width of the mainlobe is typically small. In this thesis, the mainlobe is de-

fined as the region between the first zero-crossing and the origin, and the sidelobes are

defined as the regions between adjacent zero-crossings beyond the first zero-crossing.

19



0 5 10 15 20 25
Time (samples)

0.0

0.2

0.4

0.6

0.8

1.0
Am

pl
itu

de

rectangular

(a) Time domain.

0.0 0.1 0.2 0.3 0.4 0.5
Normalized frequency (cycles per sample)

60

50

40

30

20

10

0

N
or

m
al

iz
ed

 m
ag

ni
tu

de
 (d

B)

rectangular

(b) Frequency domain.

Figure 2-1: Time-domain and frequency-domain representations of the rectangular
pulse for 𝑁 = 25.

2.2.2 Raised cosine pulse

The raised cosine pulses are of particular interest when a smooth change in the interval

is desired. There are many variations of a raised cosine pulse. Here we review the

Hann pulse, the Hamming pulse, and the Blackman pulse [11].

The Hann pulse is simply one period of a single cosine function defined as

𝑤hann[𝑛] =

⎧⎪⎨⎪⎩0.5− 0.5 cos 2𝜋𝑛
𝑁−1

, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.5)

The Hamming pulse is a slight variation to the Hann pulse in which coefficients

are adjusted. It is defined as

𝑤hamm[𝑛] =

⎧⎪⎨⎪⎩0.54− 0.46 cos 2𝜋𝑛
𝑁−1

, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.6)

The Blackman pulse uses a sum of two cosine terms defined as

𝑤bkm[𝑛] =

⎧⎪⎨⎪⎩0.42− 0.5 cos 2𝜋𝑛
𝑁−1

+ 0.08 cos 4𝜋𝑛
𝑁−1

, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.7)
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These examples of raised cosine pulses can be written in the generalized form of

a sum of multiple cosine terms

𝑤cos[𝑛] =

⎧⎪⎨⎪⎩𝛼0 +
∑︀𝐾

𝑘=1 𝛼𝑘 cos
2𝜋𝑘𝑛
𝑁−1

, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.8)

where 𝐾 denotes the number of cosine terms included and 𝛼𝑘, 0 ≤ 𝑘 ≤ 𝐾 are

constant coefficients.

The time-domain and frequency-domain representations of the Hann pulse, the

Hamming pulse, and the Blackman pulse for 𝑁 = 25 are shown in Figure 2-2. The

magnitude of the Fourier transform is normalized to be 0 dB at 𝜔 = 0.
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Figure 2-2: Time-domain and frequency-domain representations of the Hann pulse,
the Hamming pulse and the Blackman pulse for 𝑁 = 25.

As we can observe from the comparisons in Figures 2-1 and 2-2, when the pulses

taper more quickly in the time domain, the mainlobe width in the frequency domain

becomes larger with the sidelobe amplitudes smaller. In the family of raised cosine

pulses, including more cosine terms, i.e., increasing 𝐾 in Eq. 2.8, could potentially

lead to smaller sidelobe amplitudes but larger mainlobe width with proper choices of

coefficients 𝛼𝑘.
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2.2.3 Slepian pulse

The Slepian pulses, also known as discrete prolate spheroidal sequences (DPSSs),

are a set of orthogonal pulses intended for the problem of maximal concentration in

both the time domain and the frequency domain. The relevant discussions date back

to the Fourier analysis and its uncertainty [12]. In a sense similar to Heisenberg’s

uncertainty principle [13] in quantum mechanics, pulses cannot be confined in both

the time domain and the frequency domain (except for the trivial all-zero pulse).

Then a fundamental problem arose: how to optimally concentrate the energy in one

domain if the pulse is strictly confined in the other domain. This problem, both in

continuous time and in discrete time, was pursued and solved by Slepian, Landau,

and Pollack in a series of papers [12, 14, 15, 16, 17, 18]. Here we briefly review the

development and analysis of the Slepian pulses. In particular, we focus on the analysis

of the discrete-time case.

Consider a finite-length discrete-time pulse 𝑥[𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1, which is

specified to have finite energy, i.e.,

𝐸 =
𝑁−1∑︁
𝑛=0

|𝑥[𝑛]|2 <∞ (2.9)

where 𝐸 denotes the energy of the pulse 𝑥[𝑛].

The discrete-time Fourier transform of the pulse 𝑥[𝑛] is given by

𝑋(𝑒𝑖𝜔) =
𝑁−1∑︁
𝑛=0

𝑥[𝑛]𝑒−𝑖𝜔𝑛 (2.10)

Let 0 < 𝑊 < 𝜋. The goal is to find the maximum value of the ratio 𝜆 defined as

𝜆 =

∫︁ 𝑊

−𝑊

|𝑋(𝑒𝑖𝜔)|2𝑑𝜔∫︁ 𝜋

−𝜋

|𝑋(𝑒𝑖𝜔)|2𝑑𝜔
(2.11)

for all pulses 𝑥[𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1 of length 𝑁 , and ask for the pulse 𝑥opt[𝑛] that
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obtain the maximum value 𝜆opt. The ratio 𝜆 ∈ [0, 1] measures the percentage of the

energy contained in the frequency band [−𝑊,𝑊 ] over the total energy.

The Slepian pulses {𝑣(𝑘)𝑛 (𝑁,𝑊 ), 𝑘 = 0, 1, . . . , 𝑁 − 1} are the solutions to the

optimization problem stated above [17], where 𝑛 = 0, 1, . . . , 𝑁 − 1 is the index of the

pulse, 𝑘 is the order of each pulse, and 𝑁 and 𝑊 are parameters referred to as the

length and mainlobe width (as defined in this thesis) of the pulse, respectively. The

Slepian pulses can be derived from the real solutions to the system of equations

𝑁−1∑︁
𝑚=0

sin 2𝜋𝑊 (𝑛−𝑚)

𝜋(𝑛−𝑚)
𝑣(𝑘)𝑚 (𝑁,𝑊 ) = 𝜆𝑘(𝑁,𝑊 )𝑣(𝑘)𝑛 (𝑁,𝑊 ), 𝑛 = 0, 1, . . . , 𝑁 −1 (2.12)

for each 𝑘 = 0, 1, . . . , 𝑁 − 1. Note that when 𝑛 = 𝑚, we have

sin 2𝜋𝑊 (𝑛−𝑚)

𝜋(𝑛−𝑚)
= 2𝑊 (2.13)

Eqs. 2.12 can also be written in the matrix form

Av(𝑘) = 𝜆𝑘v
(𝑘) (2.14)

where

A𝑛,𝑚 =
sin 2𝜋𝑊 (𝑛−𝑚)

𝜋(𝑛−𝑚)
, 𝑛,𝑚 = 0, 1, . . . , 𝑁 − 1 (2.15a)

v(𝑘) = [𝑣
(𝑘)
0 (𝑁,𝑊 ), 𝑣

(𝑘)
1 (𝑁,𝑊 ), . . . , 𝑣

(𝑘)
𝑁−1(𝑁,𝑊 )]𝑇 (2.15b)

with 𝑇 denoting the matrix transpose.

Eq. 2.14 is essentially an eigenvalue problem, where 𝜆𝑘’s are the 𝑁 distinct eigen-

values and v(𝑘)’s are the corresponding eigenvectors. By convention the eigenvalues

are ranked as 1 > 𝜆0 > 𝜆1 > · · · > 𝜆𝑁−1 > 0. Therefore, the sequence 𝑣(0)𝑛 (𝑁,𝑊 )

that corresponds to the largest eigenvalue 𝜆0 is referred to as the first Slepian pulse

that maximizes the ratio 𝜆 in Eq. 2.11. The second Slepian pulse 𝑣(1)𝑛 (𝑁,𝑊 ) maxi-

mizes the ratio 𝜆 and is orthogonal to the first Slepian pulse 𝑣(0)𝑛 (𝑁,𝑊 ). The third

Slepian pulse 𝑣(2)𝑛 (𝑁,𝑊 ) maximizes the ratio 𝜆 and is orthogonal to the first and

second Slepian pulse, 𝑣(0)𝑛 (𝑁,𝑊 ) and 𝑣(1)𝑛 (𝑁,𝑊 ). And so forth.
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The first and second Slepian pulses are considered in this thesis, as we will elab-

orate further in Section 5.2 for the Type-I and Type-II processes, respectively. The

time-domain and frequency-domain representations of the first and second Slepian

pulses for 𝑁 = 25 and 𝑁𝑊 = 3 are shown in Figure 2-3. The magnitude of the

Fourier transform is normalized to be 0 dB at 𝜔 = 0 for the first Slepian pulse,

while for the second Slepian pulse, it is normalized so that the peak magnitude of the

mainlobe is 0 dB. Compared to the rectangular pulse and raised cosine pulses, we find

that the Slepian pulses have a relatively low sidelobe amplitude with a relatively small

mainlobe width, which makes them a good candidate when a compromise between

the two characteristics is desired.
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Figure 2-3: Time-domain and frequency-domain representations of the first and sec-
ond Slepian pulses for 𝑁 = 25 and 𝑁𝑊 = 3.

In this thesis, to keep the notation consistent, we denote the first Slepian pulse as

𝑤sl1[𝑛] =

⎧⎪⎨⎪⎩𝑣
(0)
𝑛 (𝑁,𝑊 ), 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.16)

and the second Slepian pulse as

𝑤sl2[𝑛] =

⎧⎪⎨⎪⎩𝑣
(1)
𝑛 (𝑁,𝑊 ), 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.17)
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2.2.4 Kaiser pulse

The Kaiser pulse [19, 20] is a good approximation to the first Slepian pulse, but

simpler to compute. The Kaiser pulse is defined as

𝑤ka[𝑛] =

⎧⎪⎪⎨⎪⎪⎩
𝐼0[𝛽(1− [(𝑛− 𝛼)/𝛼]2)1/2]

𝐼0(𝛽)
, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
(2.18)

where 𝛼 = (𝑁 − 1)/2 and 𝐼0(·) represents the zeroth-order modified Bessel function

of the first kind, and 𝛽 is a real-valued parameter that determines the shape of the

Kaiser pulse. When 𝛽 = 0, the Kaiser pulse reduces to the rectangular pulse.

The time-domain and frequency-domain representations of the Kaiser pulse for

𝑁 = 25 and 𝛽 = 8, and the first Slepian pulses for 𝑁 = 25 and 𝑁𝑊 = 3 are shown

in Figure 2-4. The magnitude of the Fourier transform is normalized to be 0 dB at

𝜔 = 0. Since the Kaiser pulse is developed to approximate the first Slepian pulse, it is

expected that they share similar frequency-domain characteristics for an appropriate

set of parameters, i.e., 𝑊 for the first Slepian pulse and 𝛽 for the Kaiser pulse.
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Figure 2-4: Time-domain and frequency-domain representations of the Kaiser pulse
for 𝑁 = 25 and 𝛽 = 8, and the first Slepian pulse for 𝑁 = 25 and 𝑁𝑊 = 3. The two
pulses share very similar characteristics for appropriately chosen parameters since the
Kaiser pulse is developed to approximate the first Slepian pulse.
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2.2.5 Chebyshev pulse I

Dolph formulated and solved the problem of finding a pulse that minimizes the main-

lobe width given a specified sidelobe amplitude, or equivalently, minimizes the side-

lobe amplitude given a specified mainlobe width in the context of antenna array

design [21]. The optimal solution to this problem is known as the Chebyshev pulse.

The Chebyshev pulse is based on the Chebyshev polynomials defined as

𝑇𝑛(𝑥) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
cos(𝑛 arccos (𝑥)) |𝑥| ≤ 1

cosh(𝑛 arccosh (𝑥)) 𝑥 ≥ 1

(−1)𝑛 cosh(𝑛 arccosh (−𝑥)) 𝑥 ≤ −1

(2.19)

where 𝑛 denotes the order of the Chebyshev polynomials. Plugging in the values 𝑛 = 0

and 𝑛 = 1, we have 𝑇0(𝑥) = 1 and 𝑇1(𝑥) = 𝑥. Using the double angle trigonometric

identity, i.e., cos 2𝜃 = 2 cos2 𝜃 − 1 or cosh 2𝜃 = 2 cosh2 𝜃 − 1, the following recurrence

relation can be verified

𝑇𝑛(𝑥) = 2𝑥𝑇𝑛−1(𝑥)− 𝑇𝑛−2(𝑥), 𝑛 ≥ 2 (2.20)

It can be further shown that 𝑇𝑛(𝑥) is an 𝑛th-order polynomial in 𝑥, i.e., 𝑇𝑛(𝑥) can be

equivalently written as the ordinary polynomial

𝑇𝑛(𝑥) =
𝑛∑︁

𝑘=0

𝑏[𝑘]𝑥𝑘 (2.21)

for some coefficients 𝑏[𝑘], 𝑘 = 0, 1, . . . , 𝑛. 𝑇𝑛(𝑥) is even or odd according to whether 𝑛

is even or odd. 𝑇𝑛(𝑥) oscillates between −1 and 1 when −1 ≤ 𝑥 ≤ 1 and is monotonic

when 𝑥 ≥ 1 or 𝑥 ≤ −1. The first few Chebyshev polynomials of orders 𝑛 = 0, 1, 2, 3, 4

are shown in Figure 2-5.

The Chebyshev pulse 𝑤ch1[𝑛] can be defined through its Fourier transform

𝑊ch1(𝑒
𝑖𝜔) = 𝑒−𝑖𝜔𝑁−1

2
𝑇𝑁−1(𝑥0 cos (𝜔/2))

𝑇𝑁−1(𝑥0)
(2.22)
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Figure 2-5: Plots of the Chebyshev polynomials of orders 𝑛 = 0, 1, 2, 3, 4.

where 𝑁 denotes the length of the pulse, and 𝑥0 > 1 is a parameter related to the

sidelobe amplitude of 𝑊ch1(𝑒
𝑖𝜔). Let 𝜔𝑠 be such that 𝑥0 cos (𝜔𝑠/2) = 1. As 𝜔 increases

from 0 to 𝜔𝑠, the argument of the numerator in Eq. 2.22, i.e., 𝑥0 cos (𝜔/2), decreases

from 𝑥0 to 1, and thus 𝑊ch1(𝑒
𝑖𝜔) decreases from 1 to 1

𝑇𝑁−1(𝑥0)
:= 𝑟. As 𝜔 increases

from 𝜔𝑠 to 𝜋, 𝑊ch1(𝑒
𝑖𝜔) will oscillate between −𝑟 and 𝑟.

Utilizing basic trigonometric identities and considering that 𝑇𝑛(𝑥) is an 𝑛th-order

polynomial in 𝑥, it can be shown that Eq. 2.22 can further be written in a more

structured form

𝑊ch1(𝑒
𝑖𝜔) =

𝑁−1∑︁
𝑛=0

𝑤ch1[𝑛]𝑒
−𝑖𝜔𝑛 (2.23)

where 𝑤ch1[𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1 are the coefficients of the Chebyshev pulse. The

Chebyshev pulse coefficients can also be evaluated from the inverse Fourier transform
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of Eq. 2.22. The explicit analytical formula is given by

𝑤ch1[𝑛] =
1

𝑁

[︂
1+2𝑟

𝑁𝑠∑︁
𝑘=0

(−1)𝑘𝑇𝑁−1

(︁
𝑥0 cos

𝜋𝑘

𝑁

)︁
cos

(︁2𝜋𝑘
𝐿

(𝑛+
1

2
)
)︁]︂
, 𝑛 = 0, 1, . . . , 𝑁−1

(2.24)

where 𝑟 = 1
𝑇𝑁−1(𝑥0)

is as defined earlier, and

𝑁𝑠 =

⎧⎪⎨⎪⎩
𝑁−1
2

𝑁 odd

𝑁
2
− 1 𝑁 even

(2.25)

The time-domain and frequency-domain representations of the Chebyshev pulses

for 𝑁 = 25 and different specified sidelobe amplitudes (−60 dB and −80 dB) are

shown in Figure 2-6. The magnitude of the Fourier transform is normalized to be 0

dB at 𝜔 = 0. One important characteristic of the Chebyshev pulse is the equiripple

sidelobe amplitude for all sidelobes. From Figure 2-6, we can observe that as the

sidelobe amplitude of the Chebyshev pulse is specified to be lower, its mainlobe width

will be larger. In Section 2.3.1 we will show that the Chebyshev pulse is a special

case of the result of the weighted Chebyshev approximation. In later chapters, when

it is necessary to discriminate between the Chebyshev pulse discussed in this section

and the Chebyshev pulse II to be introduced in Section 2.3.2, we will refer to the

Chebyshev pulse as the Chebyshev pulse I to avoid confusion.
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Figure 2-6: Time-domain and frequency-domain representations of the Chebyshev
pulses for 𝑁 = 25 and sidelobe amplitudes specified to be −60 dB and −80 dB.
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2.3 Pulses based on weighted Chebyshev

approximation

In Section 2.2 we have discussed a few examples of some common finite-length discrete-

time pulses. However, this is not the whole story. In fact, all the pulses we have men-

tioned so far (except the second Slepian pulse) are symmetric. In Section 2.3.1, we

will review the weighted Chebyshev approximation, which can be used to design both

symmetric and anti-symmetric pulses. Then in Section 2.3.2, we will show examples

of pulses designed through the weighted Chebyshev approximation.

2.3.1 Weighted Chebyshev approximation

In Section 2.3.1, we review the basics of the weighted Chebyshev approximation

(WCA) in the context of finite-length discrete-time pulse design.

Let ℎ[𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1, be a real-valued finite-length discrete-time pulse

of length 𝑁 defined over the discrete-time interval 0 ≤ 𝑛 ≤ 𝑁 − 1. The Fourier

transform of ℎ[𝑛] is

𝐻(𝑒𝑖𝜔) =
𝑁−1∑︁
𝑛=0

ℎ[𝑛]𝑒−𝑖𝜔𝑛 (2.26)

𝐻(𝑒𝑖𝜔) can also be written in terms of its amplitude and phase, i.e.,

𝐻(𝑒𝑖𝜔) = 𝐴(𝜔)𝑒𝑖𝜑(𝜔) (2.27)

where 𝐴(𝜔) and 𝜑(𝜔) are both real-valued functions of 𝜔.

We then further require that ℎ[𝑛] be symmetric or anti-symmetric. Here, when

ℎ[𝑛] is referred to as being symmetric, it means

ℎ[𝑛] = ℎ[𝑁 − 1− 𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1 (2.28)

Similarly, when ℎ[𝑛] is referred to as being anti-symmetric, it means

ℎ[𝑛] = −ℎ[𝑁 − 1− 𝑛], 𝑛 = 0, 1, . . . , 𝑁 − 1 (2.29)
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Depending on the value of 𝑁 being odd or even and ℎ[𝑛] being symmetric or

anti-symmetric, there exist four cases of pulses ℎ[𝑛]. With the symmetry constraints,

it can be shown that 𝜑(𝜔) can be written in the form of 𝜑(𝜔) = 𝐶 + 𝐵𝜔, which is a

linear function of 𝜔, where 𝐶 and 𝐵 = −𝑁−1
2

are real-valued. Therefore, the Fourier

transform of the four cases of pulses can be written in the form

𝐻(𝑒𝑖𝜔) = 𝐴(𝜔)𝑒𝑖𝐶𝑒𝑖𝐵𝜔 (2.30)

Values of 𝐶 and forms of 𝐴(𝜔) are given in Table 2.1.

𝐶 𝐴(𝜔)

Case 1:
𝑁 odd, ℎ[𝑛] symmetric 0

𝑁−1
2∑︁

𝑛=0

𝑎[𝑛] cos (𝜔𝑛)

Case 2:
𝑁 even, ℎ[𝑛] symmetric 0

𝑁
2∑︁

𝑛=0

𝑏[𝑛] cos (𝜔(𝑛− 1/2))

Case 3:
𝑁 odd, ℎ[𝑛] anti-symmetric 1

𝑁−1
2∑︁

𝑛=0

𝑐[𝑛] sin (𝜔𝑛)

Case 4:
𝑁 even, ℎ[𝑛] anti-symmetric 1

𝑁
2∑︁

𝑛=0

𝑑[𝑛] sin (𝜔(𝑛− 1/2))

Table 2.1: Values of 𝐶 and forms of 𝐴(𝜔) for the four cases of pulses. Here,
𝑎[𝑛], 𝑏[𝑛], 𝑐[𝑛], 𝑑[𝑛] are coefficients that can be determined given ℎ[𝑛].

Note that the forms of 𝐴(𝜔) are either a sum of cosines or sines, with the argument

being either 𝜔𝑛 or 𝜔(𝑛 − 1/2). Utilizing basic trigonometric identities, the forms of

𝐴(𝜔) for all four cases can be rewritten in the form 𝐴(𝜔) = 𝑄(𝜔)𝑃 (𝜔), where 𝑄(𝜔)

is specific to each case and 𝑃 (𝜔) is always a sum of cosines. Forms of 𝑄(𝜔) and 𝑃 (𝜔)

are given in Table 2.2.

Having established the notations, the Chebyshev approximation problem may be

stated as follows. Given a disjoint union of frequency bands of interest ℱ ⊂ [0, 𝜋],

a desired function 𝐷(𝜔) defined and continuous on ℱ , a positive weighting function

𝑊 (𝜔) defined and continuous on ℱ , and a desired choice of one of the four cases of
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𝑄(𝜔) 𝑃 (𝜔)

Case 1:
𝑁 odd, ℎ[𝑛] symmetric 1

𝑁−1
2∑︁

𝑛=0

�̄�[𝑛] cos (𝜔𝑛)

Case 2:
𝑁 even, ℎ[𝑛] symmetric cos (𝜔/2)

𝑁
2
−1∑︁

𝑛=0

�̄�[𝑛] cos (𝜔𝑛)

Case 3:
𝑁 odd, ℎ[𝑛] anti-symmetric sin (𝜔)

𝑁−3
2∑︁

𝑛=0

𝑐[𝑛] cos (𝜔𝑛)

Case 4:
𝑁 even, ℎ[𝑛] anti-symmetric sin (𝜔/2)

𝑁
2
−1∑︁

𝑛=0

𝑑[𝑛] cos (𝜔𝑛)

Table 2.2: Forms of 𝑄(𝜔) and 𝑃 (𝜔) for the four cases of pulses. Here,
�̄�[𝑛], �̄�[𝑛], 𝑐[𝑛], 𝑑[𝑛] are coefficients that can be determined given ℎ[𝑛]. For Case 1,
we have �̄�[𝑛] = 𝑎[𝑛].

ℎ[𝑛], the minimum of the following quantity

||𝐸(𝜔)|| := max
𝜔∈ℱ

𝑊 (𝜔)|𝐷(𝜔)− 𝐴(𝜔)| (2.31)

and the corresponding ℎ[𝑛] are desired. Here, 𝐸(𝜔) := 𝑊 (𝜔)|𝐷(𝜔)−𝐴(𝜔)| is referred

to as the weighted approximation error and the optimization problem is essentially a

minimax problem.

Considering we have the form 𝐴(𝜔) = 𝑄(𝜔)𝑃 (𝜔), we can rewrite the weighted

approximation error as

𝐸(𝜔) = 𝑊 (𝜔)|𝐷(𝜔)− 𝐴(𝜔)| (2.32)

= 𝑊 (𝜔)|𝐷(𝜔)−𝑄(𝜔)𝑃 (𝜔)| (2.33)

= 𝑊 (𝜔)𝑄(𝜔)

⃒⃒⃒⃒
𝐷(𝜔)

𝑄(𝜔)
− 𝑃 (𝜔)

⃒⃒⃒⃒
(2.34)

Note that Eq. 2.34 is valid except possibly at 𝜔 = 0 or 𝜋. To avoid those scenarios

where 𝑄(𝜔) = 0, it suffices to restrict that ℱ ⊂ [0, 𝜋) for Case 2 problems, ℱ ⊂ (0, 𝜋)

for Case 3 problems, and ℱ ⊂ (0, 𝜋] for Case 4 problems.
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Let �̂� (𝜔) = 𝑊 (𝜔)𝑄(𝜔) and �̂�(𝜔) = 𝐷(𝜔)/𝑄(𝜔), and we have

𝐸(𝜔) = �̂� (𝜔)|�̂�(𝜔)− 𝑃 (𝜔)| (2.35)

With the form of weighted approximation error in Eq. 2.35, the algorithmic solu-

tion to the above mentioned problem makes use of the alternation theorem and the

Remez exchange algorithm, or the Parks-McClellan algorithm [22, 23, 24]. We refer

the readers to the included references for more details.

The solution for designing pulses in the minimax sense as in Eq. 2.31 is often in

a numerical form without explicit analytical form. However, with a special set of

ℱ ⊂ [0, 𝜋], 𝐷(𝜔) and 𝑊 (𝜔), and with ℎ[𝑛] specified to be Case 1 or 2, the solution

coincides with the Chebyshev pulse I as discussed in Section 2.2.5. In other words, the

Chebyshev pulse I is a special case in the weighted Chebyshev approximation problem.

We refer the readers to Chapter 3 of Ref. [25] for more details. Figure 2-7 shows

the time-domain and frequency-domain representations of an example of using the

weighted Chebyshev approximation (WCA) to design a pulse, which coincides with

the Chebyshev pulse I with sidelobe amplitude specified to be −60 dB in Figure 2-6.

Note that there is only one ripple in the passband, which is otherwise referred to as

the mainlobe.
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Figure 2-7: Time-domain and frequency-domain representations of a Case 1 pulse of
length 𝑁 = 25 using weighted Chebyshev approximation (WCA) to coincide with the
Chebyshev pulse I for 𝑁 = 25 with sidelobe amplitude specified to be −60 dB.
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Figure 2-8: Time-domain and frequency-domain representations of a Case 3 pulse of
length 𝑁 = 25 using weighted Chebyshev approximation, which is referred to in this
thesis as the Chebyshev pulse II.

2.3.2 Chebyshev pulse II

We define the Chebyshev pulse II 𝑤ch2[𝑛] using the weighted Chebyshev approxima-

tion. If we provide an appropriate set of ℱ ⊂ [0, 𝜋], 𝐷(𝜔) and 𝑊 (𝜔), but specify ℎ[𝑛]

to be Case 3 or 4, the optimal solution to the weighted Chebyshev approximation

problem will be an anti-symmetric counterpart of the Chebyshev pulse I 𝑤ch1, which

we refer to as the Chebyshev pulse II 𝑤ch2[𝑛]. The Chebyshev pulse II shares the same

characteristics of equiripple sidelobe amplitude and only one ripple in the passband as

the Chebyshev pulse I. Note that it is not necessarily true that the solution given by

the weighted Chebyshev approximation will always be an instance of the Chebyshev

pulse II, for any set of ℱ ⊂ [0, 𝜋], 𝐷(𝜔) and 𝑊 (𝜔). In order to find an appropriate

Chebyshev pulse II 𝑤ch2[𝑛], the parameters need to be properly chosen. The time-

domain and frequency-domain representations of an example of the Chebyshev pulse

II are shown in Figure 2-8. The magnitude of the Fourier transform is normalized so

that the peak magnitude of the mainlobe is 0 dB.
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Chapter 3

Two-Qubit Gates in Superconducting

Circuits

Having established some background of finite-length discrete-time pulses in Chapter 2,

we continue to review the basics of quantum computing in Chapter 3. In Section 3.1

and Section 3.2, we first introduce the definition of qubits on a conceptual level

and then discuss the physical realization of qubits using superconducting circuits.

In Section 3.3, we briefly introduce single-qubit gates and two-qubit gates, which

are sufficient to form a universal gate set. We discuss in detail one approach to

implementing the CPHASE gate in tunable transmon qubits in Section 3.4. Finally,

in Section 3.5 we review the efforts in the literature on the baseband control trajectory

design of the CPHASE gate.

3.1 Qubits

Qubits, short for “quantum bits,” are a counterpart in the realm of quantum comput-

ing to bits, which are used to represent data encoding in classical computing. There

exists a fundamental difference between bits and qubits as depicted in Figure 3-1. In

the classical world, a bit can only take on definite values, either 0 or 1, at a time,

as indicated by two ends of a stick in Figure 3-1a. However, in the quantum world,

a qubit can take on not only |0⟩ or |1⟩, but also an arbitrary superposition of both.
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Here we utilize the bra-ket notation, or Dirac notation [26] to ubiquitously denote

quantum states.

(a) A classical bit.

x

y

z

(b) A quantum bit (qubit).

Figure 3-1: A classical bit v.s. a quantum bit (qubit). (a) A classical bit can be
in either the “0” state or the “1” state, represented by two ends of a stick. (b) A
quantum bit can be in any superposition of the state |0⟩ and the state |1⟩, graphically
represented by the Bloch vector on a sphere known as the Bloch sphere.

The Bloch sphere plays an important role in representing the quantum state of

a qubit. Figure 3-1b shows a Bloch vector on the Bloch sphere representing the

quantum state |𝜓⟩ = 𝛼 |0⟩ + 𝛽 |1⟩, where 𝛼 and 𝛽 are probability amplitudes for the

states |0⟩ and |1⟩, and |𝜓⟩ is referred to as the state vector. It is intuitive to view the

Bloch sphere as the planet earth, with the north pole representing state |0⟩ and the

south pole representing state |1⟩ by convention. To represent a pure state |𝜓⟩ on the

Bloch sphere, we further constrain that |𝛼|2 + |𝛽|2 = 1, i.e., the corresponding Bloch

vector has its endpoint on the surface of the Bloch sphere.

If the Cartesian coordinate system as depicted in Figure 3-1b is utilized to describe

a Bloch vector representing the pure state |𝜓⟩, the coordinates are [sin 𝜃 cos𝜑, sin 𝜃 sin𝜑, cos 𝜃].

Here, 0 ≤ 𝜃 ≤ 𝜋 is the polar angle and 0 ≤ 𝜑 ≤ 2𝜋 is the azimuthal angle. It can be

shown that state |𝜓⟩ can also be written as

|𝜓⟩ = 𝛼 |0⟩+ 𝛽 |1⟩ = cos
𝜃

2
|0⟩+ 𝑒𝑖𝜑 sin

𝜃

2
|1⟩ (3.1)

Alternatively, we could use the density matrix formalism [27] to represent qubit

states. The density matrix of a single qubit can be written as a linear combination
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of the 2-by-2 identity matrix 𝐼 and the Pauli matrices 𝜎𝑥, 𝜎𝑦, 𝜎𝑧

𝜌 =
1

2
(𝐼 + 𝑟𝑥𝜎𝑥 + 𝑟𝑦𝜎𝑦 + 𝑟𝑧𝜎𝑧) (3.2)

where 𝑟𝑥, 𝑟𝑦 and 𝑟𝑧 correspond to the Cartesian coordinates of the Bloch vector that

represents the qubit state, and

𝜎𝑥 =

⎡⎣0 1

1 0

⎤⎦ , 𝜎𝑦 =
⎡⎣0 −𝑖

𝑖 0

⎤⎦ , 𝜎𝑧 =
⎡⎣1 0

0 −1

⎤⎦ (3.3)

Let 𝜌1 and 𝜌2 be the density matrices representing the states of two qubits. Then

the density matrix representing the two-qubit system can be written as

𝜌12 = 𝜌1 ⊗ 𝜌2 (3.4)

where ⊗ denotes tensor product.

In order to realize universal quantum computing, at least one entangling gate

comprising at least two qubits is required. Therefore, it is of great significance to be

able to manipulate a quantum system with multiple qubits. A quantum computer

with 𝑛 qubits can represent a single quantum superposition state comprising 2𝑛 as-

pects (classical states) and weight coefficients (probability amplitudes). Quantum

parallelism and quantum interference are the foundation for a potentially exponential

speed-up compared to classical computing. However, we note one caveat in quantum

computing: in order to obtain a final classically readable result, one needs to perform

a measurement on the system, which will collapse the quantum superposition state

into only one of its constituent classical states (aspects) probabilistically associated

with the measurement, and hence some information is lost. Therefore, it is challeng-

ing to develop new quantum algorithms that truly manifest the powerful advantage

of a quantum computer. We refer the readers to Ref. [27] for more details.

There is a major effect that limits the capability of today’s quantum computers,

which is commonly referred to as decoherence. If a qubit is completely isolated from
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Figure 3-2: Images of four physical hardware platforms for quantum computing.
(From left to right, top to bottom) Superconducting circuits, trapped ions, quantum
dots, and color centers. Figure from Ref. [28].

its environment, it will preserve its quantum state and quantum information, i.e.,

maintaining its coherence. However, in practice, a qubit lives in a noisy environment

and can never be completely isolated. In addition, control and measurement of a

qubit requires the qubit to interact with the control environment. Consequently, the

qubit will become entangled with its environment, thereby seemingly losing its in-

formation and coherence to uncontrolled degrees of freedom. A qubit’s decoherence

characteristics can vary depending on the physical realization of the qubit. Figure 3-2

(from Ref. [28]) shows images of several physical realizations, namely superconduct-

ing circuits, trapped ions, quantum dots, and color centers. This thesis focuses on

the superconducting circuit modality, a leading technology platform in today’s quan-

tum computers because of its compatibility with existing microwave engineering and

microelectronics fabrication techniques. Relative to trapped ions and other natural

atomic systems, the superconducting circuit modality is strongly coupled to its elec-

tromagnetic environment, which leads to both faster gates and faster decoherence.

For technologies such as superconducting qubits that are essentially limited by their
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Figure 3-3: Circuit diagram of a linear LC circuit comprising a capacitor with capac-
itance 𝐶 in parallel with an inductor with inductance 𝐿.

decoherence rates, implementing faster gate operations in a proper way directly leads

to lower gate error rates. Achieving a faster two-qubit gate without sacrificing the

gate fidelity is the goal of this thesis.

3.2 Superconducting qubits

In Section 3.2, we explain the basics of using a superconducting circuit to physically

realize a qubit. In order to realize a qubit, a quantum system is required to have

discrete quantum energy levels corresponding to quantum states that encode logical

information and can be controlled. One method is to use a superconducting LC circuit

with some additional physical engineering.

3.2.1 Quantum LC circuit

An LC circuit is an electrical circuit comprising an inductor 𝐿 and capacitor 𝐶 in

parallel. Figure 3-3 shows the circuit diagram of an LC circuit. Prior to the quantum

picture of an LC circuit, we first review the classical picture, or more specifically, the

classical Hamiltonian picture of an LC circuit.

In classical mechanics, the Hamiltonian 𝐻 is defined through the Legendre trans-

formation applied to the Lagrangian 𝐿, where the Lagrangian 𝐿 is defined as the ex-
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cess of the kinetic energy 𝑇 with respect to the potential energy 𝑈 , i.e., 𝐿 = 𝑇−𝑈 [29].

The procedure to derive the Hamiltonian 𝐻 of a classical system is as follows:

1. Choose 𝑛 generalized position coordinates 𝑞𝑖, 𝑖 = 1, 2, . . . , 𝑛 and their time

derivatives, 𝑛 generalized velocity coordinates 𝑞𝑖, 𝑖 = 1, 2, . . . , 𝑛, that classically

specify the state of the system.

2. Write the potential and kinetic energies as functions of the chosen coordi-

nates and (implicitly) time 𝑡, and therefore the Lagrangian 𝐿 = 𝑇 − 𝑈 =

𝐿(𝑞1, 𝑞2, . . . , 𝑞𝑛; 𝑞1, 𝑞2, . . . , 𝑞𝑛; 𝑡).

3. Introduce the generalized momentum coordinates 𝑝𝑖 =
𝜕𝐿

𝜕𝑞𝑖
, 𝑖 = 1, 2, . . . , 𝑛.

4. Define the Hamiltonian as 𝐻 =
𝑛∑︁

𝑖=1

𝑝𝑖𝑞𝑖 − 𝐿 and write the Hamiltonian as a

function of 𝑞𝑖, 𝑖 = 1, 2, . . . , 𝑛, 𝑝𝑖, 𝑖 = 1, 2, . . . , 𝑛 and (implicitly) time 𝑡, by

substituting 𝑞𝑖, 𝑖 = 1, 2, . . . , 𝑛 through solving 𝑝𝑖 =
𝜕𝐿

𝜕𝑞𝑖
.

As depicted in Figure 3-3, in the LC circuit, the node flux Φ(𝑡) is chosen as the

position coordinate and 𝑉 (𝑡) = Φ̇(𝑡) as the velocity coordinate. Φ(𝑡) and 𝑉 (𝑡) are

related through

Φ(𝑡) =

∫︁ 𝑡

−∞
𝑉 (𝑡′)d𝑡′ ⇔ 𝑉 (𝑡) =

dΦ(𝑡)
d𝑡

= Φ̇(𝑡) (3.5)

where 𝑉 (𝑡) is the voltage across the inductor (and the capacitor) and Φ(𝑡) is associated

with the magnetic flux in the inductor. 𝐼(𝑡) is the current in the circuit. For a

capacitor with capacitance 𝐶 and an inductor with inductance 𝐿, the voltage 𝑉 (𝑡)

and current 𝐼(𝑡) are related through

𝑉 (𝑡) = 𝐿
d𝐼(𝑡)
d𝑡

(3.6)

𝐼(𝑡) = 𝐶
d𝑉 (𝑡)

d𝑡
(3.7)

With the instantaneous, time-dependent energy 𝐸(𝑡) in each electrical element derived
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from its current 𝐼(𝑡) and voltage 𝑉 (𝑡)

𝐸(𝑡) =

∫︁ 𝑡

−∞
𝑉 (𝑡′)𝐼(𝑡′)d𝑡′ (3.8)

we can express the energy of the inductor and capacitor as

𝐸𝐿(𝑡) =
1

2𝐿
Φ(𝑡)2 = 𝑈(𝑡) (3.9)

𝐸𝐶(𝑡) =
𝐶

2
Φ̇(𝑡)2 = 𝑇 (𝑡) (3.10)

which can be referred to as the potential energy and kinetic energy. Note that here

the assignment of kinetic and potential energy terms can be arbitrary.

Therefore, the Lagrangian 𝐿 of the LC circuit can be written as

𝐿(𝑡) =
𝐶

2
Φ̇(𝑡)2 − 1

2𝐿
Φ(𝑡)2 (3.11)

and the conjugate momentum 𝑄 is defined as

𝑄(𝑡) =
𝜕𝐿(𝑡)

𝜕Φ̇(𝑡)
= 𝐶Φ̇(𝑡) (3.12)

where 𝑄(𝑡) corresponds to the charge on the capacitor.

Finally, the Hamiltonian 𝐻 of the LC circuit can be written as

𝐻(𝑡) = 𝑄(𝑡)Φ̇(𝑡)− 𝐿(𝑡) =
1

2𝐶
𝑄(𝑡)2 +

1

2𝐿
Φ(𝑡)2 (3.13)

From this point on, we will drop the implicit time variable 𝑡 for brevity. Having

derived the Hamiltonian of a classical LC circuit, we would like to further quantize

the Hamiltonian in a quantum picture. In experiments, if we cool an LC circuit

below a critical temperature of certain metals, the metals that comprise the circuit

become superconducting, that is, they exhibit zero direct current (DC) resistance (no

dissipation). Provided the intrinsic and extrinsic dissipation is sufficiently low, the LC

circuit exhibits discrete, quantized energy levels. In the Hamiltonian formalism, it is

40



intuitive to extend a classical Hamiltonian to a quantum Hamiltonian by substituting

quantum operators for the classical variables 𝑄 and Φ: the charge operator �̂� and

the flux operator Φ̂, which satisfy the commutation relation [26]

[Φ̂, �̂�] = Φ̂�̂�− �̂�Φ̂ = 𝑖ℎ̄ (3.14)

where ℎ̄ denotes the reduced Planck constant.

By defining the reduced flux operator 𝜑 = 2𝜋Φ̂/Φ0 and the reduced charge oper-

ator �̂� = �̂�/2𝑒, we can rewrite the quantum Hamiltonian as

�̂� =
1

2𝐶
�̂�2 +

1

2𝐿
Φ̂2 = 4𝐸𝐶 �̂�

2 + 𝐸𝐿𝜑
2 (3.15)

where 𝐸𝐶 = 𝑒2/2𝐶 is the capacitive charging energy required to add a single electron

to one side of the capacitor, and 𝐸𝐿 = (Φ0/2𝜋)
2/𝐿 is the inductive energy required

to add a single magnetic flux quantum Φ0 = ℎ/2𝑒 to the inductor. Here, ℎ denotes

the Planck constant. The commutation relation [�̂�, 𝜑] = 𝑖 is satisfied.

We can further express the quantum Hamiltonian in the basis of the raising (cre-

ation) and lowering (annihilation) operators 𝑎†, 𝑎

�̂� = ℎ̄𝜔𝑟(𝑎
†𝑎+

1

2
) (3.16)

where 𝜔𝑟 = 1/
√
𝐿𝐶 denotes the resonant frequency of the LC circuit and 𝑎†, 𝑎 are

related to �̂�, 𝜑 through

𝜑 =

(︂
2𝐸𝐶

𝐸𝐿

)︂ 1
4

(𝑎+ 𝑎†) (3.17)

�̂� =
𝑖

2

(︂
𝐸𝐿

2𝐸𝐶

)︂ 1
4

(𝑎− 𝑎†) (3.18)

If we diagonalize the Hamiltonian of the quantum LC circuit, the solution is a

series of eigenstates whose corresponding eigenenergies 𝐸𝑘, 𝑘 = 0, 1, 2, . . . are spaced

by equal distance, i.e., 𝐸𝑘+1 − 𝐸𝑘 = ℎ̄𝜔𝑟, as shown in the left plot of Figure 3-4
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Figure 3-4: Energy potential and levels of a quantum LC circuit (quantum harmonic
oscillator, or QHO) v.s. a transmon with a Josephson junction. The energy potential
of a QHO is of a quadratic form and the energy levels are separated equidistantly.
By introducing a Josephson junction, the energy potential of a transmon is reshaped
into a cosinusoidal form and the energy levels are no longer equidistant. Figure from
Ref. [30].

(from Ref. [30]). In practice, the quantum LC circuit, also known as the quantum

harmonic oscillator (QHO), is not a good candidate for a qubit, because it is difficult

to address only the transition between a particular pair of levels (in particular |0⟩

and |1⟩) without addressing other transitions. Therefore, a computational subspace

cannot be uniquely defined and addressed. In the next few sections, we describe how

physicists have resolved this problem by replacing the linear inductor in the LC circuit

with a nonlinear inductor known as the Josephson junction.

3.2.2 Josephson junction

A Josephson junction [31] is a tunnel junction realized by a thin insulating barrier

between two superconducting electrodes. The Josephson junction is described by the
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Josephson current-phase and voltage-phase relationships

𝐼(𝑡) = 𝐼𝑐 sin𝜑(𝑡) (3.19)

𝑉 (𝑡) =
ℎ̄

2𝑒

d𝜑(𝑡)
d𝑡

(3.20)

where 𝐼𝑐 is the critical current of the junction, i.e., the maximum sustainable current

before Cooper pairs are broken. 𝐼(𝑡) is the supercurrent through the junction, and

𝑉 (𝑡) is the voltage across the junction. 𝜑(𝑡) is the reduced flux, as mentioned earlier,

and is referred to as the superconducting phase difference across the junction in the

context of superconductivity [32].

The effective inductance of the Josephson junction can then be written as

𝐿𝐽 =
𝑉 (𝑡)

d𝐼(𝑡)/d𝑡
=

ℎ̄
2𝑒

d𝜑(𝑡)
d𝑡

𝐼𝑐 cos𝜑(𝑡)
d𝜑(𝑡)

d𝑡

=
Φ0

2𝜋𝐼𝑐 cos𝜑(𝑡)
(3.21)

where Φ0 = ℎ/2𝑒. The effective inductance is a function of 𝜑(𝑡) and, therefore, the

Josephson junction is a nonlinear inductor, which can be used to impart nonlinearity

in the LC circuit. The energy of the Josephson junction is

𝐸𝐽𝐽(𝑡) =

∫︁ 𝑡

−∞
𝑉 (𝑡′)𝐼(𝑡′)d𝑡′ =

𝐼𝑐Φ0

2𝜋
(1− cos𝜑(𝑡)) = 𝐸𝐽(1− cos𝜑(𝑡)) (3.22)

where 𝐸𝐽 = 𝐼𝑐Φ0/2𝜋 is referred to as the Josephson energy. This cosine potential

corresponds to an anharmonic oscillator and should be contrasted with the parabolic

potential of the quantum harmonic oscillator (the linear LC circuit).

3.2.3 Transmon qubit

A transmon qubit can be built by replacing the linear inductor in an LC circuit

with a Josephson junction. The circuit parameters are chosen such that 𝐸𝐽/𝐸𝐶 ≫ 1

(𝐸𝐽/𝐸𝐶 ≈ 50 in common cases) [33]. The circuit diagram of a transmon qubit is

shown in Figure 3-5a. The quantum Hamiltonian of a transmon qubit can then be

written as follows by replacing the kinetic energy term associated with the linear
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inductor in Eq. 3.15 with Eq. 3.22

�̂� = 4𝐸𝐶 �̂�
2 + 𝐸𝐽(1− cos𝜑) (3.23)

where 𝐸𝐶 = 2𝑒/𝐶Σ and 𝐶Σ = 𝐶𝑠 + 𝐶𝐽 is a sum of the shunt capacitance 𝐶𝑠 and

the capacitance of the Josephson junction 𝐶𝐽 . Note that the kinetic energy term

is no longer a quadratic form of 𝜑 as in the LC circuit, but a cosinusoidal function

of 𝜑, which breaks the equidistantly spaced energy levels as shown in the right plot

of Figure 3-4 (from Ref. [30]). In terms of constructing a transmon qubit, we are

particularly interested in the lowest two energy levels, namely the ground state |0⟩

and the first excited state |1⟩. The qubit frequency 𝜔𝑞 is given by

𝜔𝑞 = 𝜔1 − 𝜔0 ≈
√
8𝐸𝐽𝐸𝐶 − 𝐸𝐶

ℎ̄
(3.24)

where 𝜔1 − 𝜔0 is the transition frequency between states |0⟩ and |1⟩, and 𝜔𝑘 denotes

the energy of state |𝑘⟩. We define the anharmonicity 𝛼 = 𝜔𝑞 − 𝜔12 as the difference

between the qubit frequency 𝜔𝑞 = 𝜔1−𝜔0 and the transition frequency 𝜔12 = 𝜔2−𝜔1

between the first and second excited states |1⟩ and |2⟩.

Eq. 3.23 can be rewritten by performing a Taylor series expansion of the cosine

term

�̂� = 4𝐸𝐶 �̂�
2 +

1

2
𝐸𝐽𝜑

2 − 1

24
𝐸𝐽𝜑

4 +𝒪(𝜑6) (3.25)

which can be viewed as a modification to the quantum Hamiltonian of the LC circuit

in Eq. 3.15. Including up to terms of 𝜑4 and writing in terms of the same eigenbasis as

the Hamiltonian in Eq. 3.16 using the raising (creation) and lowering (annihilation)

operators 𝑎†, 𝑎, we have

�̂� = ℎ̄𝜔𝑞𝑎
†𝑎+

ℎ̄𝛼

2
𝑎†𝑎†𝑎𝑎 (3.26)

To further simplify, the quantum Hamiltonian of a transmon qubit in its own basis

(along its own quantization axis 𝑧) can be written for a two level system as

�̂� =
ℎ̄𝜔𝑞

2
𝜎𝑧 (3.27)
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(a) A transmon qubit. (b) A flux-tunable transmon qubit.

Figure 3-5: A transmon qubit v.s. a flux-tunable transmon qubit. (a) Circuit diagram
of a transmon qubit comprising a capacitor with capacitance 𝐶𝑠 in parallel with a
Josephson junction with inductance 𝐿𝐽 and self-capacitance 𝐶𝐽 . (b) Circuit diagram
of a flux-tunable transmon comprising a capacitor in parallel with a SQUID loop.
The SQUID loop comprises two Josephson junctions in parallel with some external
magnetic flux Φext threading the loop.

where 𝜎𝑧 is the Pauli-𝑧 operator.

A frequency-tunable transmon qubit can be obtained by replacing the Joseph-

son junction in the circuit of a transmon qubit with a SQUID loop comprising two

Josephson junctions in parallel, where SQUID is short for superconducting quantum

interference device. The magnetic flux Φext threading the SQUID loop changes the

effective Josephson energy and thus tunes the frequency of the qubit. For example, for

a symmetric SQUID loop, which comprises two same Josephson junction in parallel,

the qubit frequency is given by

𝜔(Φext) ≈
1

ℎ
(

√︂
8𝐸

′
𝐽𝐸𝐶

⃒⃒⃒
cos(𝜋

Φext

Φ0

)
⃒⃒⃒
− 𝐸𝐶) (3.28)

where 𝐸 ′
𝐽 is the sum of the Josephson energies of the two symmetric junctions, 𝐸𝐶 is

the charging energy, and Φ0 is the superconducting flux quantum. Figure 3-5b shows

the circuit diagram of a flux-tunable transmon qubit.

45



3.3 Quantum gates

As Boolean logic gates are used as the basic computation units in classical computing,

so are quantum gates used as the basic computation units in quantum computing.

In Section 3.3 we briefly introduce single-qubit gates and two-qubit gates. We will

comment that a small number of single-qubit gates and two-qubit gates are sufficient

for universal quantum computing.

3.3.1 Single-qubit gates

As discussed in Section 3.1, a pure quantum state can be represented by a point

(endpoint of the Bloch vector) on the surface of the Bloch sphere. Single-qubit gates

are rotations of the Bloch vector around the Bloch sphere, which translates an arbi-

trary quantum state from a point to another point on the Bloch sphere by rotating a

certain angle about a particular axis. Here, we review the single-qubit rotations by

angle 𝜃 around the 𝑥, 𝑦 and 𝑧 axes, represented by 2-by-2 matrices written in terms

of the eigenbasis of the 𝜎𝑧 operator, i.e., |0⟩ = [1, 0]𝑇 , |1⟩ = [0, 1]𝑇

R𝑥(𝜃) =

⎡⎣ cos 𝜃/2 −𝑖 sin 𝜃/2

−𝑖 sin 𝜃/2 cos 𝜃/2

⎤⎦ (3.29)

R𝑦(𝜃) =

⎡⎣cos 𝜃/2 − sin 𝜃/2

sin 𝜃/2 cos 𝜃/2

⎤⎦ (3.30)

R𝑧(𝜃) =

⎡⎣𝑒−𝑖𝜃/2 0

0 𝑒𝑖𝜃/2

⎤⎦ (3.31)

When 𝜃 = 𝜋, these three single-qubit gates are referred to as the X gate, Y gate

and Z gate, respectively, up to a global phase difference. If a single-qubit gate is

represented by a matrix 𝑈rot, then state |𝜓⟩ is transformed into 𝑈rot |𝜓⟩ after the

single-qubit gate operation.
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3.3.2 Two-qubit gates

Two-qubit entangling gates are operations between two qubits that can create entan-

glement between them, depending on the initial qubit states. The operation can be

represented by 4-by-4 matrices that serve as rotations around some higher dimension

axes. For example, one notable two-qubit gate is the controlled-Z (CZ) gate, a specific

case of the controlled phase (CPHASE) gate, which is the focus of this thesis. The

CZ gate can be obtained by a 𝑧 ⊗ 𝑧 axis interaction followed by single-qubit gates

to correct any residual single-qubit phase offsets inadvertently acquired during the

implementation of the two-qubit gate

CZ = 𝑒𝑖
𝜋
4
(𝜎𝑧⊗𝜎𝑧−𝜎𝑧⊗𝐼−𝐼⊗𝜎𝑧+𝐼⊗𝐼) =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

⎤⎥⎥⎥⎥⎥⎥⎦ (3.32)

Other two-qubit gates include iSWAP gate, the CNOT gate, etc. Note that the

CNOT gate can be built from either the CZ gate or the iSWAP gate. We refer the

readers to Ref. [30] for more details. Similarly, if a two-qubit gate is represented by

a matrix 𝑈rot2, then state |𝜓⟩ is transformed into 𝑈rot2 |𝜓⟩ after the two-qubit gate

operation. Implementation of fast and high-fidelity two-qubit gates is of significance

and remains a challenge in today’s quantum computers.

3.3.3 Universal gate set

According to the Solvay-Kitaev theorem [34, 35], an arbitrary quantum operation can

be realized to arbitrary accuracy with a generally small set of single-qubit and two-

qubit gates, referred to as a universal gate set. There are many such universal gate

sets, {R𝑥(𝜃),R𝑦(𝜃),R𝑧(𝜃),Ph(𝜃),CZ} being one of those, where Ph(𝜃) = 𝑒𝑖𝜃𝐼 gives an

overall phase 𝜃 to a single qubit.
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3.4 The CPHASE gate in tunable transmon qubits

Having introduced the physics of transmon qubits and the concepts of quantum gates,

we will focus on the CPHASE gate and describe in detail a common implementation

using baseband pulses applied to tunable qubits in Section 3.4. We then discuss some

characteristics of the CPHASE gate.

The CPHASE gate is a two-qubit gate whose operation is represented by the

unitary matrix

𝑈CPHASE =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 𝑒𝑖𝜑

⎤⎥⎥⎥⎥⎥⎥⎦ (3.33)

The CPHASE gate adds a term 𝑒𝑖𝜑 to the qubits only when both are in the excited

state, namely |11⟩. To be more specific, if the original state of the qubits is |00⟩, |01⟩

or |10⟩, the CPHASE gate effectively does nothing. If the original state of the qubits

is |11⟩, it will be transformed into 𝑒𝑖𝜑 |11⟩ after the CPHASE gate operation.

QB1 QB2

Figure 3-6: Circuit diagram of a flux-tunable transmon capacitively coupled to a
fixed-frequency transmon. The flux-tunable transmon is referred to as QB1 and the
fixed-frequency transmon is referred to as QB2.

One implementation of the CPHASE gate relies on the avoided crossing between

states |11⟩ and |20⟩ that occurs when two transmon qubits are coupled to each other.
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Consider a system of two capacitively coupled qubits as depicted in Figure 3-6, where

QB1 is a flux-tunable transmon qubit while QB2 is a fixed-frequency transmon qubit.

The Hamiltonian - including states with two excitations in addition to the four com-

putational states - can be written in the |00⟩ , |01⟩ , |10⟩ , |11⟩ , |02⟩ , |20⟩-basis as

𝐻 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐸00 0 0 0 0 0

0 𝐸01 𝑔 0 0 0

0 𝑔 𝐸10 0 0 0

0 0 0 𝐸11

√
2𝑔

√
2𝑔

0 0 0
√
2𝑔 𝐸02 0

0 0 0
√
2𝑔 0 𝐸20

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.34)

where 𝐸𝑖𝑗 is the energy of state |𝑖𝑗⟩ and 𝑔 is the coupling strength with a factor

of
√
𝑛 corresponding to the number of qubit excitations (𝑛 = 1, 2). Note that the

frequency of QB1, and therefore the energies 𝐸𝑖𝑗, depend on the external magnetic

flux threading the SQUID loop. Figure 3-7 shows an example of the energy spectrum

diagram of the system described by the Hamiltonian in Eq. 3.34 as a function of the

frequency detuning of QB1.

The CPHASE gate is implemented by detuning the frequency of QB1 such that

the instantaneoues energy of state |11⟩ follows the trajectory 𝑙(𝑡) in Figure 3-7. To

be more specific, we shift the frequency of QB1, in particular the energy of state |11⟩,

bringing it into resonance with state |20⟩, which opens an avoided crossing due to the

coupling. We then rewind the trajectory and return to the starting point. We note

that due to the presence of the avoided crossing, the energy of state |11⟩ is pushed

lower than would be expected in an uncoupled system. This is the origin of an addi-

tional phase accumulation that only occurs for state |11⟩, leading to the conditional

phase accumulation. The frequency detuning d𝜔 of QB1 is defined as d𝜔 = 𝜔ini −𝜔1,

where 𝜔ini is the initial frequency of QB1 and 𝜔1 is the instantaneous frequency of
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Figure 3-7: An example of the energy spectrum diagram of two coupled transmons
as depicted in Figure 3-6 as the frequency of QB1 is detuned by changing the local
magnetic flux that threads its SQUID loop. The frequency detuning d𝜔 of QB1 is
defined as d𝜔 = 𝜔ini − 𝜔1, where 𝜔ini is the initial frequency of QB1 and 𝜔1 is the
instantaneous frequency of QB1. The avoided crossing between the states |11⟩ and
|20⟩ indicated in the orange box in the left plot is used to implement the CPHASE
gate. The right plot is a zoom-in plot around the avoided crossing of interest, where
𝑙(𝑡) represents a typical trajectory of the instantaneoues energy of state |11⟩ during the
process of the CPHASE gate. The parameters used to generate this energy diagram
are 𝜔1 = 5.2, 𝜔2 = 4.7, 𝛼1 = 𝛼2 = −0.3, 𝑔 = 0.033 (GHz).

QB1. This process can be represented by a unitary matrix in the computational basis

𝑈𝑟𝑎𝑤 =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 𝑒𝑖𝜑01 0 0

0 0 𝑒𝑖𝜑10 0

0 0 0 𝑒𝑖𝜑11

⎤⎥⎥⎥⎥⎥⎥⎦ (3.35)

where 𝜑𝑖𝑗 is the accumulated phase

𝜑𝑖𝑗 =

∫︁ 𝜏

0

𝜔𝑖𝑗(𝑡)d𝑡 (3.36)

with 𝜏 denoting the duration of the process.

In order to obtain the CPHASE gate as in Eq. 3.33, two single-qubit gates

𝑅𝑧(−𝜑01) and 𝑅𝑧(−𝜑10) need to be implemented to each qubit to cancel the phase ac-
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cumulated by states |01⟩ and |10⟩. Therefore, the whole operation can be represented

by

𝑈 ′
CPHASE =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 𝑒𝑖𝜑
′

⎤⎥⎥⎥⎥⎥⎥⎦ (3.37)

where 𝜑′ = 𝜑11 − 𝜑01 − 𝜑10. If there were no coupling between the two qubits, 𝜑′ = 0.

Because of the effect of the coupling between the two qubits, a nonzero phase will be

acquired. The way the instantaneoues energy of state |11⟩ is varied determines the

value of 𝜑′. By choosing a suitable 𝑙(𝑡) as depicted in Figure 3-7, in principle we can

always have 𝜑′ = 𝜑 for any arbitrary desired phase 𝜑.

Two important factors in this process are the leakage error and gate duration.

Leakage error refers to unwanted leakage of the qubit population outside of the com-

putational subspace, especially in this context the leakage from |11⟩ to |20⟩ since they

are intentionally brought into resonance. Therefore, the trajectory must be designed

to be sufficiently slow in order for the leakage error to be sufficiently small. This is

true if we want to implement the CPHASE gate adiabatically, or in the adiabatic

limit. There are other approaches, which are different from the one studied in this

thesis, referred to as non-adiabatic implementations, where leakage and quantum in-

terference is intentionally leveraged to realize a faster two-qubit gate. On the other

hand, due to the decoherence and limited coherence of the qubits, faster gates are de-

sired so that more gates with high fidelity can be implemented within a certain time.

In other words, the process is also expected to be fast and the gate duration should be

small. Furthermore, as these two factors are somewhat contradictory, a compromise

needs to be made at some point, which will be discussed in more detail in Chapter 4.

Now the problem is transformed to design a pulse to tune the frequency of QB1 and

thus design the trajectory 𝑙(𝑡) as depicted in Figure 3-7. In this thesis, as we will

explain in more detail in Section 4.5, we refer to this problem as the pulse design or

control trajectory design problem. An immediate question to ask is whether there

exists an optimal control trajectory for this problem and if so under which optimality
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criterion. We will provide a perspective and solution in this thesis.

3.5 Review of efforts on control trajectory design

Previous research has explored multiple methods to design pulses to implement the

flux-based CZ gate in the adiabatic limit, some of which have been experimentally

shown to be effective.

One of the widely implemented pulses is detailed in Ref. [36], where the authors

propose an adiabatic CZ gate that is fast and incurs low error. The associated con-

trol trajectory is designed based on the Slepian pulse. The method is experimentally

demonstrated to reach a CZ gate fidelity up to 99.4% in Ref. [37]. In Ref. [38], Rol

et al. develop a bipolar flux pulse named the “Net Zero (NZ)” pulse, which is more

robust to long time distortions in the control line compared to unipolar ones such

as in Ref. [36]. Building upon Ref. [38], Ref. [39] develops a variation of the NZ

CZ gate, which achieves more tune-up simplicity. Ref. [40] utilizes the Slepian-based

control trajectory to implement the (non-adiabatic) CZ gate in a more sophisticated

system consisting of two transmon qubits coupled with a tunable coupler. Ref. [41]

also studies the CZ gate in a system with a tunable coupler and proposed a modified

control trajectory by adding prefactor weights to the Slepian-based control trajectory.

Another general approach, e.g., as demonstrated in Ref. [42], is to perform experi-

ments using closed-loop feedback to evaluate the current gate performance according

to some metrics and then numerically optimize the pulse.
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Chapter 4

Problem Formulation and Optimality

Criterion

In Chapter 4, we mathematically formulate the CPHASE gate design in supercon-

ducting qubits as a pulse design problem, and further as a control trajectory design

problem. Specifically, we discuss the abstraction of the multi-level physical process

into a two-level system evolution in Section 4.1. We derive a formula for the accu-

mulated phase and leakage error in the context of the two-level system in Section 4.2

and 4.3. We then characterize two scenarios of the problem considered in Section 4.4.

In Section 4.5 we propose a preliminary optimization problem over the pulse duration

and transform the optimization problem into the frequency domain, which becomes

more tractable. Additionally, we comment on the conversion from a continuous-time

problem, which is intrinsic to the physical world, into a discrete-time problem, which

is required for digital processing and implementation.

4.1 A two-level system abstraction

The ultimate goal of this research is to design optimized baseband flux pulses to

implement fast and high-fidelity CPHASE gates in superconducting qubits. We are

mainly concerned about the leakage error taking place from |11⟩ to |20⟩ throughout

the process. Therefore, we abstract the problem involving multiple energy levels to a
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problem with two energy levels |11⟩ and |20⟩ while omitting other weaker interactions

that may take place in the larger space. In Chapter 6, however, we will simulate the

whole system including other relevant energy levels. In the remaining chapters, we

will drop the “hat” notation and write the quantum Hamiltonian �̂� as 𝐻 for brevity

without causing confusion.

Consider a two-level system whose Hamiltonian is defined as

𝐻 =
𝜀(𝑡)

2
𝜎𝑧 +

∆

2
𝜎𝑥 =

1

2

⎡⎣𝜀(𝑡) ∆

∆ −𝜀(𝑡)

⎤⎦ (4.1)

where ∆ is a constant denoting the coupling strength, and 𝜀(𝑡) is a function of time,

which dictates the difference between the two eigenenergies. Of particular interest

are the two eigenstates |𝜓11⟩, |𝜓20⟩ and the corresponding eigenenergies 𝐸11, 𝐸20 of

this system. Solve for the eigen-problem of 𝐻, and we will have

|𝜓11⟩ =

⎡⎣cos(𝜃(𝑡)/2)
sin(𝜃(𝑡)/2)

⎤⎦ (4.2a)

|𝜓20⟩ =

⎡⎣− sin(𝜃(𝑡)/2)

cos(𝜃(𝑡)/2)

⎤⎦ (4.2b)

𝐸11 = −
√︀
𝜀(𝑡)2 +∆2/2 (4.2c)

𝐸20 =
√︀
𝜀(𝑡)2 +∆2/2 (4.2d)

where 𝜃(𝑡) is defined as

𝜃(𝑡) = arctan
∆

𝜀(𝑡)
(4.3)

Later, in Section 4.3.1, it turns out that 𝜃(𝑡) has a geometric meaning in the picture

of the Bloch sphere. 𝜃(𝑡) is also an intermediate control variable whose trajectory is

to be designed, as we will reveal in Section 4.5.

Figure 4-1 depicts the eigenenergies of the two-level system with Hamiltonian 𝐻

as a function of 𝜀(𝑡) ∈ [−∞,+∞]. 𝜀(𝑡) can be interpreted as the energy difference
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Figure 4-1: Eigenenergies of the two-level system with Hamiltonian 𝐻 as a function of
𝜀(𝑡). In the upper plot, the dashed lines represent the states |11⟩ and |20⟩ when they
are uncoupled, i.e., ∆ = 0 (we may also refer to the states as diabatic states in this
case); the solid lines represent the states |11⟩ and |20⟩ when the they are coupled, i.e.,
∆ > 0. The lower plot shows an example of a typical trajectory for 𝜀(𝑡) to implement
a CPHASE gate in the abstracted two-level system.

between |11⟩ and |20⟩ when ∆ = 0, i.e., when the two energy levels are uncoupled

(we may also refer to the states as diabatic states in this case). ∆ can be interpreted

as the energy difference between the eigenstates of the coupled states |11⟩ and |20⟩

at the avoided crossing when 𝜀(𝑡) = 0.

In Section 3.4, we briefly mentioned the design of a pulse to tune the instanta-

neoues energy of state |11⟩ and thus the design of the trajectory 𝑙(𝑡) as depicted in

Figure 3-7. In this abstracted two-level system, the problem transforms into prepar-

ing the system in the initial state |11⟩ and designing 𝜀(𝑡) to vary the instantaneoues

energy as depicted in the lower plot of Figure 4-1. Conceptually speaking, the pro-

cess is expected to incur low leakage error while being preferably fast. However, these

two properties are generally contradictory: if the process is too fast, it will typically

induce a larger leakage error. We will discuss details, especially which optimality

criterion to consider in this abstracted two-level system, in Section 4.5.
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4.2 A formula for the accumulated phase

As mentioned in Section 3.4, a first characteristic of the CPHASE gate is to accumu-

late some phase 𝜑. We show a formula for the accumulated phase 𝜑 in the abstracted

two-level system.

Recall that in Section 4.1, the Hamiltonian is defined as in Eq. 4.1 and the eigenen-

ergies are given in Eq. 4.2. Now let ∆ = 0 and we will have a Hamiltonian where

no coupling exists between the two levels. The eigenenergies are 𝐸 ′
11 = −𝜀(𝑡)/2 and

𝐸 ′
20 = 𝜀(𝑡)/2, as depicted by the dashed lines in Figure 4-1. The difference between

the eigenenergies of the ground state ∆𝐸 = 𝐸11 − 𝐸 ′
11 with and without coupling

is what contributes to the phase accumulation in the CPHASE gate. Recall that in

Eq. 4.3, we defined an intermediate variable 𝜃(𝑡) = arctan(∆/𝜀(𝑡)). We can then

rewrite the eigenenergy difference as

∆𝐸 = 𝐸11 − 𝐸 ′
11 =

1

2
(𝜀(𝑡)−

√︀
𝜀(𝑡)2 +∆2)

=
∆

2

(︂
𝜀(𝑡)

∆
−
√︂
𝜀(𝑡)2

∆2
+ 1

)︂
=

∆

2

(︂
1

tan 𝜃(𝑡)
−

√︃
1

tan 𝜃(𝑡)2
+ 1

)︂
= −∆

2
tan

𝜃(𝑡)

2

(4.4)

The accumulated phase 𝜑 is the integral of the energy difference ∆𝐸 through the

process

𝜑 =

∫︁
∆𝐸d𝑡 = −

∫︁
∆

2
tan

𝜃(𝑡)

2
d𝑡 (4.5)

By designing the shape of the control trajectory for 𝜃(𝑡) along with its amplitude

and duration, we can in principle apply an arbitrary CPHASE gate.

4.3 A formula for the leakage error

In Section 4.3, two approaches to calculating the leakage error are presented based on

the discussions in Ref. [36]. We first take advantage of the Bloch sphere representation
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and give an approximate but more intuitive solution from a geometric perspective.

Then we go through a mathematical derivation and provide an analytical formula.

We will comment on the efficacy of the formula by discussing the relationship of this

formula to the more general Landau-Zener formulation [43, 44].

4.3.1 Geometric approach

Recall that in Eq. 4.3, 𝜃(𝑡) is defined as 𝜃(𝑡) = arctan(∆/𝜀(𝑡)). In Figure 4-2a we

introduce a control vector 𝜃 representing the control variable 𝜃(𝑡) in terms of ∆ and

𝜀(𝑡). Correspondingly, in Figure 4-2b we show an instantaneous basis vector |11′⟩,

which represents the ground state of the instantaneous Hamiltonian 𝐻 as 𝜃(𝑡) varies,

in parallel to the control vector 𝜃. As time progresses, we change our frame reference

to coincide with the frame whose basis vectors are the eigenstates of the instantaneous

Hamiltonian 𝐻.

x

y

z

(a) Geometry of 𝜃(𝑡).

x

y

z

(b) Bloch sphere picture of the evolution.

Figure 4-2: The geometric definition of 𝜃(𝑡) and the Bloch sphere picture of an in-
finitesimal step of evolution. (a) A control vector 𝜃 representing the control variable
𝜃(𝑡) in a coordinate in terms of ∆ and 𝜀(𝑡). (b) An instantaneous basis vector |11′⟩
parallel to the control vector 𝜃. In an infinitesimal time 𝛿𝑡, the state vector |𝜓⟩
deviates from the instantaneous basis vector |11′⟩ by −𝛿𝜃 and precesses around it.

We first show how the state evolves in an infinitesimal time 𝛿𝑡. Suppose the

angle between the initial state |𝜓⟩ at time 𝑡0, represented by the gray Bloch vector in
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Figure 4-2b, and the 𝑧-axis is 𝜃0. Ideally, |𝜓⟩ is aligned with the instantaneous ground

vector |11′⟩ at time 𝑡0. After 𝛿𝑡, a 𝛿𝜃 change in the angle between instantaneous

ground vector |11′⟩ and the 𝑧-axis takes place. If we switch into the new reference

frame, the state vector |𝜓⟩ deviates from the basis vector by −𝛿𝜃 and therefore starts

to precess around the basis vector at frequency 𝜔, where 𝜔 refers to the eigenenergy

difference of the instantaneous Hamiltonian. Therefore, during the infinitesimal time

𝛿𝑡, the state vector |𝜓⟩ will pick up a deviation from the ground vector |11′⟩ by

𝜃𝑗 = −𝛿𝜃𝑒−𝑖𝜔𝑗𝛿𝑡.

Next we consider a series of infinitesimal time 𝛿𝑡’s. A simple approach is to move

into the reference frame along with the control vector 𝜃 and correspondingly the

instantaneous ground vector |11′⟩. Thus, the whole process can be viewed as the

state vector |𝜓⟩ deviating from the basis vector by a series of −𝛿𝜃’s with an angle

rotation −𝜔𝑗𝛿𝑡. Since the angle rotation is orthogonal to the −𝛿𝜃 deviation, we can

accumulate them independently, i.e.,

𝜃sum =
∑︁
𝑗

−𝛿𝜃𝑗𝑒−𝑖
∑︀

𝑗 𝜔𝑗𝛿𝑡 (4.6)

Change the
∑︀

symbol into the
∫︀

symbol and the 𝛿 symbol into the d symbol, as

in elementary calculus, and we have

𝜃sum = −
∫︁

d𝜃𝑒−𝑖
∫︀ 𝑡 𝜔(𝑡′)d𝑡′ (4.7)

= −
∫︁

d𝜃
d𝑡
𝑒−𝑖

∫︀ 𝑡 𝜔(𝑡′)d𝑡′d𝑡 (4.8)

Therefore, the leakage error rate 𝑃𝑒 can be calculated as 1 minus the probability

of measuring the state |𝜓⟩ in the instantaneous ground state |11′⟩

𝑃𝑒 = 1−
(︂
cos

|𝜃sum|
2

)︂2

=

(︂
sin

|𝜃sum|
2

)︂2

≈ |𝜃sum|2/4 (4.9)

where the approximation holds valid when 𝜃sum is sufficiently small.

Note that in this geometric derivation we assume that the changes at different
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infinitesimal time 𝛿𝑡’s can be summed linearly. This approximation holds valid so

long as the net overall change 𝜃sum is small. In fact, in this thesis we concentrate on

adiabatic control, and therefore, we are always interested in small leakage error rate

𝑃𝑒 incurred throughout the process. This small 𝑃𝑒 corresponds to the fact that 𝜃sum

should be small.

4.3.2 Analytical approach

We continue to provide an analytical approach to deriving the leakage error. Recall

that in Section 4.1, the abstracted two-level system can be described by the Hamil-

tonian in Eq. 4.1. We have also defined a control variable 𝜃(𝑡) = arctan(∆/𝜀(𝑡)).

We further require that, first, as 𝜀(𝑡) varies from −∞ to 0, 𝜃(𝑡) varies from 𝜋

to 𝜋/2 and, second, as 𝜀(𝑡) varies from 0 to ∞, 𝜃(𝑡) varies from 𝜋/2 to 0. In this

way, a one-to-one corresponding relationship is established between 𝜀(𝑡) and 𝜃(𝑡). A

pictorial representation of the control variable 𝜃(𝑡) in terms of ∆ and 𝜀(𝑡) is shown

in Figure 4-2a.

Consider a state |𝜓⟩ given by |𝜓⟩ = cos
𝜃0
2
|11⟩ + sin

𝜃0
2
|20⟩, where |11⟩ and |20⟩

denote the basis vectors of the 𝜎𝑧-basis (𝑧-axis). Suppose there exists another basis

which rotates around the 𝑦-axis by an angle 𝜃 relative to the 𝜎𝑧-basis (𝑧-axis). In this

new basis, the state |𝜓⟩ can be rewritten as

|𝜓⟩ = cos
𝜃0 − 𝜃

2
|11′⟩+ sin

𝜃0 − 𝜃

2
|20′⟩ = �̄� |11′⟩+ 𝛽 |20′⟩ (4.10)

where

�̄� = cos
𝜃0 − 𝜃

2
= cos

𝜃0
2
cos

𝜃

2
+ sin

𝜃0
2
sin

𝜃

2
(4.11a)

𝛽 = sin
𝜃0 − 𝜃

2
= sin

𝜃0
2
cos

𝜃

2
− cos

𝜃0
2
sin

𝜃

2
(4.11b)

and |11′⟩ and |20′⟩ are the basis vectors of the new basis, which we now refer to as

the 𝜃-rotated basis. Correspondingly, we refer to the Bloch sphere with the 𝜃-rotated

basis as the 𝜃-rotated Bloch sphere.
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In the 𝜃-rotated basis, we denote the eigenvalues of the basis states as ±𝜔. In a

static (non-rotating) frame, the Bloch vector will precess around the 𝜃-rotated basis

axis, which results in a phase accumulation

|𝜓⟩ = �̄�𝑒−𝑖𝜑/2 |11′⟩+ 𝛽𝑒𝑖𝜑/2 |20′⟩ = 𝛼 |11′⟩+ 𝛽 |20′⟩ (4.12)

where we denote

𝛼 = �̄�𝑒−𝑖𝜑/2 = cos
𝜃0 − 𝜃

2
𝑒−𝑖𝜑/2 (4.13)

and

𝛽 = 𝛽𝑒𝑖𝜑/2 = sin
𝜃0 − 𝜃

2
𝑒𝑖𝜑/2 (4.14)

Here, 𝜑 = 𝜑′ +
∫︀ 𝑡
𝜔(𝑡′)d𝑡′ is the accumulated phase up to time 𝑡, where 𝜑′ is some

initial reference phase, and ±𝜔(𝑡) are the instantaneous eigenvalues as 𝜃(𝑡) varies.

Note that d𝜑/d𝑡 = 𝜔.

The goal is to calculate the leakage error throughout the process where 𝜃(𝑡) varies

as a function of time. For a static process where 𝜃(𝑡) = 𝜃 is a constant, it suffices to

calculate the probability 𝑃𝑒 of measuring the state |𝜓⟩ in |20′⟩ in the 𝜃-rotated basis

𝑃𝑒 = |𝛽|2 =
⃒⃒⃒⃒
sin

𝜃0 − 𝜃

2

⃒⃒⃒⃒2
≈

⃒⃒⃒⃒
𝜃0 − 𝜃

4

⃒⃒⃒⃒2
≈

⃒⃒⃒⃒
sin(𝜃0 − 𝜃)

2

⃒⃒⃒⃒2
(4.15)

where the third and fourth equations hold valid when 𝜃0 − 𝜃 is sufficiently small.

However, when 𝜃(𝑡) varies as a function of time, we need to see how the component

within | · | in Eq. 4.15 evolves over time, and we seek for a formula that depends more

directly on 𝜃(𝑡). Therefore, we first look at how 𝛼 and 𝛽 evolve over time by taking

a time derivative

�̇� = −𝑖𝜔
2
𝛼− sin

𝜃0 − 𝜃

2
𝑒−𝑖𝜑/2(−1

2
𝜃) =

−𝑖𝜔𝛼 + 𝛽𝜃

2
(4.16)

�̇� = 𝑖
𝜔

2
𝛽 + cos

𝜃0 − 𝜃

2
𝑒𝑖𝜑/2(−1

2
𝜃) =

𝑖𝜔𝛽 − 𝛼𝜃

2
(4.17)

where we use the “dot” notation �̇� as a shorthand to denote the time derivative of 𝑥.
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Note that

𝛼*𝛽 = cos
𝜃0 − 𝜃

2
𝑒𝑖𝜑/2 sin

𝜃0 − 𝜃

2
𝑒𝑖𝜑/2

=
sin(𝜃0 − 𝜃)

2
𝑒𝑖𝜑

(4.18)

which is directly related to the fourth equation in Eq. 4.15. It is interesting to see

how 𝛼*𝛽 evolves over time. We proceed by taking the time derivative of 𝛼*𝛽

d
d𝑡
(𝛼*𝛽) = 𝛼*𝛽 + 𝛼*�̇� (4.19)

=

[︂
−𝑖𝜔𝛼 + 𝛽𝜃

2

]︂*
𝛽 + 𝛼* 𝑖𝜔𝛽 − 𝛼𝜃

2
(4.20)

=
𝑖𝜔𝛼* + 𝛽*𝜃

2
𝛽 + 𝛼* 𝑖𝜔𝛽 − 𝛼𝜃

2
(4.21)

= 𝑖𝜔𝛼*𝛽 +
|𝛽|2 − |𝛼|2

2
𝜃 (4.22)

Since

(|𝛽|2 − |𝛼|2)2 = |𝛽|4 + |𝛼|4 − 2|𝛽|2|𝛼|2

= |𝛽|4 + |𝛼|4 + 2|𝛽|2|𝛼|2 − 4|𝛼*𝛽|2

= 1− 4|𝛼*𝛽|2

(4.23)

we then have

|𝛽|2 − |𝛼|2 = ±
√︀

1− 4|𝛼*𝛽|2 (4.24)

Substituting Eq. 4.24 into Eq. 4.22, we have

d
d𝑡
(𝛼*𝛽) = 𝑖𝜔𝛼*𝛽 ± 𝜃

2

√︀
1− 4|𝛼*𝛽|2 (4.25)

If we substitute 𝛼*𝛽 = sin(𝜃0 − 𝜃)𝑒𝑖𝜑/2 as in Eq. 4.18, we will have

d
d𝑡
(sin(𝜃0 − 𝜃)𝑒𝑖𝜑) = 𝑖𝜔 sin(𝜃0 − 𝜃)𝑒𝑖𝜑 ± 𝜃 cos(𝜃0 − 𝜃) (4.26)
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Substituting 𝜑 = 𝜑′ +
∫︀ 𝑡
𝜔(𝑡′)d𝑡′ in Eq. 4.26, we have

LHS =
d
d𝑡
(sin(𝜃0 − 𝜃)𝑒𝑖𝜑

′
)𝑒

∫︀ 𝑡 𝜔(𝑡′)d𝑡′ + 𝑖𝜔 sin(𝜃0 − 𝜃)𝑒𝑖𝜑 (4.27)

RHS = 𝑖𝜔 sin(𝜃0 − 𝜃)𝑒𝑖𝜑 ± 𝜃 cos(𝜃0 − 𝜃) (4.28)

Therefore, we can derive

d
d𝑡
(sin(𝜃0 − 𝜃)𝑒𝑖𝜑

′
)𝑒

∫︀ 𝑡 𝜔(𝑡′)d𝑡′ = ±𝜃 cos(𝜃0 − 𝜃) (4.29)

which can be rewritten as

d(sin(𝜃0 − 𝜃)𝑒𝑖𝜑
′
) = ±𝜃 cos(𝜃0 − 𝜃)𝑒−

∫︀ 𝑡 𝜔(𝑡′)d𝑡′d𝑡 (4.30)

If we integrate both sides of Eq. 4.30, we will have

sin(𝜃0 − 𝜃)𝑒𝑖𝜑
′
= ±

∫︁
cos(𝜃0 − 𝜃)

d𝜃
d𝑡
𝑒−

∫︀ 𝑡 𝜔(𝑡′)d𝑡′d𝑡 (4.31)

Now we can write the leakage error 𝑃𝑒 throughout the whole dynamic process as

𝑃𝑒 =

⃒⃒⃒⃒
sin(𝜃0 − 𝜃)

2

⃒⃒⃒⃒2
=

⃒⃒⃒⃒ ∫︁
cos(𝜃0 − 𝜃)

d𝜃
d𝑡
𝑒−

∫︀ 𝑡 𝜔(𝑡′)d𝑡′d𝑡
⃒⃒⃒⃒2

4
(4.32)

Note that Eq. 4.31 and Eq. 4.8 differ by a factor of cos(𝜃0 − 𝜃). Here, the term

cos(𝜃0−𝜃) is due to the geometry of the 𝜃-rotated Bloch sphere relative to the original

Bloch sphere whose basis vectors are |11⟩ and |20⟩. When 𝜃0 − 𝜃 is sufficiently small,

the approximation of Eq. 4.8 and Eq. 4.9 to Eq. 4.31 and Eq. 4.32 is valid, respectively.

As we will also discuss in Section 4.5, we make one further assumption that 𝜔(𝑡) is

approximated as a constant 𝜔(𝑡) = 𝜔0 where 𝜔0 = ∆/ℎ̄ is the eigenenergy difference

precisely at the avoided crossing, as depicted in Figure 4-1. This approximation is

not exact but makes intuitive sense if we assume most of the leakage error takes place

around the avoided crossing. In Ref. [36], the authors develop a way to compensate for

this approximation, a method which is not considered in this thesis. As the discussion
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in Section 4.3.3 and simulation results in Chapter 6 indicate, this approximation

provides great brevity while keeping its validity.

Finally, the formula for the leakage error 𝑃𝑒 considered in this thesis is

𝑃𝑒 =

⃒⃒⃒⃒ ∫︁
d𝜃
d𝑡
𝑒−𝑖𝜔0𝑡d𝑡

⃒⃒⃒⃒2
4

(4.33)

Note that the integral term within | · | can be viewed as the Fourier transform of d𝜃/d𝑡

evaluated at 𝜔0.

4.3.3 Relationship to the Landau-Zener formula

Consider a two-level system described by the Hamiltonian in Eq. 4.1 and the energy

diagram shown in Figure 4-1. Consider that the system is initially prepared in state

|11⟩ with 𝜀(𝑡) → −∞. Then 𝜀(𝑡) increases in time and sweeps through the avoided

crossing and eventually 𝜀(𝑡) → +∞. According to the Landau-Zener probability

of transition given in Ref. [45], we can derive the probability that the system will

undergo a transition to |20⟩ for the simple case where 𝜀(𝑡) = 𝛼𝑡 with 𝛼 being a

positive constant

𝑃LZ = 𝑒−𝜋Δ2/2𝛼 (4.34)

In Eq. 4.33, we do not assume that 𝜀(𝑡) = 𝛼𝑡 increases linearly with time. However,

if we were to make this assumption, we could compute the transition probability 𝑃eLZ

from Eq. 4.33 and compare it to 𝑃LZ in Eq. 4.34.

First we compute the time derivative of 𝜃(𝑡)

d𝜃
d𝑡

=
1

1 + (∆/𝛼𝑡)2
× −∆

𝛼𝑡2

=
−∆

𝛼𝑡2 +∆2/𝛼

=
−∆/𝛼

𝑡2 + (∆/𝛼)2

(4.35)

Then we compute the integral within | · | in Eq. 4.33 and substitute 𝜔0 = ∆/ℎ̄ (let

63



ℎ̄ = 1)

∫︁
d𝜃
d𝑡
𝑒−𝑖𝜔0𝑡d𝑡 =

∫︁
−∆/𝛼

𝑡2 + (∆/𝛼)2
𝑒−𝑖𝜔0𝑡d𝑡

= −𝜋𝑒−Δ𝜔0/𝛼

= −𝜋𝑒−Δ2/𝛼

(4.36)

Therefore, we have

𝑃eLZ =
𝜋2

4
𝑒−2Δ2/𝛼 (4.37)

The relationship between 𝑃LZ in Eq. 4.34 and 𝑃eLZ in Eq. 4.37 can be written as

log𝑃LZ =
𝜋

4
(log𝑃eLZ − 𝐶) (4.38)

where 𝐶 = log 𝜋2

4
is some constant.

The outcomes differ for the two approaches because the formula for the transition

probability in Eq. 4.33 is derived under certain (different) assumptions. However, it

can be seen that 𝑃eLZ is a good indicator of 𝑃LZ if the exact value of the transition

probability is not desired. More specifically, we show that log𝑃LZ is a linear function

of log𝑃eLZ with a positive slope 𝜋/4 in Eq. 4.38. Because a logarithmic function log(·)

is always a monotonic function, minimizing 𝑃eLZ is equivalent to minimizing 𝑃LZ. In

this thesis, what we really care about is the comparison between different control

trajectories in the problem of control trajectory design in CZ gates. Therefore, we

argue that the formula for the leakage error 𝑃𝑒 in Eq. 4.33 is sufficient for our purpose.

4.4 Two scenarios

In Section 4.4, we discuss the two scenarios considered in this thesis, which we refer

to as the Type-I process (Section 4.4.1) and the Type-II process (Section 4.4.2). The

main difference between the two scenarios is whether we move through the avoided

crossing region, or return from the avoided crossing region. We note that when we

say the avoided crossing region, we mean anywhere near the avoided crossing, but
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(b) Type-II process.

Figure 4-3: Type-I process v.s. Type-II process. (a) In the Type-I process, 𝜀(𝑡) varies
from −𝜖0 to +𝜖1 where 𝜖0 > 0 and 𝜖1 > 0. A typical trajectory for 𝜀(𝑡) is depicted.
(b) In the Type-II process, 𝜀(𝑡) varies from −𝜖0 to 𝜖2 and return to −𝜖0 where 𝜖0 > 0
and 𝜖2 ≈ 0. A typical trajectory for 𝜀(𝑡) is depicted.

not necessarily exactly the the avoided crossing point.

4.4.1 Type-I process: Move through the avoided crossing

The Type-I process is referred to as the type of evolution where we move through the

avoided crossing, as depicted in Figure 4-3a. Recall that in Section 4.1 the Hamilto-

nian describing the two-level system is given in Eq. 4.1. In the Type-I process, 𝜀(𝑡)

varies from −𝜖0 to +𝜖1 where 𝜖0 > 0 and 𝜖1 > 0. In terms of 𝜃(𝑡) = arctan(∆/𝜀(𝑡)),

𝜃(𝑡) varies from 𝜃0 = − arctan(∆/𝜖0) to 𝜃1 = arctan(∆/𝜖1) where 𝜋/2 < 𝜃0 < 𝜋 and

0 < 𝜃1 < 𝜋/2. In the following discussions, we ask that 𝜖0 = 𝜖1, i.e., 𝜃0 + 𝜃1 = 𝜋 for

simplicity.

Usually the CPHASE gate is not an example of this process due to the effects

of other energy levels in the system and operation convenience, but we keep the

discussion for completeness of this thesis.
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4.4.2 Type-II process: Return from the avoided crossing

The Type-II process refers to the scenario where we move into the avoided crossing

region and then return to the initial point, as depicted in Figure 4-3b. The CPHASE

gate implementation considered in this thesis falls under the category of the Type-

II process. In the Type-II process, 𝜀(𝑡) varies from −𝜖0 to 𝜖2 and returns to −𝜖0
where 𝜖0 > 0 and 𝜖2 ≈ 0. In terms of 𝜃(𝑡) = arctan(∆/𝜀(𝑡)), 𝜃(𝑡) varies from

𝜃0 = − arctan(∆/𝜖0) to 𝜃2 = arctan(∆/𝜖2) and returns to 𝜃0 where 𝜋/2 < 𝜃0 < 𝜋 and

𝜃2 ≈ 𝜋/2.

4.5 Problem formulation

In Section 4.5, we propose an optimization formulation with an explicit optimality

criterion. We start by describing the straightforward idea that the shortest pulse is

desired given a specified constraint on the allowable leakage error in Section 4.5.2.

Then, taking advantage of the time and frequency scaling property, we transform the

problem into an optimization performed over frequency in Section 4.5.3. Finally, in

Section 4.5.4, we comment on the continuous time to discrete time transformation.

4.5.1 Nomenclature

In the previous chapters, we have ambiguously used “pulse design” or “control trajec-

tory design” to refer to the problem considered in this thesis. Prior to the problem

formulation, we shall first address issues of nomenclature. In this thesis, the ultimate

goal is to design a baseband flux pulse that changes the external flux that threads

the SQUID loop of QB1 so that a CPHASE gate with desired characteristics is ob-

tained. Since the baseband flux pulse is directly related to the energy of the diabatic

state corresponding to state |11⟩, it suffices to design a pulse to describe how the

energy of the diabatic state varies. In the abstracted two-level system discussed in

Section 4.1, the goal is further transformed into designing a way to describe how

𝜀(𝑡) varies. Then, an intermediate control variable 𝜃(𝑡) = arctan(∆/𝜀(𝑡)) is defined,
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which has a one-to-one correspondence to 𝜀(𝑡) by definition. Therefore, the goal of

designing an optimal 𝜀(𝑡) is in practice indistinguishable with designing an optimal

𝜃(𝑡). Finally, in Eq. 4.33, the formula for the leakage error (as defined in this thesis)

is written in terms of the Fourier transform of d𝜃/d𝑡. The goal of designing an op-

timal flux pulse further transforms into finding an optimal trajectory d𝜃/d𝑡, which

we refer to as “control trajectory design.” In Section 4.5, we denote 𝑔(𝑡) = d𝜃/d𝑡 for

brevity. A discrete form of 𝑔(𝑡) is 𝑔[𝑛], a correspondence which we will elaborate on

in Section 4.5.4.

4.5.2 Intuitive formulation: optimization over duration

In Section 4.3, we concluded with a formula for the leakage error 𝑃𝑒 in Eq. 4.33. We

can rewrite the formula in terms of the Fourier transform of 𝑔(𝑡) = d𝜃/d𝑡

𝑃𝑒 =

⃒⃒⃒⃒ ∫︁
𝑔(𝑡)𝑒−𝑖𝜔0𝑡d𝑡

⃒⃒⃒⃒2
4

=

⃒⃒
𝐺(𝑖𝜔0)

⃒⃒2
4

(4.39)

where 𝐺(𝑖𝜔0) is the Fourier transform of 𝑔(𝑡) evaluated at 𝜔0.

In the implementation of a high-fidelity CPHASE gate, we especially care about

three factors: phase accumulation, leakage error, and gate duration. Phase accumu-

lation is directly related to 𝜃(𝑡) as discussed in Section 4.2. We assume that we can

approximately obtain a desired phase accumulation with the same amplitude for dif-

ferent shapes of 𝜃(𝑡). In Chapter 6, we will show that we can impose a desired phase

accumulation by tuning the amplitude. It turns out that the simulation results are

slightly distorted, but the advantage of the optimal control trajectory derived from

our analysis achieving shorter gate duration still holds. Now we focus on the two

remaining convoluted factors: leakage error and gate duration. We are interested in

designing a 𝑔(𝑡) with as short a duration as possible, given some acceptable leakage

error threshold. Here the parameters to be optimized are the shape and duration of

𝑔(𝑡). In addition, in cases where 𝑔(𝑡) has the same shape but a longer duration, we
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desire that the leakage error remain below the error threshold. This makes intuitive

sense, because a longer 𝑔(𝑡) generally corresponds to a slower evolution and therefore

should induce no more (and often less) leakage error. Furthermore, in experiments,

pulses can be longer than expected due to nonidealities in hardware, and we would

like to include this situation in our consideration.

In this formulation, we consider two scenarios, the Type-I process and the Type-

II process, as discussed in Section 4.4. Let 𝑡𝑑 be the duration of 𝑔(𝑡). The Type-

I process is where 𝜃(𝑡) evolves from some initial value 𝜃0 to some final value 𝜃1,

i.e.,
∫︀ 𝑡𝑑
0
𝑔(𝑡)d𝑡 =

∫︀ 𝑡𝑑
𝑡𝑑/2

𝑔(𝑡)d𝑡 = (𝜃1 − 𝜃0)/2. For convenience of design, we further

normalize the control trajectory so that
∫︀ 𝑡𝑑/2

0
𝑔(𝑡)d𝑡 =

∫︀ 𝑡𝑑
𝑡𝑑/2

𝑔(𝑡)d𝑡 = 1. Here, we

implicitly assume that 𝜃(𝑡) = 𝜋/2 (exactly at the avoided crossing) at exactly half

of the duration. The Type-II process is where 𝜃(𝑡) starts from some initial value 𝜃0

to some intermediate value 𝜃2 and then returns to the initial value 𝜃0. We implicitly

assume that 𝜃(𝑡) equals the intermediate value 𝜃2 at exactly half of the duration,

i.e.,
∫︀ 𝑡𝑑/2

0
𝑔(𝑡)d𝑡 = 𝜃2 − 𝜃0 and

∫︀ 𝑡𝑑
𝑡𝑑/2

𝑔(𝑡)d𝑡 = 𝜃0 − 𝜃2. The validity of this restriction

will become clear when the optimal solution is presented in Section 5.2. We further

normalize the control trajectory so that
∫︀ 𝑡𝑑/2

0
𝑔(𝑡)d𝑡 = −

∫︀ 𝑡𝑑
𝑡𝑑/2

𝑔(𝑡)d𝑡 = 1.

Now 𝑔(𝑡) is time limited to the interval [0, 𝑡𝑑], i.e., 𝑔(𝑡) = 0,when 𝑡 < 0 or 𝑡 > 𝑡𝑑.

Consider the leakage error in Eq. 4.33 and pay specific attention to |𝐺(𝑖𝜔0)|, which is

the magnitude of the Fourier transform of 𝑔(𝑡) of duration 𝑡𝑑. The optimization prob-

lem can be stated as follows. Given an error threshold 𝑃𝑒 ≤ 𝛾2/4, i.e., |𝐺(𝑖𝜔0)| ≤ 𝛾,

the goal is to find the 𝑔(𝑡) of duration 𝑡*𝑑 with 𝑡*𝑑 = min(𝑡𝑑𝑐), where for any 𝑡𝑑 ≥ 𝑡𝑑𝑐,

|𝐺(𝑖𝜔0)| ≤ 𝛾 is satisfied. At first glance, this problem is not easily solvable, because

the minimization is also interdependent on the trajectory duration in a manner. In

order to compute |𝐺(𝑖𝜔0)|, it is always required to determine 𝑡𝑑 first, but the mini-

mization is also over 𝑡𝑑. An intuitive program would be to create and compare trial

cases with different 𝑡𝑑’s, which is computationally expensive and may not converge

to the optimal solution.
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4.5.3 Time-frequency transformation: optimization over

frequency

We first introduce a dummy alphabet 𝒜 with infinite elements corresponding to an

infinite number of control trajectory shapes and use 𝑔𝑎(𝑡) where 𝑎 ∈ 𝒜 to denote a

control trajectory normalized in time to the interval [0, 1], i.e., 𝑔𝑎(𝑡) = 0,when 𝑡 <

0 or 𝑡 > 1. We further impose normalization so that for the Type-I process, we have∫︀ 1/2

0
𝑔𝑎(𝑡)d𝑡 =

∫︀ 1

1/2
𝑔𝑎(𝑡)d𝑡 = 1, and for the Type-II process, we have

∫︀ 1/2

0
𝑔𝑎(𝑡)d𝑡 =

−
∫︀ 1

1/2
𝑔𝑎(𝑡)d𝑡 = 1. We refer to 𝑔𝑎(𝑡) as a control trajectory shape labelled by 𝑎.

For any 𝑔(𝑡) of duration 𝑡𝑑, there must exist some 𝑎 ∈ 𝒜 such that 𝑔(𝑡) =

𝑔𝑎(𝑡/𝑡𝑑)/𝑡𝑑. With the time and frequency scaling property of the Fourier transform,

we have 𝐺(𝑖𝜔0) = 𝐺𝑎(𝑖𝜔0𝑡𝑑), where 𝐺𝑎(𝑖𝜔0𝑡𝑑) is the Fourier transform of 𝑔𝑎(𝑡) evalu-

ated at 𝜔0𝑡𝑑. The original statement in Section 4.5.2 then is transformed into finding

a control trajectory shape 𝑔𝑎(𝑡) such that 𝑡*𝑑 is minimized, i.e., 𝑡*𝑑 = min(𝑡𝑑𝑐), where

for any 𝑡𝑑 ≥ 𝑡𝑑𝑐, |𝐺(𝑖𝜔0𝑡𝑑)| ≤ 𝛾 is satisfied.

Note that in the expression 𝐺𝑎(𝑖𝜔0𝑡𝑑), 𝜔0 and 𝑡𝑑 are nominally on an equivalent

footing. Therefore, it would be equivalent to construct the problem with 𝑡𝑑 given

and 𝜔0 varied and to be minimized, instead of fixing 𝜔0 and minimizing over 𝑡𝑑. For

convenience, we set 𝑡𝑑 = 1 and use 𝜔 instead of 𝜔0. In this way, we reformulate the

problem into finding a trajectory shape 𝑔𝑎(𝑡) such that 𝜔* is minimized, where 𝜔* is

defined as the minimum frequency such that for any 𝜔 ≥ 𝜔*, |𝐺𝑎(𝑖𝜔)| ≤ 𝛾 is satisfied.

Based on the notation and optimality criterion derived above, we state the problem

formulation more explicitly as follows:

1. Type-I process:

A control trajectory 𝑔(𝑡) is desired, where 𝑔(𝑡) is normalized:

(a) 𝑔(𝑡) = 0 when 𝑡 < 0 or 𝑡 > 1,

(b)
∫︀ 𝑡𝑑/2

0
𝑔(𝑡)d𝑡 =

∫︀ 𝑡𝑑
𝑡𝑑/2

𝑔(𝑡)d𝑡 = 1,
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such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑖𝜔)| ≤ 𝛾,

where 𝐺(𝑖𝜔) is the Fourier transform of 𝑔(𝑡) and 𝛾 is given.

2. Type-II process:

A control trajectory 𝑔(𝑡) is desired, where 𝑔(𝑡) is normalized:

(a) 𝑔(𝑡) = 0 when 𝑡 < 0 or 𝑡 > 1,

(b)
∫︀ 1/2

0
𝑔(𝑡)d𝑡 = −

∫︀ 1

1/2
𝑔(𝑡)d𝑡 = 1,

such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑖𝜔)| ≤ 𝛾,

where 𝐺(𝑖𝜔) is the Fourier transform of 𝑔(𝑡) and 𝛾 is given.

4.5.4 Continuous time to discrete time transformation

The formulation so far has been stated in continuous time. However, in experiments,

a discrete-time pulse needs to be specified for the digital controller of the pulse gen-

eration hardware (arbitrary waveform generator), followed by a certain interpolation

scheme in order to output a continuous-time pulse when the baseband flux pulse is

implemented. Therefore, in this thesis, we consider specifically the design in dis-

crete time. Let 𝑇𝑠 be the sampling frequency. Then we have 𝑔[𝑛] = 𝑔(𝑛𝑇𝑠) for

𝑛 = 0, 1, . . . , 𝑁 − 1 where 𝑁 − 1 = 1/𝑇𝑠. We refer to 𝑁 as the length of 𝑔[𝑛]. We

determine the problem formulation in discrete time as follows:

1. Type-I process:

A control trajectory 𝑔[𝑛] of length 𝑁 is desired, where 𝑔[𝑛] is normalized:

(a) 𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1,
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(b)
∑︀𝑁/2−1

0 𝑔[𝑛] = 1 =
∑︀𝑁−1

𝑁/2 𝑔[𝑛] for even𝑁 , or
∑︀(𝑁−1)/2

0 𝑔[𝑛] = 1 =
∑︀𝑁−1

(𝑁−1)/2 𝑔[𝑛]

for odd 𝑁 ,

such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑒𝑖𝜔)| ≤ 𝛾,

where 𝐺(𝑒𝑖𝜔) is the discrete time Fourier transform of 𝑔[𝑛] and 𝛾 is given.

2. Type-II process:

A control trajectory 𝑔[𝑛] of length 𝑁 is desired, where 𝑔[𝑛] is normalized:

(a) 𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1,

(b)
∑︀𝑁/2−1

0 𝑔[𝑛] = 1 = −
∑︀𝑁−1

𝑁/2 𝑔[𝑛] for even 𝑁 , or
∑︀(𝑁−1)/2

0 𝑔[𝑛] = 1 =

−
∑︀𝑁−1

(𝑁−1)/2 𝑔[𝑛] for odd 𝑁 ,

such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑒𝑗𝜔)| ≤ 𝛾,

where 𝐺(𝑒𝑖𝜔) is the discrete time Fourier transform of 𝑔[𝑛] and 𝛾 is given.
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Chapter 5

Optimal Solutions and Comparisons

In Section 4.5, we reformulated the CPHASE gate design problem into a pulse design

problem and further transformed it into the design of a control trajectory 𝑔[𝑛]. In

Chapter 5, we propose multiple candidates for the control trajectory of the pulse

design problem considered in this thesis based on finite-length discrete-time pulses

discussed in Chapter 2. We study the two scenarios illustrated in Section 4.4 and

compare different potential solutions in Section 5.2. Special attention is paid to the

comparisons between the optimal solutions derived in this thesis, i.e., the Chebyshev

trajectories I and II, and the first and second Slepian trajectories widely used in

current quantum experiments.

5.1 Control trajectories based on some common

finite-length discrete-time pulses

The control trajectory 𝑔[𝑛] needs to satisfy the normalization constraints as discussed

in Section 4.5. Specifically, for the Type-I process, the constraints are

𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1 (5.1a)
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𝑁/2−1∑︁
0

𝑔[𝑛] = 1 =
𝑁−1∑︁
𝑁/2

𝑔[𝑛] for even 𝑁, or
(𝑁−1)/2∑︁

0

𝑔[𝑛] = 1 =
𝑁−1∑︁

(𝑁−1)/2

𝑔[𝑛] for odd 𝑁

(5.1b)

and for the Type-II process the constraints are

𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1 (5.2a)

𝑁/2−1∑︁
0

𝑔[𝑛] = 1 = −
𝑁−1∑︁
𝑁/2

𝑔[𝑛] for even 𝑁, or
(𝑁−1)/2∑︁

0

𝑔[𝑛] = 1 = −
𝑁−1∑︁

(𝑁−1)/2

𝑔[𝑛] for odd 𝑁

(5.2b)

The Type-I process and the Type-II process correspond to the symmetric and anti-

symmetric control trajectories, respectively. The finite length constraint in Eqs. 5.1a

and 5.2a are naturally satisfied by the finite-length discrete-time pulses. There-

fore, the control trajectories can be derived through a straightforward normaliza-

tion of the finite-length discrete-time pulses as discussed in Chapter 2. For the

Type-I process, we define the control trajectories 𝑔sym[𝑛] by scaling and normaliz-

ing the corresponding symmetric pulses 𝑤sym[𝑛] such that
∑︀𝑁/2−1

0 𝑔asym[𝑛] = 1 =∑︀𝑁−1
𝑁/2 𝑔asym[𝑛] for even 𝑁 , or

∑︀(𝑁−1)/2
0 𝑔asym[𝑛] = 1 =

∑︀𝑁−1
(𝑁−1)/2 𝑔asym[𝑛] for odd 𝑁 ,

where “sym” is an index denoting which symmetric finite-length discrete-time pulse

is considered. Similarly, for the Type-II process, we define the control trajectories

by scaling and normalizing the corresponding anti-symmetric pulses 𝑤asym[𝑛] such

that
∑︀𝑁/2−1

0 𝑔asym[𝑛] = 1 = −
∑︀𝑁−1

𝑁/2 𝑔asym[𝑛] for even 𝑁 , or
∑︀(𝑁−1)/2

0 𝑔asym[𝑛] =

1 = −
∑︀𝑁−1

(𝑁−1)/2 𝑔asym[𝑛] for odd 𝑁 , where “asym” is an index denoting which anti-

symmetric finite-length discrete-time pulse is considered. In this thesis, we have

sym ∈ {rec, hann, hamm, bkm, cos, sl1, ka, ch1} and asym ∈ {sl2, ch2}. The abbrevia-

tions are associated with the finite-length discrete-time pulses discussed in Chapter 2.

5.2 Two scenarios

In Section 4.4, we discussed the characteristics of the Type-I and Type-II processes. In

Section 5.2, we propose the Chebyshev I and II trajectories as an alternative solution
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for the Type-I and Type-II processes. We will in particular compare the Chebyshev

I and II trajectories with the first and second Slepian trajectories, respectively. We

show that under the optimality criterion formulated in this thesis the Chebyshev

trajectories can outperform their Slepian counterparts.

Figure 5-1: Frequency-domain representations of the rectangular trajectory, the
Blackman trajectory, the Kaiser trajectory, the first Slepian trajectory and the Cheby-
shev trajectory I for 𝑁 = 25. Their first sidelobe amplitudes match one another and
are equal to the given threshold 𝛾 = 10−2.9 ≈ 0.0013 (except for the rectangular
trajectory). The dashed gray box area is where we compare the different trajectories.
See a zoom-in plot in Figure 5-2.

5.2.1 Type-I process: Move through the avoided crossing

Recall that in Section 4.5.4 the optimality criterion for the Type-I process is stated

as follows:

Optimality criterion:

A control trajectory 𝑔[𝑛] of length 𝑁 is desired, where 𝑔[𝑛] is normalized:

(a) 𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1,
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Figure 5-2: A zoom-in plot of the dashed gray box area in Figure 5-1. We find that
𝜔*

ch1 < 𝜔*
sl1 < 𝜔*

ka < 𝜔*
bkm.

(b)
∑︀𝑁/2−1

0 𝑔[𝑛] = 1 =
∑︀𝑁−1

𝑁/2 𝑔[𝑛] for even 𝑁 , or
∑︀(𝑁−1)/2

0 𝑔[𝑛] = 1 =
∑︀𝑁−1

(𝑁−1)/2 𝑔[𝑛]

for odd 𝑁 ,

such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑒𝑖𝜔)| ≤ 𝛾,

where 𝐺(𝑒𝑖𝜔) is the discrete time Fourier transform of 𝑔[𝑛] and 𝛾 is given.

This formulation bears a close similarity to the problem formulated in Refs. [21,

46], i.e., minimizing the mainlobe width subject to a sidelobe amplitude specification,

whose optimal solution has been shown in the literature to be the Chebyshev pulse

I as we discussed in Section 2.2.5. Therefore, we propose the Chebyshev trajectory

I 𝑔ch1[𝑛] to be a candidate solution in this problem. Figure 5-1 shows a comparison

of the magnitude of Fourier transform of different control trajectories 𝑔rec[𝑛], 𝑔bkm[𝑛],

𝑔ka[𝑛], 𝑔ch1[𝑛] and 𝑔sl1[𝑛], all of which are of length 𝑁 = 25. We specifically choose
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the parameters for each trajectory so that their first sidelobe amplitudes match one

another (except for the rectangular trajectory) and are equal to the given threshold

𝛾 = 10−58/20 ≈ 0.0013. The reason for choosing such a 𝛾 is that we would like

to include the Blackman trajectory in comparison. Therefore, we match the first

sidelobe amplitudes of the other trajectories (except for the rectangular trajectory) to

the first sidelobe amplitude of the Blackman trajectory, which is solely determined by

the length 𝑁 = 25. To achieve this, we choose 𝛽 = 8.03 for the Kaiser trajectory and

𝑁𝑊 = 2.51 for the first Slepian trajectory, and specify the sidelobe amplitudes of the

Chebyshev trajectory I to be equal to 𝛾. In principal, however, 𝛾 can be arbitrarily

specified. If we pay special attention to the dashed gray box area in Figure 5-1,

zoomed in as shown in Figure 5-2, we will find that 𝜔*
ch1 < 𝜔*

sl1 < 𝜔*
ka < 𝜔*

bkm. With

the optimality criterion defined in this thesis, the Chebyshev trajectory I 𝑔ch1[𝑛] is

always the better option than control trajectories based on other finite-length discrete-

time pulses. This option is better because, for any arbitrarily given threshold 𝛾, the

Chebyshev trajectory I 𝑔ch1[𝑛] always holds the smallest 𝜔*.

5.2.2 Type-II process: Return from the avoided crossing

The optimality criterion for the Type-II process as stated in Section 4.5.4 is shown

below.

Optimality criterion:

A control trajectory 𝑔[𝑛] of length 𝑁 is desired, where 𝑔[𝑛] is normalized:

(a) 𝑔[𝑛] = 0 when 𝑛 < 0 or 𝑛 > 𝑁 − 1,

(b)
∑︀𝑁/2−1

0 𝑔[𝑛] = 1 = −
∑︀𝑁−1

𝑁/2 𝑔[𝑛] for even𝑁 , or
∑︀(𝑁−1)/2

0 𝑔[𝑛] = 1 = −
∑︀𝑁−1

(𝑁−1)/2 𝑔[𝑛]

for odd 𝑁 ,

such that 𝜔* is minimized, where 𝜔* is defined as 𝜔* = min(𝜔𝑐) such that

for any 𝜔 ≥ 𝜔𝑐, |𝐺(𝑒𝑗𝜔)| ≤ 𝛾,

where 𝐺(𝑒𝑖𝜔) is the discrete time Fourier transform of 𝑔[𝑛] and 𝛾 is given.

76



(a) Frequency-domain representations. (b) A zoom-in plot.

Figure 5-3: (a) The frequency-domain representations of the second Slepian trajectory
and the Chebyshev trajectory II for 𝑁 = 25, where their first sidelobe amplitudes
match each other and are equal to the given threshold 𝛾 = 10−2.35 ≈ 0.0045. (b) A
zoom-in plot of the dashed gray box area in (a). We find that 𝜔*

ch2 < 𝜔*
sl2.

The optimality criterion statement for the Type-II process differs from that for

the Type-I process in that the normalization requirement implicitly leads to an anti-

symmetric control trajectory 𝑔[𝑛]. Inspired by the optimal solution proposed for the

Type-I process, we propose the Chebyshev trajectory II 𝑔ch2[𝑛] to be utilized for the

Type-II process, which potentially has an advantage over the second Slepian trajec-

tory 𝑔sl2[𝑛]. The argument is similar in that as we allow higher sidelobe amplitude

in larger frequency components, we can in turn decrease the mainlobe width. The

major characteristics of the two control trajectories are that the Chebyshev trajectory

II 𝑔ch2[𝑛] has equal sidelobe amplitude for all sidelobes, while the second Slepian tra-

jectory 𝑔sl2[𝑛] has decreasing sidelobe amplitude. Therefore, we propose two methods

for choosing the sidelobe amplitude of the Chebyshev trajectory II according to the

second Slepian trajectory, or vice versa. We will show an example for each method

in Figure 5-3 and 5-4.

First, we arbitrarily determine an second Slepian trajectory of length 𝑁 = 25 and

𝑁𝑊 = 3 to be compared against. As depicted in Figure 5-3, we show a comparison

of the frequency-domain representations of the Chebyshev trajectory II 𝑔ch2[𝑛] and

the second Slepian trajectory 𝑔sl2[𝑛]. We specifically choose 𝑔ch2[𝑛] so that its side-

lobe amplitude matches the first sidelobe amplitude of the specified second Slepian
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trajectory 𝑔sl2[𝑛], and both are equal to the given threshold 𝛾 = 10−2.35 ≈ 0.0045.

Pay attention to the dashed gray box area in Figure 5-3a, zoomed in as shown in

Figure 5-3b, and we find that 𝜔*
ch2 < 𝜔*

sl2. While satisfying the restriction on side-

lobe amplitude, the Chebyshev trajectory II 𝑔ch2[𝑛] outperforms the second Slepian

trajectory 𝑔sl2[𝑛] for incurring a smaller 𝜔*.

Figure 5-4: The frequency-domain representations of the second Slepian trajectory
and the Chebyshev trajectory II for 𝑁 = 25, where their sidelobe amplitudes match
each other at the 7th sidelobe. The threshold is set to be 𝛾 = 10−2.86 ≈ 0.0014. We
find that 𝜔*

ch2 < 𝜔*
sl2.

Figure 5-4 shows a further comparison where we specifically choose 𝑔ch2[𝑛] so

that its sidelobe amplitude matches the 7th sidelobe of the specified second Slepian

trajectory 𝑔sl2[𝑛] to allow for a lower threshold 𝛾 = 10−2.86 ≈ 0.0014. As depicted in

the dashed gray box areas in Figure 5-4, we find that 𝜔*
ch2 < 𝜔*

sl2 by a notable amount

in this example (𝜔*
ch2 ≈ 0.14 and 𝜔*

sl2 ≈ 0.31), while all the further sidelobes beyond

𝜔* remain equal to or below the threshold 𝛾.
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5.3 Summary and discussion

In the theoretical analysis of the abstracted two-level system, we draw the following

conclusions:

1. With the optimality criterion defined in this thesis, the Chebyshev trajectories

outperform the Slepian trajectories for both the Type-I and Type-II processes.

Specifically, this statement indicates that in order to achieve the same level of

leakage error, the Chebyshev trajectories can be designed to be shorter in time

than the Slepian trajectories.

2. The Chebyshev trajectories can be designed to satisfy different leakage error

thresholds while maintaining its advantage of a shorter duration over the Slepian

trajectories.
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Chapter 6

Time-domain Simulation Using

QuTiP

In Chapter 6, we show time-domain simulation results using QuTiP. Since, in this

thesis, we are mostly interested in the process of a CZ gate between two coupled

transmon qubits, we will only show simulation results regarding the Type II process.

We concentrate on the comparison between the second Slepian trajectory and the

Chebyshev trajectory II as proposed in Section 5.2.2.

QB1 QB2

Figure 6-1: Circuit diagram of a flux-tunable transmon capacitively coupled to a
fixed-frequency transmon. The flux-tunable transmon is referred to as QB1 and the
fixed-frequency transmon is referred to as QB2. Same figure as Figure 3-6.
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6.1 Setting and procedure

Consider two capacitively coupled transmon qubits, one of which is flux-tunable

(QB1) and the other has fixed frequency (QB2). The circuit diagram is shown in

Figure 6-1. The Hamiltonian of each of the transmon qubits can be written as (let

ℎ̄ = 1)

𝐻𝑖 = 𝜔𝑖𝑎
†
𝑖𝑎𝑖 +

𝛼𝑖

2
𝑎†𝑖𝑎

†
𝑖𝑎𝑖𝑎𝑖, 𝑖 = 1, 2 (6.1)

where 𝑎†𝑖 , 𝑎𝑖 are the raising (creation) and lowering (annihilation) operators in the

eigenbasis of the corresponding qubit, 𝜔𝑖 is the qubit frequency of QB𝑖, and 𝛼𝑖 is

the anharmonicity of QB𝑖. Note that 𝜔1 can be varied since QB1 is a flux-tunable

transmon qubit.

The Hamiltonian of the coupling term can be written as

𝐻12 = 𝑔(𝑎†1 + 𝑎1)⊗ (𝑎†2 + 𝑎2) (6.2)

where 𝑔 is the coupling strength and ⊗ denotes tensor product.

Therefore, the whole system Hamiltonian can be written as a sum of the individual

Hamiltonians mentioned above

𝐻 =
∑︁
𝑖=1,2

𝐻𝑖 +𝐻12

=
∑︁
𝑖=1,2

(𝜔𝑖𝑎
†
𝑖𝑎𝑖 +

𝛼𝑖

2
𝑎†𝑖𝑎

†
𝑖𝑎𝑖𝑎𝑖) + 𝑔(𝑎†1 + 𝑎1)⊗ (𝑎†2 + 𝑎2)

(6.3)

In our simulation, we choose the parameters 𝜔1 = 5.2 GHz, 𝜔2 = 4.7 GHz,

𝛼1 = 𝛼2 = −0.3 GHz, and 𝑔 = 50 MHz, which form a typical parameter set for

transmon qubits. In order to perform a CPHASE gate, we would like to detune 𝜔1

so that 𝜔1 + 𝜔2 ≈ 2𝜔1 + 𝛼1. If we move exactly into the avoided crossing between

state |11⟩ and |20⟩, then 𝜔1+𝜔2 = 2𝜔1+𝛼1, i.e., 𝜔1 = 5.0 GHz. An energy spectrum

diagram of the system to be simulated is shown in Figure 6-2. We will vary 𝜔1 from

𝜔1 = 5.2 GHz to approximately 𝜔1 = 5.0 GHz depending on the amplitude of the

control pulse, and then back to 𝜔1 = 5.2 GHz.
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Figure 6-2: Energy spectrum diagram of two coupled transmons as depicted in Fig-
ure 6-1 as the frequency of QB1 is detuned by changing the local magnetic flux that
threads its SQUID loop. The avoided crossing between the states |11⟩ and |20⟩ is used
to implement the CPHASE gate. The upper plot shows an example of a Slepian-based
pulse to vary 𝜔1 from 𝜔1 = 5.2 GHz to 𝜔1 = 5.0 GHz and then back to 𝜔1 = 5.2 GHz.
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The procedure of our simulation is as follows:

1. Choose different control trajectories 𝑔𝑖[𝑛] to compare.

2. Compute the corresponding control pulse 𝜀𝑖[𝑛] for each 𝑔𝑖[𝑛] and use 𝜀𝑖[𝑛] as a

control pulse to detune 𝜔1.

3. For each control pulse 𝜀𝑖[𝑛], scale 𝜀𝑖[𝑛] linearly in terms of duration and ampli-

tude, and simulate a CPHASE gate for each duration and amplitude. Calculate

the phase accumulation and leakage error as a function of duration and ampli-

tude.

4. Collect the duration and amplitude pairs that obtain a phase accumulation

𝜑 = 𝜋. Determine the corresponding leakage error as a function of duration.
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(a) Example of 𝑔𝑖[𝑛].
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(b) Corresponding 𝜀𝑖[𝑛].

Figure 6-3: (a) An example of 𝑔𝑖[𝑛] and (b) the corresponding 𝜀𝑖[𝑛] based on a second
Slepian trajectory. In simulation, 𝜀𝑖[𝑛] and its linearly scaled versions indicate how
the frequency detuning of QB1 varies through time, as shown in Figure 6-2.

There are a few subtleties in our simulation to mention, which are as follows:

1. In our simulation, we assume a design process mindset. In particular, we try to

answer the question: given a control trajectory and some leakage error thresh-

old, can we design another control trajectory that is shorter in duration while

satisfying the given leakage error threshold. We will focus on comparing the
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Chebyshev trajectory II and the second Slepian trajectory. We choose a specific

trajectory from each family based on the two sidelobe matching strategies as

discussed in Section 5.2.2.

2. To compute 𝜀𝑖[𝑛], we first integrate 𝑔𝑖[𝑛] to obtain 𝜃𝑖[𝑛] and then calculate

𝜀𝑖[𝑛] = ∆/ tan 𝜃𝑖[𝑛].

3. To scale 𝜀𝑖[𝑛], we first obtain an interpolated function of 𝜀𝑖[𝑛] denoted as 𝜀𝑖(𝑡).

To scale linearly in duration, we perform 𝜀𝑖(𝑡/𝑡𝑑) where 𝑡𝑑 is the desired dura-

tion. To scale linearly in amplitude, we perform 𝐴𝜀𝑖(𝑡) where 𝐴 is the desired

amplitude.

4. An example of implementing the control pulse to detune 𝜔1 is illustrated in

Figure 6-2 and Figure 6-3.

5. We concentrate on the CZ gate in our simulation and require a suitable ampli-

tude chosen so that a phase accumulation is 𝜑 = 𝜋 + 2𝑘𝜋 with 𝑘 = 0. In other

words, we specifically focus on cases where the phase accumulation reaches 𝜋

for the first time. This can be achieved by scanning the duration and amplitude

of the control pulse in some range and selecting the suitable parameters.

6. Because the initial point when 𝜔1 = 5.2 GHz is not infinitely far away from the

avoided crossing, state |11⟩ will suffer from the always-on 𝑧⊗ 𝑧 interaction and

accumulate an idling phase even though no control is applied. We will subtract

the idling phase from the total phase accumulation in order to manifest the

effect of the control pulse 𝜀𝑖[𝑛].

6.2 Simulation results

We will show comparisons of multiple Chebyshev trajectories II 𝑔ch2[𝑛] against a sec-

ond Slepian trajectory 𝑔sl2[𝑛] specified arbitrarily, whose time-domain and frequency-

domain representations are shown in Figure 6-4. We specify 𝑔sl2[𝑛] in the Python func-

tion “scipy.signal.windows.dpss( )” using the standardized half bandwidth 𝑁𝑊 = 3.15
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(a) Time domain.
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(b) Frequency domain.

Figure 6-4: (a) Time-domain and (b) frequency-domain representations of the speci-
fied second Slepian trajectory 𝑔sl2[𝑛]. The red horizontal line 𝑦 = −2.5 in (b) indicates
the first sidelobe amplitude of the specified second Slepian tranjectory.

(a) Phase accumulation. (b) Leakage error.

Figure 6-5: Simulation results of (a) phase accumulation 𝜑 and (b) leakage error 𝑃𝑒

as a function of control pulse duration 𝑡𝑑 and amplitude 𝐴 using the specified second
Slepian trajectory 𝑔sl2[𝑛]. The red curve in (a) indicates the data points where the
phase accumulation reaches 𝜋 for the first time. The red curve in (b) indicates the
corresponding leakage error data points.

and pulse length 𝑁 = 1001. The Chebyshev trajectories II are chosen to match dif-

ferent sidelobe amplitudes of the specified second Slepian trajectory.

Figure 6-5 presents the phase accumulation and leakage error as a function of

the control pulse duration 𝑡𝑑 and amplitude 𝐴 using 𝑔sl2[𝑛] as shown in Figure 6-

4a. Following the procedure in Section 6.1, we first find out all the amplitude and

duration pairs that result in the phase accumulation 𝜑 = 𝜋 described by the red

curve in Figure 6-5a. Then we determine the corresponding leakage error data points
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Figure 6-6: Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑 with phase accumula-
tion of 𝜑 = 𝜋.
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(b) Frequency domain.

Figure 6-7: Comparison example 1. (a) Time-domain and (b) frequency-domain rep-
resentations of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified
second Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match
the first sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given
threshold 𝛾 = 10−2.5 ≈ 0.32%.

described by the same red curve in Figure 6-5b. We plot the corresponding leakage

error 𝑃𝑒 as a function of pulse duration 𝑡𝑑 in Figure 6-6. Note that for pulse duration

𝑡𝑑 ∈ [11.0, 14.9] the leakage error is invalid. This is because we constrain the pulse

amplitude 𝐴 to be 𝐴 ≤ 1, i.e., no further than exactly the avoided crossing, and

therefore it is impossible for such a short pulse to obtain a phase accumulation of

𝜑 = 𝜋.
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6.2.1 Comparison example 1

In this comparison, we specifically choose a Chebyshev trajectory II 𝑔ch2[𝑛] so that

its sidelobe amplitude matches the first sidelobe amplitude of the specified 𝑔sl2[𝑛]

and is equal to the given threshold 𝛾 = 10−2.5 ≈ 0.32%. Note that here the error

threshold 𝛾 is an indicator of the true leakage error for comparison, but the value

of 𝛾 is not quite meaningful. The comparison of time-domain and frequency-domain

representations are shown in Figure 6-7. In Figure 6-7a we note that the Chebyshev

trajectory II 𝑔ch2[𝑛] has two impulses at the initial and last point. This is in fact a

feature of the Chebyshev trajectories that partially contributes to equiripple sidelobes.

As we will show in the following comparison examples, when the sidelobe amplitude

of the Chebyshev trajectory II 𝑔ch2[𝑛] is specified to be smaller, the amplitude of the

impulses at both ends will approximately align with their neighboring points.

(a) Phase accumulation. (b) Leakage error.

Figure 6-8: Comparison example 1. Simulation results of (a) phase accumulation 𝜑
and (b) leakage error 𝑃𝑒 as a function of control pulse duration 𝑡𝑑 and amplitude 𝐴
using the chosen Chebyshev trajectory II 𝑔ch2[𝑛].

Figure 6-8 presents the phase accumulation and leakage error for a range of control

pulse durations and amplitudes using 𝑔ch2[𝑛] as shown in Figure 6-7. We follow the

procedure described in Section 6.1 and show the corresponding leakage error 𝑃𝑒 as a

function of the control pulse duration 𝑡𝑑 in Figure 6-9. Note that the implicit variable

here is the amplitude of the control pulse, which ensures a phase accumulation of

𝜑 = 𝜋. As we observe in Figure 6-9, if the desired leakage error threshold is set to

be 𝑃𝑒 = 10−4.1 ≈ 0.008% as indicated by the horizontal red line, we find that the
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Figure 6-9: Comparison example 1. Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑
with phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−4.1 ≈ 0.008%,
we find that 𝑡𝑑−ch2 = 33.6 ns < 𝑡𝑑−sl2 = 37.6 ns.

smallest control pulse duration 𝑡𝑑 for the two control trajectories are 𝑡𝑑−ch2 = 33.6 ns

and 𝑡𝑑−sl2 = 37.6 ns. 𝑔ch2[𝑛] achieves a shorter duration than 𝑔sl2[𝑛] while satisfying

the given leakage error threshold.
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Figure 6-10: Comparison example 2. (a) Time-domain and (b) frequency-domain rep-
resentations of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified
second Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match
the 16th sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given
threshold 𝛾 = 10−3.4 ≈ 0.04%.
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6.2.2 Comparison example 2

In this comparison, we perform the simulation following the same protocols. How-

ever, we utilize a different Chebyshev trajectory II 𝑔ch2[𝑛], which is chosen so that

the sidelobe amplitude of 𝑔ch2[𝑛] matches the 16th sidelobe of the specified second

Slepian trajectory 𝑔sl2[𝑛]. The comparison of time-domain and frequency-domain

representations are shown in Figure 6-10. Figure 6-11 presents the leakage error and

phase accumulation for a range of control pulse durations and amplitudes utilizing

the 𝑔ch2[𝑛]. Figure 6-12 shows the leakage error 𝑃𝑒 as a function of the control pulse

duration 𝑡𝑑 where the phase accumulation of 𝜑 = 𝜋 is obtained. If the leakage error

threshold is specified to be 𝑃𝑒 = 10−5.8 ≈ 0.00016% as indicated by the horizontal

red line in Figure 6-12, we find that the shortest control pulse duration for 𝑔ch2[𝑛]

is significantly smaller than that of 𝑔sl2[𝑛]. To be more specific, 𝑡𝑑−ch2 = 50.6 ns <

𝑡𝑑−sl2 = 68.5 ns.

(a) Phase accumulation. (b) Leakage error.

Figure 6-11: Comparison example 2. Simulation results of (a) phase accumulation 𝜑
and (b) leakage error 𝑃𝑒 as a function of control pulse duration 𝑡𝑑 and amplitude 𝐴
using the chosen Chebyshev trajectory II 𝑔ch2[𝑛].

6.2.3 More comparison examples

We perform more comparisons by changing how the sidelobe amplitude of the Cheby-

shev trajectories II matches that of the second Slepian trajectory. Comparison ex-

ample 1 in Section 6.2.1 and comparison example 2 in Section 6.2.2 are the two

extreme examples in our consideration. The other comparison examples are such
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Figure 6-12: Comparison example 2. Leakage error 𝑃𝑒 as a function of pulse duration
𝑡𝑑 with phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−5.8 ≈
0.00016%, we find that 𝑡𝑑−ch2 = 50.6 ns < 𝑡𝑑−sl2 = 68.5 ns.

that the sidelobe amplitude of the Chebyshev trajectories II 𝑔ch2[𝑛] is matched to

a sidelobe amplitude between the first and 16th sidelobe amplitude of the specified

second Slepian trajectory 𝑔sl2[𝑛]. See Appendix A for more data details.

Figure 6-13: Comparisons of 𝑡𝑑−sl2 and 𝑡𝑑−ch2 for different leakage error thresholds 𝑃𝑒

specified.

Figure 6-13 shows an aggregate of comparisons of 𝑡𝑑−ch2 and 𝑡𝑑−sl2 for different

leakage error thresholds 𝑃𝑒 specified in the examples shown in Section 6.2.1, 6.2.2
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and Appendix A. We find that the Chebyshev trajectories II 𝑔ch2[𝑛] can be designed

to achieve a shorter duration than the specified second Slepian trajectory 𝑔sl2[𝑛] for

a range of leakage error thresholds, i.e., 𝑡𝑑−ch2 < 𝑡𝑑−sl2. The absolute value of the

difference in between 𝑡𝑑−ch2 and 𝑡𝑑−sl2 varies depending on 𝑃𝑒. Note that for the

threshold range around 𝑃𝑒 ≈ 0.001%, which is indicated with a black circle in Figure 6-

13, we find that 𝑡𝑑−ch2 and 𝑡𝑑−sl2 are approximately equal in order to satisfy the leakage

error threshold.

6.3 Summary and discussion

In our simulation, we assume a design process mindset with the goal of designing a

shorter control trajectory while satisfying a given leakage error threshold. Therefore,

the comparison examples are chosen based on the question that, given some second

Slepian trajectory and leakage error threshold, can the Chebyshev trajectory II be

designed to be shorter in duration. The inference is that for a specified second Slepian

trajectory and a given leakage error threshold, we can find a Chebyshev trajectory II

with a shorter duration while satisfying the leakage error threshold in many cases, if

not in all cases.

We discuss several limitations in our simulation results as follows:

1. There are some assumptions and approximations in deriving the formula for the

leakage error in the abstracted two-level system. As discussed in the Landau-

Zener example in Section 4.3.3, the formula derived for the leakage error can be

used as an indicator for comparison between different control trajectories, but

it is not exact. In our simulation, we first utilize the formula as a reference to

determine which control trajectories to compare against and then perform the

simulation. We find that the general trend of the simulation results agrees with

the theoretical leakage error formula. However, the exact leakage error value

and the corresponding shortest pulse duration are not consistent.

2. In the theoretical analysis in Chapter 5, we do not consider explicitly the phase
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accumulation constraint of a CPHASE gate. In our simulation, the procedure

requires that we choose the appropriate amplitude for the control pulse such

that a phase accumulation of 𝜑 = 𝜋 is obtained. In fact, in order to acquire a

phase accumulation of 𝜑 = 𝜋, the returning point of the control trajectory is

away from the avoided crossing in some cases where the pulse length is relatively

large. Therefore, the advantage we observe in the simulation results may not

be in agreement with what is predicted from the theoretical analysis.

3. We exclude interactions with higher energy levels when we consider a two-level

abstraction of the system. In our simulation, we also consider a relatively sim-

ple model with two transmon qubits directly coupled by a capacitor, where

interactions with higher energy levels are weak. In a more complicated system,

the advantage of the Chebyshev trajectories could be impacted because of in-

teractions with higher energy levels if such interactions are not negligible. One

way around this issue is to deliberately choose appropriate operating regions

so that higher energy levels are tuned away. Another way is to make further

modifications to the trajectories based on more complicated physical models.
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Chapter 7

Concluding Remarks and Future

Work

In conclusion, the primary contribution of this thesis has three main parts. First of

all, we formulate the problem of baseband flux control design of a CPHASE gate in

superconducting circuits as a pulse design problem, and further as a control trajectory

design problem. In this way, we are able to tackle the problem by taking advantage of

expertise accumulated in other contexts of pulse design problems. Second, we propose

the Chebyshev trajectory as an alternative to the widely used Slepian trajectory.

We analytically show the advantage of the Chebyshev trajectory by using a two-

level system abstraction. Finally, we compare the performance of the two types of

trajectories by simulating a CZ gate in two capacitively coupled transmon qubits.

Promising simulation results show that the Chebyshev trajectory can be designed to

be shorter in duration while satisfying the same leakage error threshold in many cases.

In other words, the Chebyshev trajectory can potentially enable faster CPHASE gates

without sacrificing leakage error.

Looking forward, we would like to propose that the Chebyshev trajectory be

considered in the context of a more widely used superconducting circuit scheme,

i.e., two qubits coupled by a tunable coupler [40, 47]. Although the qubit-coupler-

qubit scheme seems more complicated, it in fact provides more degrees of freedom to

deconvolve and simplify the problem. In Chapter 6, we mentioned several limitations
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in the simulation results, one of which is mainly due to the fact that the amplitude

of the control pulse needs to be adjusted to obtain the desired phase accumulation.

However, in the qubit-coupler-qubit scheme, we can design the operation parameters

so that the phase accumulation is mainly dependent on the pulse of one of the qubits,

while the leakage error is mainly dependent on the pulse of the coupler. Therefore,

the dependence of phase accumulation and leakage error can be largely deconvolved,

and the advantage of the Chebyshev trajectory is expected to manifest more readily.

Furthermore, the methodology and perspectives in this thesis could potentially

be employed in other pulse design problems in implementing quantum gates in su-

perconducting circuits. Many desired characteristics, such as high fidelity and fast

speed, of baseband flux-based gates in superconducting circuits depend largely on

the design of the flux pulse. The weighted Chebyshev approximation is a generic

method developed for designing pulses with specifications of interest. In this way, the

methodology we take in this thesis could be modified to fit in the scenario of various

control pulse design problems, thus serving as a step towards a systematic approach.
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Appendix A

Additional Simulation Results

In this Appendix, we show more simulation results when matching the sidelobe am-

plitude of the Chebyshev trajectories II 𝑔ch2[𝑛] to different sidelobe amplitudes of the

specified second Slepian trajectory 𝑔sl2[𝑛]. We follow the same data analysis proce-

dure as discussed in Chapter 6. The chosen different sidelobe amplitudes of 𝑔ch2[𝑛]

are in descending order as the example index number increases.
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Example 1

0.0 0.2 0.4 0.6 0.8 1.0
Time (normalized samples)

0.004

0.003

0.002

0.001

0.000

0.001

0.002

0.003

0.004

Am
pl

itu
de

Slepian
Chebyshev

(a) Time domain.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Normalized frequency (N /2 )

6

5

4

3

2

1

0

1

N
or

m
al

iz
ed

 m
ag

ni
tu

de
 (l

og
10

)

Slepian
Chebyshev
y=-2.8

(b) Frequency domain.
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Figure A-1: Example 1. (a) Time-domain and (b) frequency-domain representations
of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified second
Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match the
3rd sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given
threshold 𝛾 = 10−2.8 ≈ 0.16%. (c) Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑
with phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−4.3 ≈ 0.005%,
we find that 𝑡𝑑−ch2 = 31.0 ns < 𝑡𝑑−sl2 = 38.0 ns.
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Example 2
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Figure A-2: Example 2. (a) Time-domain and (b) frequency-domain representations
of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified second
Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match the 6th
sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given threshold
𝛾 = 10−2.97 ≈ 0.11%. (c) Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑 with
phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−4.9 ≈ 0.0013%, we
find that 𝑡𝑑−ch2 = 45.5 ns = 𝑡𝑑−sl2 = 45.5 ns.
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Example 3
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Figure A-3: Example 3. (a) Time-domain and (b) frequency-domain representations
of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified second
Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match the 7th
sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given threshold
𝛾 = 10−3.05 ≈ 0.089%. (c) Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑 with
phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−5.25 ≈ 0.00056%,
we find that 𝑡𝑑−ch2 = 49.7 ns < 𝑡𝑑−sl2 = 55.2 ns.
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Example 4
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Figure A-4: Example 4. (a) Time-domain and (b) frequency-domain representations
of the chosen Chebyshev trajectory II 𝑔ch2[𝑛] compared with the specified second
Slepian trajectory 𝑔sl2[𝑛]. 𝑔ch2[𝑛] is chosen for its sidelobe amplitude to match the 12th
sidelobe amplitude of 𝑔sl2[𝑛]. The red horizontal line in (b) indicates a given threshold
𝛾 = 10−3.26 ≈ 0.055%. (c) Leakage error 𝑃𝑒 as a function of pulse duration 𝑡𝑑 with
phase accumulation of 𝜑 = 𝜋. For leakage error threshold 𝑃𝑒 = 10−5.6 ≈ 0.00025%,
we find that 𝑡𝑑−ch2 = 50.5 ns < 𝑡𝑑−sl2 = 60.0 ns.
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