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ASPECTS OF WARLPIRI MORPHOLOGY AND SYNTAX
Jane Helen Simpson

Submitted to the Departmant of Linguistics and Philosophy in April, 1983, in partial
fulfiliment of the requirements for the degree of Doctor of Philosophy

ABSTRACT

| present a fragment of Warlpiri grammar. within the framework of Lexical-Functional
Grammar (LFG), focusing on the morphological and syntactic representation of the
relations between arguments and argument-taking predicates. In Chapter 2, | discuss the
assignment of grammatical functions to arguments within finite clauses headed by verbs
or nominals. | argue for a rule which assigns grammatical functions frecly to the
daughters of S. This rule is the source of free word-order in Warlpiri. | also argue for a
rule allowing an argument-taking predicate to introduce a null pronominal for any
grammatical funiction which is finked to an argument of that predicate. This rule is the
source of zero anaphora in Warlpiri.

Chapter 3 shows that case-suffixes have two main uses: to indicate that a nominal
bears a particular grammatical function, such as SUBJECT, or that it is an attribute of
another argument, and to act as an argument-taking predicate analogous to an English
preposition. To preserve the Lexical Integrity Hypothesis, this last use requires the
assignment of grammatical functions within the morphology, as part of the word-building
process. | show that this assignment allows an account of the unusual phenomenon of
double case-marking.

Chapters 4 and 5 treat the use of nominals as secondary predicates. The existence
of discontinuous nominal expressions marked with the same case-suffix is shown to
follow from independently needed rules. | claim that nominal secondary predicates are
normally independent adjuncts, rather than subcategorizing arguments, as in English. A
striking illustration of this is provided by the great freedom resultative attributes in Warlpiri
have, compared with their English counterparts.

In Chapter 6, | examine the use of nominalized verbs, action nominals, and
complementizer suffixes as secondary predicates. Such clauses have null pronominal
SUBJECTs which bear case, suggesting that they must be anaphorically controlled. |
show that the properties of complementizer suffixes can be represented in the same way
as the properties of case-suffixes, with the exception that complementizer suffixes specify
the grammatical function of their controllers. | present a classification of Warlpiri
complementizer suffixes, in terms of their controllers and their tense properties, incfuding
a discussion of clauses with controlled OBJECTS.

Thesis Supervisor: Kenneth Locke Hale

Title: Ferrari P. Ward Professor of Linguistics
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ABBREVIATIONS

Sources

| have tried to indicate the source of each example sentence where | know it. If the
example sentence is made up. | have indicated this, uniess the sentence is elementary.

Lowercase words enclosed in square brackets, e.g. [wapami], refer to entries in the
Warlpiri Dictionary.

Works by Warlpiri speakers.

JJ1
JK
JMK
KMY

MKJ

MLJ
NK

NM

NN

PP

Survey

TK

Jerry Jangala, text 1. In Swartz (ed.) See Bibliography.

June Napanangka. Jarnpa-kurlu. Yuendumu, NT. 1981

June Napanangka. Janmarda-kuriu. Yuendumu, NT. 1981

Janet Nakamarra Long. Karnta manu yankirri. Willowra, NT. 1982

Derek Wayne Jungarrayi, Cary Sherman, Leonard Granites Japanangka, Otto
Jungarrayi Sims, and Christopher Poulson Japangardi. Know the European
Law. (Milyapungkalu kardiyakurlangu jukurrpa). Yuendumu, NT. 1981
Maurice Luther Jupurrula, introduction. In Swartz (ed.) See Bibliography.

June Napanangka. Nyurnu-kuriu. Yuendumu, NT. 1981

June Napanangka. Nyurruwiyi kuja kalalu maliki-kirlirli Kuyuju yirra-pungu.
Yuendumu, NT. 1981

Ngurrju maninja kurlangu. Nyurnu yapa kurlangu. (Bush medicine).
(Contributors: Tom Henshall, Darby Jamgijinpa, Jilly Nakamarra Spencer,
Francis Jupurrula Kelly, Peter Bartlett, Leonard Japanangka Granites, Jenny
Price, Edith Coulshed, George Jampijinpa Robertson.) Yuendumu, NT. 1980

B.W.Japanangka and L. Napangardi. Purika pampa-kurlu. Yuendumu, NT.
1981

Robin Japanangka Granites, K. Hale, and D. Odling-Smee. See Bibliography.

June Napanangka. Nyurruwiyi kuja kalalu wurnaju wapaja tangkiyi-kirli
Yuendumu, NT. 1981



WNJ June Napanangka. Wirlinyi nyurru-wiyi-warnu manu
jalangujalangu-warnu-kurlu. Yuendumu, NT. 1982

YK June Napanangka. Yankirri-kirli Yuendumu, NT. 1981
Works by Hale.
EFwW Hale. Kenneth: Essential features of Warlpiri main clauses. See Bibliography.

Excerp Hale. Kenneth: Excerptions from fieldnotes.

Hnotes Hale, Kenneth: fieldnotes

H59 Hale, Kenneth: fieldnotes made in 1989

He0Dial Hale, Kenneth. [H59:7.1100s]

HE6PSJ Hale, Kenneth: transcription of text recorded by Paddy Stuart Jupurrula.
Messages Messages sent to Ken Hale from Yuendumu.

PMW Hale, Kenneth: Person marking in Walbiri. See Bibliography.

PWT Hale, Kenneth: Position of Warlpiri in a Typology of the base. See Bibliography.
(various other fieldnote references begining with H refer to Hale).

Works by others

Carrier  Carrier, Jill. See Bibliography.

JS Simpson, Jane: fieldnotes 1982
Kesteven Kesteven, Sue. See Bibliography.
ML Laughren, Mary. See Bibliography.

Nash Nash, David. See Bibliography.
Swartz  Swartz, Stephen. See Bibliography.

Abbreviations used in glosses

NOTE: | have adopted the following conventions in glossing.
1. The default case ABSOLUTIVE is marked.

2. The default AUXILIARY Aspect marker is not marked.

3. If a single Warlpiri word corresponds to several English words, | have marked the
breaks with fullstops. However. | have been cavalier about using singie English words to
gloss preverb-verb combinations, and verbs formed with the CAUS or INCH suffixes, if the
combination is not transparent.

pikirri wajili-pi

spear.thrower chase



DEC
HYP
INT
PROB
QuOoT

AND
BUT

Form

ADMON
ATT
FUT
FUT

NEC
NEG
PERM
POT
REAS
REAS
REL
usIT
d.

NOTES:

AUXILIARY

Propositional particle

declarative
counterfactual
interrogative
probably, potential
quotative, suppose

Conjunctions

and, inclusive or

Sentence particle

Aspect

Gloss

kalaka

kuku

kapi/kapu
ngarra

kaji

kula
winjarra/winjarni
pangkala

kajika
yungu/yinga/yingi
yi

kuja/ngula

kala

karinganta
kulanganta
japa
marda
nganta

manu
kala

potential, admonitive
attempt

future

future

uninstantiated event
negative

negative

permissive

potential,

present uninstantiated
causal, reason
causal,reason
instantiated event,
relative clause
remote past, usitative

1. Occasionally in the texts pa is used for ka. | have standardized these to ka.

2. | have in general not recorded the zero PERF Aspect.

PRES

ka present imperfect



PAST -Ipa past imperfect

PERF (] perfect

e. Pronominal clitic

NOTE: | have not distinguished between Clitic

(SUBJECT) and Clitic 2

(non-SUBJECT) in glossing pronominal clitics. So. if an AUX has a first person SUBJECT
Clitic 1, and a second person OBJECT Clitic 2: rna-ngku, it is glossed as "1sg-2sg".

sg singular

in

ex
CON
refl

au dual

pl plural

1,23 first, second, third person

DAT third person (singular) DATIVE clitic
2. VERB

NOTE: Verbs are cited in their Non-past form in the text.

a. Tense inflections, arranged by conjugation:

v1 V2
IMM.FUT ju ku
Immediate Future (rare)
iMP ya ka
Imperative
IRR ya-ria ka-rla
Irrealis
NPST mi,@ rni,ni
Nonpast
PAST ja rnu
Past
PREST nya rninya

Presentational Present (rare)

v3

ngku
ngka
ngka-rla
nyi

ngu

nganya

v4

tku
nja
nja-rla
rni,ni
rnu

rninya

inclusive
exclusive
conative
reflexive

V5

nku

nta

nta-ria

ni

nu

nanya



b. Non-finite forms

INF nja rninja
Infinitive

AG ngu rnu
Agentive

c. Verb tormatives

CAUS causative
EMIT emit noise
INCH inchoative
LATIVE ‘goand V'
PROG progressive

d. Directionals

HERE hither, to here
BY past, by, across

THERE thither, to there
3. NOMINAL
a. Case

ABS ABSOLUTIVE
DAT DATIVE
ERG ERGATIVE

ALL ALLATIVE

COM COMITATIVE: ‘with’
EL ELATIVE

LOC LOCATIVE

TRANS  TRANSLATIVE

nja rninja ninja

ngu rnu nu

N-mani
N-mani
N-iarrimi
V-INF-ini
V-INF-yani

-rni
-mpa
-rra

grammaticail:

7]
-ku
-ngku, -rlu

semantic:

-kurra

-ngkajfinta, -rlajinta
-ngurluy

-ngka, -rla

-karda



derivational:
ASSOC associative, perfective -warnu
CAPAB capable of -marda
CHAR characteristic -panu
DENIZ  denizen of -ngawurrpa
EXCESS excessive -witawangu
INHAB  inhabitant of -wardingki
LIKE as, like, simile-former -piya
PERL periative: ‘along’ -wana
POSS possessive -kurlangu
PRIV privative, negative -wangu
PROP nroprietive, having -furiu, -parnta
SOURCE Eiative of SOURCE -jangka
b. Number
PL PLURAL -patu
DU DUAL -jarra
c. Nominal formatives
ANOTHER -kariyinyanu
BETTER be better off, rather -katu
DIM diminutive -pardu
EVER on interrogatives -puka
E.G. for example -rlangu
KIN various kinship suffixes, e.g. -puraji, nyanu
LIKE as, like, simile-former -piya
ONE the one which is, definite -pirdinypa
ONLY -mipa
OTHER -kari
SET -pinki
TOWARD towards -purda
VERY intensifier, really -nyayirni

d. Demonstratives

NOTES:
1. The clitic ju freely attaches to most of the demonstratives. | will not gloss this clitic
separately when attached to demonstratives.

2. | generally do not gloss morphologically unmarked demonstratives with ABSOLUTIVE



case.

That
That.far
That.indef

That.near
That.rem
The

The

This
This.indef

Thus

that - referring to clause

that one at invisibie or indefinite
location, that one off somewhere

that removed
that aforementioned
that one you know about

10

ngula
yinya
mirni, yalarni

yalumpu
yali
nyanungu
yangka
nyampu

that one near at invisible or indefinite mirni-mpa, yalarni-mpa

location, that one near somewhere

like that, like this, manner

kuja

4, Complementizers appearing on both nominals and infinitives

ADMON
ALL
ASSOC
CIRC
COMCOMP
DAT
DESIR
OCOMP
OBLCOMP
PREP
PRIV

SEQ
SSCOMP

admonitive

ALLATIVE purposive complementizer

associative, perfective
circumstantial

COMITATIVE complementizer
DATIVE purposive complementizer

desirous of

Object-controlled complementizer
Cblique-controlied complementizer

preparatory
privative, negative
sequential

Subject-controlied complementizer

5. Clitics and particles

-kujaku
-kurra
-warnu
-puru
-rlajinta
-ku
-kupurda
-kurra
-rlarni
-kungarnti
-wangu
-rla
-karra

NOTE: Clitics other than AUXILIARY clitics are marked with a + boundary.

ALSO
ASSERT
BEFORE
CLEARLY
CONC
CONT
EMPH
EMPH

assertive

+ yijala
kari

state/action not coincident with matrix event + wiyi

obviously, as you know
concessive, contrastive
continuative (on verbs)
emphatic

emphatic, interrogative

+ jala

+ kula

+ yi
+wu(rru)
+ nya



EUPH

EVID

JUST

PREC
STILL
THEN
WONDER
YCU.KNOW

used both as a stylistic phonological
extender, and as an ‘oid information marker’
evidential, assertive

just

precisely

still, yet

state/action coincident with matrix event

| wonder, self-interrogative

11

+fu

+ ja
ngari

+ Kirli
+ juku
+lku -
mayi
yangka
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1. Introductory Chapter
1.1 Iintroduction

The main point of psychologic interest here involved is that logical relations that are
in many, probably most, languages expressed by syntactic means are in several
American languages expressed, to at least some extent, by morphologic, or, if
preferred, compositional processes. "l song-write” is such a replacement of the
syntactic "l write songs”, but the replacement is logically and psyctologically
parallel to that of "as white as snow” by "snow-white”. In both cases the
grammatical expression of a logical relation, in other words a syntactic process, is
sacrificed to a compositional process in which the logical relation is only implied.
The sacrifice of syntax to morphology or word-building is indeed a general tendency

in more than one American language. [Sapir, 1911: 257].

Like the American languages described by Sapir, Warlpiri, a Pama-Nyungan
language spoken in Central Australia, is a language in which the burden of representing
the relations between predicates and arguments (Sapir's "logical relations")is borne by
the morphology, rather than the syntax. Many of the properties associated with
constituent structure in English are associated with morphological structure in Warlpiri.
Recent work in generative grammar has tended to ccncentrate on languages which make
much greater use of constituent struciure than Warlpiri does. There has been relatively
little attention paid to representing information about grammatical functions which is

provided by the morphology.

In this thesis | present a fragment of the grammar of Warlpiri, in an attempt to show

how the morphological expression of "logical relations” can be represented within the
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Lexical-Functional Grammar theory of syntax (LFG),2 and the Lexical
Morphology/Phonology theory of morphology (LPM).3 | have chosen to use LFG,
because it provides an explicit theory of predicate-argument relationships which is
independent of configurational or morphological structure. This involves an intermediate
level of representation consisting of grammatical functions. As Carrier (1976) observes, a
number of generalizations about Warlpiri syntax and morphology are hard to represent
without recourse to grammatical functions. Although in principle the LFG theory
encompasses both the morphological and the syntactic expressions of grammatical
functions, in fact relatively little work has been done in developing an LFG theory of
morphology. | will therefore take as my starting point the LPM theory of morphology, as its
premises do not conflict with the requirements LFG has of a compatible theory of
morphology.

1. The material comes from three places. First, | have relied on previous work, in
particular Carrier, 1976; Granites, Hale and Odling-Smee, 1976; Hale, 1967, 1973a, 1974,
1976, 1981a, 1981b, 1982a, 1982b, to appear; Laughren, 1977, 1978, 1981, 1982, and
Nash, 1979b, 1880, 1982.

Second, | have made use of texts and material collected by Hale and Laughren, in
particular of the material excerpted for the Warlpiri Dictionary being prepared at M...T.
and the Warlpiri Literature Production Centre, Yuendumu.

Third, | was able to check a few points with some Warlpiri speakers. Since | do not
speak Warlpiri, claims | make about the grammaticality and ungrammaticality of
sentences, as well as generalizations should be treated with caution. All but a few very
simple example sentences have been taken from the sources listed in the Abbreviations
section. Generalizations that | make which have not appeared in previous work on
Warlpiri have usuaily been derived in conversations with Hale and Laughren. Of course,
they are not responsible for the interpretations i have placed on these generalizations, or
for any descriptive inadequacy.

2. This framework is developed in, among other works, Andrews. 1982c; Bresnan, 1979;
Grimshaw, 1982; Halvorsen (to appear); L. Levin (in prep.); Mohanan, 1982b; Montalbetti,
1981; Neidle, 1982a. and b.; and the papers in Bresnan, ed., 1982b.

3. This framework developed from work by Allen (1978), and Pesetsky (1979). More
recent work inciudes Morianan (1982), Kiparsky (1982, and to appear).
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A principal concern of this thesis is the interaction of morphology and syntax. | will
argue that. in order to maintain certain constraints placed on this interaction in the LFG
and LPM theories, and in orcer tc provide an adequate account of Warlpiri, it is necessary
to allow much more information to be expressed in the morphology than has been
customary. First, | propose that words may be functionally complex; they need not be
single lexical packages, but may carry information about different "logical relations", as,
for example song-write does in Sapir's example. Second, | claim that, as well as the
information overtly expressed by morphological markers such as case, the lexical entries
for words must also contain a substantial amount of information about grammatical
functions which is not overtly expressed. In particular, information about the case of
selected grammatical functions, and about null anaphora properties of selected
grammatical functions may be part of the lexical entry of a word. For instance, it is
generally accepted that to know the meaning of the word hit one must know that it selects
a hitter, and something hit. The lexical entry for a verb such as hit in English contains the
information that it is subcategorized for two arguments. | claim that in Warlpiri, to know
the meaning of the verb pakarni *hit', one must not only know that it selects a hitter and
something hit, one must also know that the hitter receives ERGATIVE case, and the thing
hit ABSOLUTIVE case. No overt affix on the verb expresses this information. However,
one does not have to learn for each verb the case of every argument it is subcategorized
for. Rather, there are lexical redundancy rules which generalize these statements,
perhaps along the lines of the case-linking proposed in Ostler (1980). More
controversially, | propose another type of iexical rule which introduces null anaphora for
selected grammatical functions. In Warlpiri, a sentence may consist of just a verb. The
selected arguments of the verb are understood to be third person definite, and usually
singular. | propose that this information is part of the lexical entry of the verb, and that it is

introduced by a general lexical rule.

From this, it is clear that | assume that the lexicon does not merely consist of lists of
words and affixes, and rules for combining them. It contains information essential for

determining the predicate-argument relations in a sentence.



21

The first part of this chapter is devoted to general reasons for adopting a theory that
makes use of grammatical functions. | will then describe basic properties of LFG and

LPM. Finally, | provide an outline of the thesis.
1.2 Events and participants
Consider the sentence Napaljarri saw Jangala, and its Warlpiri translation:

(1)  Napaljarri-rli nya-ngu  Jangala.
Napaljarri-ERG see-PAST Jangala.
Napaljarri saw Jangala.

The event is one of seeing; the participants in the e /ent are the see-er and the entity seen.
One of the tasks of the theoretical linguist is to represent the knowledge that Jangala is
the person seen, and Napaljarri is the see-er, Sapir's "logical relations". | will refer to
these as the relation between an argument-taking predicate1 which represents the event,
and arguments, which represent the participants in the event. | will call this relation the
predicate-argument relationship. Arguments themselves can be semantically simple

(having no arguments of their own), or semantically complex (being argument-taking

1. The use | make of the term argument-taking predicate is equivalent to the use made of

the term predicate in the first-order predicate calculus. A predicate is an operator with
one or more arguments. (This is the use that Lyons (1977) terms predicator). Thus, the
predicate see has as arguments Napaljarri and Jangala in the sentence given.

| have chosen to use the phrase argument-taking predicate, rather than predicate, to
distinguish this use from two other common uses. The first is exemplified in the following
sentence.

‘Traditional grammarians consider a sentence to consist of a Subject and a Predicate’
Here, the word ‘predicate’ describes a function that is missing one argument, the
SUBJECT argument,. This use of the word predicate is found in current
Government-Binding literature (Zubizarreta (1982)), as well as in the work of Marantz
(1981a and b).

The second use of the word ‘predicate’ is to be found in the LFG literature. The term
‘predicate’ (shortened to PRED) names a feature whose value is the lexical form (loosely
the meaning) of nouns, verbs, and other lexical items. Thus, the PRED feature is a device
for expressing a grammatical attribute whose value is a semantic form, while an
argument-taking predicate is a semantic concept.
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predicates that take arguments). The argument-taking predicate see demands that one of
its arguments be a see-er and the other the entity seen. | will call a specitic type of
relaticnship, such as that of the see-er to the event of seeing, a semantic relationship, and
| will describe the bearer of that relationship as having a semantic role.2 Thus Napaljarri
has the semantic role of see-er in (1). To express the intuition that see requires a see-er

argument and an entity seen, | will say that see se/ects these arguments.

One can imagine all sorts of ways the predicate-argument relationship could be
represented. However, in actual fact languages provide three main ways of expressing
the relationships: the meaning of words (more precisely, their lexical entries), constituent
structure (the linear order and hierarchical arrangement of words), and the morphological

marking of words.

All languages use the meaning of words to represent predicate-argument
relationships. For example, the meanings of see in English and nyanyi in Warlpiri provide
the information that these words are argument-taking predicates which take arguments
bearing certain semantic roles, as described above. But languages vary as to how much
they use constituent-structure and how much they use morphology to represent these
relationships, and as to which relationships are represented in which way. English relies

mostly on constituent structure, whereas Warlpiri relies mostly on morphology.

A simple hypothesis about the expression of the predicate-argument relation is that
there are direct links between argument-taking predicates and arguments on the one
hand, and some means of morphological or structural expression on the other hand. For
instance, in the English sentence Napaljarri saw Jangala, Napaljarri is a Noun; it is the first
element in the sentence, and it directly precedes a Verb. In English, the see-er argument

of the argument-taking predicate see is expressed as the Noun directly preceding the

2. | have chosen to use the terms semantic role and semantic relationship to avoid
confusion with the concept of thematic role within the Government-Binding Framework,
to which certain syntactic properties are attributed. Semantic role is equivalent to the use
of thematic role made in Jackendoff (1976), and approximates Fillmore's (1968) "deep
Case".
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Verb. In the model of transformaticnal grammar developed in Chomsky (1965), it is
assumed that sentences can not only be linearly ordered but also hierarchically
structured. In such a model, the Noun immediately preceding the Verb in English can be
more exactly described as the Noun-phrase immediately dominated by the Sentence. |
will refer to this position as ‘|NP of S]'.

But the hypothesis of direct linking encounters several problems. First, the passive
sentence: Jangala was seen by Napaljarri describes essentially the same event as the
active sentence, and yet the see-er is realized as a by prepositional phrase, not as [NP of

S]. The one semantic relationship, see-er, can be represented in several ways.

Second, the position [NP of S] is not a unique representation of an argument with
the see-er semantic role. It is also used to represent arguments with the lover, kisser,

admirer, grower, and owner semantic roles in the following sentences:

(2) Lucy loves Anna.
Lucy delights Anna.
Anna delights in Lucy.
Lucy admires Anna.
Lucy kissed Anna.
Lucy grows tomatoes.
Lucy owns a garden.

The garden belongs to Lucy.

So 000 ow

A simple explanation for the appearance in sentences with different argument-taking
predicates of arguments with different semantic relationships as [NP of S} is to suppose
that these semantic relationships form a natural class, and that [NP of S] is assigned to
any member of this class. The question then arises: is it possible to decompose the
meanings of these sentences in such a way that we can determine automatically which
argument of any argument-taking predicate will be realized as [NP of S]? Much
interesting work has been done along these lines (Gruber (1970), Jackendoff (1972,
1976), Carter (1976), Hale (1982b), Ostler (1979, 1980)), and many important
generalizations have been made. However, attempts at direct linking of semantic roles to
constituent structure positions or morphological markers have foundered on exceptional

classes, such as verbs of emation, or inversion verbs, like own and belong, in which the
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[NP of S] of one verb appears to have the same semantic role as some non-[NP of S]
argument of another verb.3 And sometimes the meaning differences are very small; for
instance, perhaps Anna is more actively taking pleasure in Lucy in (2)c than in (2)b). But,
when the meaning differences become as small as that, it is hard to tell whether the
difference is due to a difference in semantic roles or to the fact that an argument in [NP of
S] position in a transitive sentence (a sentence with a two-place argument-taking
predicate) is stereotypically more active or ‘prominent’ than an argument in some other

position.

What these examples show is that it is not wholly (or perhaps not clearly) predictable
from the meaning of a argument-taking predicate which argument of that argument-taking
predicate will be expressed as [NP of S).

3. See Bowers (1973), Carter (1976) and Ostler (1980) for attempts to deal with the
inversion verbs. Ostler avoids the problem of one-to-one linking by matching a hierarchy
of thematic roles with a hierarchy of syntactic or morphological expression.

Fillmore (1977) argues that the inversion verbs show the need for language-specific
principles of Subject Selection, (approximately equivalent to determining what is [NP of
S), as well as universal principles of Subject Selection. A universal principle of SUBJECT
selection could be that agents when ‘in perspective’ (when salient) are underlying
Subjects, (with the possible exception of deep ERGATIVE languages such as Dyirbali).
Another example of a language-specific principle that Fillmore gives is the fact that
Japanese and German do not allow "enabling or occasioning causes" as Subjects, and
so these languages have no direct translations of sentences such as The smell sickened
me.

Jespersen also observed the impossibility of defining subjects and objects in terms
of meaning.

The subject cannot be defined by means of such words as active and agent, for they

do not cover such cases as "He lost his father in the war” or "he was surprised" or

“the garden swarms with bees” (otherwise expressed "bees swarm in the garden”).

Nor can the object be defined as the person or thing most directly affected by the

action, for in "John loves Ann", “John sees the moon" John is more directly

affected than Ann or the moon.
Jespersen, 1933: 502.
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However, although the semantic relationship of an argument to a argument-taking
predicate does not entirely determine its morphological or structural expression,
nevertheless there exist interesting cross-linguistic convergences of semantic roles upon
some form of expression. In English, [NP of S] can express an Agent (/ kiss), Perceiver (/
see), a Causer (/ grow tomatoes), a Cause of an Experience (delight) an Experiepcer (/
love), an argument to which ownership or possession is attributed (/ own, |/ possess, |
have..). in Latin, NOMINATIVE case can express much the same kinds of relationships:
(video, 'l see', colo 'l grow — transitive.’, amo 'l love', osculor 'l kiss', possideo 'l possess',
gelectat ‘it delights’. In Warlpiri, ERGATIVE case expresses Agents (pakarni ‘hit’),
Perceivers (nyanyi ‘see') and Causers (nyurnu-mani ‘make someone s.ck'). Across many
languages, roughly the same class of semantic relationships is singled out for special
expression, whether this be [NP of S] or NOMINATIVE case, or ERGATIVE case.?

Elements having this special expression generally share a cluster of properties5

which are independent of the semantic relationship between the argument and the

argument-taking predicate. The traditional term for these elements is SUBJECT. An

4. The ERGATIVE case in Warlpiri is more restricted than either the Latin NOMINATIVE
or [NP of S] in English as to what semantic roles it can represent, since it almost always
appears with verbs that are two-place predicaces.

5. This is not to say that all languages have to exhibit all properties: there may in fact be
no one property which uniquely identifies the SUBJECT in all languages, although
reflexivization, as discussed below, is a strong candidate.
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example of a cross-linguistic property of SUBJECTs is found in reflexivization.® In almost
all the sentences given in (2), the SUBJECT and OBJECT can co-refer by means of a
reflexive pronoun in the OBJECT position, but not by means of a reflexive pronoun in the
SUBJECT position.

(3) a. Lucyis hitting herself.

A reflexive pronoun cannot appear in the [NP of S] position of a root clause.7 as (4)

shows.

6. Hale (to appear) speculates that, universally, a SUBJECT and OBJECT can never
corefer by means of a SUBJECT reflexive anaphor rather than an OBJECT reflexive
anaphor, if this reflexive appears in the AUXILIARY or verbal morphology. As David
Johnson (1977) observes, a few languages allow independent reflexive anaphors to
appear in SUBJECT position. The most convincing example is from Samoan (Chapin
(1970)):
i Sa sogi loane e ia lava.

Tns cut John  AGENT himself

Himself cut John.
ii. Sa sogi e loane ia lava.

Tns cut AGENT John himself

John cut himself.
e is an AGENT marker and can appear on either the reflexive ia /lava or the nominal it is
coreferent with. If AGENT-marked nominals are SUBJECTS, (rather than, say, passive
instrumentals), then i. is an instance of a reflexive in SUBJECT position. Interestingly,
reflexivization in Samoan is constrained by precedence. The reflexive cannot precede the
nominal it refers to - both the sentences would be unacceptable if ia /lava preceded
loane.
7. This must be restricted to unembedded finite clauses, because some languages allow
reflexives in the subject position of embedded clauses. See Mohanan, (1981b), Maling
(1982). In the Government-Binding theory, a refiexive object of a Raising-to-Object verb
such as believe is also in SUBJECT position. (Chomsky, 1981).

John believes [himself to have been elected President).
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(4)  *Herself is hitting Lucy.

This constraint on reflexivization is independent of the semantic role of the
SUBJECT. Suppose that reflexivization does depend on the semantic role, that
arguments with the semantic role of AGENT are unacceptable as reflexives. Then, in
passive sentences, reflexive SUBJECTS should be acceptable, because the SUBJECTSs of

passive sentences are rarely if ever AGENTS. But they are not.
(5) “*Himself was hit by John.

Likewise, two arguments with very similar semantic relationships to their
argument-taking predicates, can have different possibilities for reflexivization.8 For
instance, in (6), only the person delighted can be replaced by a reflexive pronoun; the
delighter-in cannot be so replaced. Similarly, in (7)a the object of possession can be
reflexivized, while in (7)b it cannot.

(6) a. Lucy delighted herself by winning.
b. *Herself delights in Lucy.

(7) a. Lucy owns herself and her car, nothing else.
b. *Herself belongs to Lucy, and to no-one e!se.

Other properties which tend to be tied to the SUBJECT function include the
possibility for a SUBJECT argument of one argument-taking predicate to be unrealized
phonologically when it is referentially dependent on an argument of another
argument-taking predicate. | will use the conventional term contro/ (used in Postal (1970))
to refer to this phenomenon. The unrealized argument is the controlled argument, and

the argument to which it is co-referent, is its controller.

8. There are some practical constraints on reflexivization, for instance the sentences 7?
Lucy grows herself, and ?? The garden belongs to itself are only acceptable in situations
where people have the ability to cause themselves to grow, and gardens have property
rights. It is, however, important to recognize that reflexivization possibilities cannot be
defined purely in terms of lexical semantics, and must make reference to SUBJECTs.
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In (8), the SUBJECT of the dependent participie clause /loving herself is
unexpressed. But it is dependent referentially on the SUBJECT of the main, or matrix
clause. Lucy is both the lover and the tajker, although the Noun-phrase Lucy is
structurally only the [NP of S] of the clause containing talk. The SUBJECT of the

dependent clause is contro/led by the SUBJECT of the matrix clause.
(8) Loving herself, Lucy talked loudly and often.

The following examples show that the controlled argument of the dependent
participle not only can be, but must be the SUBJECT, (that is, the argument which, in a
finite clause, would be expressed as [NP of S]). (9) a and (10)a are well-formed because
the delighter-in ((9) a), and the delighter ((10)a.), are expressed as [NP of S] in the
corresponding finite clauses. (11)a is ill-formed because the one delighted is not

expressed as [NF of S] in the corresponding finite clause.

(9) a. Delighting in candy-bars, John soon grew fat.
o. John delights in candy-bars.

(10} a. Delighting her friends with tales of Peru, Lucy soon gained renown.
b. Lucy delights her friends with tales of Peru.

(11) a. *Candy-bars delighting, John soon grew fat. (= candy-bars delighting him,..)
b. Candy-bars delight John.

If the semantic roles of arguments determine directly which argument of a
dependent participle may be controiled, it is hard to explain the acceptability of (9) a, and

the unacceptability of (11)a, since the missing arguments have similar semantic roles.

The same kinds of properties appear clustered around some expression of an
argument in other languages. For example, the argu .nent morphologically marked with
NOMINATIVE case in Latin has much the same properties of control and reflexivization as
[NP of S] does in English. Just as in English a reflexive pronoun cannot appear in the [NP
of S] position, so in Latin it is not possible for a NOMINATIVE reflexive pronoun to act as
an antecedent for the OBJECT. Latin has, in fact, no morohological realization of the
reflexive pronoun with NOMINATIVE case.
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Similar tacts hold in Warlpiri:

(12) a. Napaljarri-rli ka-nyanu paka-rni.
Napaljarri-ERG PRES.-refl hit-NPST
Napaljarri is hitting herself.

b. *Napaljarri ka-nyanu pakarni.
Napaljar-i-ABS PRES-refl hit-NPST
Herself is hitting Napaljarri.
in (12)a. the overt nominal with ERGATIVE case, Napaljarri-rli is the SUBJECT. It
corresponds semantically to Lucy, the nominal in [NP of S] position, in Lucy is hitting
herself. The reflexive is represented by a clitic nyanu. In (12)b Napaljarri has
ABSOLUTIVE case, and cannot be the SUBJECT; the example corresponds to Herself is
hitting Lucy, and is ungrammatical for the same reason — the clitic nyanu cannot
represent the SUBJECT. (See Hale, to appear).

Warlpiri SUBJECTs do not only share this non-reflexivizability with English
SUBJECTS. They aiso share control properties. An example of a controlled SUBJECT in
a kungarnti (‘in preparation for') clause follows. The clause is paarr-pardi-nja-kungarnti
‘before taking off'. Its SUBJECT is not overtly expressed, but is understood to be the
SUBJECT of th 2 matrix clause: parrulka ‘bustards’.

(13) Parrulia ka-lu marralyalya-pardi-mi
Bustard-ABS PRES-3pl spread-rise-NPST
paarr-pardi-nja-kungarnti.
fly off-INF-PREP
Bustards spread their wings before taking off. [marralyalya-pardimi]

In conclusion, the clustering of these properties does not depend on whether the
argument is expressed by constituent structure, as [NP of S] in English, or by
morphological-marking, as NOMINATIVE case, in Latin. Therefore, the property of being
an antecedent for reflexivization, and the property of being controlled, etc. cannot be
properties of the configurational position [NP of S], or of morphological case
(NOMINATIVE). Nor do these properties depend on particular semantic relationships of

arguments to argument-taking predicates. Although there is a strong tendency for



arguments bearing the same semantic role to be expressed the same way in a given
language, for any particular argument-taking predicate it is not wholly determined which
argument will be realized in which way. Neither constituent structure, nor morphological
marking, nor meaning serve to define completely which special expression of an

argument will have which clustering of properties.

In several linguistic theories it is argued that these clusterings of properties should
be represented by intermediate entiu'e-s.9 which are not completely definable in terms of
semantic role, constituent structure position or morphologica' marking. Such theories
incluc2: Government-Binding (GB), Lexical-Functional Grammar (LFG) and Relational
Grammar (RG). Proponents of intermediate entities assume that there is no direct
relationship between predicate-argument relationships and word-order or morphological
expression. Instead, there is an intermediate level of representation onto which
arguments are mapped, and which in turn undergo morphological or word-order

expression.

Current theories differ as to exactly what are the necessary entities on this
intermediate level, but they all have the equivalents of SUBJECT and OBJECT and
Complements which are neither SUBJECT nor OBJECT. Following Chomsky (1965), | will

9. See Marantz (1981) for a clear description of the approaches to the relation between
semantic roles and surface expression in Government-Binding (GB), Lexical-Functional
Gramraar (LFG), and Relational Grammar (RG). Bell (1981) provides a useful comparison
of LFG and RG. Cole and Sadock (eds) (1977), and Zaenen (ed.) (1982) contain a number
of articles on approaches to yrammatical relations in different theories.
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refer to these intermediate entities as grammatical functions (GFs).10 In some theories,
the step is taken of assuming that these intermediate entities need not be expressed in the
same way in a given language. | have said that languages may use configurational means
or morphological means to express grammatical functions. This does not preclude a
language from using both; Finnish and Russian may be examples of languages in which

both phrase structure position and case-marking determine grammatical functions. In

10. The claim that grammatical functions (at least SUBJECT, OBJECT and INDIRECT
OBJECT) are primitive and cannot be defined in terms of observable morphological or
configurational expression is essential to Relational Grammar. See Johnson (1977) and
Perimutter (1980).

The existence of these entities is sometimes blurred in the Government-Binding
theory (GB), because of the labelling of these entities with ‘configuration' names, such as
[NP of S] and [NP of VP]. If it were always possible to distinguish SUBJECTs and
OBJECTs configurationally, (that is by surface precedence and dominance relations),
then there would be no need for an autonomous level of grammatical relations. But it is
not. There are languages, such as Warlpiri, without surface configurational expression of
the SUBJECT and OBJECT functions. So, GB introduces the notion of a lexical VP
(Chomsky (1981)), or a virtual VP (Zubizarreta (1982)), in terms of which the SUBJECT
and OBJECT can be defined. But, to define SUBJECT and OBJECT in terms of this
abstract entity is to make SUBJECTs and OBJECTs abstract entities.

Various properties of SUBJECT and OBJECT which cannot be made to follow from
configuration, even when lexical VPs are admitted. are attributed to theories of Abstract
Case assignment and Thematic role assignment. But these theories themselves are not
directly relatable to surface structure properties. Abstract case is present in all
fanguages, whether or not they have morphological case. Thematic role assignment is
not equivalent to the notion ‘argument of a argument-taking predicate’, first because the
Subject, which is certainly an argument of the matrix argument-taking predicate, does not
receive its thematic role directly from that argument-taking predicate, and second
because, at least in some versions of GB (Marantz, (1981), Schein (1982)), an
argument-taking predicate can usually only assign one thematic role, although it can have
several arguments. For example, the English verb give in the sentence / gave John a book
has three arguments, giver, thing given, recipient But this verb assigns only one thematic
role, that of the recipient. The giver thematic role is assigned by the VP, and the thing
given is assigned in some other way, perhaps by the structural position, or by a null
preposition.

If the theories of thematic role assignment and abstract case can be shown to have
independent uses. then defining properties of grammatical functions in terms of these
theories has explanatory force.
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Warlpiri, for instance. a SUBJECT may have ABSOLUTIVE or ERGATIVE case. and an
OBJECT may have DATIVE or ABSOLUTIVE case. In Icelandic, SUBJECTs and OBJECTs
may have NOMINATIVE, ACCUSATIVE, GENITIVE or DATIVE case. Moreover, a language
is not precluded from using configurational structure and case-marking for other
purposes. For instance, semantic concepts such as Definiteness or Specificity may be
determined by phrase structure position; in Chinese (Huang, 1982) the pre-verbal [NP of
S] position requires a specific NP to fill it. An NP in this position has the GF SUBJECT,
and is required to be specific. Configurational position may also serve discourse
purposes, such as marking Theme, or Rheme. Case-marking is often closely linked with
the semantic role; for instance, in Icelandic, OBJECTs with particular thematic roles may
have DATIVE case (see Andrews 1982d, and Levin 1981). Case-marking is also used to
indicate quantification, and even aspect, as for example the Russian GENITIVE (Neidle,
1982, and Pesetsky, 1982), and the Finnish PARTITIVE (Carison, 1978).

1.3 The model

Because LFG not only provides an autonomous theory of grammatical functions, but
also requires that certain information be represented in the lexicon rather than in the
constituent-structure, it is possible to represent the similarities and differences between
morphological and constituent-structure expressions of grammatical functions with

relative ease.

The mode! of grammar that | assume is illustrated below.



Model of the grammar

Lexicon ——--~--———— —- Morphology Phrasn structure rules
N\
lexical insertion tree building
/\
Constituent structure Functional structure
Phonetic form Semantic interpretation

The lexicon contains dictionary entries for all words and affixes, including information
about the case of selected functions. In the morphology, words are created by affixation,
compounding, and template forming (discussed in Chapter 2). (The precise nature of the
relationship between the lexicon and the morphological compenent, whether they are
identical, or whether one feeds the other, is a matter for further research). 1 Lexical
items, complete with information from both the lexicon and the morphology are inserted
into the terminal nodes of constituent structure trees created by the phrase structure
rules. The lexicon, morphology and phrase structure rules all provide information about
grammatical functions, and grammatical features (such as CASE). This information is
represented as equations which are attached to nodes. These equations are then soived
in the process of building a functional structure, which gathers together information about
functions and features from all parts of the annotated constituent structure tree. The

functional structure acts as input for semantic interpretation.

11. For instance, Marantz (1981) assumes that most alternations which have been called
lexical rules simply consist of the morphological adding of affixes with particular features.
Both he and Kiparsky (to appear) assume that morphological processes have access to
the lexicon, in that the adding of an affix, or the interpretation of an atfix may be blocked
by the presence of another word with the same meaning. Baker (1982) assumes that
lexical rules operate in parallel with the concatenation of morphemes.



The remainder of this chapter treats the type of information used in annotating the
constituent structure trees. and the constraints placed on its representation. in Chapter 2

1 will show how to construct constituent structure trees, and functional structures.

1.3.1 An LFG account of grammatical functions

Lexical-Functional Grammar assumes the existence of a universal set of
grammatical functions, or GFs, which are entities on the intermediate level discussed in
1.2. The semantic relationship of an argument to a argument-taking predicate can be
represented as a relation between a SUBJECT (SUBJ), OBJECT(OBJ), or OBJECT 2

(OBJ2) and a lexical realization of that argument-takin predicate.

lllustrations follow from English and Warlpiri:

I am running. I: SUBJECT
Ngaju ka-rna parnka-mi. |-ABS: SUBJECT
I-ABS PRES-1sg run-NPST.

| am running.

Jangala saw Napaljarri. Napaljarri: OBJECT
Jangala: SUBJECT

Jangala-riu nya-ngu  Napaljarri. Napaljarri-ABS: OBJECT

Jangala-ERG see-PAST Napaljarri-ABS Jangala-ERG: SUBJECT

Jangala saw Napaljarri.

Nangala gave the book to Jangala. book: OBJECT
Nangala: SUBJECT
toJangala:  OBLg,

Nangala gave Jangala the book. book: OBJECT 2
Nangala: SUBJECT
Jangala: OBJECT

Nangala-rlu +rla yu-ngu  pipa Jangala-ku. pipa-ABS: OBJECT 2

Nangala-ERG + DAT give-PAST book-ABS Jangala-DAT.  Nangala-ERG: SUBJECT

Nangala gave the book to Jangala. Jangala-DAT: OBJECT

The extension of the concept SUBJECT is relatively easy to determine — control and



reflexive phenomena usually pick out SUBJECTs cross-linguistically, as | mentioned
earlier. Language-particular tests include Passive (the fact that the original SUBJECT is
demoted), and the ability to be deleted under identity in coordinate structures (/ came and
got the book, *! read the book and | bought.).

It is quite easy to distinguish SUBJECTs from non-SUBJECTs. It is not always so
easy to distinguish OBJECTs from prepositional-type arguments. On the assumption that
only OBJECTs can undergo promotion to SUBJECTs via Passive, Passive provides a test
for OBJECT. (A few languages appear to allow prepositional objects to passivize, but, in
the cases that i am aware of, there is evidence for a rule reanalysing the Verb and the
preposition as a complex verb which takes the abject of the preposition as its object. See
Bresnan (1980b). Languages which aliow either non-SUBJECT argument of a ditransitive
to passivize present a problem still). In English, another test for OBJECTSs is provided by
the behaviour of secondary argument-taking predicates. OBJECTs can control various
secondary argument-taking predicates, such as resultative attributes, whereas
prepositional phrases (except a few that have undergone reanalysis) cannot. (See
Williams, 1980). (14) a. shows a secondary argument-taking predicate (more exactly, a
resuitative attribute) red modifying the OBJECT the canvas. (14) b. shows a prepositional
phrase with the same verb paint. (14) c. shows this prepositional phrase failing to control

a resuitative attribute.

(14) a. | painted the canvas red.
b. He's painting on the canvas.
c. *He's painting on the canvas red.

However, it is not so easy to distinguish OBJECTs from OBJECT 2s. Arguments for



the existence of OBJECT 2s have mainly come from the behaviour of ditransitive verbs.12

Consider a ditransitive verb such as give.

(15) Lucy gave John a gorilla.
SUBJECT OBJECT OBJECT 2 LFG
Subject indirect object direct object traditional
(16) Lucy gave agorilla to John,
SUBJECT OBUJECT OBLIQUE LFG
Subject direct object prepositional phrase traditional

Traditionally, John in (15) is called the ‘Indirect object’' and a gorilla the ‘direct object'.
(Jespersen, for instance, makes this distinction). A goriila is also considered the ‘direct
object’ in (16). However, in the LFG account of English given in Bresnan (1980b), these
two sentences differ as to what is the OBJECT. In (15) John is the OBJECT, while in (16) a
gorilla is the OBJECT. In (15) a gorilla has the GF OBJECT 2. In (16) to John has an
OBLIQUE function.

The discrepancy between the accounts of objects given in LFG and in traditional
grammars stems from the fact that in LFG grammatical functions are syntactic concepts
which, although they represent semantic relationships, do not necessarily do so
consistently. However, the concept of Direct and Indirect Object in traditional grammar is
not purely syntactic; it is also semantic. The Indirect Object of traditional grammar

12. Carol Neidle informs me that the & OBJECT for transitive verbs such as téiéphoner in
French is a candidate for OBJECT 2. It patterns with the indirect 4 OBJECT of
ditransitives in that both can be represented by the oblique clitics such as /ui and, unlike
direct objects, neither can undergo passivization. Unlike normal OBJECTs, it does not
trigger agreement of the past participle:

i.  Illuiatéléphoné.

He telephoned her. no agreement
ii. Ill'avue.
He saw her. agreement

Neidle suggests that this is because in French, unlike English, the indirect 8 OBJECTs of
ditransitives, and the & OBJECTs in transitive verbs are OBJECT 2s, not OBJECTS. See
Grimshaw (1980) for an alternative account in which the @ OBJECTS are not treated as
OBJECT 2s, but as OBLIQUE arguments.
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corresponds to a semantic relationship such as Goal.

The first reason for calling the Direct and Indirect objects OBJECT 2 and OBJECT
respectively is theory-internal. An important constraint on the weli-formedness of
functional structures, the Functional Uniqueness principle. states that every grammatical
function has a unique value. This prevents there from being two OBJECTS in a sentence,

and so the direct and indirect objects must have different functions.

The second reason for assigning the direct and indirect objects of ditransitive
different GFs is theory-neutral — it is that, in English, and a number of other languages,

the direct and indirect objects in ditransitives have different properties. Indirect



objects13 appear to pattern like OBJECTS with respect to Passive, while direct objects
cannot undergo Passive if an indirect object is presént. It is hypothesised in LFG that, in
English, the indirect objects are OBJECTs and so undergo the lexical rule of Passive. The

direct objects are OBJECT 2s, and, in English at least, Passive only applies to

13. Wordick (1982) shows that in Yinjibarndi, an Australian Aboriginal language, both the
indirect and direct objects of ditransitives are marked with OBJECTIVE Case (equivalent
to ACCUSATIVE).

Ngaarta yungku-nha ngayu  murla-vi.

man-NOM give-PAST me-OBJ meat-OBJ

The man gave me the meat.

According to Wordick, Yinjibarndi has free word-order, so that there is apparently no
structural way of telling the two OBJECTIVE-case-marked nominals apart. But only the
indirect object can passivize.

Ngayi yungku-nguli-nha murla-yi ngaara-lu.

I-NOM give-PASSIVE-PAST meat-OBJ man-INST

| was given the meat by the man.

*Murla yungku-nguli-nha ngayu  ngaarta-lu.

Meat-NOM give-PASSIVE-PAST me-OBJ man-INST

*The meat was given me by the man.

So, there is no way of picking out which nominal will passivize in terms of overt
morphological or structural information.

Of course, one could say that Passive is defined with respect to semantic relations -
in a transitive sentence, Passive operates on arguments with various thematic roles,
including themes and goals, while a ditransitive it operates on the goal, not on the theme;
that is, there is a disjunction in the description of the Passive rule. A Passive rule defined
in terms of semantic roles will be complicated, and may need unmotivated assumptions
about what semantic role a given argument has.

As Marantz (1981) points out, it seems preferable to define Passive in Yinjibarndi as
a rule operating on grammaticai functions. In LFG, we can propose that the indirect
objects are OBJECTSs, the direct objects are OBJECT 2s. and that Passive in Yinjibarndi is
a lexical rule which operates on OBJECTs of sentences, just as in English. See Simpson
(1980) and Dench (1981) for related facts in the neighbouring languages, Ngarluma and
Panyjima.



OBJECTs.14

(17) 1gave Lucy a book. Lucy OBJECT
a book OBJECT 2

(18) Lucy was given a book. Passive of OBJECT

(18) 7?A book was given Lucy. Passive of OBJECT 2

The PASSIVE rule is a GF-changing rule. It operates on the lexical entries of verbs
to change the assignment of GFs to arguments. Consider the effect of PASSIVE on the
verb give, where the thing given is an OBJECT. The lexical entry is as follows:

(20) give SUBJECT OBJECT OBLIQUE,,
giver thing given person given something

The PASSIVE rule consists of two parts:

a. SUBJECT — @ /OBLIQUEgq,
(i.e. the argument linked to the SUBJECT is either linked to the null grammatical function
or to an OBLIQUE agent-phrase.)

b. OBJECT — SUBJECT
(i.e. the argument originally linked to the OBJECT is relinked to the SUBJECT).

The passive lexical entry has the following form:

14. However, Dowty (1982) notes that Passives of OBJECT 2s are possible in some
dialects. For most speakers the following semi-idiomatic expressions are acceptable.

i. QOur sins were forgiven us.

ii The ordeal was spared us.

Some dialects allow sentences such as trie following.

iii. A book was given John.

(The latter improves considerably with a pronoun him instead of the nominal John for
many speakers.) Dowty postulates a secondary rule of passivization to account for these
cases. In LFG, Passive of OBJECT 2 would also have to be allowed as a marked option.



(21) given 2 SUBJECT OBLIQUE
c)BLAgent
giver thing given person given something

Now, the other lexical entry for give has an OBJECT and an OBJECT 2. | assume
that it is related to the lexical entry in (20) by a grammatical function-changing rule that
converts an OBJECT into an OBJECT 2, and an OBLIQUE,, into an OBJECT.'® The
two lexical entries resulting from application or non-application of this rule are given
below.

(22) give, SUBJECT OBJECT OBLIQUEgoa,
giver thing given recipient
give, SUBJECT OBJECT 2 OBUJECT
giver thing given recipient

I will conclude this discussion of ditransitives with a summary of the assignments of
grammatical functions to ditransitive verbs in English, French, Yinjibarndi, and Warlpiri. (I

will argue for the Warlpiri assignment in 2.3.1.3.)

15. An alternative approach is adopted in Marantz (1981). He claims that the same
argument structure: giver, thing given, recipient is simply linked with different grammatical
functions: thing given can be linked with OBJECT or OBJECT 2, and recipient can be
linked with OBJECT or OBLIQUE,,,,. Linking both arguments to OBJECT is a highly
marked option. Languages allowing passives of either non-SUBJECT argument in a
ditransitive adopt this option.



4

English
thing given OBJECT / OBJECT 2 recipient  OBLg,, / OBJECT
NP NP to + NP NP
French
thing giver. OBJECT recipient OBJECT 2
NP a+ NP
Yinjibarndi
thing given OBJECT 2 recipient OBJECT
NP + OBJECTIVE NP + OBJECTIVE
Warlpiri
thing given OBJECT 2 recipient OBJECT
NP + ABSOLUTIVE NP + DATIVE

So, the same semantic roles are assigned different combinations of grammatical
functions in the three languages. The assignment of OBJECT and OBJECT 2 in English
and Yinjibarndi basically depends on the behaviour of Passive in those languages. The
formulation of the Passive rule in Bresnan (1980b) assumes that Passive in the unmarked
case applies to OBJECTs, rather ihan, say, OBJECT 2s. ltis clear that languages do differ
as to how they treat the non-Subject arguments of ditransitives, and, at the present state
of knowledge, it seems simplest to describe this difference in terms of a difference in

grammatical functions.

The SUBJECT and OBJECT functions can be linked with a wide variety of semantic
roles. Bresnan (1982) classifies these as semantically unrestricted grammatical functior.s.

Further evidence for their unrestricted nature is the fact that semantically empty (or partly
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empty) elements can appear in SUBJECT or OBJECT'6 position. | will call these empty

elements pleonastic elements.1?

16. The existence of pleonastic elements in OBJECT position is an unresolved problem
in the GB framework, because the Projection Principle rules them out. The Projection
Principle states that:

[1] If B is an immediate constituent of y in a c-command configuration
of the form [Y ..a..B..]or [Y"'B"'a"‘] at Level;, and y = a, then a

f-marks B in y.
[2] If a selects Bin y as a lexical property, then a selects S in y at Level,.

[3] If a selects B in y at Level,, then a selects B in y at Level,. [Chomsky,
1981]

That is, if an element such as a verb directly c-commands another element, it must assign
a thematic role to that element. Furthermore, if a verb assigns a thematic role to a
nominal at one level, it must do so at every level. Pleonastic elements in OBJECT position
are ruled out because the position immediately following the V in a VP is an immediate
constituent of the VP, and therefore must receive a 8 role from the V. A semantically
empty element does not receive a thematic role. It is claimed that elements in SUBJECT
position do not have to receive thematic roles, and so pleonastic elements can appear
there. Now, it a V has an OBJECT position at one level, it should have an OBJECT at all
levels. But, in collocations such as Coo/ it! and hate it that..., the verbs have the same
kind of unclear semantic relationship with the it, as seems does with it in It seems that
John is happy. That is, these its appearing in OBJECT position seem to be place-holders
in much the same way that the * of extrapcsition is a place-holder. They do not receive
thematic roles from the verb in the Government-Binding theory. But this is a violation of
Part 1. of the Projection Principle.

17. See Visser (Vol.1: 449) for a short discussion of it in such collocations as take it easy,
fight it out, how do you like it here?, where he argues that the proncun it is "used
indefinitely, without referring to anything previously mentioned.”

Whether all, or any, of the elements that have been characterized as pleonastic
actually are completely semantically empty is debateable. See Footnote 2p for a
discussion of “weather"” it. The it of SUBJECT and OBJECT extraposition, It was known
that John liked Lucy, | regret it that John likes Lucy, intuitively seems to act as a
referential pronoun, referring to the clause that John liked Lucy. Even the classic
example of expletive it in SUBJECT-raising, It seems that John is sick, can be thought of
as a statement about the present state of affairs: the present state of affairs is such that
one is led to beliave that John is sick.



(23) It was upsetting to watch the possum die. SUBJECT: extraposed clause

(24) a. | hate it that he shoots possums. OBJECT.: extraposed clause
b. | regret it that he wears a possum fur hat.

(25) a. The Queen of Sheba lorded it over Solomon. OBJECT:idioms
I'm going to brown-bag it today.
He beat it out of there before the cops came. (K. Hale, p.c.)

(26) Cool it/Blast it!/Damn it!/Bugger it! OBJECT: expletives

The contrast between the semantic roie of the normal OBJECT of beat and the it in
expletives provides the humour in the folicwing quotation from the series The hitch-hiker's

guide to the galaxy:

(27) I'mthe guv that's telling you: '‘Beat it! Before it gets beaten tor you.”"

The linking of OBJECT 2 is less clear. The fact that in French it can, arguably, be
linked with the indirect object in a ditransitive, while in English and Yinjibarndi it can be
linked to the direct object of a ditransitive, suggests that it, too, is semantically
unrestricted. But there is no evidence from pleonastic elements for the OBJECT 2 being
semantically unrestricted. For example, the verb give can have a pleonastic OBJECT and
an OBLIQUE,,, as in (28), but its counterpart with a pleonastic OBJECT 2 and an
OBJECT is unacceptable, as in (29).

(28) You really gave it to him straight.
(29) *You really gave him it straight.

However, (29) may be ill-formed for an independent reason, since there are restrictions on

the appearance of pronominals in OBJECT 2 position in English anyway:18

18. in Brit:sh English, where constructions such as Give it me are acceptable, and the it
is presumably the OBJECT, pleonastic elements can also appear in OBJECT position:
But have you ever noticed a rummy thing about lite? | mean the way something
always comes along to give it you in the neck at the very moment.... P.G Wodehouse

The Inimitable Jeeves. p.27



(30) 2 gave him it to read.
7?1 gave the man it to read.

Not all semantic roles are paired with SUBJECT, OBJECT and OBJECT 2
grammatical functions. Some are represented by named OBLIQUE functions, which
correspond to more narrowly defined classes of semantic roles. For instance, the
LOCATIVE ‘on John' in the sentence Lucy dotes on John can be represented as an
OBLIQUE LOCATI!VE: OBL,,.. Similarly, 'to Lucy' in (29) is an OBLIQUE GOAL.:
OBLgc,.19 The OBLIQUEs are semantically restricted, by virtue of the fact that they

reciesent particular semantic roles.20

I will now turn to the requirements which argument-taking predicates place on the
grammatical functions that represent their arguments. First, | will look at three general
constraints on the assignment of functions to arguments, and then | will look at particular

requirements.

19. There is no one-to-one mapping between an oblique grammatical function and a
single semantic argument type, because a function such as OBLyjoc1i0n IS @ Syntactic
entity which can be mapped onto a number of similar DIRECTION-type semantic relations.
For instance, there seems no need to distinguish syntactically in English between
direction upwards, downwards or sideways.

20. This leads us to expect that OBLIQUES should not appear with pleonastic elements,
and in general they do not. However, there are some counter examples for which | have
no explanation:

i Jump/hop to it!

Come off it!

Get on with it!

Perhaps the it represents a figurative direction, rather than a pleonastic element, in
which case i. is not a counterexample. But if it is not, ther2 is no principled way of
separating the it in these examples from the it in /ord it over, unless we assume that
Verb-Preposition Incorporation (see 1.3.2) incorporates the preposition into the verb, so
that the it is really the OBJECT of the Verb. But there is no independent evidence for the
Verb-Preposition Incorporation rule operating in i. If the it could passivize, then this would
suggest that it really is the OBJECT of an incorporated verb jump to, on the assumption
that only OBJECTs passivize. However, it cannot passivize: */t was hopped to.



1.3.1.1 Constraints

The first important constraint on the expression of the predicate-argument relation is
the Principle of selection for function. Most argument-(aking predicates require that some
argument be linked to an NP or S in the SUBJECT function. Many also require OBJECTs
(linked to NP, S or PP). A much smaller number require OBJECf 2s or OBLIQUE
arguments (linked to NP or PP). If a lexically-realized argument-taking predicate requires
some element with particular function for its meaning to be complete, | will call that
selection, or subcategorization. Thus the verb discuss obligatorily selects a NP SUBJECT
and an NP OBJECT:

(31) We discussed the case.

(82) a. 7?We discussed for three hours.
b. 7?We discussed and came to a conclusion.

The question is, do argument-taking predicates select a particular category, or do they
select a particular function, or do they select both? In both GB and LFG, it is assumed
that selecting both is redundant, because, in English at least, phrase structure rules
provide overlapping categorial and functional information. Grimshaw (1982) provides
arguments in favour of simplifying the grammar by subcategorization for function rather
than category.21 .
Principle 1: Selection for function
Argument-taking predicates are subcategorized for grammatical functions, not

for categories.

21. Stowell (1981) provides a different solution to the redundancy problem within the GB
framework, which hinges on a principle of case-assignment by adjacency, essentially an
elegant rule for expressing the relation between phrase structure position and
grammatical function, which captures the fact that in SVO and SOV languages, verbs,
prepositions, adjectives and nominals are, for the most part, immediately adjacent to their
complements. He does not discuss VSO languages, which raise difficuities for the
generality of his proposal.



The lexical entry for a verb such as see in English states that the see-er argument is linked
to a SUBJECT, not to an element with the category N. This principle is crucial for an
account of Warlpiri in terms of the LFG framework, because Warlpiri allows selected
grammatical functions to be represented by either an overt NP, or a null pronominal. If
verbs were subcategorized for categories, null pronominals would be impossible to
explain without recourse to empty NPs, which are forbidden by other principles of LIFG.
Selection for function is a strong principle which requires that certain cases of apparent
subcategorization for category rather than function be explained by independent

principles. | will discuss some such cases in 1.3.1.2.1.

A second constraint on the mapping of ‘arguments’ (where ‘arguments’ includes
semantically complex arguments) onto grammatical functions is the Functional

uniqueness principle (see Kaplan and Bresnan, 1980).

Principle 2: Functional Uniqueness

Every grammatical function must have a unique value.

(This condition will be subsumed in 2.2.6.1 under a general consistency convention.)

What this means, is that no sentence consisting of a single lexically-realized

argument-taking predicate can have more than one SUBJECT, more than one OBJECT
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etc.22 A sentence can have any number of OBLIQUES, so long as they all represent
different allowable Obliques in the language concerned: OBL 5, OBL;04, etc.23

A third constraint on the expression of the relations between argument-taking

predicates and their arguments is the Function-argument bi-uniqueness principle. (See

Bresnan 1980a for a more formal definition).24

22. The claim, made in several current theories of syntax, for the uniqueness of
grammatical functions, can be traced to several sources, in particular, Chomsky (1965,
Ch. 2, Footnote 7), who tentatively suggested that [NP of S} and [NP of VP] are unique,
and Fillmore (1968), who proposes that deep Cases are unique: a sentence can have no
more than one Instrumental, for instance. In Relational Grammar, this uniqueness is
formalized as the Stratal Uniqueness Law. The suggestion in Marantz (1981) and Schein
(1982b) that argument-taking predicates assign at most one thematic role has much the
same effect within GB as the LFG and RG principles. All three principles either rule out,
or treat as highly marked, the occurrence of two realized OBJECTSs at a given level.

Gary and Keenan (1977) use data from Kinyarwanda to argue against the Stratal
Uniqueness Law. It is true that, from Kimenyi's (1980) detailed study of Kinyarwanda, it is
very hard to find syntactic evidence to distinguish between the OBJECTs of a ditransitive
— processes such as Passive, Reflexivization, Causativization and Agreement do not
distinguish between them. To assign both arguments the GF OBJECT violates Functional
Uniqueness. Languages such as Kinyarwanda are rare. See Dryer (forthcoming), Zaenen
(1981) and Marantz (1981) for a discussion of these problems within RG, LFG, and a
version of GB, respectively.

23. However, sequences of OBLIQUES in which each further specifies the next are
allowable:

| sent it to Paris to John.

! put the guinea-pigs on the treadmill in the cage on the table.

24. Bi-uniqueness does much the same work as the GB 4 Criterion (which says that every
argument has a 4 role and every @ role is assigned to an argument).

Bi-uniqueness reters specifically to arguments within the lexical entry of a verb, and
to grammatical functions, not to semantic roles. An argument position can be associated
with several semantic roles, as Jackendoff (1972: 32) argues. Therefore a grammatical
function such as SUBJECT can be associated with several semantic roles. But an
argument position can only be associated with one grammatical function at a time,
although, as Passive shows, the one argument position may be associated with different
grammatical functions in different lexical entries of the same verb.



Principle 3: Bi-uniqueness
Each argument must be assigned a unique grammatical function, and no

grammatical function can be assigned to more than one argument.

The insight represented by this principle is straightforward: if a verb has two arguments,
those arguments must be represented by different grammatical functibns. Consider the
dyadic verb see: the see-er argument cannot be represented by both the SUBJECT and
the OBJECT of a sentence. Similarly, a SUBJECT cannot express both the see-er and the
thing seen semantic roles (unless a lexical rule of reflexivization has taken place, as
Grimshaw (1980) shows).25

A lexical item will have a different lexical entry for each different sense, and for each
different subcategorization frame. For instance the Warlpiri nominal pakarli has two
lexical entries, one meaning ‘paper-bark tree', and one meaning ‘bucket-shaped
ceremonial head-dress’. Similarly, the Warlpiri verb nyanyi has two lexical entries, one in
which it selects an ERGATIVE SUBJECT and an ABSOLUTIVE OBJECT, and means ‘see,
look at’, and another in which it selects an ERGATIVE SUBJECT and a DATIVE OBJECT,

and means ‘look for’.

25. Bi-uniqueness does not preclude grammatical functions from being expressed by
semantically empty elements. Nor does it force predicate arguments to be realized.
Predicate arguments can fail to be lexically realized by virtue of being linked to the null
grammatical function @. This function is found in Passive - the old SUBJECT can be
represented either by a by-OBJECT or by the null grammatical function 8. Grammatical
functions can be expressed by empty elements through FORM equations. These state
thax the FORM of the SUBJECT or OBJECT is it, there etc. For instance the verb /ord it
(over X) has the lexical entry:

lord {(SuBJ) (OBLIQUE, ,,)>0BJ
Agent Patient
(TOBJ FORM) = it

This lexical entry states that /ord is semantically a dyadic predicate; the Agent is linked to
the SUBJECT, and the Patient to an OBLIQUE argument. However, /ord has a
semantically empty element acting as its OBJECT, which is realized phonetically as it.
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Aimost all argument-taking predicates require that some argument of the
argument-taking predicate they represent be mapped onto the SUBJECT function.28 It is
sometimes claimed that every argument-taking precdicate must have a argument linked to
the SUBJECT position. Nothing within the LFG framework requires this, and the evidence
from weather verbs and impersonal constructions in other languages leads me to think
that it is not a desirable constraint. A given language may require an element present in

SUBJECT position, but that will be a language particular requirement.

26. In English, it appears as if every argument-taking predicate requires a SUBJECT,
because every English sentence must have some element in SUBJECT position.
Sometimes this element can be a sequence of prepositional phrases:

From London to Tonbridge is a long way.

Weather verbs have to have it in SUBJECT position. Chomsky (1981) and Bresnan
(1982) claim that weather ‘it’ in English is not semantically empty. Some evidence for this
is provided by the fact that a weather it can act as the antecedent for a participle:

While snowing it never rains.

However, languages such as Russian do not require surface SUBJECTS, and allow
impersonal sentences such as NuZno ‘It is necessary', MoZno ‘it is possible’. Some
weather verbs in Russian are also impersonal: Temnelo 'It grew dark’. Xolodno 'It's cold'.
| do not see any reason to say that these argument-taking predicates have null pronominal
SUBJECTS, especially as they cannot control participles:

*Temneja, stalo ochen'  xolodno.

darken-participle, become-PAST-NEUT  very cold-NEUT

When getting dark, it got cold.

Contrast this with the personal use of the verb temnet’, when referring tc an object getting
dark.

Bystro temneja, tucha pokryla vse nebo.

quickly  darken-participle  cloud-NOM cover-PAST-FEM all sky

As it quickly darkened. the cloud covered tha whole sky.

Contrast it also with a non control situation, where there are two finite clauses:

Kogda stemnelo, stalo ochen'  xolodno.

when darken-PAST-NEUT become-PAST-NEUT very cold-NEUT

When it got dark, it got very cold.

(Boris Katz and Beth Levin provided this data).
It is possible that weather verbs have some vague state of affairs as a semantic argument.
But in Russian at least, this argument can remain unlinked to a SUBJECT position.
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To summarize, an argument maps onto one of a small set of grammatical functions.
Which grammatical function it maps onto is determined by the lexical realization of the
argument-taking predicate, and by several constraints on the expressions of arguments

by grammatical functions.

Let us now return to the examination of grammatical functions. A SUBJECT,
OBJECT, OBJECT 2 or OBLIQUE can correspond either to a semantically simple
argument, or to a semantically complex argument (a argument-taking predicate which in
turn takes arguments). The following sentences show grammatical functions represented

by demonstrative pronouns denoting propositions:

(33) White's ward-bosses are corrupt. That doesn't surprise me.
SUBJECT
| don't believe that.
OBJECT
Try telling him that.
OBJECT 2

By that, do you mean he's crooked?
OBLIQUE

in Warlpiri, the demonstrative ngul/a is used to stand for propositions, as in the

following example, in which ngu/a stands for the event denoted by the first clause.

(34) Wardilyka-ku -lpa-lu-rla wurru-ka-ngu karli-parnta,
turkey-DAT  -PAST-3pl-DAT  sneak.up.on-PAST boomerang-PROP-ABS
ngula-jangka -lpa-iu luwa-rnu mantamanta-pardi-nja-kurra

that-SOURCE -PAST-3pl shoot-PAST take.off-INF-OCOMP
They would sneak up on the turkey armed with a boomerang and after that hit it
as it took off in flight. [mantamanta])

However, complex arguments do not have to be expressed as NPs; they can be
represented by Ss, i.e. by a syntactic category which can express an argument-taking
predicate and all of its arguments (as well as modifiers of the argument-taking predicate

and its arguments). In English, for example, a SUBJECT may be expressed as a clause:
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(35) That John left so suddenly upset Lucy.

It is probably universally true that grammatical functions such as SUBJECT,
OBJECT etc can represent complex semantic propositions consisting of an
argument-taking predicate and its arguments and modifiers. Languages may differ as to
whether a particular grammatical function may be expressed categorially as C, (where C
is the normal means of expressing complex propositions categorially: for instance, S and
Sin English). Principle 1, selection for function rather than form, means that the inability
of S to appear as OBJECT 2 in some language cannot be stipulated in the selection frame
of the matrix verb.2” We have to find some other principled way of excluding it. Often
what rules out the appearance of S is semantic incongruity. For instance, the SUBJECT
of read in English cannot ever be a proposition: it must be something that one can
imagine being able to read. Therefore (36) a. and b. are unacceptable, whereas (37) is
acceptable.

(36) a. *That they are good students reads complex articles easily.
b. *The fact that they are good students reads books easily.

(37) The machine will read 2 pages at a time.

Since the SUBJECT of read cannot be a proposition, as (36) shows, it cannot be
represented by an S, because Ss only represent propositions.

There are two other functions which only reoresent complex semantic types
(argument-taking predicates and their arguments). These functions are the ‘Complement’

function and the ‘Adjunct’ function.

27. This of course can be stipulated by a phrase structure rule which does not contain a
function annotation of the right form; that is, does not include:
VP — .. 5.
(T0BJ2) = |
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1.3.1.2 Complements and Adjuncts

Complements act as arguments of argument-taking predicates. Adjuncts are
argument-takirg predicates which modify either propositions, or argument-taking
predicates, or arguments. They are the only instance of non-selected grammatical
functions. Verbs select complements, and so, for such a verb, the absence of the
complement either renders the sentence ungrammatical, or else forces another
interpretation of the verb. In this, complements contrast with adjuncts. The absence of
an adjunct has no direct effect on the interpretation of the verb. For instance, (38), which
has a VP complement means something different from (39), in which the VP complement
is omitted. However, the presence or absence of the SUBJECT-controlled adjunct has no

effect on the interpretation of the verb.

(38) a. She made John leave. (leave is an XCOMP).
b. She made John.

{39) a. Inarage, she made John leave. (In a rage is an ADJUNCT)
b. She made John leave.

The open and closed distinction cross-cuts complements and adjuncts, producing
four types of grammatical function: COMPs, XCOMPs, ADJUNCTs, XADJUNCTS. The
difference between open complements (XCOMPs) and adjuncts (XADJUNCTS), on the
one hand, and closed complements (COMPS or SCOMPS) and adjuncts (ADJUNCTS), on
the other, is that the SUBJECT of the open XCOMP or XADJUNCT has to be identical to
some particular function of the matrix predicate selecting the XCOMP, whereas COMPs
and ADJUNCTs contain their own phrasal SUBJECT. However, the SUBJECT of an
ADJUNCT or COMP could be a null pronominai. An XCOMP or XADJUNCT is considered
open, because its f-structure is incomplete unless supplied with a SUBJECT from among
the arguments of the matrix predicate. A COMP or ADJUNCT is considered closed,
because no additional information is needed for a complete f-structure; it provides its own

SUBJECT (which may be a null pronominal).



The relation between the SUBJECT of an open function such as an XCOMP, and its
controller, is called functional control. The relation between a null pronominal SUBJECT
ot a closed function, and tiie argument with which that null pronominal SUBJECT is
coreferential is called anaphoric control.?8 The following sentences contrast a COMP
with an XCOMP:

(40) a. Hetold meto leave. XCOMP
b. He told me that | should leave. COMP
c. He signalled to leave. COMP
d. He signalled for us to leave. COMP

(40)a. shows an XCOMP which is obligatorily controlled by the matrix OBJECT me. (40)b.
shows its counterpart with a finite clause, (a COMP). (40) c. and d. show COMPs which
are non-finite clauses; in d. the COMP has an overt nominal SUBJECT, while in c. it has a

null pronominal SUBJECT which has an arbitrary interpretation.

There are two types of XCOMP, the idiosyncratically selected, and those introduced
by lexical rule. The idiosyncratic are those XCOMPs selected by a given verb, such as
make, or become, or persuade. But some XCOMPs can be added to the lexical entries of
verbs by lexical rules. These include the directional complements to verbs of motion,
such as in Gibraltar in the sentence / arrived in Gibraitar. Bresnan (1979) argues that
these are XCOMPs. See 3.4.1. A second type of XCOMP introduced by lexical rule

comprises the resuiltative attributes and depictive atrribures.‘?9 as illustrated below.

28. Since SUBJECT, OBJECT, OBJECT 2 and OBLIQUEs do not need any additional
information for completion of their f-structures, they are also c/osed functions.

29. For a general discussion, see Halliday (1967), Bolinger (1967), Nichols (1978),
‘Bresnan (1979), Williams (1980), Schein (1982b), Simpson (1982). For resultatives in
particular, see Green (1970, 1973), Bolinger (1971) Fraser (1376), Levin & Simpson (1981),
Riviere (1982), and Randall (1981). For depictives in particular, see Bresnan (1982a),
Neidle (1982), Pesetsky (1982), Stump (1981), Travis (1980).



(41) a. She dyed the cloth a delicate blue. RESULTATIVE
She cried her eyes blind.

She drank herself to death.

Little Willy was burned to ashes.

She froze solid.

®aoQC

(42) He ate the meat nude. DEPICTIVE
He ate the meat raw.
He arrived sober.

He died a hero.

aoow

Bresnan (1982a) argues that the depictive attributes in (42) are XCOMPs.30 i Simpscn
(1982b and to appear), | argue that both the resultatives and the depictives are added to
the argument-structures of certain verb-classes, and assigned the function XCOMP, by

general lexical rules. | will examine them further in Chapter 5.

Because the distinctions between ADJUNCTs and XCOMPs, and between functional
and anaphoric control play an important role in Chapters 3, 4, 5 and 6, | will outline the
major differences here.

ADJUNCTs differ from XCOMPs in three main respects.?’1 First, by definition,
XCOMPs are selected, whereas ADJUNCTSs are not. Second, a sentence can have more
than one ADJUNCT, whereas it can only have one XCOMP. The complementary
distribution of XCOMP type argument-taking predicates is observed in Halliday (1967),

30. See Travis, 1980, for arguments that they must be ADJUNCTs.

31. Aside from the three principal differences between ADJUNCTs and XCOMP to be
described, Bresnan (1979) proposes a test involving the ability of COMPs but not
ADJUNCTSs to be questioned. In ii. the OBJECT of the XCOMP to avoid the snakes can be
questioned, while in iv. the OBJECT of the ADJUNCT result clause only to lose her to a
snake charmer cannot be questioned.

i Jones tried to avoid the snakes.

ii.  Whatdid Jones try to avoid ?

jii. Jones tried hard, only to lose her to a Tibetan snake charmer.

iv.  *Who did Jones try hard, only to lose to a snake charmer?
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Bowers (1973) and Nichols (1978).32 Bresnan (1979) represents the XCOMP in English

as an annotation on the phrase structure rule expanding VP.

VP — V (NP) (NP) (XP)
T=1 (JOBJ)y=1 (TOBJ2)=| TXCOMP =]

Principle 2, Functional Uniqueness, prevents a sentence from having more than one
XCOMP, because XCOMP is a function, which, like the SUBJECT and OBJECT functions,
is assigned by identity. In contrast the function ADJUNCT is assigned by inclusion in a set
of ADJUNCTs, and so a sentence can have many ADJUNCTs. (The formalism for

representing this will be given in Chapter 2).

32. XCOMPs correspond to the PREDICATE node proposed in Bowers (1973).

" [the Predicate node)... allows us to expand the category Predicate irito any of the
four major phrase-node categories NP, VP, AP, PP. Finally, such a system explains
automatically why these four types of predicate-phrase are mutually exclusive. In
other words, it explains the fact that Predicate-AP's, Predicate-NP's,
Predicate-PP's, and Predicate-VP's may not co-occur in the same VP. | propose,
therefore, to set up the following phrase-structure rules for the expansion of the
node VP:

(206) 1. VP — vV (NP) (NP;) (Pred) (PP)* (S)

NP
2. Pred — AP
PP
VP

[Bowers, 1973:366}

Assigning to a categorial node a label such as Pred which expresses the function of
the element under that node, is arguably a confusion of semantic and syntactic
information, a violation of the autonomy of syntax, so Jackendoff (1977) claims:

"l believe, howe 1, that postulating this node [Predicate node, JS} is as much a

mistake as postulating a node Agent. Rather, Predicate, like Agent, is a semantic

relation which may be assigned by the projection rule for the NP/AP position in the

vP." [Jackendoff, 1977: 67}
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Third. ADJUNCTs are anaphorically controlled, whereas XCOMPs are funstionally

controlled. | will now examine these distinctions more closely.
1.3.1.2.1 Selectional restrictions on XCOMPs

Since XCOMPs are selected, verbs can place semantic selectional restrictions on
the type of argument-taking predicate that can be an XCOMP. For instance, persuade
restricts its XCOMP to volitional argument-taking predicates, hence the unacceptability of
??! persuaded John to look a lot like his father. Similarly, the lexical rules introducing
resultative attributes have semantic selectional restrictions - resuitatives can only be
attached to verbs which have some effect on their object: She shot John dead; ??She
touched John wet. ADJUNCTSs, however, have no such restrictions, as (43) and (44) show.

(43) Looking a lot like his father, John persuaded me to vote for him.
(44) She touched his cheek, still wet with remorseful tears.

Verbs also appear to place categorial restrictions on the XCOMPs they select,
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whereas ADJUNCTS, as (45) through (48) show, can be of any category,33 and do not
depend on the verb.

(45) PP: In arage. | left the house.
(48) AP: Angry at myself, | left the house.
(47) NP: A picture of rage, | left the house.
(48) a. VP: Cursing the world, | left the house.
b. VP: Angered by her attitude, | left the house.

XCOMPs can also be of any category. Keep is a clear case of a verb which selests
for a function, XCOMP, rather than for a particular category (NP, VP, A. -, PP) representing
that function. However, in fact many verbs only allow a particular category to represent
XCOMP.34 For example, verbs of naming only allow NPs as XCOMPS. This is not

33. English absolute constructions (secondary predicates with overt SUBJECTS),
however, show a strong preference for certain categories, and these constructions are
presumably ADJUNCTS with lexical SUBJECTS. The acceptability of categories as
argument-taking predicates in ABSOLUTE constructions forms a hierarchy. Absolutes
are uncommon, although not impossible, with nominals as argument-taking predicates.

i. Her face a picture of woe, Mary rushed out of the house.

ii. *John the best man, Bill was married yesterday.

They are slightly more common with adjectives.

iii. Herdog dead, Mary rushed out of the house.

iv.  ??A man dead, Mary rushed out of the house.

They are relatively common with prepositionai phrases and participles.

v.  Returning to Diabolo on the Cascadian, my coatcollar turned up against the ¢hill, |
talked to R.J. Stretch... The New Yorker 17/5/82.

vi. His pride injured, his finances ..1 disarray, Arnold persuaded himself that he could be
« different sort of hero.... New York Times Book Review 22/11/81

vii. And on that bed there lies a knight, his wounds bleeding both day and night.
[Corpus Christi song]

| suspect that this restriction is semantically motivated, perhaps by the
individual-level/state-level predicate distinction referred to later.

34. Originally, Bresnan (1979) p oposed that verbs were subcategorized for functions
whose names incorporated categorial information: NCOMP, PCOMP, ACOMP, or VCOMP.
However, Peterson (1981a) and Grimshaw (1982) pointed out that this was a confusion of
function (complement) with category (N, V, A, P). In line with Principle 2 {functional
uniqueness), the single function XCOMP has been adopted in recent work in LFG
(Bresnan (1982a), Neidle (1982a)). '



surprising since the XCOMP represents the ‘name’ argument of the verb. and only NPs in

general can act as names.

(49) They named/christened/baptized her Lucy/*happy/ *into a good name.

Some verbs demand volitional complements, and these can only be represented by
VPs.

(50) a. ltried to go/*happy/on the ski-course/the ski-course. VP
AP is not possible, and NP and PP are only possible with a different sense of
the verb.

b. | promised John to go/*happy/*into the house/the rose. VP
AP and PP are not possible, and NP is only possible with a different sense of
the verb.

c. | persuaded John to go/*happy/*President/?into the car/of it/ VP
AP and NP are not possible. A directional PP is marginally acceptable, while
the PP of it probably reflects a different subcategorization frame.

Looking now at XCOMPs introduced by lexical rule, we find categorial restrictions.
Resultative XCOMPs can only be APs or PPs, and not VPs or NPs, with a few exceptions.
See Green (1972).

(51) 1cooked the meat black/to a cinder/*a cinder/*blackened/ *burning.
(52) |shot him dead/to death/*a corpse/ *dying/ *killed.

The exceptions are quasi-adjectival nominals such as a pale shade of X, the right length:.

(55) | painted the car green/ a pale shade of green.

(54) Icutthe stick too short/ the right length.

The existence of these exceptions suggest that the restriction is not on category, but
rather on the kind of semantic predicate a category can represent. Nominals in general

cannot represent a resultant state.
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Some support for this is provided in work by Carison (1977) and Stump (1981). They
show that predicate nominals are much more restricted in their interpretation than APs or
PPs; Carlson argues for a distinction between individual-level predicates and stage-level
predicates: individual-level has to do with kinds or objects, while stage-level has to do with
"the spatio-temporal slices of an individual that show up as part of some event or state of
affairs. {Stump, 1981: 80]. This distinction corresponds roughly to the
inherent/temporary property classification often used when talking about adjectives.
(Bolinger, 1967; James, 1979). They provide a number of examples suggesting that
nominals are almost always used as individual-ievel predicates. |f resultative XCOMPs
represent stage-level predicates, (which is plausible, since a resultant state such as
‘black’ is NOT an inherent property of an object such as ‘meat'), then there is a natural
explanation for why resultatives cannot in general be NPs. A pale shade of pink etc will be
rare uses of NPs as stage-level predicates.35 The participles are perhaps blocked by a
conflict of aspect. A present participle specifies a continuing action, whereas a
resultative describes a state that is achieved by the action of the verb, a completed state.
A past participle describes a completed state also, but it implies that the state was
completed befgre some time-reference-point. When a past participle is added to a verb as
a resultative, it gives a strange time-travel impression: the action of the verb results in the
OBJECT already being in some particular state. Thus */ shot h'm killed. suggests that, as

a result of my shooting him, he was killed at some earlier time.

To maintain the claim that verbs select functions, not categories, (that is, persuade
selects an XCOMP, rather than a VP, and name selects an XCOMP, not an NP), it is
necessary to find an independent, weli-motivated, theory of lexical semantics that
explains why Adjectives, Prepositional Phrases and argument-taking predicate Nominals
cannot represent volitional arguments of the sort required by the verb persuade, and why
only Nominals can be names, and why Nominals are individual-level argument-taking

predicates. not stage-level argument-taking predicates. Work is being done in this area

35. Mare work needs to be done on this topic, berause not all nominals and adjectives
behave exactly the same way with respect to stage-level and individual-level tests. Some
behave as stage-/evel for one test, but as individua.-ievel for other tests.



(Maling 1981), but a coherent theory is still awaited.

1.3.1.2.2 Complementary distribution of XCOMPS

The second ditference between ADJUNCTs and XCOMPs is their distribution. A
sentence can have many ADJUNCTS, but only one XCOMP. Since a sentence can have
only one XCOMP, resultative attributes and depictive attributes cannot co-occur, and nor
can they co-occur with idiosyncratically selected XCOMPs, as the following 2xamples
show. The first set show adjectival XCOMPs.

(55) *The doctor made John well happy.
‘The doctor made John well as a result of which he was happy.’
(resultative XCOMP happy and idiosyncratic XCOMP well).

(56) *The doctor made the tea strong weak.
‘The doctor made the tea strong when it was weak’
(depictive XCOMP weak and idiosyncratic XCOMP strong).

(57) *They believed the mouse unconscious dead.
‘When the mouse was in fact dead they believed it unconscious’
(depictive XCOMP dead and idiosyncratic XCOMP unconscious)

(58) *They shot John dead drunk.
‘They shot John dead when he was drunk’
(depictive XCOMP drunk and resultative XCOMP dead; marginally possible with
drunk as an ADJUNCT separated by a heavy intonation break)

(59) “*They boiled the lobster alive red.
‘They boiled the lobster alive, and they boiled it to the stage where it became red’
(depictive XCOMP alive and resuitative XCOMP red)
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This complementary distribution does not only hold of adjectival XCOMPs.36 Consider
the following examples with SUBJECT-controlled verbal XCOMPs.

(60) *l promised John drunk/happy to go to the zo9.

(60) is ungrammatical, no matter whether the depictive and resuitative are predicated of
the SUBJECT ur of the OBJECT. Neither a depictive attribute (he// was drunk when |
made my promise) nor a resultative attribute (he// was happy as a result of my making the

promise) can co-occur with a SUBJECT-controlled complement. The following examples

36. There are two classes of possible counter-examples to this complementary
distribution claim. The first | owe to David Dowty.

i. She dished the food out into the bowls.

Following a suggestion in Bolinger (1971), | assume that intransitive prepositions such as
out can (but need not) be resultative attributes. | also assume that directional PPs such as
into the bowls can (but need not be) resultative attributes. If in i. the particle out and the
PP into the dishes are distinct resu'tative attributes with the XCOMP function, then
functional uniqueness is violated. There are several possible explanations for these
examples. The firstis to assume that one or other of the intransitive P and the PP is not an
XCOMP, for which independent evidence would be desirable. The second is to assume
that cut into the dishes is a complex resultative predicate, rather than two separate
resultatives. | incline towards the first alternative, taking dish out as a complex verb,
rather than a verb with an XCOMP. While particles used as XCOMPs act like XCOMPs in
not appearing in participle constructions, complex verbs formed of verb + particle can
appear in such constructions, and so can the verb dish out.

The King is counting out his money. Complex verb

John counted the strike-breakers out. V + XCOMP

The King's counting out of his money lasted five hours.

7John's courting out of the strike-breakers distressed their families.

Mary's dishing out of the food lasted ten minutes.

Janet Wager pointed out a second class of counter-examples to me. If the
directional argument of verbs such as arrive and bring is taken to be an XCOMP, then
sentences such as the following should be unacceptable:

He arrived home drunk.

They brought him home drunk.

In order to maintain the claim that depictives are XCOMPs. we must either say that drunk
in this example is not a depictive, but an ADJUNCT, or that home is not an XCOMP, but an
OBLIQUE argument. | have no evidence for either aiternative.
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show that it is not the presence of an OBJECT which prevents the appearance of two
XCOMPs. Verbs like hope and try have no OBJECTs. and take SUBJECT-contro'led
XCOMPs, but cannot have resultative or depictive XCOMPs, even with the help of a ‘fake

reflexive' like the one in She drank herself to death.

(61) a. *ltried drunk/exhausted to olease John.
b. *ltried myself exhausted to go there.

(62) a. °l hoped drunk/into a terrible state to go there.
(Acceptable when the depictive is contained within the non-finite clause, as a
complement: | hoped to go there drunk).

b. *! hoped myself into a terrible state to go there.

Similarly, a verb with an OBJECT-controlled XCOMP like persuade, or ask cannot

take a resultative or depictive XCOMP.

(63) *l persuaded John drunk/convinced to go there algne.
(64) *lasked John drunk/upset to go there alone.

The prediction then is that, if a secondary argument-taking predicate is not an
XCOMP, but an ADJUNCT, it should be abie to co-occur with an XCOMP. This is borne
out by the examples below, in which an ADJUNCT co-occurs with a variety of XCOMPs.

(65) a. Drunk, | promised John to go to the zoo
b. Drunk, | tried to please John.
C. Drunk, | hoped to go there.
d. 1 promised to go there, besotted by him

(66)

»

Secretly amused, | persuaded John to go to the zoo.
b. | persuaded John to go to the zoo, secretly amused at his reluctance,

P

(67) Sober, he could never have shot the cow dead.

b. Sober, he would never have eaten the meat raw.
c. He would never have eaten the meat raw, sober.

Non-functionally controlled purpose clauses are also ADJUNCTSs, and they can co-occur
with resultative (68) or depictive XCOMPs (69), as well as with idiosyncratically selected



XCOMPs (70).

(68) She knocked the patient unconscious. to operate on him.
(69) 1gave him the meat raw, to feed to the dogs.
(70) John kept Paul amused to please Lucy.

Since ADJUNCTS are not restricted by Functional Uniqueness, a sentence can have
multiple ADJUNCTS, as in (71) (due to Halliday (1967)).

(71) They keep warm naked young.

1.3.1.2.3 Anaphoric and functional control

The third difference between XCOMPs and ADJUNCTS is that the former are
functionally controiled, whereas the latter are anaphorically controlled. In functional
control, what is important for determining the controller of a clause is the function of that
controller. For English XCOMPs, the identification of the SUBJECT with an argument of
the matrix is done in the lexicon. The lexical entry for a verb such as try has a contro/

equation stating:
(TSUBJ) = (TXCOMP SUBJ)

The SUBJECT of the sentence is identified with the SUBJECT of the XCOMP. Control
equations can only refer to grammatical functions, and therefore it has to be function
which identifies the controller, rather than other properties, such as Case. Another
important property of functionally controlled clauses is that all of the controller's features,
such as CASE, NUMBER, PERSON and GENDER, must be identical to the features of the
XCOMP’s SUBJECT.

In anaphoric control, a null pronominal ‘PRO’ is introduced as the SUBJECT. The
PRO can be referentially identical to some other argument of the sentence. What
determines the controller of an anaphorically controlled complement varies from
language to language, and sometimes from structure to structure. Sometimes an

obviation principle operates (cf. Bresnan, 1982a), sometimes function is used, and



sometimes control depends on real world knowledge. For many languages. including

37

Warlpiri,®’ case-concord determines the controller.

Crucially, the anaphorically controlled PRO and its antecedent do not have to have
identical features. In particular, whereas the SUBJECT of a functionally controlled clause
must have the same CASE feature as its controller, the PRO SUBJECT of an anaphorically
controlled clause normally has the same case that a lexical SUBJECT of the same verb
would have. Andrews (1982c¢, 1982d.) and Neidle (1982a, 1982b. ) exploit this distinction
to explain the differences between certain kinds of complements in lcelandic and
Russian. In Chapter 6 | will use this test to argue that certain clauses in Warlpiri are
anaphorically, rather than functionaily, controlled, even though function is crucial in

determining their controller.

1.3.1.3 Summary of grammatical functions

The set of grammatical functions consists of XCOMPS, COMPS, XADJUNCTS,
ADJUNCTS, SUBJECTS, OBJECTS, OBJECT 2s, and OBLIQUES. The diagram gives the
information about types of functions provided so far. (The diagram is adapted from
Bresnan (1982a).

37. In Warlpiri, case-concord is not the only means of determining the controller of an
anaphorically controlled clause. The complementizer suffix may determine the contreller.
See Chapter 6.
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(72) Grammatical functions

Selected Non-Selected

Closed Open Clcised Op,en
Semantically Semantically Sem. Sem. Sem.
Unrestricted Restricted Restr. Restr. Restr.

] I '
, ’ XCOMP ADJ(UNCT) XADJ(UNCT)

SUBJ(ECT) COMP
OBJ(ECT) OBL(IQUES)

OBJ(ECT) 2

| will now examine the properties of the lexicon and of morphological and

word-order expression within the LFG framework.
1.3.2 The Lexicon

The grammatical functions are selected by lexical items. This selection is recorded

in the lexical entry for a lexical item.

A lexical entry for a given lexical item contains categorial information, information
about the syntactically relevant features of the lexical item (such as NUMBER), as well as
a lexical form. A lexical form consists of the predicate-argument structure of the lexical
item (the arguments of the argument-taking predicate) paired with the grammatical
functions selected by that lexical item. The pairing is subject to Principles 2 and 3

(functional uniqueness and function-argument bi-uniqueness).

Only the syntactically relevant arguments of a argument-taking predicate are
included in its lexical form. An example of an argument which is not syntactically relevant
is the kind of incorporated object found in He homered ( = He hit a home-run.) (Bresnan,
1980a), or the locative arguments in verbs such as corral or tree (Kiparsky, p.c.). This

incorporated object cannot be referred to in syntax by processes such as anaphora:
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(In Chapter 3 | discuss incorporation of arguments which can be referred to in the syntax.)

Lexical rulec can operate on lexical forms to aiter the pairing of grammatical
functions with arguments in the predicate argument structure. Such rulgs include Passive
and Dative-movement in English.38 Only lexical rules can change the assignment of a
grammatical function to an argument, because there is a constraint placed on the
expression of grammatical functions by word-order and morphological marking. This

constraint is the principle of Direct Syntactic Encoding.
Principle 4: Direct Syntactic Encoding

Every non-lexicai rule of grammar must preserve the assignment of

grammatical functions. [Bresnan, 1980b: 5]

Essentially, the principle prevents the destruction or creation of argument-structure other
than in the lexicon.39 This principle prevents rules of syntax, say, movement
transformations, from changing one grammatical function to another. In LFG, Passive
cannot be a constituent-structure rule, because it changes the grammatical functions of
the SUBJECT and the OBJECT. But it can be a lexical rule.

| will call rules relating the lexical entries of argument-taking predicates diathetical
rules, because they operate on the diatheses of argument-taking predicates. | assume
that there are two types of diathetical rules - those that involve alternations of
grammatical function: refation-changing rules, and those that relate predicate argument

structures: semantic redundancy rules.

38. See Andrews (1982c and d) Baker (1981), Bresnan (1980b), Grimshaw (1980), Levin
(1981), Levin (in prep.), Mohanan (1982c), Rappaport (1980) for discussions of lexical
rules.

39. The Projection Principle of Government Binding (Footnote 1¢) captures part of this
intuition, among its other properties. However, since GB assumes that grammatical
function changing rules such as Passive are movement rules, it requires the use of null
elements (traces) to preserve argument-structure under movement transformations.
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Relation-changing rules describe a single predicate-argument structure with
different assignments of grammatical functions. An example of a relation-changing rule is
Passive in English, which | discussed earlier. in a typical active sentence, the semantic
role of Actor/Perceiver/Experiencer/Emotion instigator etc. is assigned to the
grammatical function SUBJECT, while the grammatical function OBJECT is associated
with the semantic role of Patient/ Perceived/Object of Emotion. In the passive
counterpart of such a sentence, the semantic role of Patient etc. is associated with the
SUBJECT, while the role of Actor etc. is expressed by a prepositional phrase, or else is
linked to a null grammatical function. There is no significant meaning difference between
active and passive forms of the same verb, although their discourse functions may be

different.40 Whether relation-changing rules are directional and ordered is a question for

40. For instance, consider the two sentences:

i Lucy loves John.

ii. ~ Johnisloved by Lucy.

i. focusses on Lucy's behaviour, ii. on a property of John's.



research (see L. Levin, in progress). Bresnan (1980a) assumes that they are not. 41

Lexical entries which seem to be related, but which do not have precisely the same
meaning, are related by lexical redundancy rules. Examples from Englisii include the
alternations shoot at, and shoot; laugh at and laugh. Laugh does not presuppose an
object of merriment, as /augn at does, and shoot presupposes that the object is shot,
while shoot at does not. A redundancy rule relates a one-place predicate /laugh with a
two-place predicate /augh. The second argument of the two-place predicate may be
linked to either an OBJECT or an OBLl(}UEgoa,.42 The relation between shoot and shoot
at is a relation between two two-place predicates, one of which, shoot, has an affected
object linked to an OBJECT, and the other of which, shoot at, has a goal or endpoint (the
target), linked to either an OBJECT or an OBLIQUE .

41. A small piece of evidence for ordering lexical rules comes from DATIVE movement.
The assumption that DATIVE movement changes OBJECTs into OBJECT 2, and
OBLIQUE,4s into CBJECT, and that DATIVE movement is ordered with respect to a rule
adding XCOMPs, provides an explanation for the failure of DATIVE OBJECTs in
ditransitives to be modified by depictive attributes. OBJECTs usually can have depictive
attributes predicated of them, subject t¢ certain semantic conditions.

| ate the meat raw.
The OBJECT 2 in a ditransitive, or the OBJECT in the ditransitive which has not
undergene DATIVE shift, can have depictive attributes predicated of them:

| gave the meat raw to him.

I gave him the meat raw.
But the OBJECT in a DATIVE-shifted ditransitive cannot have a depictive attribute
predicated of it:

*/ sent him the grapes Ssick.
Suppose that depictive attributes such as sicx are XCOMPs, controlled by the OBJECT,
and suppose that the diathetical rule adding such an XCOMP applies to the non-DATIVE
shifted ditransitive only. Thern, when DATIVE shift occurs, and the OBJECT the meat
becomes an OBJECT 2, the controller of the XCOMP will also become an OBJECT 2,
because the rule changing OBJECT to OBJECT 2 applies to al// instances of OBJECT in
the lexical entry of the verb. If the XCOMP adding rule has to precede DATIVE movement,
the ill-formed sentence */ sent him the grapes sick is underivable.
42. Exactly how the semantic relationship between the at-forms and the non-at forms
should be expressed is an area that needs much more work, because there is as yet no
agreed-upon way of expressing the lexical meanings of words.
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The alternation between OBJECT and OBLIQUE,,, in laugh at and shoot at is of
course a relation-changing rule, since it is an alternation between two different
grammatical functions assigned to one semantic relationship. Bresnan (1980b) provides
evidence of this for the /augh at cases. She observes that the prepositional object
behaves both like an OBJECT and like an OBLIQUE. It behaves like an OBJECT in that it

undergoes Passive:

(74) a. They laughed at John.
b. John was laughed at.

Passive in English is defined as operating on OBJECTs. But the intransitive verb laugh
has no OBJECT.

(75) a. °*Theylaughed John.
*John was laughed.

Furthermore, the OBJECTSs of prepositions usually do not undergo passive (*The garden
was kissed in by John and Mary > John and Mary kissed in the garden.). So the presence
of the preposition at changes the transitivity of the verb /augh, allowing it to have an
OBJECT. But, if the function assignment of a predicate is changed, an LFG account must
use a lexical rule. Otherwise Principle 4 (Direct Syntactic Encoding) would be violated.

However, in other respects the prepositional objects behave like genuine
prepositional phrases. The evidence for the prepositional OBJECT being part of an
OBLIQUE prepositional phrase comes from clefting. The preposition and the NP can

move together as a constituent.

(76) a. John was laughed at by the kids.
b. ?It's at John that they were laughing.

Bresnan (1980b) proposed that verbs with prepositional OBJECTs such as /augh at be
derived by an opticnal rule of Verb Prepasition Incorparation. When the rule does not
apply, the prepositional phrase remains a prepositional phrase, and has an OBLIQUE

grammatical function. When the rule applies, the preposition becomes part of a complex
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verb. e.g. raugh at, and the OBLIQUE becomes the OBJECT. 43 Bresnan proposes the
morphoiogical change to a complex verb, because the verty and the transitive prepasition
seem to form a single constituent: for instance, the passive participle of an incorporated

Verb-Preposition Verb can be used adjectivally: a much talked-about event.

Verb-Preposition Incorporation aliows the lexical incorporation of a preposition and
its OBJECT to form a new transitive verb, whose OBJECT is the prepsoitional object. A
modified version of the rule in Bresnan (1980b) follows.

Verb-Prepositicn Incorporation
Operation o1 lex zal form: OBL,ep. — 0OBJ

Morphological change: vV = [V Pl

The rule converting an OBLIQUE into an OBJECT is optional. When it applies, Passive is
free to apply to its cutput. When it doesn't apply, the OBLIQUE is still a prepositional

phrase, and has the same structural properties as other prepositional phrases.‘*4

The boundary between relation-changing rules and semantic redundancy rules is
not always clear. A debatable case concerns the so-called indefinite-object deleting

verbs. For example, a verb like eat can appear with or without an OBJECT.

43. The Verb-Preposition Incorporation rule is a formalization of Jespersen's insight:
“In ‘everybcdy laughed at Jim' ‘Jim' may be considered the object of the whole
combination verb + preposition, and consequently may be made the subject of the
passive: 'Jim was laughed at by everybody'; in set phrases modern English goes
even further: ‘She will be taken good care of'."
Jespersen, "The System of Grammar" in Selected writings of Otto Jespersen, p.503.
44. Notice in this context an interesting piece of evidence pointed out by Bresnan
(1980b). While aaverbs cannot intervene between the verb and the at in the prepositional
passive (because the verb plus at form a complex verb), they can intervene between the
verb and the at in active sentences (because, optionally, the at is still part of the
preposition phrase and not part of a cornplex verb.)
John was laughed at cruelly by the children.
*John was laughed cruelly at (by the children.)
?Who is the man the children were faughing so cruelly at?
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(77) |ate the apricot tart.
(78) |ate. and then felt better.

In (77), the arguinent-taking predicate which eat represents means something like X uses
X's mouth to cause Y to go down from X's mouth into X's stomach, where Y is something
solid. (See Wierzbicka. 1980 for a somewhat different definition). However, in (78) this
argument is nat overtly expressed in the ser..ence, although it is entailed. Observe that
the two forms have different uses. First, unlike the use in which the thing eaten is overtly
expressed, when the thing eaten is a constant, it must be something thought of as food. It
would be inappropriats to say The baby's eating, when it is chewing up cigarette butts. (!
am grateful to Richard Carter for pointing this out to me.) Second, there is an aspectual

difference. Without an overt object, eat normally expresses duration of an action.

Suppose that there are two lexical entries for eat, with grammatical function

assignments differing as follows.

eal 1 ee'ner tr'\ing eaten
sSuBJ osJ

eat2 e:-'ner thing eaten
sSusJ ]

In the second example, the argumen' representing tre thing eaten is linked to a null
grammatical function. The issue is, are the meanings of the two uses of the verb eat
sufficiently similar for us to assume that the null grammatical function and the OBJECT
function are just alternant assignments of grammatical functions to the one argument? Or
should they be related instead by a semantic redundancy rule, like, say shoot and shoot

at? Bresnan (1980a) takes the former route. But the matter remains open.

| have discussed the eat and laugh at alternations at such length, because in 2.3.1 |

shall examine similar ciathetical rules in Warlpiri.
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1.3.3 Morphological Expression

In LFG, it is assumed that ali inflection, including case-marking, is done in the
lexicon before lexical insertion. There are no syntactic rules adding or deleting
inflections. The inflections carry information about functions and function features which
is available to the syntax. 30, the success of LFG as a model of gfammar requires a
compatible theory of morphology. The theories of morphology presented in Lieber (1980)
and Selkirk (1981, 1982), as well as the Lexical Phonology/Morphology theory (LPM)
seem to be compatible with LFG.45

All these theories assume that inflectional affixation is the same type of process as
derivational affixation, and that it should be done in the morphology. Affixation is

assumed to be a sequential process, which creates branching trees of the form:

LTI X rooe YL Z I A Nk

45. Muysken, 1981 and 1982, has interesting ideas on the representation of information
about grammatical functions provided by the morphology in Quechua. Marantz, 1981,
contains a proposal for explaining the similarities between certain syntactic constructions
and their morphological counterparts by means of morphoiogical merger. Unfortunately,
neither of these proposals fits well with the LFG and LPM theories simultaneously.
Muysken makes use of empty abstract c-structure categories such as CASE, which are
controlled by morphological elements. such as morphological case-markers. But, LFG
forbids the use of null categories. LPM requires erasure of brackets prior to lexical
insertion, so that it is not clear how a c-structure position could be controlled by a
morphological case-marker, since that case-marker would not be an identifiable
morpheme. (Allowing a case-feature to act as morphological controller is insufficient,
because Muysken, 1981, crucially relies on the position of morphemes in double
case-marking structures to determine which morpheme controls which abstract case
position). Marantz's theory embodies the important insight that certain affixes can, and
should be treated, as functionaily equivalent to argument-taking predicates, an insight
which informs the account of semantic case given here in Chapter 4. To distinguish
different types of predicate-argument relation, Marantz relies on lexical insertion taking
place at different levels ot representation: logico-semantic structure, deep structure and
s-structure. At present, LFG does not have the required distinctions between levels, and
lexical insertion can only take place once, so that Marantz's analysis is not easily
translateable. But see L. Levin, in prep.
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Compounding is assumed to be a similar process:

[[[[X]rcot[Y]root]LZ]MA]K

Features from each part of the word percolate up to the top, giving priority to the features
of the head, by means of feature percolation conventions. Lieber (1980), Selkirk (1982),
and Williams (1981) accept that a category-changing affix, such as the derivational suffix
-ness, is the head of the word. But they differ as to whether inflectional suffixes should be
considered heads of words. They also differ as to how much priority in percolation is

given to the features of the head. See Selkirk (1982) for some discussion.

Let us look at feature percolation in Warlpiri, first in a derivational suffix, and then in
an inflected form. Consider the Warlpiri verb nyinami 'to sit’. The root is nyina. When the
nominalizing suffix rgu is attached, a nominal is created: [nyinangu]y. Ngu has a lexical
entry stating that it attaches to verb roots (Vr) of the first conjugation class, to form

nominais.

ngu: ]Vr + 1Istconj. *"°°" ]N

**‘hen the past tense suffix is attached to the verb root nyina, a verb is created:
[nyinaja],. Ja has a lexical entry stating that it attaches to verb roots of the first
conjugation class. Either the inflectional suffix provides its own category information, or
else it is transparent, and the category of the verb takes priority. In any event, the
resultant verb has the category V, provided by either the inflection or the verb, and the
TENSE feature PAST, provided by the inflection:

TENSE = PAST

Affix

nyina ja
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None of these theories has much to say about what information is available to the
syntax from morphology other than through feature percolation. In Chapter 3. | will argue
that, although much information provided by the morphology can be captured in terms of
features, not all of it can. Some functional information must also be provided. | will claim
that the notion ‘'morphological head' of a word needs to be distinguished from a semantic,
or functional, head of a word. The same morphological affix may function as the semantic
head of a word or simply as an agreement marker, even though it is morphologically still in
the same position. | will also argue that functional considerations may determine feature

percolation, rather than a simple ‘head hrst' account.

| have adopted the Lexical Phonology/Morphology theory in this thesis, because an
importan. condition on the operation of syntactic rules can be readily derived in this

theory. This condition is the Lexical Integrity Hypothesis.
Principle 5: Lexical Integrity Hypothesis

No constituent structure rule may order any element into or out of lexical

categories suchas N, A, V.

That is, constituent-structure rules are blind to the internal structure of lexical categories.

The Lexical Integrity Hypothesis is a constraint imposed on the interaction of
morphology with syntax, which derives from the claim made in Chomsky (1970) that
derivation is a process done in the lexicon, not in syntax. From this claim, the view arose
that:

Syntactic rules cannot move elements into or out of lexical categories.

However, Chomsky (1970), also argued that productive morphological processes,
such as inflection, should be done in the syntax. The Lexical Integrity Hypottesis thus
would not block rules from moving inflectional morphemes around. Theories which
accept the evidence for doing inflection in the morphology, rather than in syntax, (such as
LPM, and LFG), have therefore a stronger interpretation of the Lexical Integrity
Hypothesis: namely that no syntactic process can move inflectional morphemes around.

In order for the inflectional information provided by a morpheme such as the plural suffix s
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in English to be visible in the syntax, such theories rely on features and feature

percolation.

A second area in which the interpretation of the Lexical Integrity Hypothesis differs
is &S to exactly which syntactic processes are prevented from applying to parts of a lexical
category. Selkirk (1982) considers that the Lexical Integrity Hypothesis blocks movement
rules from applying to parts of a word, but explicitly allows anaphoric processes to lock

inside words. But LPM makes a stronger claim, namely that:
Principle 5': Revised Lexical Integr ty Hypothesis

Constituent-structure processes (which include annotation of functional
information, and indexing of anaphoric inforraation) are blind to the internal

structure of words.

| will give three examples to show what the different interpretations of the Lexical
Integrity Hypothesis biock, before showing how it follows from Lexical

Phonology/Morphology.

First, the Lexical Integrity Hypothesis prevents deletion processes, such as gapping,
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from deleting parts of words.46 Thus. whereas one can gap the verb under identity with a

verb in the previous sentence, one cannot gap part of a verb:

(79) a. John paid the electricity bills, and Mary the gas bills.
b. *John liked the play, and Mary dis- it.

(80) a. John outran Bill, and Mary Patrick.
b. *John outran Bill and Mary -swam Patrick.

Similarly, an adjective or nominal cannot be gapped from its suffix:

46. The prohibition against omitting parts of words urder identity is not absolute.
Conjunction of two categories allows gapping under certain semantic conditions.
Consider /n both pre- and post-war Germany..., pointed out to me by Maria Luisa
Zubizarreta. If pre and post are lexically-attached prefixes, then these constructions
violate the Lexical Integrity Hypothesis. In general Level 2 suftixes (see ahead for this
term) are freer than Level 1 suffixes to violate the Lexical Integrity Hypothesis. Consider
the sentence John is father- and motheriess. However, there are severe restrictions on
gapping of Level 2 suffixes. For instance, not all words with /ess allow gapping. In
particular words formed by compounding /ess with an abstract noun do not: *John is
hope- and careless. Abstract nouns do not gap out of other structures either: *John is
hope- and cheerful. *John's hopeful- and cheeriness kept us going.

Giving up the Lexical Integrity Hypothesis for the sake of this restricted set of
examples seems to me unwarranted, until an alternative explanation for why the vast
majority of words are opaque to syntactic processes is found. | speculate that the
acceptability of structures such as pre- and post-World War 11 has to do with the fact that
their argument structures are relatively transparent, and thus that they are easily
interpretable. By this | mean that if an affix resembles an independent word with an
argument structure, and if what it attaches to is easily interpreted as an argument, then it
is possible to interpret the conjunction as a conjunction of two arguments of one
predicate. For instance, the prefixes pre- and post- resemble semantically prepositions
such as before and after: before and after World War 2. Similarly, /ess resembles the
preposition without. Apparently, concreteness (father as opposed to hope) is important in
interpreting something as an argument (whereas for independent prepositions it is
irrelevant: John is without hope and joy).

As Ken Hale pointed out to me, a more difficuit case is presented by the Spanish
examples of adverbials consisting of conjoined adjectives followed by the adverbial suffix
mente: [clara y distinta-mente] ‘clearly and distinctly’. See Harris and Mohanan (in prep.).
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(81, *John was hopeless. but Mary was -ful.
(82) *Lucy admired his open- and faithful-ness.

Second, on the assumption that words are opagque not only to movement and
deletion processes. but to all other syntactic processes, the generalization noted by
Postal (1969), that words are anaphoric islands is captured. In a sentence such as John is

fatherless now,“7

it is impossible to refer to father by a pronoun, whereas in a paraphrase
which uses a negative word, rather than a negative suffix, the word father can be referred

to:

(83) ??John is fatherless now, and he misses him.
(84) John has no father now, and he misses him.

Third, on the assumption that inflectional elements such as TENSE and CASE and
NUMBER markers are attached in the morphology, rather than in syntax, the Lexical
Integrity Hypothesis prevents syntactic rules from changing, or moving, these markers.
Thus, for instance, there is an alternation in Russian with respect to the case of OBJECT

nominals. If the sentence is affirmative, a normal OBJECT will have ACCUSATIVE case,

47. The generalization is more striking when the word is not derived:

i. *John is an orphan now, and he misses them.

il. John h=s no parents now, and he misses them.

But it is debateable whether a decomposition involving parents is the right way to express
the meaning of the word orphan, and therefore as to whether i. actually is an anaphoric
island violation.

There are counterexamples to the anaphoric island claim. Corum (1973) sums up a
number of them. They fall into two main classes: derived nominals, and words formed
from proper names:

Lucy interviewed Hawke, and Bill had gne with Fraser.

After painting the house | had enough left over for the dog-kennel.

Shakespearian imitators usually fail to capture his style.

| speak French tluently because | lived there.

(Examples given by Corum which do not fall into either classification include: John
became a guitarist because he thought it such a beautiful instrument.)

Again, | have no real explanation, and can only speculate that factors such as the
existence of definite referents (France, Shakespeare) make these sentences marginally
acceptable.



78

whiie the same sentence. if negative, can have an OBJECT with GENITIVE Case. The
Lexical Integrity Hypothesis prevents formulating a syntactic rule which changes an
ACCUSATIVE case-marker to a GENITIVE case-marker in the presence of a NEGATIVE
feature, because the ACCUSATIVE and GENITIVE case-suffixes are both morphemes,
and no miorpheme can be substituted for another morpheme in the syntax. Similarly, the
Lexical Integrity Hypothesis rules out transformations such as Affix-hopping, because it

disallows movement of parts of words, whether inflectional or derivational.

Pesetsky (1979), and Mohanan (1982d), derive the Lexical Integrity Hypothesis from
a level-ordered theory of morphology, in fact from the Bracket Erasure Convention. | will

briefly sketch out the basic assumptions of LPM.

Affixes attach to roots and stems at different levels in the morphology. Part of the
lexical entry for an affix states at what levei that affix can be attached. For instance, the
suffix in can attach to adjectives at Level 1, and the suffix ious attaches to nouns at Level

1, while the suffixes ness and non attach to adjectives at Level 2.

(85) Lexical Morphology

Level 1 in+ A in + legible: illegible
N + ious grace + ious

Level 2 non + A non + legible
A + ness gracious + ness

A word moves up through the levels until the level of lexical insertion into the syntax. It
cannot loop back from one level to an earlier level. Thus, a Level 2 affix must be attached
after a Level 1 affix. The assertion that non and ness are Level 2 affixes, is a claim that the
Level 1 prefix in cannot precede non, and that the Level 1 suffix jous cannot follow ness.

The following forms are unacceptable:
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(88) *in-non-legible

* happi-ness-ious

in each level, phonological rules apply to the combination of stem + suffix.
Phonological rules can be specific to a particular level. For instance, the assimilation of n
to / preceding an /, in Jllegible is a Level 1 rule, not a Level 2 rule. Nollegible is

unacceptable.

The internal categorial brackets of words which are created by affixation or
compounding, are erased at the end of every level, thus making the boundaries invisible
to rules operating at the next level. This operation is called Bracket Erasure. Erasure of
internal brackets at the top level of the morphology renders all internal brackets of a
lexical item invisible to post-lexical phonological rules, as well as to syntactic rules. The
fact that the word fatherless consists of the morphemes [father] and [less] will not be
apparent in syntax, and therefore these brackets cannot be referred to in a syntactic rule
maving elements around. But not only can these brackets not be referred to, they are
non-existent, and so it is impossible to annotate with a function name, or provide an
anaphoric index to, a part of a word. Thus, from Bracket Erasure is derived the strongest

form of the Lexical Integrity Hypothesis.

The Lexical Integrity Hypothesis together with Direct Syntactic Encoding restrict
greatly the interaction of morphology and syntax. In 2.5.2 | will briefly sketch out a
problem for the Lexical Integrity Hypothesis resulting from discontinuous expressions
which seem to act as single lexical words. In Chapter 3 | will discuss the problem of single
lexical items which seem to violate the Lexical Integrity Hypothesis in that they carry
information about several grammatical functions. | propose a solution which requires

annotating morphemes with functional information as part of the affixation process.

1.3.4 Constituent-structure expression



Constituent-structure rules are expressed as context-free rewriting rules which
represent precedence and dominance relations. These rules take as their input and
output the categories of the :anguage. Most LFG literature has assumed that these rules
conform more or less to the X account of categorial structure given in Chomsky (1970),
Bresnan (1976) and Jackendoff (1977).

There are two types of category, major and minor. Minor categories are specified by
their labels - Particle, Comp, Det etc. Major categories consist of a type and a distinctive
feature matrix of categorial features. The type of a major category denotes the level of
projection from the basic lexical category. Major categories in many languages consist
not oniy of /exical categories N, A, V, P, but also of projections of these categories. The
highest projection is called the maximal projection. The level of projection of a particular
category is called the type of that category. So, a lexical category has type 0: X°; the first
projection has type 1: X; the second projection has type 2: X, etc.

1.3.4.1 Categorial Features

The category of an item is relevant both in the lexicon and in the syntax."’8 In the
lexicon, an item’s category determines what affixes it can take; verbs in English and
Warlpiri have tense affixes, while nominals in English and Warlpiri cannot take tense
affixes. In the syntax, the category of an item determines where it can appear in the
phrase structure, and what grammatical functions can be assigned to it. Thus, in English

and Warlpiri a V cannot be the SUBJECT of a sentence.

For morphological rules, the categories need to be distinct, because morphological
rules apply to particular categories. For instance, the Past tense markers in English and
Warlpi-i attach only to elements of the category V. So, if the categories are to be
represented in terms of features, these features must uniquely identify them for the
purposes of morphoiogical rules. The simplast proposal is that there is a one-to-one

correspondence between syntactic and morphological categories, and this is the claim of

48. | am particularly grateful to Paul Kiparsky for discussion of this section.
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X theory. Therefore. if the categories are to be defined in terms of categorial features,
these features should uniquely identify categories both in the morphology and in syntax.

Ideally, the categorial features should be universal. Jackendoff (1977: 31) and
Bresnan (1982) suggest using functional (in Jackendoff's terms ‘phrase structure’)
properties of categories to define the categories. Since grammatical functions are, by
hypothesis, universal, features defined solely in terms of functions should also be
universal. Unfortunately, the definitions of categorial features given by both Jackendoff
and Bresnan on the basis of English do not carry over naturally to Warlpiri. Warlpiri has
only two major categories, and both Jackendoff's and Bresnan's categorial features
render these categories non-distinct. 49

Morphologically, N and V in Warlpiri are clearly distinguished - tense suffixes
attach to the one, and case suffixes to the other. They ailso have different phonological
properties. For instance, there are rules of regressive vowel assimilation and
reduplication that apply only to verb roots. See Nash (1980).

Syntactically and semantically, however, Nominals form a continuum, as Hale (to
appear) shows. At one end, the nominals act as argum2nt-taking predicates, which can
correspond to verbs in other languages (for instance, experiencer nominals like /ani
‘afraid’), or to adpositions and adverbs representing ocational and directional predicates
(for instance kankarlarni ‘up above'). At the other end, nominals such as Pronouns are
used almost exclusively as arguments. In betv.een is a whole range: from nominals
denoting entities, which are translated by Nouns in English, such as wati ‘man’, to

nominals denoting attributes, which translate as Adjectives in English, such as wiri ‘big’.

49. Jackendoff uses the features [+ OBJECT] and [+ SUBJECT]. Since nominals and
verbs in Warlpiri can both act as matrix argument-taking predicates, and can both select
OBJECTS, nominals and verbs are not distinct. Bresnan (1982a) uses the features
[transitive] and [predicative], and allows an unmarked value for these features, as well as
+ and -. Both Nand V are [ + transitive] under her account. It is not clear what values N
and V should have for the feature [predicative], because the definition as stated does not
apply directly to Warlpiri. However, since [predicative] covers much the same area as
Jackendoff's [4- SUBJECT], it is difficult to formulate the definition so that N and V are
distinct.
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The uses of these are not fixed: a nominal such as wi+i can denote an attribute, or it can

denote an entity, ‘ranslatable by a locution such as a big one in English.

The crucial syntactic difference between categories in Warlpiri seems to be between
categories which can act as arguments, and categories which can only act as
argument-taking predicates.50 Nouns can act as arguments or as argument-taking
predicates, while Verbs can only act as argument-taking predicates (unless of course they

are nominalized, in which case they can act as arguments.)

So, functional definitions in terms of SUBJECT and OBJECT cannot be formulated in
Warlpiri. The features [4N] and [+V] which Chomsky (1970) proposed are also
unenlightening, unless we assume that N really stands for the property of being an
argument, while V stands for the property of being a argument-taking predicate.51 The
generalizations about the functions of categories in Warlpiri can be expressed in a feature
matrix. However this feature matrix is not readily extendable to languages with more than
two major categories. Therefore this feature matrix should be treated simply as a

summary of the Warlpiri categorial generalizations.

Argument Predicate
N + +
\ - +

S - -
Sentences are neither argument-taking predicates nor arguments (there are no finite
sentential arguments in Warlpiri), although they contain both argument-taking predicatzs

and arguments. Therefore they arz negatively specified for both values.

50. Warlpiri has other minor categories, such as Particles.

51. The distinction between argument and argument-taking predicate is approximately
equivalent to the distinction between terms and contentives adopted by Emmon Bach
(1975) when arguing for a simplification of the categories of English at an abstract level.



1.3.4.2 Phrase-structure rules

Projections of lexical categories are related to each other by means of the X schema,
a context-free rewriting rule. This schema covers endocentric structures, but not

exocentric structures, such as Sentences.

Xy XD
where a; is a minor category, or a maximal projection, and n is the number of

projections of the lexical category X0, Xn-1is called the head.

The X schema includes both dominance relations (the relation of X" to X', and to
the minor categories in the rewrite rule), and precedence relations (this is represented by

the linear order of the categories in the rewriting rule).

The X rule can be used to construct a tree, which is called a constituent Structure
tree, or c-structure tree. Lexical items are inserted under the preterminal nodes of this
tree. Bresnan (1982a) proposes that lexical insertion is subject to one very important

constraint:
Principle 6: The Null Element Constraint

A non-terminal category caanot exhaustively dominate the empty string e,
except in the case of constituent control, where constituent control is the
iong-distance dependency characterizing wh-movement and similar

constructions.

This constraint prevents, for instance, the appearance of null pronominals in constituent



structure.92 (But see Neidle, 1982 for an argument for constituent structure null
pronominals). In 2.3.4.1 | shall argue that the Null Element Constraint must be weakened

to accommodate paradigmatic gap information from pronominal clitics.

Warlpiri has phrase structure rules expanding S, N and V. The phrase structure rule
expanding S is of course exocentric. The phrase structure rule expénding N does not
conform to the X schema, in that, aside from the head, it contairs non-maximal

projections of N. | will discuss these at greater length in Chapters 2 and 4.

This concludes the overview of the role of grarnmatical functions in LFG, and the
kind of lexicon, constituent-structure and morphology available. A summary of the

principles constraining the mapping from one component to another is given in 2.2.7.
1.4 Outline

In Chapter 2, | present some basic properties of verb-headed and nominal-headed
finite clauses in Warlpiri, concentrating on representing properties of particular relevance
to the predicate-argument relation. These fall into several types. First, what grammatical
functions does Warlpiri employ? Second, how are grammatical functions assigned? |
discuss evidence for SUBJECTs and OBJECTs, and also the somewhat inconclusive
status of arguments with DATIVE case. The expression of grammatical functions is done
by a syntactic rule and a lexical rule. An annotation on the phrase structure rule assigns
grammatical functions freely to the daughters of S. A lexical rule aliows any
argument-taking predicate to introduce a null pronominal for any grammatical function it

selects. The assignment of grammatical functions is constrained in two ways. First, a

52. The constraint represents one of the principal differences between LFG and GB. GB
requires empty categories because of two principles, the Projection Principle (see
Footnote 16), and the 4 Criterion (which says that every argur nt has a § role and every
@ role is assigned to an argument). These principles demana the appearance of empty
categories to represent constituents that have undergone the movement rule Move a.
Move a includes NP-movement (Passive, and an OBJECT — SUBJECT rule for
Unaccusative verbs), and WH-movement. LFG allows emnpty cutegories for
WH-movement, but not for NP-movement.



given grammatical function has to have the right case-marking. | claim that information
about case-marking is stored in the lexical entries of argument-taking predicates.
Second, certain grammatical functions must agree with pronominal clitics in the

AUXILIARY. |discuss the representation of these clitics.

In chapters 3, 4, 5, and 6, | discuss the case when an argument-taking predicate
does not head a finite clause, but rather is dependent on some other finite clause. The
concept of a dependent argument-taking predicate covers a number of situations, in

narticular:

[1] Modification of an event by setting it in a time or place: (ADJUNCT)
Lucy kissed John in the garden gn Saturday.

[2] Secondary predication: attributing a property to an argument
incependently of the argument-taking predicate: (ADJUNCT)
Lucy walked away, homesick for Aberdeen.

[3] Secondary predication: attributing a property tc an argument, where
the attribute is also an argument of the same argument-taking
predicate: (XCOMP)

Lucy wanted John happy.

[4] Afttributing ~ property to an argument, where the attribute is
expressed by a verb: (ADJUNCT and XCOMP)
John wanted tQ leave.
Lucy gave John a Look g read.

The discussion is organized according to the category of the dependent
argument-taking predicate. The categories include the lexical category of Nominal,
(including nominalized verbs), and the affixal categories of Case, and Complementizer
suffixec | show that the same kinds of rule can be used to represent dependent
argument-taking predicates, irrespective of their cateyorial status. Furthermore, most of
these rules are independently needed for the representation of argument-taking

predicates which head finite clauses.



Case is discussed in Chapter 3. | show that case-suffixes in Warlpiri can have three
uses. They can simply indicate that a nominal has a particular grammatical function, such
as SUBJECT. They can indi:ate that a nominal attributes a property to an argument with
the same case. | claim that these two use: behave alike syntactically, and call them the
agreement (AGR) use of case-suffixes. The third use of case-suffixes is as
argument-taking predicates analogous to English prepositions (the ATP use of
case-suffixes). | argue that the agreement use and the argument-taking predicate use can
be represented as the difference between case-suffixes which have no syntactically
relevant 1 1eaning, and case-suffixes which do have a syntactically relevant meaning. This
last use re ‘uires the assignment of grammatical functions within the morphology, as part
of the word-building process. However, | argue that a morphological distinction between
grammatical and semantic case-suffixes is still required to account for the unusual

phenomenon of double case-marking.

The use of nominals as dependent argument-taking predicates is discussed in
Chapters 4 and 5. In Chapter 4 | show that discontinuous nominal expressions bearing
the same case-suffix can be treated as nominals used as argument-taking predicates, and
bearing the grammatical function of ADJUNCT. | show that the existence of these
discontinuous nominal exprassions fol'ows from the rules assigning functions within S
and N, together with the rule introducing null pronominals, and a convention, tentatively
proposed as a universal rule, that ADJUNCTS must not disagree in case with their

controllers.

In Chapter 5, | examine the uses of nominals as dependent arguinent-taking
predicates in Warlpiri, arguing that they ars not normally selected arguments. | show how
semantic structures expressed in English by complements (selected arguments which are
semantically complex), are paraphrased by other structures in Warlpiri. A striking
illustration of this is provided by the great freedom which resultative attributes have in
Warlpiri, compared with their English counterparts. This freedom can, | claim, be
attributed to the English resultatives being XCOMPS (that is, arguments of an
argument-taking predicate), and the Warlpiri resultatives being simply ADJUNCTS
(attributes).
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The use of nominalized verbs and complementizer suffixes as dependent
argument-taking predicates is the topic of Chapter 6. | show that the assumption that, like
case-suffixes, complementizer suffixes optionally have meanings, (depending on whether
they act as agreement markers, or as argument-taking predicates), accounts for the
behaviour of complementizer suffixes with nominals, nominalized verbs, and a special

class of action nominals.
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2. Simple sentences
2.1 Introduction

Cenrtain properties of simple sentences in Warlpiri are relevant to expressing the
predicate argument relation, but have no obvious counterpart in the syntax of more

familiar languages. These include:

[1] The fact that the argument-taking predicate of a finite clause may be
a verb or a nominal.

[2] The determination of grammatical function by a complex
ERGATIVE-ABSOLUTIVE case-marking system, rather than by
constituent order.

[3] The agreement of pronominal clitics with certain subcategorizing
grammatical functions, whether represented by an overt lexical item
or by a null pronominal.

[4] The use of null pronominals to represent subcategorizing
grammatical functions.

All these properties will be crucial for the account of secondary predicates {dependent
argument-taking predicates) and control structures developed in later chapters. It is
therefore incumbent on me to show how these properties are represented ir the fragment
of Warlpiri grammar which | am developing. Besides, the attempt to write a relatively
explicit account of simple, uncontroversial, sentences is useful in itself, as a way of

finding out the virtues and shortcomings of a linguistic theory.

The first property, that a verb or a nominal may act as an argument-taking predicate,
has in.plications for the general theories of categories, which | examined briefly in .3.4.1.

| will look more closely at nominal-headed sentences in 2.4.

The second property, the use of case-marking rather than configurational structure
to determine grammatical functions, is the topic of Sections 2.2 and 2.3. Because LFG
divorces configurational structure from grammatical function, it can account for free

constituent order, that is, the fact that order does not determine grammatical functions.
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Instead. grammatical functions are determined by the ERGATIVE-ABSOLUTIVE
case-marking system, which allows the SUBJECT to be either ERGATIVE or
ABSOLUTIVE, depending largzly on the meaning of the verb. | propose that the case ot
grammatical functions is determined in the lexicon as part of the lexical entries of
argument-taking predicates such as verbs. In LFG, the SUBJECT function is selected by
the verb, and appears as part of a verb's lexical entry. Hence. lexical rules can determine
the case of the SUBJECT of a aiven verb. Unlike nominals, however, the pronominal
clitics in Warlpiri do not show ERGATIVE-ABSOLUTIVE case-marking. Following Hale
(1973a), | will claim that the Warlpiri pronominal clitics represent SUBJECT, OBJECT and
Adjunct DATIVE, rather than NOMINATIVE and ACCUSATIVE case. This will lead to an
account of the third property.

The tourth property, that subcateg srizing grammatical functions may be expressed
by null anaphors, rather than by overt lexical items, can be represented wiinin LFG, by
assuming that, under certain circumstancas, an argument-taking predicate can introduce
a null pronominai to express a grammatical function selected by that predicate. Clitic
doubling is also easily expressed by extending the account of clitic pronominals
developed in Grimshaw (1980)

The format of the present chapter is as follows. 2.2 contzins a discussion of a
typical intransitive sentence. | show how constituent structure, lexical and morphological
information is gathered together to build a functional structure, and | discuss constraints
on the building of a functional structure. The general rule tor function assignment in
Warlpiri: Assign grammatical functions freely is presented. This rule of function
assignment makes Warlpiri a non-configurational language in contrast to configurational
languages such as English, in ‘which grammatical functions are associated with nodes of
the phrase structure. An introduction to the AUXILIARY and to null pronominals in
Warlpiri is given.

Section 2.3 deals with transitive sentences, including possible case-frames for
two-place predicates, and the agreement of arguments with the ALXILIARY. | present
evidence for choice of grammatical function assignment in Warlpiri. The analysis ci

grammatical functions is extended to include ditransitive sentences, and adjunct



DATIVEs. | argue for the existence of two diathetical rules affecting both case selection
and grammatical function selection in Warlpiri. Finally, | gather together information
about the AUXILIARY pronominal clitics, including a short discussion of refiexives and
reciprocals. | show that agreement with the AUXILIARY can be simplified if gramatical
functions are represented in terms of features, and suggest that the antecedent features
of reflexives and anaphoric control structures can be expressed in terms of these

grammatical function features.

Section 2.4 introduces sentences headed by nominals. These have many properties
in common with verb-headed sentences, with the exception of the obligatoriness of the
AUX. Section 2.5 discusses phrase structure rutes for N and V in Warlpiri. | show that the
functional head of an N does not necessarily correspond to its phrase structure head. |
show that certain complex verb structures, while lexical words, can nevertheless be
discontinuous in the syntax, thus presenting a paradox for the principle of Direct

Syntactic Encoding and the Lexical Integrity Hypothesis.
2.2 Anintransitive sentence

Consider a simple Warlpiri sentence with an intransitive verb.

(1)  Ngaju ka-rna parnka-mi.
I-ABS PRES-1sg run-NPST
| am running.

This sentence can be re-ordered:

(2) Parnka-mika-rna ngaju.
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But ka-rna, which is the AUXILIARY (AUX), must appear in second position.‘

(3) *Ngaju parnka-mi ka-rna.
*Parnka-mi ngaju ka-rna.
*Ka-rna ngaju parnka-mi.

*Ka-rna parnka-mi ngaju.

Qoo

This general freedom of word-order, together with the initial or second position of
the AUX, are the most striking features of Warlpiri word-order. The freedom of word-order
can readily be expressed in an X* phrase structure rule (Hale, 1979; Nash, 1980). Such a

rule simply concatenates different categories to create an expression. 2

1. This is true when the first element of the AUX is an enclitic, as ka-rna is. However
AUXs with non-enclitic first elements can appear initially, as in the following example.

Kala -y mangi rdarri-marda-rnu  kurdiji-rla + lku.
usiT -3pl  boy-ABS catch-PAST initiation-LOC + THEN

Then they caught the vouths at initiation time. [mangi]
Furthermore, preposing of conjunctions and propositional particles creates the illusion of
the ALX appearing later than second position in the sentence, as in the following
sertence in which the conjunction ka/a is preposed.

Kala  jalangujalangu-rlu +ju  ka-rlipa-jana maliki + ji punku
But now-ERG PRES-1plin-3pl dog-ABS + EUPH bad-ABS

marda-rni  kuyu-pungu-wangu.
have-NPST meat-killer-PRIV-ABS
But nowadays we have bad dogs who doi 't kill meat [Maliki:20)
[conjunction, time-adverbial, AUX]
Left-dislocated Ns or Vs also cause the AUX to appear later in the senteice.

Malkarri, ngulaju  ka-rnaly kurdiji + jala ngarri-rni.
+ shield design, that PRES-1plex shield-ABS + CLEARLY call-NPET

Maikarri is what we call the shield. [malkarri]
| assume that prepcsed and left-dislocated elements are generated outside the S.
Therefore in the examples given, the AUX is still in first or second position within the S.
2. The Kleene star X* allows there to be as many Xs as desired, including none. If an X is
required, | will express this as X X*. Alternatively, one can use X* to stand for "at least
one X, and perhaps more." | have chosen to use the Kieene star instead, because of its
use in the literature on non-configurational languages.
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The optional second position of the AUX wiil be expressed by piacing it in
sentence-initial position. and moving it into second position by a stylistic movement rule,

as Hale (1979) suggests.

(4) Phrase Structure Rule 1 S— (AUX) a a*
Stvlistic movement rule AUX a a* — a AUX a*

(I have made the AUX optional be.ause the AUX is optional in nominal-headed
sentences.) Equaily, the AUX could foliow the first constituent, and then move into initial

position by a stylistic movement ru|e.3

LFG at the moment does not provide for stylistic movement rules. However, there is
a fact which is very hard to handle without stylistic movement. This is the position of the
AUX with respect to preverbs and verbs. (Loosely, a preverb is an adverbial element that
attaches to the Verb). In a nutshell, the problem is that the preverb and verb form a single
lexical unit, but the AUX can intervene between the preverb and the verb. If it is assumed
that the preverb and verh have to be inserted together because they form a single lexical
item, then the only way that the AUX can intervene between the preverb and the verb is for

it to move there. | will present the evidence in 2.5.2.

The phrase structure rule defines a constituent structure tree, a c-structure for a

sentence.
2.2.1 Categoriat information

The categorial information that ngaju is an N, and that parnkami is a V is provided by
the lexical entries for ngaju and parnkam:. The categorial specification of a lexical entry
determines what are the preterminal nodes of a constituent structure tree, under which
the lexical item can be irserted. The lexical item itself is the terminal node of the

c-structure tree.

3. A phonological constraint on certain AUX elements, such as ka, that they are clitics,
ensures that they cannot appear initially, although non-clitic AUXILIARIES can do so.



The major categories in Warlpiri are N, V and S. The minor categories are the AUX,
and various PARTICLES, CONJUNCTIONS and CLITICS (the latter may perhaps be
subsumed under PARTICLES, since the chief difference between the two is phonological
— whether or not they cliticize to a host). The phrase structure ruic must contain an
annotation to the effect that a can be N. V, or PARTICLE.

(5) Phrase Structure Rule 1'
S - (AUX)  a a* a = N, V, Particle
In 2.5.3, | will justify using V and N in the phrase structure rule, rather than N and V.

The phrase structure rule, togetner with the categorial information from the lexical
entries of the lexical items inserted, creates a c-structure tree for (-3), which is given

below.

N/si\

AUX v

Ngaju ka-rna parnka-mi

This c-structure tree contains n~ information about the representation of
grammatical functions — how and where is the fact that the SUBJECT of the sentence is
first person singular represented? The word-order tells us nothing about the relations
between argumzant-taking predicates and arguments, or of argument-taking predicates
with each other. The cateyorial information, however, does tell us something. As the
categorial feature matrix | proposed in 1.3.4.1 indicates, Warlpiri verbs are always

argument-taking pred;cates."' They can never act as arguments. Warlpiri nominals can

4. In the lexicon, a verb-root can become nominalized through the addition of an
agentive suffix. However, in this case, the category of the whole item is an N and nota V.



be either arguments or argument-taking predicates.

Linguists conventionally assume that a sentence normally consists of at least® one
argument-taking predicate. All other elements in the sentence are interpreted with
respect to this argument-taking predicate. They can be arguments of that
argument-taking predicate (for instance, SUBJECT, OBJECT, XCOMP etc.), attributes of
arguments (adjectival or prepositional ADJUNCTSs), attributes of argument-taking
predicates (advzrbial ADJUNCTSs), or attributes of the proposition (sentential adverbs,

negative particles, etc.).

Suppose the element with respect to which all other elements are interpreted, is
called the head. The head of a sentence in English wiil be the Verb.® The head of a
sentence in Warlpiri will be N or V; the head of a sentence in Russian (assuming that there
is no null copula), can be an adjective, a prepositional phrase, a nominal or a verb. If we
also assume, as LFG does, that there is a category Sentence, then, since the Head of the

Sentence is not of the category Sentence, Sentences are exocentric structures.”

In building a functional structure which expresses relations between
argument-taking predicates, arguments and attributes, it is important to know which
element is the Head; that is, which element is the argument-taking predicate to which ali

other elements are related. To express the idea that information about the Head of a

5. The reason for the at least qualification is that a sentence may contain other
argument-taking predicates which are used as secondary predicates, such as raw in: / ate
the meat raw.

Actually, this statement is too strong: exclamations and vocatives are sentences
without argument-taking predicates. They have no propositional force, but they are
speech-acts, and will be interpreted by whatever rules of semantic interpretation are
required for non-declarative utterances.

6. if participles are considered nominals, participial clauses are headed by nominais.

7. Jackendoff (1977) argues that sentences in English are projections of V, making the
sentence category an endocentric category. But there are numerous difficulties with this,
and, since | wish to claim that in Warlpiri finite sentences may be headed by N or by V, |
will not adopt Jackendoff's approach.
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category is in a sense information about the whole category.8 LFG adopts a formalism
making use of functional equations involving the meta-variables T and |. These functional
equations represent information which is used to build a functional structure. The T arrow
stands for the immediately dominating node (which is called ‘mcther' or 'up’ in the LFG
literature). and the | arrow stands for the node to which the equation is attached (this
node is called ‘ego’, 'self' or ‘down’). Tihe equation T = | is read as:
Information about moth  r is information about self.
Information refers to other equations representing syntacticaily relevant features and

functions. It does nat, for instance, include categorial information.

in English, the information that the VP is the Head of S is expressed by adding the

equation T = | to the VP in the phrase structure rule expanding S:

6
S — NP VP

Annntating the VP with this equation does not indicate that the S is an X projection of V; it
simply means that information about V (excluding categorial information) is information

about the sentence.

VP, however, is an endocentric category. In the phrase structure rule expanding it,
V will be annotated with the equation T = |.

8. This is another important difference between LFG and GB. In LFG, the
argument-taking predicate has to be the Head of the sentence. Ctherwise no complete
and coherent functional structure could be built from a sentence. In GB, the V does not
have to be the Head of the sentence: an element, INFL, which need not be phonetically
realized, can be the Head of the sentence; S and S car. be viewed as projections of INFL.
Being headed by V or by INFL may be a parameter distinguishing languages, and also may
be associated with non-configurationality. (See Huang, 1982, and Whitman, 1982, for
discussion of this.)



(7)
VP - v (ne..
T=1

An annotated c-structure for the sentence Lucy sees John created by the S and VP

phrase structure rules is given below.

(8)
S
/ \
T=1
NP. VP
/ \
=1
Vv NP

TTENSE = nonpast
TPRED = ‘'sees’
Lucy sees John.

V is the head of VP, and the VP is the head of the sentence. Since the Head relation is
transitive, V is the Head of the sentence. V has the feature tense, represented by an
equation TTENSE = (tense-name), and it has a meaning, represented by an equation
with the PRED feature (these equations will be discussed later.). We can interpret the

sequence of T = | equations as follows:

Information about the V , including the information that the TENSE is nonpast,
and that its meaning is run, is information about the VP. Information about the
VP, including the information that its TENSE is nonpast, and that its meaning is
run is information about the sentence. Therefore, the sentence has non-past
tense, and its argument-taking predicate (the value of the PRED feature) is run.

Let us now look at endocentric structures, such as VP. X theory embodies the claim that
major lexical categories expand into projections. A feature percolation convention is
adopted by which features of the head of a projection percolate up, ultimately to become
features of the maximal projection. On such an account, the percolation of features such
as TENSE from the V to VP is automatic, because the V must be the head of the VP. | will

call the X head, the phrase-structure head, in contrast to the node assigned T = | which |
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will call the functional head. In the case of VP. the phrase structure head and the
functional head are identical. But this is not essential. LFG claims that the two notions
need to be kept distinct, first , to allow for exocentric constructions, such as sentences,
which have functional heads, but no phrase structure heads; second, to allow for possible
differences between phrase-structure heads and functional heads, and third, to allow
easy representation of syntactically relevant features and function information carried by
more than one element within a maximal projection. | have already discussed the

exocentric constructions. | will briefly illustrate the second and third points.

The unmarked convention in configurational encoding is for phrase structure heads
always to be functional heads. However, consider an example such as the N in Warlpiri.
The rightmost nominal is marked with Case. Nominals to its left may or may not be
marked with Case. But, although the rightmost rominal determines the Case of the whole
N. (and, arguably, the Category of the NP) and is the only obligatory ¢lement within an N
(an N must consist of at least one case-marked nominal), it is not necessarily the
functional head of the N, as there is no particular position in the expansion of N which is

assigr.2d the equation T = |.

N-1 N
kurdu wita-ngku
child small-ERG

the small child

(See 2.5.1 for the use of N-7).
In this example, kurdu is semanticaily the head, (and in LFG would be assigned the
equation T = 1), while wita-ngku is an attribute of that head. However, it is the nominal

wita-ngku wbich determines the CASE of the whole NP. In other words, the



phrase-structure head, wita-ngku. is distinct from the functional head. iurdu.g

Let us look now at the conveying of information about a maximal projection by
several elements within that maximal projection. The equation T = | is not only attached
to major categories. Bresnan (1982a) assumes that minor categories such as determiners
are annotated with the equation T = |. This means that their fratures also can be treated
as features of the immediately dominating node. This can be illustrated with a simplified

version of the NP expansion rule:

(9)

NP ~  {pet) (ag) N
T=1 T=1

The N is both the phrase structure head of the NP and also the functional head, providing

the category for the NP, and the meaning. But the NP has a definiteness feature from the

DET. So, the NP does not obtain all its features from the N.

Multiple annotations of the equation T = | do not resuit in muitiple heads of a
structure. Recall that a head provides an argument-taking predicate, or more generally a
meaning. Thus a verb provides an argument-taking predicate for a VP, and a noun
provides something equivalent for an NP. (Just as nominals in the VP are interpreted as
arguments or attributes of the V, so other elements in the NP are interpreted as attributes
(or as arguments) of the N.) An independent principle, Consistency, to be discussed in
2.2.6.1.1, prevents an element such as a VP from having more than one argument-taking
predicate acting as functional head. We can thus revise the definition of functiona/ head
to be:

an element labelled with the equation T = | which also has a meaning.

A determiner does not have a meaning in this sense: it is neither an argument-taking

predicate nor a referential object; it consists of features such as [definite]. Therefore,

9. In Chapter 3, | will claim that the distinction between phrase structure head and
functional head is paralleled by a difference between morphological head and functional
head.
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although both the N and the DET are labelled with the equation T = |, only the N is the

functional head of the N.

Let us now turn to the expression of functional head of a Sentence in Warlpiri. In
English. this was expressed by labelling with the equaticn T = | a VP position in the
phrase structure rule expanding the Sentence. But the Warlpiri phrase structure rule
given above does not explicitly mention V. And, in fact, a sentence can have a nominal

predicate instead of a V. An example is /ani in (10).

(10) Ngaju lani.
I-ABS frightened.
| am frightened.

(This sentence has no AUX because nominal-headed sentences do not have to have
AUXs. See 2.4.2). Funnermore there is no particular place in the sentence dedicated to
the argument-taking predicate which is its functional head, as there is in English. |

propose instead a general annotation on the phrase structure rule.

(11) Phrase Structure Rule 1"

S —  (AUX) a at (wherea = N, V,
Particle)

Assign T = | freely

Independent conditions on the interpretation of f-structures prevent the assignment of T
= | to more than one argument-taking predicate in a sentence, as | will show in 2.2.6.
Thus, T = | cannot be assigned to a nominal if there is a V present, because verbs must
always be argument-taking predicates. | will assume the correct assignment of T = | to
the V. The effect of the revised phrase-structure rule is illustrated in the c-structure tree

given below for (12).
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(12) Ngaju ka-rna parnka-mi.
|-ABS PRES-1sg  run-NPST
| am running.

(13) C-structure 1 for (1).

_ T=1

N AUX \\/

N ASP Pron.Clitic \)
ngaju ka rna parnkami

This tree includes an expansion of the AUXILIARY into an ASPECT marker followed by a
pronominal clitic. Pronominal clitics representing the SUBJECT have a particular position
in the AUX, which | will call the Clitic 1 position. 2.3.4 contains a more detailed discussion

of the positions of the pronominal clitics.

Now that we have seen how assignment of functional heads operates, let us look at
other functions. Consider the expansion of the English sentence rule given in (6). To
express the fact that the NP acts as the SUBJECT of the sentence, the NP is labelled with
the equation (TSUBJ) = |, which is read as: Information about the Sentence's SUBJECT

is information provided by self.

(14)
S - NP VP
(tsuBd) =} T=1|
Similar equations can be provided for the NP in the VP, labelling it as an OBJECT, in the
VP expansion rule given in (7). The c-structure tree for the sentence Lucy sees John
annotated with the SUBJECT and OBJECT equations is given below:



(15)

(TSUBJ) = |
NP

Lucy
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S

N
T=1
/VP\\

T=1 (T0BJ) = |

Y NP

TTENSE = nonpast
TPRED = ‘'sees’

sees John.

Bresnan (1982a) sums up the assignment of 7 = | to functional heads and minor

categories, and the assignment of functions, with respect to the X theory, as follows:

feature matrix X,

In configurational encoding a basic form of c-structure rule is, for any categorial
xn+1 — C,.X,..C, where n > 0, and C; is either a minor
category or a maximal projection. ... For this rule form, the basic principle of
configurational encoding is to associate a function-assigning equation (1G) = | with
each C; if and only if C; is a maximal projection, and to associate the equation T = |
elsewhere. (1982b: 296)

Let us now look at Warlpiri. Where in the sentence Ngaju ka-rna parnkami is ti:e

information that ngaju is the SUBJECT of the sentence expressed? Ngaju can be thought

of as a maximal projection, and so eligible for being the SUBJECT. But what tells us that it

is the SUBJECT? Jumping ahead a little, | will assume that we have the information for the
nominal ngaju that its Case is ABSOLUTIVE. The lexical entry of the verb parnkami also
provides information about the SUBJECT's CASE.

Suppose assignment of the SUBJECT equation is done by a general rule - if an

element has ABSOLUTIVE case, assign it the equation (TSUBJ) = |. This rule is too
strong, since not all SUBJECTs are ABSOLUTIVE, and not all ABSOLUTIVE nominals are
SUBJECTs. A disjunction would be required: Assign an element with ABSOLUTIVE case
the function SUBJECT if the ierb does not select an ERGATIVE-case-marked SUBJECT.
Such a disjunction would have to be a constraint on the well-formedness of f-structures,
and might be hard to implement. There is a simpler solution at hand.
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Just as | = | can be assigned freely, the equations (TSUBJ) = |, (TOBJ) = |,
(TOBJ2) = |, (TOBL.GO) = | etc. can also be assigned freely. The c-structure for the
sentence Ngaju karna parnkami, annotated with TSUBJ = |, is as follows.

(16) C-structure 2 for (1)

S
/
TsusJ = | T=1
N AUX v
/\
N ASP Pron.Clitic v
| |
Ngaju ka rna parnkami

in 2.2.6, | will show that consistency, together with the assumption that verbs specify the
case of nominals expressing arguments which they select, ensures that the SUBJECT of
parnkami has ABSOLUTIVE case.

The assignment of grammatical functions in Warlpiri can be collapsed into a single
annotation on the phrase structure rule.
(17) Phrase Structure Rule 1'”’

S —  (AUX) a a* (where a = N, V,
Particle)

Assign T = | freely to daughters of S

Of course, free assignment overgenerates. How=ver, the conditions on the
well-formedness of functional structures given in 2.2.6, together with a convention on
agreement d'scussed in Chapter 3 filter out most ungrammatical structures. This free

assignment of grammatical functions is part of what makes Warlpiri a non-configurational
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Ianguagc-':.10 With a couple of additional assumptions. free assignment can also extend to

cover the existence of discontinuous nominal expressions, as | will show in Chapter 4.
2.2.2 Morphological information

Categorial and constituent-structure information about grammatical functions in
simple sentences was discussed in the previous section. This section examines other
kinds of information provided by the lexicon. When lexical items are inserted under the
preterminal nodes of a c-structure tree, they bring with them morphological information,
and semantic information. Aside from categorial information, which has already been
discussed, the morphological information consists of features such as CASE, TENSE,
NUMBER etc.11 and also of functional information. This information may be derived from
the root (for example, people has the ieature PLURAL), or from an affix (the information
that books is PLURAL comes from the plural affix s, and, similarly, the information that the
SUBJECT's NUMBER is SINGULAR, and its PERSON THIRD, comes from the aifix s
attached to verbs, as in gives). A fundamental hypothesis of both LFG and LPM is that all
inflection is done prior to lexical insertion. Therefore the plural mnrpheme is attached to

10. My approach differs from that given in Bresnan (1982a). Bresnan adopts syntactic
grammatical function assignment rules which link case-marking to grammatical functions.
In order to account for grammatical functions expressed by null pronominals rather than
by overt case-marked nominals, | have adopted the general rule of free assignment of
grammatical function.

Free assignment of grammatical function is essentially what underlies Chomsky's
(1981) account of Japanese, where he proposes a rule Asssume grammatical function to
express grammatical function changing rules, where grammatical functions are not
defined configurationally. See Hale (to appear) for an adaptation of Chomsky's proposal
to Warlpiri.

11. These features are syntactically relevant features, and they do not always coincide
with the corresponding semantic descriptions. For instance the English word crowd is
semantically a plurality, but it can be syntactically singular, as number agreement shiows:
The crowd has gathered. ?The crowd have gathered.

it is NOT a tenet of LFG theory that the meaning of the word /' consists in a feature
matrix with such ‘Markerese’ features as semantic primitives. The importance of these
features lies in their usefulness for capturing syntactic generalizations.
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book in the morphology. and, upon lexical insertion, the word books already has the

feature [plural].

Syntactically relevant features such as [plural] are called functional features, and the
set of such features is assumed to form a restricted universal set. It is further assumed
(Kaptan and Bresnan, 1980: 12) that these functional feature equations are associated
with the categorial label of a lexical item in the morphology. By convention, functional
features are attached in ¢-structure to the node immediately dominating that lexical item.
That is, if a lexical item has the category N in the lexicon, it is inserted under a node N in
the c-structure, and equations such as (JCASE) = ABSOLUTIVE are attached to that
node N.

In (18), | give the features for the words in the sentence Ngaju karna parnkami which
are provided by their lexical entries. The values that | have assigned to the features CASE
etc. are probably further analysable into distinctive features. 12 Similarly, the PERSON
feature of 1st person is decomposable into something like [ + Speaker - Hearer], and the
NUMBER feature is perhaps decomposable into [ - pl +sg] or else [ - pl -du]. Instead of
saying (TNUM) = sg, one could say (TNUM) = [-pl + sg]. That these features are
syntactically relevant is shown in Hale (1972). Hale discusses coordination of nominals of
different persons and numbers, and shows that the AUX agrees with a consistent
intersection of the features of the conjoined nominals, where these features include the

equivalents of Speaker and Hearer.

(18) Lexical Entries for the sentence: Ngaju karna parnkami

Ngaju has the features: (TCASE) = ABS (read as mother’s case is ABS)
(TPERS) = 1 (mother’s person = 1)
(TNUM) = sg (mother's number = 5g)

For the N ngaju, the ‘mother’ node is the N which dominates it.

12. Neidle (1982) uses Jakobson's decomposition of the Russian case system into case
features to make some interesting generalizations about the syntax of case in Russian.
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Parnkami has the features: (TTENSE) = non-past (mother's tense is non-past)
(TFINITE) = + (motheris [+ FINITE))
For the V parnkami, the ‘mother’ node is the V which dominates it.

Ka has the feature: TASP = present imperfect

(mother's aspect is present imperfect)

rna has the features: (TSUBJ PERS)
(TSUBJ NUM)

1 (mother's SUBJECT's person = 1)
sg .mother's SUBJECT's number = sg)

The ‘mother’ node for both rna and ka is the AUX node.

Observe that | have included information about the SUBJECT as part of the lexical
entry of the pronominal clitic rna. That is, | am claiming that part of the meaning of tne
pronominal clitic rna is that it has to represent a SUBJECT. In 2.3.4, | will elaborate on this

incorporation of functional information into lexical entries.

In (19), | give an abbreviated annotated c-structure tree for the sentence Ngaju
ka-rna parnkami ‘l am running.’

(19) C-structure 3 for (1)

S\
T=1
N ASP Pron.Clitic \
(TPERS) = 1 (TSuUBJ PERS) = 1
(TCASE) = ABS (TSUBJ NUM) = sg (TTENSE) = non-past
(TNUM) = sg (TASP) = PRES (TFINITE) = +

Ngaju ka rna parnkami
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2.2.3 Semantic information

The lexical entry for a word provides not only morphological information but also
lexical semantic information. Semantic information includes information about whether
an element is an argument, an argument-taking predicate, or a sentence operator.13 It
also includes information about the type of arguments ¢ argument-taking predicate

takes. In this section | will show how semantic information: .epresented in LFG.

Information about arguments and argument-taking predicates (in particular, their
argument-structure and the grammatical functions assigned to the arguments) is provided
by the lexical form of the lexical entry. Each lexical entry is represented as an equation
giving a value (the lexical form) to a functional feature, the predicate functional feature
(PRED). The PRED functional feature is technically the same kind of entity as the CASE,
TENSE, NUMBER etc. functional features. The difference is that, while the values of
CASE, TENSE, NUMBER etc are symbols, the value of PRED is a /exical form.

The PRED feature equations for ngaju and parnkami follow:

ngaju:  (TPRED) = ‘1'14

parnkami: (JPRED) = ‘parnkami’ <(8SuBJ) >
runner

13. Sentence operators include elements such as quantifiers. | will not be discussing
sentence operators in this thesis.

14. One could also claim that the PRED feature for a pronoun such as ngaju is just
‘PRO’, where 'PRO’ stands for the property of being dependent on context for reference,
apart from the features of person, number, and perhaps animacy. The referent of a
definite noun-phrase such as the passum is dependent on context, but also contributes
the information that the referent is a possum. However, if Wierzbicka (19+') is correct, the
meaning of words such as / and you is not decomposable even into such features as
Speaker and Hearer. Therefore it seems advisable not to reduce the semantic form of an
overt pronominal such as ngaju to the bare statement that its referent is dependent on
context. anaphor.
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The entry for parnkami given here indicates that it is a one-place predicate, whose
single argument runner has the grammatical functon SUBJECT. The semantic form
(meaning) is given in quotations to indicate that it stands for some definition or
decomposition. Within the lexicon, there are principles for relating the meanings of

argument-taking predicates to their arguments.

For insiance, consider the dictionary entry for one meaning of parnkami ‘run’

(adapted from an entry given in The Warlpiri Dictionary (June 1982 version)):
X moves rapidly along a path beginning at one place and ending at another place.

Variables in the definition represent arguments of the verb. Since the definition has only
one variable, this meaning of parnkami is a one-place predicate. Constants in the
definition (e.g. path, place) represent general arguments common to a particular class of
verbs. (It is implicit in the meaning of a verb of motion such as run that one moves from

one place to another, and that one follows a path in doing so.)15

The lexical entry pairs the argument X with the grammatical function SUBJECT. The
constants may be expressed by ADJUNCTs. The exact representation of the relation
between dictionary entries, and subcategorization frames, is debateable, especially where
optional arguments are involved. In this thesis | will not spell out dictionary entries in
lexical forms. 1 will simply use parnkami, or run instead, and | will assume that principles
can be found associating meanings (as represented by the dictionary entry) and

subcategorization frames.

15. Run differs from verbs such as arrive and come. Run focusses on the manner of
motion, and so the source and end-point are constants. Arrive and come focus on the
end-point, which is, | assume an argument of the verb. See 3.4.1.
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Equations with the PRED feature are treated like equations with the CASE or
NUMBER feature, and will be inserted in the c-structure tree accordingly. However they
differ from features such as NUMBER and CASE in one important respect. Eacn instance
of a PRED feature equation is unique and must be differentiated, whereas instances of a
NUMBER symbol do not have to be distinguished. This amounts to saying that a lexical
entry is a unique item, while the value for a feature such as CASE is not. The value for a
feature can be given in many places. For instance, in English, information about the
SUBJECT's NUMBER is provided both on the SUBJECT and on the VERB: The man loves
possums. But the dictionary entry for the PRED tfeature can only be given in one place:
*The man loves possums, the .an.16 This difference between PRED feature equations
and CASE feature equations is marked by indexing each instance of a PRED feature
equation in a c-structure tree. Values for features such as CASE and NUMBER are not
indexed.

Annotated with both the indexed PRED functional feature equations and the CASE,
TENSE, NUMBER, ASPECT, PERSON, FINITE functional features, the tree is as follows:

16. lignore appositional uses here.
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(20) C-structure 4 for (1)

// S\r- !

| /AUX T

N ASP Pron.Clitic V
i{TPRED) = ‘I'-1 (TPRED) = ‘parnkami’.2

<(SUBJ)™

(TPERS) = 1t (TSUBJ CASE) = ABSOLUTIVE
(TCASE) = ABS (TSUBJ PERS) = 1 (TTENSE) = non-past
(TNUM) = sg (TASP) = PRES (TSUBJ NUM) = sg (TFINITE) = «+
Ngaju ka rna parnkami

-

(In future | will only label PRED features with indices where essential).
2.2.4 Assigning other functions

The only information lacking in the annotated c-structure tree concerns the function
of the AUX. The AUX provides information about the ASPECT of the sentence, and about
its SUBJECT. The AUX can also provide information about other arguments of the
predicate, as well as about the sentence's modality (negation, hypotheticality,
counter-factual etc), as in (21).

(21) Wati kula-ka wangka-mi.
man-ABS  not-PRES  speak-NPST
The man is not speaking.



110

In other words. information about the AUX is information about the sentence. For it
to be represented as such, the AUX must also have the equation T = |. The rule freely
assigning T = | will assign the AUX T = |. The conditions on the well-formedness of
f-structures to be described in 2.2.6 preclude tne assignment of any other function to the
AUX. The fully annotated c-structure tree for the sentence Ngaju ka-rna parnkami
follows.

(22) C-structure 5 fos (1)

S\

(TsuBy = | T=1 T=1

N ASP Pron.Clitic \
(TPRED) = ‘I (TPRED) = ‘parnkami’ <(SUBJ)>
(TPERS) = 1 (TSUBJ CASE) = ABSOLUTIVE
(TCASE) = ABS (TSUBJ PERS) = 1 (TTENSE) = non-past
(TNUM) = sg (TASP) = PRES (Tsusy NUM),: sg (TFINITE) = +
Ngaju ka rna parnkami

Observe the importance of distinguishing between saying that a node is the
SUBJECT, and that a node carries information about the SUBJECT. The N dominating
ngaju has the equation (TSUBJ) = | attached, while the pronominal clitic rna has
referring to the SUBJECT's person and number. But this does not mean that the sentence
has two SUBJECTs. Instead, it means that information about the SUBJECT of the
sentence comes from two places, the pronominal clitic and the nominal. This distinction

will be crucial in the account of case-suffixes in Chapter 3, where | will argue that a single
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word can contain information about two different functions.

Using equations such as (TSUBJ) = | rather than simply labelling a node SUBJECT
helps to keep this distinction clear . However, as Grimshaw (1980) points out, using T ana

| arrows is largely recundant:

i Only T arrows appear in lexical entries, because information about a word is always
passed up.

ii. Equations referring to grammatical functions state that ‘ego’ provides information
about a particular grammatical function with respect to ‘mother’, and so always have the
form TG (FEATURE) = |.

I will show in Chapter 3 that convention i. is not completely tenable; occasionally it is
necessary to block ieature percolation. However, | accept her general point. | will
assume that readers are now aware that labelling a node SUBJECT simply means that the
node carries information about the SUBJECT. In future | will only use T and | arrows
where necessary, as in general they detract from readability.

2.2.5 Building an f-structure

We now have all the information necessary for interpreting the sentence, and for
working out the relation between the argument-taking predicate and its arguments.
However, the information is scattered among the nodes of the trees. It has to be collected
and organized, so as to create a form which semantic interpretation rules can take as
input. This form is the functional structure (f-structure) of the senterce. The f-structure

expresses meaningful grammatical relations and acts as input for semantic interpretation.

The functional structure is derived formally from the annotated constituent structure
by means of an algorithm for solving the equations on the annotated c-structure tree.
This algorithm is given in Kaplan and Bresnan (1980). | will not give it here, but will

instead build functional structures informally.
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A functional structure is represented as a set of ordered pairs, each of which

consists of the name of a grammatical function or function feature (such as PRED, SUBJ,

CASE...) paired with a value for that grammatical function or function feature. Values are

of four types:

(23)

1. symbols:
2. lexical forms:

3.  subsidiary f-structures
These allow recursive
embedding.

4.  sets of symbols.
or f-structures
The internal f-structures
are abbreviated.

Value-types of functions and functional features

function/ value
feature
CASE = ABSOLUTIVE
PRED = ‘PRO’
suBJ CASE = ABS
NUM = sg
PERS = 3
PRED = ‘PRO'
ADJ ¥ '1
[ PRED = ‘yesterday' ]

[ PRED = ‘with’ ((OBJECT) ]
OBJECT ‘pleasure’

[ PRED = ‘in' <{(OBJECT)> ]
NRJECT ‘the garden'

J

This f-structure represents the set of ADJUNCTs in the English sentence Yesterday,
Lucy kissed John with pleasure in the garden. Since the function ADJUNCT can be
evaluated by a set of f-structures, rather than a unique f-structure, formally, an
ADJUNCT argument should not be assigned an equality equation (TADJ) = |, but
rather an inclusion equation which expresses this set relation: | & (JADJUNCTS).

I will now show how ta build an f-structure from the annotated c-structure tree (22).

Let us start from the top left of the tree, for convenience. The equation (TSUBJ) = |

attached to N gives the information that the sentence has a SUBJECT, and that this

SUBJECT is the N. The equations attached to N give more information about that

SUBJECT. This is expressed in the f-structure as follows:
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SUBJ [ CASE = ABS 1]

PERS = 1
NUM = sg
PRED = '/

The next element in the tree is the AUX. It has been assigned the equation T = |.
So, features of the AUX are features of the whole sentence. Thus, the ASPECT is
interpreted as the ASPECT of the sentence. The pronominal clitic rna provides PERSON
and NUMBER information about the SUBJECT of the AUX. By virtue of the equation T =
| assigned to the AUX, the SUBJECT of the AUX is the SUBJECT of the sentence. The
PERSON and NUMBER information given by rna agrees with the PERSON and NUMBER
information provided by the nominal ngaju. With the addition of the AUX information, the
f-structure is as follows:

ASP = present imperfect

SuUBJ [ CASE = ABS 1
PERS = 1
NUM = sg
PRED = '/
| |

The SUBJECT function is represented by a subsidiary f-structure (in square brackets),
whereas the ASPECT feature is represented by a symbol (in bold-face) present

imperfect.
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The next element in the tree is V. Like the AUX, V has been assigned the equation |
= |. So. all the features and properties of V are features and properties of S. V's PRED,
FINITE and TENSE are the PRED, TENSE and FINITE features of the sentence. The V
provides the information about the CASE of the SUBJECT that it is ABSOLUTIVE. This
agrees with the information already provicded by ngaju. The information given by the

annotations on V, complietes the functional structure for the sentence.

(24) Functional structure for (1)

PRED = run <(SUBJ)>
TENSE = non-past
FINITE = +
ASP = present imperfect
SuBJ CASE = ABS
PERS = 1
NUM = sg
PRED = I’

2.2.6 Constraints on f-structures

The system described above of building c-structure trees, annotating them with
functional equations, and then building functional structures. could, unconstrained, result
in a large number of ungrammatical sentences. For example, free assignment of
equations such as T = | and (JTOBJ) = | could result in assigning ngaju the equation
(TOBJ) = | in the sentence:
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(25) Ngaju ka-rna parnka-mi.
| PRES-1sg run-NPST
1 am running.

However, the PRED of the sentence, parnkami, selects only a SUBJECT. Under this
assignment of functions, (25) has an extraneous OBJECT which has no PRED form.

Additional constraints are needed to rule out such impossible interpretations.

There are two types of constraint: general constraints and particuiar constraints.

2.2.6.1 General constraints on f-structurss

The general constraints on f-structures are basically a matter of common sense.
There are three principal constraints, consistency, completeness and coherence.
Consistency prevents an f-structure from containing conflicting information;
completeness ensures that everything which has to be present is present; coherence
ensures that nothing is present which cannot be interpreted.

2.2.6.1.1 Consistency

Consistency is a generalization of the Functional Uniqueness Hypothesis introduced
in 1.3.1.1.

Principle 7: Consistency

Every grammatical function and every functional feature must have a unique

value.

For grammatical functions, this means that there cannot be, say two SUBJECTs in a
sentence, or more controversially (see Chapter 1, Footnote 2°) two OBJECTs. This rules
out sentences such as (26).
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(26) *Wati ka parnka-mi karnta.
Man-ABS PRES run-NPST woman-ABS
*The man runs the woman.

Two nominais are competing for SUBJECT function.1”

For functional features such as CASE, TENSE, PERSON, consistency prevents the
same feature, say the SUBJECT's PERSON feature, from being assigned two different
values. This rules out (27), in which the AUX provides the information that the SUBJECT

is first person, while the overt nominal is a second person pronoun.

(27) *Nyuntu ka-rna parnka-mi.
You-ABS PRES-1sg run-NPST
You | run.

For the functional feature PRED, consistency preciudes the assignment of more
than one lexical form to the same function. That is, although the information about the
SUBJECT's Person can come from several different sources, information about the
SUBJECT's PRED can be given only once.

Consider the following sentence:

(28) *Karnta wati ka parnka-mi.
Woman-ABS man-ABS PRES run-NPST
Woman man runs.

Assume later, that karnta wati has to be an N (see 2.5.1), and that this N is assigned the
function SUBJECT. Assume also that both karnta and wati are assigned the equation T =

| within N, and that both have PRED features. The constituent structure for the N is as
follows:

17. Karnta might act as a predicate modifying wati under rather strange circumstances:
Wati ka parnkami karnta + Iku, ‘The man runs now a woman'. (/ku is a clitic meaning ‘now,
then'.) But in this case the function SUBJECT does not have two conflicting PREDS,
because one PRED represents the lexical form of the SUBJECT, and the other represents
the lexical form of an ADJUNCT attributing a property to the SUBJECT.
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(29)
SUBJECT
/ﬁ\
N N
l I
T=1 T=1
(TPRED) = ‘karnta’, (T|PRED) = ‘wati’,
karnta wati

The corresponding functional structure has two competing PREDs, and so is
inconsistent. The f-structures for (26) and (28) are identical, because the information
about a grammatical function such as SUBJECT, say, is gathered together in one
subsidiary f-structure. The inconsistent f-structure is given in (30).

(30) * T ASP = PRES 7
TENSE = non-past
PRED = ‘parnkami' <(SUBJ)>

‘karnta’

SuBJ PRED =
PRED = ‘wat/
NUM = sg
PERS = 3
CASE = ABS

b -

One further comment on the application of consistency to the PRED feature is necessary.
If two different sources provide the same lexical form for the PRED, the f-structure is still
ill-formed. (31) illlustrates this.

(31) *Karnta karnta ka  parnka-mi.
woman-ABS woman-ABS PRES run-NPST
*Woman woman runs.

Since every lexical form receives a unique index each time it occurs in the annotated

c-structure tree (as | mentioned in 2.2.3), the two instances of karnta in (31) will each
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receive a different index. Therefore, the function SUBJECT in (31) will have two different
PREDs, and the f-structure will violate consistency. Features such as CASE and NUMBER
whose values are symbols can agree. The PRED feature has a lexical form as its value,

and cannot agree.

Consistency acts as a filter on free assignment of grammatical functions in Warlpiri.
If T = | is assigned to two items, each of wnich has its own own PRED feature,
consistency is violated, because then the f-structure containing both items to which T = |
has been assigned will have two PREDs. Thus, if both a V and an N are assigned the
equation T = | the sentence will have two matrix predicates.18 However, since the AUX
does not have a PRED feature of it own, the AUX can be assigned the equation T = |.
Consistency ensures that the equaticn T = | can only be assigned to one element with a
lexical form, while it can be assigned to other elements without lexical forms, such as the
AUX.

2.2.6.1.2 Completeness

Completeness is a condition which ensures that every grammatical function
selected by some PRED (every grammatical function paired with an argument of some

argument-taking predicate) is actually realized in the f-structure.
Principte 8: Completeness

If a grammatical furniction is obligatorily selected by the argument-taking

predicate of an f-structure, it must appear in that f-structure.19

18. Of course coordination structures have to be accounted for also, since two
coordinated finite verbs both have PREDs, but do not violate consistency. Coordination
represents a problem well beyond the scope of this thesis. See Andrews (1981) and
Peterson (1981b) for attempts to describe it within LFG.

19. For a more formal definition, see Kaplan & Bresnan (1980: 36)
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The role of completeness is readily apparent in English. Consider the sentence:
*Ran. This has no overt SUBJECT, and yet the verb run selects a SUBJECT. The
f-structure of this sentence is incomplete. The role of completeness is not so apparent in
Warlpiri. because Warlpiri allows subcategorized grammatical functions to be expressed
by null pronominals. For instance, a SUBJECT need not be overtly expressed by a
nominal. So the Warlpiri equivalent, Parnka-ja 'run-PAST', is acceptable, because it can
have a null pronominal SUBJECT. Nevertheless, there are violations of completeness in
Warlpiri, as (32) through (34) illustrate.

(32) Rdanpa-rni ka-rna-rla ngaju wati-Ki
Accompanv-NPST PRES-1sg-DAT |-ABS man-DAT
| accompany the man.

(33) Rdanpa-mi ka-ra-rla ngaju

accompany-NPST  PRES-1sg-DAT -ABS
I accompany him.

(34) *Rdanpa-rni ka-rna ngaju
accompany-NPST PRES-1sg |-ABS
I accompany.

The verb rdanparni requires a DATIVE OBJECT. (32) is acceptable because the DATIVE
OBJECT is overtly expressed. (33) is acceptable because, although the DATIVE OBJECT
is not overtly expressed, it is registered in the AUXILIARY. (34) is ruled out by
completeness because there is no overt DATIVE OBJECT and no registration of a DATIVE
OBJECT in the AUX.

2.2.6.1.3 Coherence

A functional structure is coherent if it contains no extraneous grammatical

functions.
Principie 9: Coherence

If a subcategorizing grammatical function appears as an attribute of a member

of an f-structure, the PRED of the f-structure must be subcategorized for that
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grammatical function.

Consider the simplified tree given in (35). An ABSOLUTIVE case-marked nominal
appears, and is assigned the function (TOBJ) = |, but the verb parnkami 'run’ is not
subcategorizea for an OBJECT.

(35)
SUBJECT T=1 OBJECT
N A|UX lV N
N ASP \ N
PRED = ‘karnta’ I PRED = ‘parnkami'<(SUBJ)> PRED = ‘watl
CASE = AB3 ASP = PRES TENSE = non-past CASE = ABS
Karnta ka parnkami wati.

The woman ran the man

Because there is an OBJECT present, and the PRED of the f-structure built from this
tree does not contain an OBJECT, the f-structure violates coherence, and is ruled out, as
in (36).
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(36)

* " ASP = PRES 1

TENSE = non-past

PRED = ‘parnkami'<(SUBJ)>

susJ PRED = ‘karnta’
NUM = sg
PERS = 3
CASE = ABS

oBJ PRED = ‘wat!’

To sum up the effects of the three general conditions on f-structures: Completeness
ensures that every obligatorily selected grammatical function is expressed. Coherence
ensures that there are no extraneous grammatical functions. Consistency ensures that
grammatical functions and features do not have conflicting values. As Hale (to appear)
points out, these conditions act as filters reducing the overgeneration resulting from free

assignment of grammatical functions within Warlpiri.

There is one final general constraint to be discussed. This is not a constraint on
functional structures as such, but rather on the form of functional equations, Functional

locality.
Principle 10: Functional locality

For human languages, designators in functional equations may specify no more

than two function-applications. (Kaplan & Bresnan (1982: p.278))
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This principle limits the context over which functional properties may be explicitly
referred to. For instance, a functional equation may state TXCOMP SUBJ = TSUBJ,
because there are o more than two functional applications on either side of the equation.
But it may not state TXCOMP SUBJ ADJ SUBJ = T SUBJ, because there are more than
two functions or features named on the left side of the equation. Functional locality is
intended to capture the intuition that languages do not have long-distance dependencies
that extend down more than one clause-nucleus deep (with the exception of unbounded
long-distance dependencies. as in WH-movement).

2.2.6.2 Particular constraints on f-structures

As well as the general constraints on f-structures, there are language-particular
constraints. These are represented as constraint equations, which, like functional
equations such as (JCASE) = ABS, attach either to particular morphemes, or to positions
in the phrase structure expansion, or can generalize over the whole phrase structure rule.
These constraint equations are used to ensure the presence of particular morphemes in
sentences, to determine agreement processes, and numerous other language-particular

constraints on the grammaticality of a sentence.

For instance, in Warlpiri the Aspect marker ka can only appear if the verb has

non-past tense. (37) shows a well-formed sentence, and (38) an ill-formed sentence.

(37) Ngaju ka-rna parnka-mi.
I-ABS PRES-1sg run-NPST
I am running.

(38) *Ngaju ka-rna parnka-ja.
I-ABS PRES-1sg run-PAST
| was ran.

This constraint equation can be attached to the lexical entry of the morpheme ka:

ka
ASPECT = Present imperfect
TENSE =_ Non-past
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The first equation is a defining tunctional equation; the second equation is a constraint
equation. The defining equation introduces a value. The constraint equation does not
introduce a vaiue, but demands that something else in the sentence introduce a particular
value. By convention, a constraint equation with an equality symbol requires, not only
that the value of the /eature be whatever it is said to be (non-past in this example), but also
that the feature be present. Thus if ka is present, the matrix predicate must have the right
tense marker. The constraint equation is not satisfied it there is no tense marker.
Therefore ka cannot appear in non-finite clauses or nominal-headed clauses in which
there is no tense marker. A sentence such as (39) which has a nominal head ngurrpa

‘ignorant’ is ruled out.

(39) *Ngaju ka-rna ngurrpa.
I-ABS PRES-1sg ignorant
| am ignorant.
See 2.4.2 for more discussion of the dependency. Another example of constraint

equations is given in 2.3.1.2. in the disucssion of the Conative lexical rule.

Another type of constraint equation is an existential constraint equation. An
existential constraint equation does not involve the value of a particular feature or
function; it is simply concerned with whether or not a given feature exists. For example, in
English, a matrix clause has the annotation (T TENSE). This means that a matrix
sentence must have a tense-..arker. it does not matter what the value of the TENSE is, so

long as there is a tense-marker.

| have now shown how to build a constituent structure tree and a functional
structure for a simple intransitive sentence. In doing so, | have given an account of how
the information from the phrase structure and the lexicon is expressed in the c-structure
tree. | have also described some of the constraints on building an f-structure from an
annotated c-structure tree. In the next few sections, | will discuss more complex
sentences, gradually introducing new aspects of the LFG system, as well as showing
areas that need further research. Before doing sou, however, | will summarize the

principles and constraints that | have introduced so far.
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2.2.7 Summary of principles and constraints

First. there are two important constraints on the relation of predicate-argument

structures and grammatical functions, introduced in 1.3.1.1.

Principle 1: Selection for function
Argument-taking predicates are subcategorized for grammatical functions, not

for categories.

Principle 3: Bi-uniqueness
Each argument of an argument-taking predicate must be assigned a unique
grammatical function, and no grammatical function can be assigned ‘> more

than one argument.

Second, there are constraints on constituent-structures, one on the interaction of
morphology and syntax, introduced in 1.3.3, one preventing c-structure processes from
changing grammatical functions, introduced in 1.3.2, and one on admissible terminal
elements, introduced in 1.3.4.2.

Principle 4: The Principle of Direct Syntactic
Encoaing
Every non-lexical rule of grammar must preserve the assignment of

grammatical functions. [Bresnan, 1980b: 5]

Principle 5: Lexical Integrity Hypothesis
Constituent-structure processes (which include annotation of functicnal
information, and indexing of anaphoric information) are blind to the internal

structure of words.
Principle 6: The Null-Element Constraint

A non-terminal category cannot exhaustively dominate the empty string e,
except in the case of constituent control, where constituent control is the

long-distance dependency characterizing wh-movement and similar
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constructions.

Principle 6 will be revised in 2.3.4.1.3.

Third, there are three general constraints on the well-formedness of functional
structures, introduced in 2.2.6.1.1, 2.2.6.1.2, and 2.2.6.1.3 respectively.

Principle 7: Consistency

Every grammatical function and every functional feature must have a unique

value.
Principle 8: Completeness

If a grammatical function is obligatorily selected by the argument-taking

predicate of an f-structure, it must appear in that f-structure.
Principle 9: Coherence

If a subcategorizing grammatical function appears as an attribute of a member
of an f-structure, the PRED of the f-struc.ure must be subcategorized for that

grammatical function.
Fourth, there is a constraint on the form of functionz! equations.
Principle 10: Functional locality

For human languages, designators in functional equations may specify no more

than two function-applications. (Kaplan & Bresnan (1982: p.278))

2.2.8 Introduction of PRO
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Consider the following intransitive sentence:

(40) Parnka-ri ka-rna.

Run-NPST PRES-1sg

I run.
(40) differs from the sentenze discussed in the last section (Ngaju ka-rna parnkami) only
in the absence of the pronoun ngaju. The annotated c-structure tree follows in (41).

(41) C-structure for (40).

.

T=1 T=1

\Y AUX\

V ASP/ Pron.Clitic

|

PRED = ‘parnkami’ {(SUBJ)>
TENSE = non-pas. SUBJ PERS = 1
FINITE = + ASPECT = PRES SUBJ NUM = sg
parnkami ka rna

As it stands, any f-structure built from this tree is incomplete, becacse there is no
lexical form for the SUBJECT, while the verb demands a SUBJECT, and the AUX provides
information about the SUBJECT's PERSON and NUMBER. The equivalent sentence is of
course ungrammatical in English. But in Warlpiri, it is a perfectly acceptable sentence.
The SUBJECT is understood to be a null pronominal referring to the speaker. Therefore
there must be some way of introducing a null pronominal for the SUBJECT in such
sentences, that is, o’ introducing a PRED feature for the SUBJECT.

There are at least two ways of introducing this null pronominal. The first is to follow
the Grimshaw (1980)/Montalbetti (1981) account of Romance clitics, and say that the
pronominal clitics in the AUX are meaningful. The pronominal clitic provides information
about the SUBJECT's person and number. Suppose it also has a PRED feature which
introduces a lexical form for the SUBJECT. The lexical form wii! be a pronoun ‘FRO'.
The other choice is to adopt the account of the IMPERATIVE given in Kaplan and Bresnan
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(1980). whereby a null SUBJECT pronominal is introduced by IMPERATIVE verbs.20 That
is, generally in Warlpiri the lexical entry for the verb will carry optional equations (1SUBJ
PRED) = ‘PRO’, (TOBJ PRED) = ‘PRO’ etc.

The difference is between treating the pronominal clitic rna as a pronominal clitic
like the French pronominal clitics which have their own lexical forms, and treating rna as
an agreement marker, such as the person-number marking on verbs in Russian. | claim
that in Waripiri the verb introduces (TG PRED) = 'PRO’ for the grammatical functions it
selects (it obviously cannot introduce these iquations for non-selected grammatical
functions, because these do not appear in the lexical entry for the verb). | will extend this
later to all argument-taking predicates, and this will provide the basis for my analysis of
control and predication in Warlpiri.

The first argument for having the verb introduce the (TPRED) = ‘PRO’ equations is
that need not be an overt pronominal clitic in the AUX; the absence of a clitic is
interpreted as a third person singular definite pronoun. The second argument is that it
simplifies the account of null pronominals in non-finite clauses. In non-finite clauses,
selected grammatical functions can be represented by null pronominals, just as they can
be in finite clauses. But there are no AUXs in non-finite clauses. If the AUX pronominal
clitics introduced the null pronominals for finite clauses, a different mechanism would be
needed to introduce the null pronominals in non-finite clauses. It appears simpler to have
the (TG PRED) = ‘PRQO’ equations introduced by the same mechanism, namely the verb,

for both finite and non-finite clauses.

20. Kaplan and Bresnan (1980) allowed the attachment of the equation (TSUBJ PRED) =
'YOU’ to the verb as an aiternative expansion of S for imperatives:
S - VP
T=1
(TINF) =, +
(TSUBJ PRED) = ‘PRO’
(TSUBJ PERS) = 2
However, in recent work (Halvorsen (to appear), Bresnan (1982)) it is assumed that lexical
forms must be introduced lexically. So the (TSUBJ PRED) = ‘YOU' equation must be
introduced together with the IMPERATIVE inflection.
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Below. | illustrate this ability for null pronominals to appear in non-finite clauses ir
some detail, because the status and properties of null pronominals are an issue of

concern not only for LFG, but also for Government-Binding theory.

First, consider the sentence in (42).

(42) Japanangka karlarra-jarri-ja Jupurrula  nya-nja-ku.
Japanangka-ABS  west-INCH-PAST Jupurrula  see-INF-DAT
Japanangka went west.. .[Nash, p.c.]

I I X
- [ Lo vy it i

This sentence has a non-finite clause nyanjaku “to see". David Nash informs me that a
linguistically sophisticated speaker, when confronted with this sentence, considered that

the following interpretations are possible.

i. Japanangka went west [to see Jupurrula]

ii. Japanangka; went west [ for Jupurrula; to see PRO = himself]
iii. Japanangka; went west [ for Jupurrula; to see PRO = him/]

iv. Japanangka; went west [ for Jupurrula; to see PRO = him,]

Reading i. can be blocked by giving ‘Jupurrula’ ERGATIVE case, thus forcing it to be
construed as the SUBJECT of the non-finite clause 2! Further examples of null

pronominals in non-finite clauses follow.

(43) Wangka-ja -rna-ria kuyu-ku  yi-nja-ku.
speak-PAST -1sg-DAT meat-DAT give-INF-DAT
l; asked him, for meat; PRO, to give PRO; PRO;. [wangkami]
= | asked him to give me meat.

(44) Japanangka-riu ka-rla karli-ki jaala-nya-nyi
Japanangka-ERG PRES-DAT boomerang-DAT back.and.forth-see-NPST

21. The fact that the SUBJECT of a non-finite verb need not have ERGATIVE case, as in
the examples given, is a problem for my account of null pronominals. See Chapter 6.
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kuja kiji-rninja-rla waja-wajama-nu.

REL throw-INF-SEQ  lose-PAST

Japanangka; is going back and forth looking for the boomerang;, that after
throwing PRO;, PRO;, lost PRO;." [jaala-nyanyi]

= ..that after throwing he lost.

(45) Ngurlu lukarrara yurrpa-rninja-ria kala-lu yapa-ngku
seed lukarrara-ABS grind-INF-SEQ USIT-3pl  person-ERG
purra-ja pirdijirri - = nga-rninja-ku + ju.

cook-PAST seed.cake-ABS eat-INF-DAT + EUPH
After grinding up the "lukarrara” seeds people; would cook them into cakes; to
eat PRO;. [lukarrara]

In (45), the OBJECT of the non-finite clause nga-rninja-ku + ju is left unexpressed, but it is
clearly the seed-cakes.

(46) Ngaka kala-lu-nganpa karli-puka jarnti-rninja-ria
then  USIT-3pl-1plex boomerang-EVER-ABS trim-INF-SEQ
yu-ngu jarlu-patu-riu.
give-PAST old.man-PL-ERG
Kurlarda kala-lu-nganpa maja-rninja-rla yu-ngu.

spear-ABS USIT-3pl-1plex straighten-INF-SEQ give-PAST
Having carved boomerangs the old men would give them to us. They would give
us spears; after straightening PRO;. [jarntirni]

In the first clause of this example the nominal karli-puka could either be construed as an
OBJECT ‘thing trimmed’ of the non-finite clause jarntirninjar'a (in which case the matrix
verb yungu has a null pronominal as OBJECT 2). Orit could be construed as the OBJECT
2 ‘thing given' of the matrix verb, in which case the non-finite clause has a null pronominal
as OBJECT. In the second clause, the nominal kurlarda is separated from the non-finite
clause majarninjarla by the AUX. | assume that it must be the OBJECT 2 of the matrix, and
therefore that the non-finite clause has a null pronominal OBJECT.

(47) Yinarlingi-ki ka-rnalu-ria jiri jarnti-rni;
echidna-DAT  PRES-1plex-DAT quill-ABS  trim-NPST
kirlka-ma-ni ka-rnalu jarnti-rninja-riu.

clean-CAUS-NPST PRES-1plex trim-INF-ERG
We scrape the echidna; clean of quills. We clean PRO; by scraping PRO,.
[jarntirni]
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In this example the first clause has an overt OBJECT and an overt DATIVE argument. The
DATIVE argument yinarlingiki ‘echidna’ is the antecedent for the null pronominal OBJECT
of the finite verb kirlka-mani ‘clean’ next clause, and also the null pronominal OBJECT of

the non-finite clause jarntirninjariu.

Normally, a null pronominal in non-finite clauses has an understood third person
antecedent. This contrasts with matrix sentences, in which a null pronominal can have
any person or number, because the pronominal's features are provided by the AUX. So
the information is recoverable. But, even in non-finite clauses, it is possible to have null
pronominals with non-third person referents, provided this information is recoverable
from the context. Thus, in (48) there is a second person SUBJECT nyuntu + ju in the first
finite clause. This acts as an antecedent for the null pronominal OBJECT of the non-finite
clause yulkanjaku ‘to love’. The SUBJECT of yulkanjaku is an understood third person
pronominal ‘he’, which may or may not be coreferential with the expressed SUBJECT of
the final clause, waninja-warnu-rlu "lover". The OBJECT is second person, and is
coreferential with the matrix SUBJECT.

(48) Milkarra-ku ka-npa nyuntu +ju wapa-mi warrikirdikirdi
show.off-DAT  PRES-2sg you-ABS+EUPH go-NPST around
yulka-nja-ku nganta, yungu-ngku nyuntu-nyangu-riu

love-INF-DAT QUOT REAS-2sg  2sg-poss-ERG

waninja-warnu-riu  nya-nyi.

love-ASSOC-ERG  see-NPST

You; walk around all over the place showing-off thinking for PRO;/, (him) to love
PRO; (you), so that your lover; might see PRO; (you). [milkarra]

Again, it is important to emphasise that we really do not know what constraints are to
be placed on null anaphora in Warlpiri. | have assumed a very liberal account, which is
consonant with the data found so far. But no systematic study has yet been undertaken,
on the order of the illuminating study of Chinese null anaphora to be found in Huang

(1983). See Hale (to appear) for a start on this difficult project.
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To conclude: in both finite and non-finite clauses. null pronominals are introduced
by the argument-taking predicate. In finite clauses the features of the null pronominal are
determined by the features of the pronominal clitics in the AUX, while in nonfinite clauses
the features of nuil pronominals are determined either by discourse antecedency (as in
(48)), or by control (see Chapters 3, 4, 5 and 6), or by some default equation attached to
the verb, making the PRO third person singular.

The revised lexical entry for the verb parnkami (excluding tense information) is as
follows:

parnkami: (TPRED) = ‘parnkami’ (SUBJY>
(TSUBJ PRED) = ‘PRO’
((TSUBJ PERS) = 3)
((TSUBJ NUM) = sg)

The optional person and number equations are to allow the null pronominal in non-finite
clauses to be third person singular if there is no discourse antecedent. The (TSUBJ
PRED) = ‘PRO’ equation has to be optional, in order to prevent a violation of consistency
in a sentence such as Ngaju ka-rna parnkami. If ngaju has a lexical form, and the verb
introduces a null pronominal by means of the PRED feature ‘PRO’, then consistency is
violated because the one function SUBJECT has two PREDs. As | mentioned earlier, all
PRED features in the c-structure tree are indexed, and so the lexical form introduced by
ngaju has a different index from the null pronominal introduced by the verb. A simplified
c-structure tree is given in (49).
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(49)
-//_S

- . \= .

] | '

N AUX v

N ASP Pron.Clitic \"

I [
PRED = ‘/'-1 PRED = ‘parnkami-2 <(SUBJ)>
CASE = ABS (TSUBJ PRED) = ‘PRO"-3
PERS = 1 SUBJ PERS = 1 TENSE = non-past
NUM = sg ASP = PRES SUBJ NUM = sg FINITE = +

Ngaju ka -rna parnkami

| am running.

Since there are two lexical forms for the one function SUBJECT, the f-structure

corresponding to this ¢-structure will be inconsistent,

The existence of null anaphora lends support to Principle 1, selection for function.
For instance, it is not possible to say tr{at a verb such as parnkami ‘run’ is subcategorized
for an NP, because no overt NP need appear in the sentence. But it is subcategorized for
a SUBJECT, which may be represented either by an NP or by a null pronominal.

Let us look now at another intransitive sentence.

(50) Kurdu ka  parnka-mi.
Child-ABS PRES run-NPST
The child is running.
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The major differences between (50) and the sentence Ngaju ka-rna parnkami are
first, that the SUBJECT is third person. and second that there is no overt information on
the AUX giving the SUBJECT's Number and Person. Like ngaju, kurdu is singular and has
ABSOLUTIVE case. (51) is ungrammatical (except in an appositive reading: 1, a child..")
because the person and number features given by the AUX clash with those given by the
overt nominal kurdu, and thus violate consistency.

(51) *Kurdu ka-rna  parnka-mi.
Child-ABS PRES-1sg run-NPST
The child is running.

In this connection, observe that (52) is grammatical ONLY with the interpretation
that the SUBJECT is 3rd person singular.

(52) Parnka-mi ka.
run-NPST PRES
He/she/it is running.

These two examples suggest that the absence of an overt pronominal clitic is treated as a
paradigmatic gap, and is assigned the interpretation that the SUBJECT's number it
singular and its person third. Further evidence for the absence of an overt pronominal
clitic being meaningful is the fact that a non-third person SUBJECT cannot occur
unregistered, as in (53).

(53) *Ngaju ka  parnka-mi.
I-ABS PRES run-NPST.
| am running.

If the absence of registration is interpreted as indicating that the SUBJECT of the
sentence is third person, then (53) would be ruled out by Consistency - the AUX provides

the information that the SUBJECT is third person singular, while ngaju , which also has to
be a SUBJECT, is first person singular.
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The representation of paradigmatic gap information of this kind is not easy. In 2.3.4.
| will briefly discuss the problem. For the moment, observe that, if the verb introduces the
equation (TSUBJ PRED) = 'PRO’, the f-structure corresponding to (52) then contains a
SUBJECT, and so is complete. Because parnkami in (52) selects a SUBJECT, it can
introduce an equation (TSUBJ PRED) = '‘PRO'. Parnkami does not select an OBJECT,
and so cannot introduce an equation (TOBJ PRED) = 'PRO’. Since the verb is the head
of the sentence, properties of the verb are properties of the sentence. Therefore, if the
PRED of the SUBJECT of the Verb is ‘PRO’, the PRED of the SUBJECT of the sentence
must also be ‘PRO’.

The equations (TPRED) = ‘PRO’ will be introduced in the lexicon. Instead of each
verb being specified separately for an equation (JSUBJ PRED) = '‘PRO’, (TOBJ PRED) =
‘PRO’ etc, | assume that a general lexical rule introduces the (JPRED) = ‘PRQ’ equations.
The rule is given in (54).

(54) Rule of PRO-introduction

If an argument-taking predicate selects a grammatical function G, it may
optionally introduce a null pronominal to represent that function, by
introducing a PRED feature equation: (G PRED) = ‘PRO’.

The fact that no selected function has to be overtly realized is one of the major
differences between Warlpiri, on the one hand, and Germanic and Romance languages
on the other. The information about who is doing what to who is recoverable in most finite
clauses in Warlpiri, because agreement with all selected functions is marked in the AUX
(whether overtly or by means of a paradigmatic gap), and the AUX is obligatory in
verb-headed sentences. However, this information is not syntactically recoverable in

non-finite clauses.

Agreement with pronominal clitics is a phenomenon observable in many languages.
In the next section | present a general account of pronominal clitics in Warlpiri, looking at
clitics in sentence-types that | have not yet discussed, as well as comparing the behaviour

of pronominal clitics in Warlpiri with pronominal clitics in Romance.



135

2.2.8.1 Clitic-doubling

The pronominal clitics express information about the selected arguments of the
verbs and about major grammatical functions. They mark the person and number of the
SUBJECT, OBJECT or Adjunct DATIVE of a sentence. (They do NOT mark OBJECT 2s,
as | will show later). They also mark the Case of the OBJECT or Adjunct DATIVE if
DATIVE and third person.

At first glance, the AUX pronominal clitics seem to resemble the pronominal clitics
found in languages such as French and Spanish. Most of them are historically derived
from pronouns, like the Romance clitics. There are similar constraints on co-occurrence
of particular clitics - thus, like French,22 a first or second person direct object cannot

co-occur with a first or second person indirect object :

(55) a. *ll me te donne.

b. *Wati-ngki ka-ju-ngku punta-rni.
Man-ERG PRES-1sg-2sg take away-NPST
*He is taking you/me away from you/me.

The pronominal clitics in French and Warlpiri represent much the same kinds of
grammatical functions: SUBJECTs, OBJECTs, Adjunct DATIVEs. They also represent
reflexives. In (56) there are pronominal clitics referring to the SUBJECT (npa) and the
REFLEXIVE OBJECT (nyanu).23

22. | am grateful to Carol Neidle for this observation.

23. This sentence has the added complexity that an ABSOLUTIVE nominal jangarnka
beard is in a body-part predication relation to the reflexive object: Did you shave yourself
beard-wise? might be a more literal rendition.
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(56) Jangarnka -npa-nyanu jarntu-rnu?
Beard-AB3S -2sg-refi shave-PAST
Did you shave your beard off? [H59Notes]

In (57) there are pronominal clitics referring to the SUBJECT (/u) and the REFLEXIVE
Adjunct DATIVE (nyanu). The OBJECT ngurrju jukurrpa ‘good laws' is not represented by

an overt clitic.

(57) Yangka yapa-patu-rlangu-rilu  kalaka-lu-nyanu  ngurriu  jukurrpa
YOU.KNOW man-PL-E.G.-ERG ADMON-3pl-refl  good-ABS law-ABS
kardu-ma-ni.
make-NPST

They (councils) can make good laws for themselves. [MKJ:2]

There are two major differences between Warlpiri pronominal clitics and Romance
pronominal clitics. First, unlike the Romance clitics, the absence of an overt clitic is
meaningful; so, for example, if there is no overt SUBJECT clitic, then the SUBJECT is
understood to be third person. Usually, if the SUBJECT is animate, it is understood to be
singular. Thus, in (58), the SUBJECT is understood to be third person. Because the verb
ngarni ‘eat’ requires an animate SUBJECT, the normal interpretation is that just one

person ate something.

(58) Nga-rnu
Eat-PAST
He/she/it ate it.

Second, a nominal with any selected function (except OBJECT 2: the ABSOLUTIVE
OBJECT in ditransitives) can co-occur with an agreeing clitic, that is, Warlpiri permits
clitic doubling freely.24 In (89), an overt SUBJECT ngaju 'I' appears with a SUBJECT

’

24. Not much is known about the discourse function of doubling. It is quite possible that
pragmatic ‘Avoid Pronoun Strategies’ make clitic doubling of pronouns, especially of
OBJECT pronouns, less common than their undoubled counterparts. Suffice it to say that
no syntactic considerations have been found blocking or demanding clitic doubling in
Warlpiri, with the exception of reflexives and reciprocals - see 2.3.3.
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pronominal clitic. rna. In (60) an overt Adjunct DATIVE, ngajuku. is cross-referenced by
an OBLIQUE ciitic, ju, and in (61) an overt OBJECT, wawirri, is cross-referenced by an
OBJECT clitic, jana. (In {61) the SUBJECT is represented only by the SUBJECT
pronominal clitic.)

(59) Ngaju -rna wangka-ja.
I-ABS -1sg speak-PAST
| spoke. [HS9Notes])

[SUBJECT and clitic]

(60) Ngaju-ku ka-ju karli jarnti-rni.
1sg-DAT PRES-1sg boomerang-ABS trim-NPST
He's making me a boomerang. [H59Notes]
[Benefactive OBJECT and clitic]

(61) Kapi-rli-jarra-jana panu wawirri panti-rni.
FUT-1duin-3pl many-ABS kangaroo-ABS spear-NPST
We two are going to spear many kangaroos. [H59Notes]
[Direct OBJECT and clitic]

In literary French, either a clitic is present or a nominal is present (except in the case
of inchoative se constructions, see Grimshaw (1980)). In River Plate Spanish (see
Montalbetti (1981)), either a clitic is present, or a nominal is present, or both are present,
subject to restrictions on animacy and grammatical functions. In Warlpiri, nominal
clauses behave like River Plate Spanish in allowing a clitic, a nominal or both. But verbal
clauses have only two possibilities: the clitic MUST be present, and the nominal may
optionally be absent. That is, clitic doubling is obligatory if a nominal is present (pace the
paradigmatic gap of third person singular).

Much valuable work has been done within the Government-Binding framework on
the behaviour of clitic-doubling constructions in Romance languages and some other
languages, such as Modern Hebrew (Borer (1980)). Study of these languages has in
general borne out an observation attributed to Richard Kayne that, in Romance,
clitic-doubling can only occur if the NP which is doubled is preceded by a preposition.
This has been described within the Government-Binding framework by saying that the
clitic in some sense absorbs the Case assigned by the verb. Therefore the presence of an
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overt nominal will violate the Case filter (which says that each referential nominal must
have Case), unless there is some other mechanism for assigning case to that nominal. An

overt preposition provides such a mechanism.

However, as Montalbetti (1981) shows, Kayne's generalization does not hold for a
number of languages. Warlpiri is such a language.

In Warlpiri a nominal with almost any ~elected function can appear with an agreeing
clitic. But, if in fact the clitic does absorb the case assigned by the matrix predicate, there
is then no obvious alternative way for the nominal to get Case. Therefore, failing some
ingenious alternative case-assignment mechanism, we would have to say that the Warlpiri
pronominal clitics, although seemingly analogous to Romance clitics, are in fact rather
different. Cross-linguistically, the Warlpiri pattern seems more common.25 It is clear that
a more general account of clitic-doubling is needed to show the similarities between

Warlpiri pronominal clitics and Romance clitics.

Montalbetti (1981) has devised a way of accounting for clitic doubling in River Plate
Spanish within the LFG framework, in the spirit of the analysis of French clitics given in
Grimshaw (1980). The heart of this analysis is that pronominal clitics either have
meanings like free pronominals, or eise they act as agreement markers. This is expressed
within the LFG framework by saying that, while a pronominal clitic aliways comes with

features of person, number and case, it only optionally has a PRED feature equation.

In French, the pronominal clitics are obligatorily full pronouns (i.e. have a PRED
feature equation), as Grimshaw (1980) argues, while in River Plate Spanish certain
pronominal clitics will only optionally be full pronouns, depending on both the clitic and
the features of the nominal being doubled (e.g. whether it refers to an animate being or a
specific pronominal etc.). Consistency rules out a clitic which is a full pronominal from
co-occurring with an overt nominal, as discussed above. Thus (62) is unacceptable in

non-colloquial French.

25. Many Australian Aboriginal, American Indian, and Caucasian languages show similar
behaviour. See Harris (1981) for an illuminating description of agreement in Georgian,
and Archangeli (1982) for a reanalysis within the LFG framework.
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(62) *Jele vois Jean.

The pronominal clitic /e has a pronominal lexicai form '‘PRQO’, the overt nominal has its
own lexical form ‘Jean’. This violates consistency. Thus, in French clitic-doubling cannot

occur, because the clitic is always a tull pronominal.

In effect, Montalbetti provides a mechanism for dealing with clitic-doubling in
gl 26 His account can easily be extended to pronominal clitics in languages such
as Warlpi-i and Georgian, in which Kayne's generalization does not hold, if we assume

that pronominal clitics act as pronouns in having the equation (PRED) = '‘PRO'.

However, | am proposing that in Warlpiri it is not the pronominal clitics but rather the
verb which introduces the equations (TG PRED) = '‘PRO’. The optiunality of this equation
allows the appearance of overt nominals. This account permits a uniform account of the
appearance of null pronominals in both finite and non-finite clarises. Under this analysis,
the pronominal clitics serve simply as agreement markers. Nevertheless, the account of
clitic doubling is based on the optionality of a PRED = ‘PRO’ equation, which is the basis
for the Montalbetti and Grimshaw accounts. Under either a Montalbetti-type account, or

this account, the existence of clitic doubling in Warlpiri is easily represented.
2.3 Transitive sentences

Consider a typical transitive sentence such as (63).

26. As for Kayne's generalization, Montalbetti argues that it can be obtained in River
Plate Spanish from independent considerations of animacy and specificity, together with
conditions on the lexical entries of accusative and dative clitics. The conditions on the
lexical entries make clitic doubling free for dative clitics, but constrain clitic doubling with
animacy and specificity requirements for accusative clitics. These are
language-panticular requirements. Montalbetti (1981) looks at other Romance languages
in an attempt to find similar explanations for the appearance of Kayne's generalization in
those languages.
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(63) Kurdu-ngku ka-ju nya-nyi  ngaju.
child-ERG PRES-1sg see-NPST I-ABS
The chiid sees me.

Like an intransitive sentence, it has completely free word-order, except that the AUX Ka-ju
must remain in second position. There are thus five other possible variants of this
sentence. The phrase structure rule given in (17) will give the c-structure for this

sentence.

(64) C-structure 1 for (63)

SUBJ 1=1 T=1 o8BJ
N’ Al'JX Vi N
L]
Kurdu-ngku Kka-ju nya-nyi ngaju
In discussing the phrase structure rule 17, | assumed that a could bz N, V or

Particles. | did not discuss whether V was a maximal projection anaiogous to VP in
English. In English, a VP consists of V and its complemenits, including OBJECT.?7
Transitive sentences are pertinent to this question, because there is evidence against the
existence of a VP constituent. Hale (1873a) proposed using the position of the
AUXILIARY as a test for constituency. On the assumption that only one constituent can
precede the AUX, then, if a in Warlpiri could be a maximal projection of V comparable to
the English VP, the sequence V + NP (where NP is an OBJECT) should be able to
precede the AUX. There should then be a variant of (64) in which ngaju and nyanyi
precede the V together. But they cannot.28

27. This can be shown by tests such as Do-so replacement: in the following sentence do
so replaces the Verb, the OBJECT and the Location:

Lucy kissec Phil in the garden, and Mary did so too.
28. (65) a. is acceptable with an intonation break and a topicalized reading for the ngaju.
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(65) a. *Ngaju nyanyi ka-ju kurdu-ngku.

b. *Nyanyi ngaju ka-ju kurdu-ngku.

(66)
S
/
11 rl\um
/V\ AUX N
08 T-1

N v
| |
N

gaju nya-nyi ka-ju kurdu-ngku

If there is no syntactic VP in Warlpiri, then SUBJECT cannot be defined in terms of
an actual configuration [NP of S}, and OBJECT cannot be defined as [NP of VP].29

How then are SUBJECT and OBJECT expressed? Is it possible to define them in
terms of case-marking? ABSOLUTIVE case marks the SUBJECT of an intransitive
sentence, as | showed in the previous section. But in (65), the ABSOLUTIVE case-marked
nominal does not correspond to the SUBJECT in the English translation. It corresponds
to the OBJECT. The ERGATIVE case-marked nominal corresponds to the SUBJECT. So,
it is not possible to say that ABSOLUTIVE case always expresses SUBJECT in Warlpiri, as,

29. Of course one can always add a separate level of representation which contains
abstract or :.rtual VPs in terms of which SUBJECT and OBJECT are defined. But, to be
explanatory, such a level requires further justification than just the ability to define
grammatical functions configurationally. See Zubizarreta, 1982, and Zubizarreta and
Vergnaud, 1982.
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say. NOMINATIVE case expresses SUBJECT in Latin.30

Evidence from the agreement markers in the AUX supports the claim that the
ABSOLUTIVE nominal of intransitive sentences has the same grammatical function as the
ERGATIVE nominal of the transitive sentence. rather than having the same grammatical
function as the ABSOLUTIVE nominal in the transitive sentence. | showed in the previous
section that an ABSOLUTIVE first person singular nominal in an intransitive sentence
agreed with a Clitic 1 rna in the AUX. (63) shows an ABSOLUTIVE first person singular
nominal in a transitive sentence agreeing with a clitic ju, rather than rna. (67) shows that

the ABSOLUTIVE cannot agree with rna in a transitive sentence:

(67) *Ngaju ka-rna nya-nyi  kurdu-ngku.
I-ABS PRES-1sg see-NPST child-ERG
The child sees me.

(68) and (69) show that an ERGATIVE first person singular SUBJECT agrees with rna in
the AUX, and not with ju:

(68) Ngajulu-rlu ka-rna nya-nyi  kurdu.
I-ERG PRES-1sg see-NPST child-ABS
| see the child.

(69) °*Ngajulu-riu ka-ju nya-nyi  kusdu.
I-ERG PRES-Isg see-NPST child-ABS.
| see the child.

That is, the same agreement marker rna is used for the ABSOLUTIVE nominal of an
intransitive sentence, and the ERGATIVE nominal in a transitive sentence, while a

different agreement marker ju is used for the ABSOLUTIVE nominal in a transitive

30. Unlike Dyirbal, Warlpiri is not a deep-ergative language in which the
ABSOLUTIVE-marked nominal is always the SUBJECT.

Surface ERGATIVE case-marking is not the only instance of SUBJECTs bearing
different cases. See Mohanan (1882a) for the existence of SUBJECTSs with quirky case in
Malayalam. See Andrews (1982c), Levin (1981) and Thrainsson (1979) for similar facts in
Icelandic. See Neidle (1982) for arguments against postulating SUBJECTs with quirky
case in Russian, and also Pesetsky (1982).
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sentence. Furthermore. clitics such as ju always follow Clitic 1s such as rna, if both are
present. | will call ju and the like Clitic 2s. Hale (1973a) suggested that the simplest
account of the AUX agreement in Warlpiri is to say that rna and other Clitic 1s agree with
the SUBJECT of the sentence, whereas ju and other Clitic 2s, agree with the OBJECT
(and also the Adjunct DATIVE - see 2.3.2.1).

To conclude: SUBJECT and OBJECT are morphologically expressed by case
markers. However, the same case - ABSOLUTIVE - can be used for both SUBJECT
and OBJECT. Agreement of the pronominal clitics with the ERGATIVE and ABSOLUTIVE
case-marked nominals in a sentence argues for the ERGATIVE nominal being the
SUBJECT and the ABSOLUTIVE nominal being the OBJECT.3!

| return now to the representation of the pronominal clitics. (70) lacks both an overt
OBJECT and an overt SUBJECT.

(70) Nya-nyi ka-ju.
See-NPST PRES-1sg
He/she/it sees me.

If the OBJECT is third person singular, there is no overt pronominal clitic representing it in
the AUX.

31. In the literature on Australian languages, this split in marking is sometimes described
as though the language has two systems of case-marking, NOMINATIVE-ACCUSATIVE
(which corresponds to the SUBJECT-OBJECT marking of the AUX), and
ERGATIVE-ABSOLUTIVE (which refers to the ERGATIVE case-marking, such as that of
nominals in Warlpiri). There is no need to adopt this terminology in Warlpiri.
Furthermore, it would be very difficult to express in LFG, because of Consistency.
Suppose that an ERGATIVE-marked nominal is registered in the AUX by a NOMINATIVE
clitic. The two will have different case-features and thus will violate consistency.

Goddard (1982) also argues against treating split-ERGATIVE systems as though
there were two systems of cas2-marking. He gives an analysis of languages where the
split cannot be treated, as in Warlpiri, by assuming that the elements without the
ERGATIVE/ABSOLUTIVE case marking are caseless, and indicate grammatical
functions.
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(71) Wati-ngki ka nya-nyi kurdu.
Man-ERG PRES see-NPST child-ABS
The man sees the chiid.

Juct as a non-third person SUBJECT has to be registered, so a non-third person
OBJECT has to be registered in the AUX. (72) is ungrammatical because the first person
OBJECT is not registered:

(72) *Nya-nyi ka ngaju  kurdu-ngku.
See-NPST PRES |I-ABS  child-ERG.
The child sees me.

If the absence of an OBJECT is interpreted as a paradigmatic gap, understood as third
person singular, (72) is ruled out by Consistency.

A third person singular OBJECT need not be represented by an overt OBJECT.

(73) Wati-ngki ka  nya-nyi.
Man-ERG PRES see-NPST
The man sees him/her/it.

For the f-structure corresponding to this sentence to be compiete, a null pronominal
OBJECT must be provided. Since the OBJECT is a selected grammatical function, the
verb carries the optional equation (TOBJ PRED) = ‘PRQO’, just as it carries the optional
equation (TSUBJ PRED) = 'PRO".

To sum up this discussion of transitive sentences: transitive sentences behave like
intransitive sentences with respect to their freedom of word-order, and the second
position of the AUX. There is no evidence for a syntactic VP constituent. Therefore the
grammatical functions cannot be defined in terms of a surface-structure VP. Transitive
verbs can introduce null pronominals for their OBJECTSs, just as verbs can introduce null
pronominal SUBJECTSs.

| will now present the evidence for saying that a given argument is an OBJECT,
rather than an OBLIQUE. Unfortunately | have found only one test (explored in Carrier
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(1976)). and it is not wholly reliable.32 This test involves the ability of an argument to
control a particular type of non-finite clause marked with the complementizer suffix kurra.
The simplest statement about the controller of a kurra clause appears to be that it is an
oBJECT.

(74) shows a sentence with a kurra complementizer:

(74) Kurdu-ngku ka  karnta nya-nyi, [nguriu yurrpa-rninja-kurra)
child-ERG PRES woman-ABS see-NPST seed-ABS grind-INF-OCOMP
The child sees the woman grinding mulga seed.

(‘OCOMP' stands for 'OBJECT-controlled complementizer’)

Karnta ‘woman’ is the OBJECT of the verb nyanyi ‘to see'. It is the controller of the
clause headed by yurrparninjakurra. Kurdu-ngku, ‘the child’, could not possibly be the

controller of the clause.34

That ABSOLUTIVE case is not what determines control is shown in the following

example:

(75) *Ngarrka ka-rla yuraka-nyi, mariu-ku [kuyu
Man-ABS PRES-DAT sneak.up.on-NPST kangaroo-DAT meat-ABS
nga-rninja-kurra)
eat-INF-OCOMP
While eating meat, the man is sneaking up on the kangaroo. [adapted from

example in Survey]

32. From some preliminary work | did in 1982, it appears that some speakers allow kurra
complements to modify more than just OBJECTS.

33. This proposal was made by Hale in a mimeo "Walbiri IV: Obviation", and elaborated
on by him in Hale (1982b), as weli as in Carrier (1976). See also Simpson and Bresnan
(1982). Hale writes: “The controller of a kurra-clause must, it seems, be an OBJECT
which is an integral part of the lexical argument structure of the main-clause verb." [EFW:
108]

34. There is a use of kurra as a complementizer on a SUBJECT-controlled clause -
however, in this case the tense reference of the clause is not 'simultaneous action’, as in
(75), but rather ‘future action, purposive'. See Chapter 6.
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In (75) the ABSOLUTIVE marked nominal is the SUBJECT, and it cannot control the kurra

clause. (76) shows that a LOCATIVE argument cannot control a kurra clause.

(76) *Japanangka ka nyina-mi  pirli-ngka pata-karri-nja-kurra.
Japanangka-ABS PRES sit-NPST stone-LOC  fall-INF-OCOMP
Japanangka is sitting on the stone that is falling. [Carrier: 1976])

In 2.3.1.3 and 2.3.2. | will show that DATIVE arguments which are not OBJECTSs, and
ABSOLUTIVE OBJECT 2s apparently cannot control kurra clauses. Chapter 6 presents in

greater detail the obviation system of which the kurra clause is a representative.

The next question is how to express in LFG the fact that the SUBJECT of an
intransitive verb such as parnkami ‘run’ has ABSOLUTIVE case, while the SUBJECT of a
transitive verb such as nyanyi ‘see’ has ERGATIVE case. The key problem is that it is not
possible to assign case in isolation. The fact that a verb is subcategorized for an OBJECT
is relevant to determining the case of the SUBJECT.

The information that a sentence has an OBJECT is expressed in two places - in the
lexical entry of the matrix predicate, and in the annotated c-structure tree (and hence in
the functional structure of the sentence). Case assignment can therefore be represented
either as a filter on f-structures (ruling out f-structures in which the SUBJECT's CASE is
ABSOLUTIVE when the OBJECT's CASE is ABSOLUTIVE), or it can be expressed as a
redundancy rule in the lexicon, since the lexical entry of a predicate gives information on

both the semantic role and the grammatical function associated with each argument.

Andrews (1982) explores the possibility that case-assignment is a filter on
f-structures. | take the opposite approach, and say that the information about the case of
grammatical functions selected by a predicate is expressed as part of the lexical entry for
that predicate. | do this for two reasons. First, allowing case-assignment to operate in the
lexicon gives us the possibility of relating cases and semantic relationships, and such a
relationship seems desirable, sinc2 the case which an .rgument has is determined both
by its grammatical function and by its semantic role. As Hale (EFW) shows, case-marking
of SUBJECT and OBJECT is largely predictable from the lexical semantics and
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subcategorization properties of the verp 39 Thus, the Subject of a two-place predicate is
ERGATIVE if it has the semantic role of Actor or Perceiver, and ABSOLUTIVE if it has a
non-Actor, non-Perceiver role such as Experiencer; the SUBJECT of a one-place verb is
ABSOLUTIVE (but a small regular subclass takes ERGATIVE - see Hale (EFW)). A
directly affected OBJECT usually has ABSOLUTIVE case, while a Goal, or intensional
object has DATIVE case.

Second, in non-finite clauses with controlled PRO SUBJECTS that are never realized
overtly, an ADJUNCT modifying the PRO SUBJECT can agree with it in case. (This is
discussed and illustrated in Chapter 6). Allowing the lexical entry of the argument-taking
predicate to express the case of the SUBJECT makes it relatively simple to account for the
ADJUNCT's case on the assumption that the PRO SUBJECT has case.

Let us consider first the assignment of case to the SUBJECT of an intransitive verb,

such as parnkami 'to run’. Recall the dictionary definition given earlier.
X moves rapidly along a path beginning at one place and ending at another place.

A general case-linking rule assigns ABSOLUTIVE case to a SUBJECT linked with the X
argument of a verb of motion. (Another general case-linking rule allows Path, and the
beginning and ending places to be optionally expressed as oblique-case-marked
nominals — PERLATIVE for the path, and ELATIVE and ALLATIVE for the beginning
and ending places). The information that the SUBJECT has ABSOLUTIVE case is
expressed in the lexical entry for the verb parnkami as follows:

35. That case is not wholly predictable is shown by pairs such as kanginy-karrimi and
kanginy-pinyi. Both mean approximately ‘fail to recognize'. Kanginy is a preverb.
Kanginy-karrimi, formed with the intransitive verb karrimi ‘stand’, takes an ABSOLUTIVE
SUBJECT and a DATIVE OBJECT, while kanginyi-pinyi, formed with the transitive verb
pinyi ‘hit', takes an ERGATIVE SUBJECT and an ABSOLUTIVE OBJECT. (For this
example, however, it could be argued that the complex verbs retain the case-frame of the
simple verbs karrimi and pinyi).
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parnkami: (TPRED) = 'parnkami' <(SUBJP
' runner
((TSUBJ PRED) = 'PRO’)
(TSUBJ CASE) = ABS

A transitive verb such as nyanyi 'see’ will have the following lexical entry:

nyanyi: V  {(SuBJ) (oBJ)»
see-er thing seen
((TSUBJ PRED) = ‘PRO") ((TOBJ PRED) = ‘PRO')
(TSUBJ CASE) = ERG (TOBJ CASE) = ABS

These equations are defining equations (see 2.2.6.2). They introduce the information
about CASE. They do not require that the information about CASE be present in some

other form (as, say, constraint equations would.)

| assume that, in Warlpiri, lexical rules assign case to particular combinations of
grammatical functions and semantic roles.3® These rules operate after other lexical
rules, such as the diathetical Conative rule (see 2.3.1.2).

In the next section | will discuss other case-arrays for transitive verbs.
2.3.1 Other transitives

There are two other possible case-frames for transitive verbs, ABSOLUTIVE
SUBJECT and DATIVE OBJECT (which is very common), and ERGATIVE SUBJECT and
DATIVE OBJECT (which is restricted to a small class of verbs with intensional OBJECTs

such as seek, and to verbs that have undergone the Conative diathetical rule - see

36. Languages may have different ways of assigning and also checking case. For
instance, B. Levin (to appear, and in preparation) shows that case assignment in Basque
depends on underlying grammatical functions, not on surface grammatical relations. In
Russian, the presence of an OBJECT with GENITIVE case is sanctioned by the presence
of negation. (See Neidle, 1982a, and Pesetsky, 1982). In Lithuanian, it appears that the
OBJECT of certain purpose clauses can have DATIVE case.
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2.3.1.2). The reader is referred to Hale (EFW) for a detailed account of their semantics.
2.3.1.1 The ABSOLUTIVE-DATIVE case-frame

The ABSOLUTIVE-DATIVE verbs include verbs of communication such as wangkami
‘'speak’, verbs of emotion such as yulkami ‘love', numerous verbs formed with the
INCHOATIVE (INCH) verbalizer jarrimi, such as ngurrju-jarrimi ‘become good (towards)’,
and some verbs which, although they have volitional SUBJECTs, do not involve any
noticeable effect on the OBJECT, such as rdanparni ‘accompany’, and yura-kanyi ‘stalk,
sneak up on’. In other words, the verbs making up the ABSOLUTIVE-DATIVE class do not

constitute the archetypical Agent-Patient transitive verbs.

(77) Karnta ka-rla kurdu-ku  wangka-mi.
Woman-ABS PRES-DAT child-DAT speak-NPST.
The woman is speaking to the child. [Survey]

In (77) the DATIVE argument kurdu-ku is cross-referenced by ria, rather than by @,
(the paradigmatic gap which is interpreted as 3rd person ABSOLUTIVE OBJECT). Rlaisa
special form for the third person DATIVE. All other persons and numbers are registered
by Clitic 2s, for example, first person (singular or non-singular), as in (78), second person
(singular or non-singular), as in (79), and third person non-singular, as in (80) - | have
given an example of an ABSOLUTIVE-DATIVE construction with a non-singular 3rd
person OBJECT for comparison in (81).

(78) Karnta ka-ju wangka-mi.
Woman-ABS PRES-1sg speak-NPST
The woman is speaking to me.

(79) Ngaju ka-rna-ngku wangka-mi.
I-ABS PRES-1sg-2sg speak-NPST
| am speaking to you.

(80) Karnta ka-jana  kurdu-patu-ku wangka-mi.
Woman-ABS PRES-3pl child-PL-DAT talk-NPST
The woman is talking to the children. [Survey]

(81) Karnta-ngku ka-jana kurdu-patu paka-rni.
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Woman-ERG PRES-3p! child-PL-ABS  hit-NPST
The woman is hitting the chiidren. [Survey]

What is the status of the DATIVE - is it an OBJECT or an OBLIQUE? Some

evidence comes from the control of kurra clauses:

(82) Ngarrka ka-rla marlu-ku yura-ka-nyi, [marna
Man-ABS PRES-DAT kangaroo-DAT stalk-NPST, grass-ABS
nga-rninja-kurra-ku.]
eat-INF-OCOMP-DAT
The man is stalking the kangaroo (while it is) eating grass. [EFW: 107]

In (82), the DATIVE marlu-ku is the controller of the kurra clause. (Note that the kurra
clause gets DATIVE in agreement with the case of its controlier). On the assumption that
kurra clauses are controlied by OBJECTs, the DATIVE in (82) is probably an OBJECT.

Some ABSOLUTIVE-DATIVE verbs require that the DATIVE OBJECT be present.
These include verbs such as yulkami ‘love’, rdanparni ‘accompany’ and yura-kanyi ‘sneak
up on’. But the DATIVE OBJECT of most ABSOLUTIVE-DATIVE verbs is optional. It can
be omitted without the implication that there is an understood definite referent. Thus in
(83) there is no understood definite person being spoken to. There is no DATIVE
registered in the AUX, and hence no DATIVE OBJECT. This contrasts with
ERGATIVE-ABSOLUTIVE verbs, in which a missing ABSOLUTIVE is interpreted as third
person definite. However, in (84), in v;hich a DATIVE is registered in the AUX, there is a
DATIVE OBJECT, and hence an understood definite referent.

(83) a. Wakurturdu ka  wangka-mi.
Loud-ABS PRES speak-NPST.
He's talking loud. [wangkami]

b. Yapa-kari ka-rla ngarrka wangka-mi(..)
person-OTHER-ABS PRES-DAT man-ABS speak-NPST
Some man is talking to her.
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Whether the DATIVE argument is optional or obligatory.37 it is still treated as an
OBJECT for the purposes of controlling a kurra clause:

(84) Karnta ka-rla wangka-mi ngarrka-ku  [karli
woman-ABS PRES-DAT speak-NPST man-DAT boomerang-ABS
jarnti-rninja-kurra-(ku).]
trim-INF-OCOMP-(DAT)

The woman is speaking to the man trimming the boomerang. [EFW: 107]

(The DATIVE marking is optional).
This example suggests that, when the DATIVE is present, it really is an OBJECT.

The syntactic difference between the ABSOLUTIVE DATIVE verbs and the
ERGATIVE ABSOLUTIVE verbs reflects a semantic difference. One lexical rule of
case-assignment assigns ERGATIVE case to a certain pairing of a semantic role and the
SUBJECT grammatical function. Another lexical rule assigns ABSOLUTIVE case to the
pairing of a different semantic role and the SUBJECT grammatical function, (perhaps of
Experiencer and SUBJECT, or Actor if there is no OBJECT assigned.)

The ABSOLUTIVE-DATIVE class of verbs is sometimes called middle , and is not
considered transitive in some grammars of other Australian languages. Hale [EFW] notes
that, in Warlpiri, the class differs from ERGATIVE-ABSOLUTIVE verbs in three significant
ways: first, they belong with a few exceptions to the conjugation class associated with
intransitive verbs; second, the SUBJECTSs of these sentences do not have the archetypical
transitive SUBJECT semantic role of "Agent" or "Causer"; third, the DATIVE OBJECT is
optional for most of the verbs. This is in direct contrast with the ERGATIVE-ABSOLUTIVE
transitive verbs, which do not for the most part allow indefinite-OBJECT deletion, except

37. The verb pardarni and synonyms meaning ‘wait for' is exceptional. It takes an
ABSOLUTIVE SUBJECT and a DATIVE OBJECT.

Wati ka-rla karnta-ku parda-rni.

Man-ABS PRES-DAT woman-DAT wait-NPST

The man is waiting for the woman. [pardarni]
However, the DATIVE OBJECT does not normally control a kurra clause. See Chapter 6
for some discussion.



in highly-marked generic contexts.38 If there is no overt ABSOLUTIVE OBJECT, and no
overt registration in the AUX, then the OBJECT is normally interpreted as third person
definite (and usually singular).

However, | see no reason in Warlpiri to say that the DATIVE taken by these verbs is
anything but an OBJECT.39 1t patterns syntactically with ABSOLUTIVE OBJECTs (and
also, as | shall show, with the DATIVE OBJECTs of verbs with ERGATIVE-DATIVE
case-frames) in being able to control kurra clauses. In doing so, the DATIVE OBJECT of
an ABSOLUTIVE-DATIVE verb is set apart from another DATIVE, the Adjunct DATIVE (see
23.2).

38. According to Hale (EFW), the normal way to express something like / am drinking is
to use an indefinite nominal:

Ngajulu-rlu  ka-rna pama nga-rni.

I-ERG PRES-1sg delicacy-ABS ingest-NPST

I am drinking. [Hale, EFW: 31]

Verbs of performance are an exception. They take ERGATIVE SUBJECTs, and

retain this Case even when the OBJECT is deleted.

Ngarrka-ngku ka (purlapa) yunpa-rni.

Man-ERC PRES (corroboree-ABS) sing-NPST

The man is singing (a corroboree).
The equivalent verbs in English have the same property - a verb such as sing can, but
need not, have an OBJECT:

I sang five songs including Greensleeves
However, the sentence / sang does not imply that | sang a song; since one can sing
wordlessly and tunelessly.
39. Andrews (1982) takes a different position. He argues that all ABSOLUTIVE OBJECTs
are OBJECTS, and DATIVEs are either indirect objects (OBJECT 2s), or Adjunct
DATIVES. At various points in the discussion | will compare Andrews' analysis to mine.
Calling the DATIVEs Indirect Objects makes it easier to describe the agreement with
pronominal clitics. However, it complicates the account of kurra clauses, because now
both OBJECTs and OBJECT 2s can control them, and this makes the wrong prediction for
ditransitives, as | show in 2.3.1.3.
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| propose that the fact that most ABSOLUTIVE-DATIVE verbs correspond to
one-place verbs with ABSOLUTIVE SUBJECTs should be treated as a semantic
redundancy rule. Semantically the difference between the one-place verb in (82) and the
two-place verb in (83) paralleis the difference in English between speak and speak to, and
laugh and laugh at.

(85) a. John ;spoke loudly.
b. John spoke to Lucy.
¢. Never before had Lucy been spoken to so oddly.

(86) a. Lucy laughed loudly.
b. Lucy laughed at John.
c. Never before had John been laughed at.

As | argued in 1.3.2, the alternation between speak and speak to is simply a semantic
redundancy rule relating two predicate argument structures. The two verbs wangkami
can be treated analogously. As a one-place predicate, wangkami represents an
undirected process, meaning something like make noise characteristic of type, e.g. sirg,
for birds, speak for humans, how! for wind. As a two-place predicate, wangkami

represents a directed process.

wangkami noise-maker
{(susJd)>
wangkami-DAT talker entity talked to

{(SuBJ) (OBJ)>

This semantic redundancy rule merges an abstract directional predicate, (which can be
expressed syntactically by a case-suffix such as DATIVE or ALLATIVE: X directed towards
Y), with the predicate of a verb which represents an undirected process. The new
predicate then represents a directed process. Y, the argument of the directional
predicate, becomes an argument of the new predicate.
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For the English example, | presented Bresnan's argument that in fact the semantic
role entity talked to (or thing laughed at) has two possible function assignments,
OBLIQUE,;, or OBJECT. The natural question to ask. then, is: does this alternation exist
in Warlpiri. There is some evidence that it does.

The first piece of evidence comes from the fact that the entity talked to need not
have DATIVE case, and when it does not have DATIVE case it is almost certainly not an
OBJECT. Occasionally the ALLATIVE is used to express the semantic role of the entity
talkcd to. (See Hale, EFW). Semantically, this is not surprising, since the semantic
relationship to wangkami entails some directionality and while ALLATIVE is the

archetypical directional case, :he DATIVE case also involves an element of directionality.

(87) (.)nyampu-kurra +lku  kuja-ka-rna wangka-mi walypali-kirra
this-ALL + THEN REL-PRES-1sg say-NPST  white.man-ALL
ngula pina.
that knowledgeable
(..) and when | speak to this white-man, it is with knowleage (that what | am

saying is true.) [EFW]
Observe that the ALLATIVE is not cross-registered in the AUX. This suggests that the
ALLATIVE is an OBLIQUE argument and not an OBJECT.#C There is no evidence that an
ALLATIVE can ever control a kurra clause. (Further investigation of other
ABSOLUTIVE-DATIVE verbs is needed to see if they also allow an alternation between
DATIVE case and some other case.)

The second piece of evidence that verbs such as wangkami can take either an
OBJECT or an OBLIQUFF argument comec from the fact that sometimes such verbs allow
an alternation between a registered DATIVE and an unregistered DATIVE. Consider the
verb minyingi-jarrimi ‘get disappointed, declined’. It can have a registered or unregistered
DATIVE, as (88) shows.

40. Mary Laughren pointed out to me a rare example of a cross-registered ALLATIVE.
Yuril.ulyu-pardi-ja -ju ngaju-kurra.
vomit-rise-PAST -1sg  |-ALL
He vomited on me. [yurlkulyu-pardimi]
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(88) Yapa ka-lu minyingi-jarri-mi kuyu-rlangu-ku,
Man-ABS PRES-3pi disappointed-INCH-NPST meat-E.G.-DAT
kavli-rlangu-ku, nyiyakantikanti-ki. wangka-nja-rla
boorerang-E.G.-DAT,  things-DAT. speak-INF-SEQ
wangka-nja-rla,  ka-lu minyingi-jarri-mi.

speal-INF-SEQ  PRES-3pl disappointed-INCH-NPST
People are unsuccessful in getting meat for example or boomerangs or anything;
after asking and asking, they are disappointed. [minyingi-jarrimi)

In (88) the inanimate DATIVEs kuyu-rlangu-ku, karli-rlangu-ku etc are unregistered. In the
following example the DATIVE argument, malypakarra-ku, is registered.

(89) Ngatinyanu +ju -ria wangka-ja, wangka-ja. Minyingi-jarri-ja
Mother-ABS + EUPH -DAT speak-PAST, speak-PAST ignore-INCH-PAST
-rla malvpakarra-ku.

-DAT  sonnyboy-DAT

The mother pleaded and pleadec, but she was ignored by the little boy.

[minyingi-jarrimi]
The two DATIVE arguments appear to differ primarily in animacy, not in semantic role. |
assume that, in both sentences, the DATIVE represents an argument of the verb.
Suppose that in (88), the DATIVE is an OBLIQUE of some sort, whereas in (89) the
DATIVE is an OBJECT. Now, if DATIVEs which are not registered in the AUX are
OBLIQUES, we would then expect that such DATIVEs could not control kurra
complement clauses. There is a small piece of evide_nce that this is the case. Laughren41
notes that the b. sentences of (80) and (91), which have registered DATIVEs, are more

acceptable than their a. counterparts, which do not have registered DATIVEs.

(90) a. 7?Nyampu +ju wati ka nyina papardi
This-ABS + EUPH man-ABS PRES sit-NPST elder.brother-ABS
karnta-ku [miyi kipi-rninja-kurra-ku.}

woman-DAT food-ABS winnow-INF-OCOMP-DAT
This man is big brother to the woman who is winnowing the food.

b. Nyampu +ju wati ka-rla nyina papardi
This-ABS + EUPH man-ABS PRES-DAT sit-NPST elder.brother-ABS

41, Data sent to D. Nash, April 1981.
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karnta-ku [miyi kipi-rninja-kurra-ku.]
woman-DAT food-ABS winnow-INF-OCOMP-DAT
This man is big brother to the woman who is winnowing the food.

(91) a. Kurdu ka karri-mi wiri ngarrka-ku  [rdaku-ngka
Child-ABS PRES stand-NPST big-ABS man-DAT hole-LOC
nyina-nja-kurra-ku). .
sit-INF-OCOMP-DAT
The child is bigger than the man who is sitting in the hole.

b. Kurdu ka-rla karri-mi wiri ngarrka-ku [rdaku-ngka
Child-ABS PRES-DAT stand-NPST big-ABS man-DAT  hole-LOC
nyina-nja-kurra-ku).
sit-INF-OCOMP-DAT
The child is bigger than the man who is sitting in the hole.

More work needs to be done on this area, but the evidence available so far suggests
that unregisiered DATIVESs are not really eligible as controllers of kurra clauses. This is
readily explicable if they are not in fact OBJECTS of the verb at all, but rather OBLIQUES
of some kind, (where there is an alternation between OBLIQUE and OBJECT), or else
ADJUNCTS.

The evidence given above suggests that verbs such as wangkami ‘speak’ when used
as two-place predicates have the option of expressing the non-SUBJECT argument either
as a DATIVE OBJECT, or as an OBLIQUE;, with an appropriate case. | propose that
these two forms are related by a relation-changing rule similar to the Verb-preposition
incnrporation rule in English which relates the OBLIQUE prepositional frame of /augh at

and the OBJECT frame of /augh at. However, in Warlpiri, there are no prepositions to
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incorporate.42

| give below the lexical entries for the two function assignments for wangkami:

wangkami talker entity talked to
<(SUBY) (OBLIQUE 4;,6.4)>
ABSOLUTIVE DATIVE/ALLATIVE

wangkami talker entity talked to
{(SuBY) (oBJ)>
ABSOLUTIVE DATIVE

To conclude, | have shown that verbs with ABSOLUTIVE-DATIVE case-frames behave like

ransitive verbs with ERGATIVE-ABSOLUTIVE frames in controlling kurra clauses, and in
having the DATIVE argument registered in the AUX. | have suggested that the fact that
the DATIVE argument is not obligatory can be attributed to an alternation between a
one-place predicate and a two-place predicate, analogous to the alternation in English
between /augh and laugh at. | have suggested that the parallel is even closer, in that
Warlpiri, like English, also has an alternation of grammatical function assignment to the
DATIVE argument, of OBLIQUE 4;,, or OBJECT.

42. One might want to speculate that the obligatoriness of the DATIVE case when the
directional argument is an OBJECT is due to the DATIVE predicate represented by
DATIVE case being incorporated into the verb in a manner analogous to Verb-preposition
incorporation. This has the advantage of linking the syntactic use of DATIVE as an
argument-taking predicate with its case-marking use. WHen DATIVE is an ADJUNCT, its
PRED is an argument-taking predicate which is syntactically relevant. When DATIVE
marks an OBJECT, its directional meaning has been incorporated as part of a complex
verb.

Howe ‘er, there is no morphological evidence for the DATIVE-incorporation rule, in
contrast to English, in which verb-preposition incorporation interacts with the
morphology, allowing the formatinn of complex adjectivals such as It was an unheard-of
proposal; it was a much talked-about proposal. (See Bresnan (1980b)). But the only trace
of the DATIVE incorporation rule in Warlpiri is the grammatical case-marking on the
nominal.
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A note of caution is in order. | have claimed that kurra clauses are controlled by
OBJECTs. including the DATIVE OBJECTs of ABSOLUTIVE verbs. This means that | must
take a rather liberal view of what is an OBJECT. Aithough, as | will show in 2.3.2.2, there
are DATIVE arguments registered in the AUX which cannot take kurra, most
directional-type DATIVE arguments of ABSOLUTIVE verbs can take kurra clauses. | must
claim that the promotion to OBJECT is a process more widespread in Warlpiri than in, say,
English.

2.3.1.2 The ERGATIVE-DATIVE verbs

There are two types of verb with ERGATIVE-DATIVE case-frames, those that always
have  £RGATIVE-DATIVE case-frames, and those that also have an
ERGATIVE-ABSOLUTIVE case-frame.

The first class is very small, consisting mainly of verbs of seeking, that is, verbs
whose OBJECTs not only are unaffected by the action of the verb, but also do not have to
exist at all. (See Hale, EFW). Consider the sentence She sought a unicorn. A unicorn
does not have to exist to be looked for. |illustrate the Warlpiri construction below.

(82) Ngarrka-ngku ka-ria karli-ki warri-rni.
Man-ERG PRES-DAT  boomerang-DAT look for-NPST.
A man is looking for a boomerang. [EFW. 44(a)]

The DATIVE in an ERGATIVE-DATIVE construction can control a kurra clause,
which | take to be evidence that these DATIVEs are OBJECTs, just as the DATIVEs with
ABSOLUTIVE SUBJECTs are OBJECTs.

(93) Kurdu-ku kapu-rna-rla warri-rninj-i-ni [pirnki-ngka
Child-DAT FUT-1sg-DAT  seek-INF-LATIVE-NPST cave-LOC
warru-wapa-nja-kurra-ku.)
around-go-INF-OCOMP-DAT
I'll go and look for the child while he's walking around in the cave. [Data sent by
Mary Laughren to K. Hale, May 1976.]
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Exactly the same pattern of agreement is observed as with the
ABSOLUTIVE-DATIVE verb: Clitic 2s agree with the DATIVE, and Clitic 1s agree with the
ERGATIVE. Third person singular DATIVEs have to be registered by r/a in the AUX. The
SUBJECTs and OBJECTs of these verbs need not be overt.

The verbs which can have either ERGATIVE DATIVE or ERGATIVE ABSOLUTIVE
case arrays, fall into two types. As well, the presence of certain preverbs may determine
the choice of the ERGATIVE-DATIVE frame. The first type consists of a small class of
verbs which are semantically similar to the verbs with intensional objects just described.
The second type represents a productive alternation, which | will call the CONATIVE or
attempted action rule. Interestingly, the operation of this lexical rule is signalled in the
AUXILIARY.

The first type consists of verbs which can mean either an act of doing something to
X, or an act of doing something in search of X. For example, the verb nyanyi can mean
either ‘to see’, as in (94), or ‘to look for', as in (85). Similarly, pangirni means ‘to dig’, as in
(96), or ‘to dig for’, as in (87) and (98).

(94) Pirli yali ka-npa nya-nyi kuja-ka wanta-ngku
rock-ABS thatrem PRES-2sg see-NPST REL-PRES sun-ERG
kankarlarra-nguriu  panti-rni (..)?
above-EL spear-NPST
Can you see the sun where it is shining from above (hat hill? [pantirni]

(95) Nyampu ka-rna-rla warru-nya-nyi watiya-ku, yungu-rna
Here  PRES-1sg-DAT around-see-NPST tree-DAT  REAS-1sg
rdilykirdilyki-paka-rni.
break-hit-NPST
I'm looking around here for a tree to chop up. [nyanyi]

(96) Kuja-ka-lu yangka rdaku-rlangu pangi-rni, yapa-ngku,
REL-PRES-3pl the hole-E.G.-ABS  dig-NPST person-ERG
ngula -ka-lu, piki-ngki paka-rni.
that -PRES-3pl pick-ERG  hit-NPST
When people dig holes for example, they pierce it (the grourid) with a pick.
[pakarni]

(97) Pangu-rnu -lpa-lu-rla milpirnpa-rla  warna-ku.
dig-PAST  -PAST-3pl-DAT burrow-LOC  snake-DAT
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They dug in the burrow for the snake. [milpirnpa]

(98) Milyi-ngka -rla pangi-ka walya-ngka kanunju ngapa-ku.
loose.earth-LOC  -DAT dig-IMP  dirt-LOC under  water-DAT.
Dig for the water in the loose earth below the surface. [milyi]

In each instance, the DATIVE is registered in the AUX.

Unlike the ABSOLUTIVE-DATIVE verbs, the ERGATIVE-DATIVE verbs do not have
alternant forms consisting of just an ERGATIVE SUBJECT. If there is no overt OBJECT,
and no overt registration in the AUX, the OBJECT is interpreted as third person definite
(and usually singular). This suggests that the alternations are different in nature.
Whereas the ABSOLUTIVE-DATIVE alternation involves an alternation between a
one-place predicate and a two-place predicate, with DATIVE being assigned to the
additional argument, the ERGATIVE-DATIVE/ ABSOLUTIVE alternation for a verb like
nyanyi represents an alternation between two argument-taking predicates, one with an
object of perception which is attained, and the other with a object of perception, which is
not necessarily attained. Similarly, the two case-arrays for pangirni are related in much
the same way as the entries for dig up and dig for are in English. That is, the alternation is
between two lexical entries which differ in meaning. In the dig up predicate, the digger
directly affects the thing dug (by digging it up). In the dig for predicate, the digger does
not directly affect anything because he need not necessarily find anything.

2.3.1.2.1 The Conative

Certain classes of ERGATIVE-ABSOLUTIVE verbs (mostly verbs of contact) have an
aiternative case-array in which the nominal marked ABSOLUTIVE is marked DATIVE
instead. Hale (EFW) gives a detailed account of this alternation, calling it the Conative, a
term taken from Athapaskan linguistics. Semantically, the alternation resembles the

English“3 alternation between verbs of contact with and without the preposition at.

43. The Conative in Warlpiri also resembles a similar alternation in Finnish, in which the
PARTITIVE case is used on OBJECTS instead of ACCUSATIVE for the Attempted Action
meaning. See Carlson (1979).
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(99) | kicked at/pushed at/shoved at/pulled at/punched at/shot at the door.

| kicked/pushed/shoved/pulled/punched the door.

The forms without at presuppose achieved contact. The forms with at do not

presuppose achieved contact.

(100) I shot John. entails: John is hit by a missile.
(101) I shot at John. does not entail:  John is hit by a missile.

The same is true of the Warlpiri counterpart:

(102) Ngarrka-ngku ka  mariu luwa-rni.
Man-ERG PRES kangaroo-ABS shoot-NPST
A man shoots the kangaroo.

in (102) a missile must touch the kangaroo for the sentence to be appropriate. But in
(103), no missile need touch the kangaroo — only the attempt to shoot is described in the

sentence. (104) is a parallel example.

(103) Ngarrka-ngku ka-ria-jinta marlu-ku luwa-rni.
Man-ERG PRES-CON-DAT kangaroo-DAT shoot-NPST
The man is shooting at the kangaroo.

(104) Maliki-ki  -rla-jinta  paka-rnu watiya-rlu  wirriya-pardu-rlu
dog-DAT -CON-DAT hit-PAST stick-ERG  boy-DIM-ERG
The little boy tried to hit the dog with a stick. [pakarni]

The rule is not a relation-changing rule. Unlike the alternation of DATIVE OBJECT
and DATIVE OBLIQUE that | described for ABSOLUTIVE DATIVE verbs, the Conative
alternation doeé NOT change an OBJECT into an at OBJECT in English, or into a DATIVE
in Warlpiri. There are two reasons. First, as | suggested in 1.3.2, relation-changing rules
do not change meaning so radically. If the Conative rule were just a relation-changing
rule, nothing would lead us to expect the entailment differences given above. Second,
there is no alternation in function. The at-OBJ in English is an OBJECT, and so is the
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DATIVE in Warlpiri. The at-OBJ in English is an OBJECT#4 because it can undergo
PASSIVE:

(105) John was shot at.

Similarly, the DATIVE in Warlpiri is an OBJECT, because it can control kurra clauses.

(106) Ngarrka-ngku -ria-jinta marlu-ku pantu-rnu, marna
Man-ERG- CON-DAT kangaroo-DAT spear-PAST, grass-ABS
nga-rninja-kurra-ku.
eat-INF-OCOMP-DAT
The man speared at the kangaroo (while it was) eating grass. [EFW: 294]

In Warlpiri, there is no evidence that the Conative DATIVE is ever anything but an
OBJECT. The evidence for the OBLIQUE, /OBJECT alternation with
ABSOLUTIVE-DATIVE verbs was that the DATIVE did not have to be registered, and,
furthermore, the argument did not even have to have DATIVE case. In the Conative
construction, the DATIVE argument is always registered, and there is no alternative
case-marking possible, such as ALLATIVE.

it is actually quite hard to formulate a semantic redundancy rule to express the
semantic difference between the Attempted and Achieved Action verbs. At first glance
the solution appears to be to add a component: X TRY. Thus, shoot at would be X TRY (X
SHOOT Y). However, this cannot bé correct, because the semantic component try
focusses on the SUBJECT, whereas the outward morphological change representing the
addition of this component focusses on the OBJECT: in English by the use of the
preposition at for the OBJECT, in Warlpiri by the use of DATIVE case instead of
ABSOLUTIVE case on the OBJECT, and in Finnish by the use of PARTITIVE case on the

44, It might be possible to argue that in English the at-OBJECT alternates between an
OBLIQUEgoa, and an OBJECT, using the same arguments that Bresnan (1980a) proposed
for the laugh/laugh at alternation. Marginally, the at-OBJECT can have the properties of
a PP rather than of a complex verb, and so can undergo clefting and adverb insertion.

?It was at the prisoners that they shot.

?Where is the man they shot so often at?
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OBJECT instead of ACCUSATIVE case.

Perhaps the solution lies, as Hale suggested to me, in the definition of the verbs that
take the Conative. They consist mainly of varbs of contact. Contact implies both affecting
(the thing that is affected), and motion (motion of the affecting Agent). The OBJECT is at
once Goal of mction and Thing Affected. If these two semantic relationships are split up,
and the OBJECT function is linked to just one of these relationships, it must be the Goal,
because, while affecting entails motion, motion does not entail affecting. But arguments
which are linked to the semantic role: Goals of motion, and to the grammatical function
OBJECT, are normally associated with DATIVE case, not with ABSOLUTIVE. Therefore it
is appropriate to assign DATIVE case to the OBJECT.

Let us now turn to another interesting property of the Conative alternation. Observe
that in (106) the registration in the AUX for verbs with Conative case arrays is rla-jinta not
ria. The clitic sequence rlajinta is normally used if a verb has two DATIVE argurnents.
Observe what happens if the OBJECT is not third person singular, as in (107).

(107) Kurdu-ngku ka-ju-ria ngaju-ku  paka-rni.
Child-ERG PRES-1sg-CON  I-DAT hit-NPST
The child is hitting at me. [EFW: 249]

The DATIVE OBJECT is first person singular, and is registered by ju. But the clitic r/a also
appears, aithough there is no third person DATIVE argument in (107). That is, if the

Conative alternation is present, the OBJECT is represented by two pronominal clitics,

rather than one.*® This is an interesting case of discontinuous expressions providing the

45. Pragmatically, the double registration of the Conative in the AUX reduces ambiguity.
If the DATIVE OBJECT were registered with just r/a, the sentence would be ambiguous:

The child hits at me; The child hits me for him/on account of him.

However, observe that this double registration is not present for the
ABSOLUTIVE/DATIVE OBJECT alternation of verbs such as nyanyi. A sentence such as
the one below is amL ‘quous.

Nyampu ka-rna-ria warru-nya-nyi (..)

Here PRES-1sg-DAT  around-see-NPST

I'm looking around here for it.

I'm looking around at it on behalf of him.
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same information. Both the AUX and the lexical entry of the verb reflect the choice of the

Conative or Attempted Action case-array.

The common denominator in both (106) and (107) is tne clitic r/la. Suppose that,
while normally the clitic ria indicates a third person DATIVE argument, it can optionally
signal that the verb has the Conative case-array. This can be expressed by saying that r/a
optionally has some feature referring to the Attempted Action rule, rather than equations
of person and number. Some way of expressing the dependency between the verb and
the AUX is required. We cannot stipulate in the lexical entry of verbs with the Conative
alternation that rla be present, because r/a is a morpheme, not a function or a functional
feature. But LFG does provide a way of describing long-distance dependencies by means
of constraint equations (see 2.2.6.2), which refer to features. If a plausible
sentence-feature can be found to attach to r/a, then the requirement for the double
registration can be expressed by placing a constraint equation in the Conative verb's
lexical entry which demands the presence of the feature attached to r/a.

Clearly, features should not be postulated without good motivation. Therefore it is
desirable to find evidence in other languages for some appropriate feature that could
encompass attempted action. My guess is that the right feature is aspectual. Carison
(1979) shows that the Attempted Action marker in Finnish, the PARTITIVE, is also closely
associated with Aspect. Now, aspect is clearly a feature of sentences. | will assume that
the Warlpiri equivalent is also aspectual.46 i will call this feature conative. | assume that
both the verb and r/a refer to this feature. The verb has the constraint equation:

tConative =, +
and r/a has the defining equation:

TConative = +.
The constraint equation on the Verb means that the sentence must have the feature
Conative. The only way the sentence can get this feature is if the AUX, whose features

46. Obviously, more work must be done on the semantics of the interaction between the
Conative and the other aspect markers on the AUX, as well as with time adverbials, for this
aspectual feature to be properly motivated.
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percolate up to the sentence, has a Conative marker.47 In Conative sentences, thef n
rla-jinta will be analysed as containing a Conative marker, ria, and a third person sing. _.
OBJECT marker jinta, while the form ju-r!a will be analysed as containing the Conative rla

and a first person singular OBJECT marker ju.
2.3.1.2.2 DATIVE preverbs

One final point should be mentioned. It appears that DATIVE OBJECTs can be
introduced by a couple of preverbs. The prevert wapal when added to a transitive verb
emphasises the fact that the OBJECT is being sought by means of the action described in
the verb, and requires the ERGATIVE-DATIVE case-frame.

(108) M: Ngari -li-rla wapalpa-rra-pangi-ka wurra-ngku + wurru
Just -pl-DAT  seek-THERE-dig-IMP still-ERG + EMP
Keep on digging for it! [H59Dial: 8.81]

But this preverb can also occur on an intransitive verb, in which event it adds a
DATIVE argument, but does not affect the ABSOLUTIVE case of the SUBJECT.

(109) Kala-rla wapal-ya-nu wawirri-ki
USIT-DAT seek-go-PAST kangaroo-DAT
They would go after kangaroos. [H66, PSJ:1117]

One speaker allowed the DATIVE in this tyoe of sentence to control a kurra clause:

(110) Ngajulu -rna-rla wapal-ya-nu  kurdu-ku yula-nja-kurra-ku.
| -18g-DAT seek-go-PAST child-DAT  cry-INF-OCOMP-DAT
| went looking for the child which was crying. [JS]

He rejected a version in which the complementiser suffix riarni (which cannot be
controlled by an OBJECT, as | will show in 2.3.2.1.) replaced the kurra clause, under the
same interpretation. This suggests that the DATIVE in {(110) really is an OBJECT.

47. Some mechanism is also needed to block the Conative use of rla when the verb is
non-Conative. Possibly semantics should rule this out.
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There are a couple of other preverbs besides wapal, which apparently introduce
DATIVE arguments. Nash (1982) says that DATIVE arguments introduced by the
preverbs: jang/:ardu ‘against’ and pulpurru ‘onto’, and perhaps also yaar/ ‘down on’' can
control kurra clauses. These preverbs attach to both transitive and intransitive verbs.
The following examples show jangkardu attached to intransitive and transitive verbs. (The

examples are taken from the Warlpiri Survey p.21 - 22)

(111) Ngarrka ka-rla karnta-ku jangkardu-karri-mi.
man-ABS PRES-DAT woman-DAT against-stand-NPST
The man is standing aggressively with respect to the woman.

(112) Maliki-rli ka-rla kurdu-ku warna jangkardu-ka-nyi-rni.
Dog-ERG PRES-DAT child-DAT snake-ABS against-carry-NPST-HERE
The dog is bringing the snake up to, say, frighten the child.

It appears that the OBJECT of (111) is karnta-ku, and the OBJECT of (112) is kurdu-ku.

(113) shows the preverb yaar/pa on a transitive verb and an intransitive verb. (114) shows

pulpurru on a transitive verb.

(113) Watiya -npa-ju  yaaripa-rdaalypa-paka-rnu.  Yaarlpa -ju  wanti-ja.
tree-ABS -2sg-1sg down.on-athwart-chop-PAST. down.on -1sg faii-PAST
You chopped the tree down on top of me. It fell on top of me. [HNotes: 44]

(114) Watiya -npa-ju  pulpurru-rdaaly-paka-rnu  ngaju-ku.
tree-ABS -2sg-1sg on-athwart-chop-PAST I-DAT
You chopped the tree down on me.

Consistency prevents there from being 2 lexical forms filling the same function.
Therefore a verb cannot select two OBJECTS. Therefore if jangkardu, say, attaches to a
transitive verb, the old object of that verb must have some other function, probably an
OBJECT 2, on the LFG account. Unfortunately, the data are not clear. When asked the
sentence given in (115), a sophisticated speaker gave the judgment indicated, which
suggests that for this speaker, contrary to the dialect mentioned by Nash, jangkardu does
not introduce an OBJECT, but rather a DATIVE with some other function.
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(115) Karnta-ngku -rla  jangkardu paka-rnu  kurdu-kariyinyanu-ku
woman-ERG -DAT against hit-PAST child-another-DAT
parnka-nja-kurra. / parnka-nja-kurra-ku.
run-INF-OCOMP / run-INF-OCOMP-DAT
The woman hit it against the other child when it was running.
(underlined N¢ are coreferent). [David Nash, April, 1983}

Nash reports that the speaker had difficulty with this sentence. He doces not discuss
whether the the r2ading is only for the unmarked kurra clause, or for the kurra clause with
CATIVE case as well (which would be surprising).

It is worth pointing out that jangkardu at least has been found on its own, as an

independent predicate,48 like an adposition, taking a DATIVE argument.

(116) Janta-janta-yi-nyi ka-nkulu-nyany  ngajuku jangkardu.
lend-give-NPST PRES-2pl-refl I-DAT  against.
You fellows are lending each other a knife (passing a knife around) against me.
[95]

(117) Rdaku [lu  pangu-rnu, warlu -lpa-lu kiji-rninja-parnka-ja
hole-ABS -3pl dig-PAST, firewood-ABS -PAST-3pl throw-INF-run-PAST
rdaku-ngka Japanangka-ku jangkardu.
hole-LOC  Japanangka-DAT against.

They dug a hole and then threw firewood into the hole for the destruction of
Japanangka. [Wangarla-kuriu: 11]

Observe that when jangkardu appears on its own, it can still take a DATIVE argument.
But, this DATIVE is not registered in the AUX. Therefore the DATIVE cannot be an

argument of the verb. That is, only by combining the preverb jangkardu with the verb as a

preverb, can the DATIVE argument of jangkardu act as a DATIVE argument of the matrix

48. In the following example, the predicate jangkardu is negated by the PRIVATIVE
complementizer wangu, and still has a DATIVE argument:

Maju-jarri-nja-wangu kapi  nyina-karla, ngurrju-nyayirni,
bad-INCH-INF-PRIV FUT sit-IRR good-VERY-ABS
yapa-ky [angkardy-wanqu.

person-DAT  against-PRIV-ABS
He was going to try and not become belligerent, to stay peaceful without aggression
towards anyone. [jangkardu}
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verb.
2.3.1.3 Summary

In this section, | have discussed the two unusual forms of case-linking for transitive
verbs. | have tried to show in what respects these two classes differ from regular
ERGATIVE ABSOLUTIVE case-!. iking. | have shown that, with respect to agreement in
the AUXILIARY, the three classes of transitive verb behave alike (except for third person
DATIVE). | have also shown that the DATIVEs can control kurra complements just as the
ABSOLUTIVE OBJECT can. | have proposed lexical rules relating the unusual
case-linking to its orthodox counterpart. Whereas the ABSOLUTIVE-DATIVE alternation
parallels the alternation in English between talk and talk to, the ERGATIVE DATIVE
alternations parallels the alternation between shoot and shoot at. Semantically, the three
types of ERGATIVE DATIVE construction discussed (those with no alternation, those
alternations without the double registration, and alternations with double registration -
the Conative) have in common the fact that the OBJECT is not necessarily afiected by the
action denoted by the verb, and need not even exist. | have argued that neither type of
alternation involves a relation-changing rule, since meaning is not preserved, and since
the DATIVE appears to be an OBJECT. | have shown that the interesting use of the
double DATIVE registration on the AUX to herald a semantic redundancy rule can be
expressed in terms of a constraint equation involving an Aspect feature, althoi:gh further
work is needed to justify it. | have aiso shown that DATIVE OBJECTs can be introduced
by p-averbs.

2.3.1.4 Ditransitive verbs

Warlpiri has a small class of ditransitive verbs. Semantically, they correspond to the
classes of ditransitive verbs found in well-knowr European languages - verbs of
physical transfer: yinyi (X-ERG gives Y-ABS to Z-DAT), puntarni (X-ERG takes Y-ABS
away fiom Z-DAT), yirrarni (X-ERG puts Y-ABS on Z-LOC/ALL/DAT), yilyami (X-ERG
send Y-ABS to Z-DAT), and verbs of transfer of information: ngarrirni (X-ERG tell Y-ABS
(story, words) to Z-DAT) and payirni (X-ERG ask Y-ABS (person) about Z-DAT). An
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example is given in (118).

(118) Ngarrka-ngku kapi-ria kurdu punta-rni karnta-ku.
man-ERG FUT-DAT child-ABS  take.away-NPST woman-DAT.
The man will take the child away from the woman.

The Taker has ERGATIVE case, the Thing Taken has ABSOLUTIVE case, and the Person
Taken from has DATIVE case. The DATIVE argument is registered in the AUX by the
norma! DATIVE clitic ria. Non-third person singular DATIVEs are registered by Clitic 2s.
The ABSOLUTIVE argument is not registered. Even if the ABSOLUTIVE is not third
person singular it cannot be registered. Thus (118) cannot mean: The man will take me
away from him. (02 stands for OBJECT 2, and O for OBJECT).

(119)
020
Ngarrka-ngku Kkapi-ji -rla punta-rni.
Man-ERG FUT- 1sg -DAT  take.away-NPST.
* The man will take me away from him.

Consistency rules out assigning both the DATIVE and the ABSOLUTIVE the function
OBJECT in (119). Andrews (1982b) argues that the DATIVE is an OBJECT 2, while the
ABSOLUTIVE is an OBJECT, because he claims that most DATIVES are OBJECT 2s.
Under this analysis, Warlpiri wculd be like French (see 1.3.1), in which it is argued that the
indirect object (8 OBJECT) is really an OBJECT 2 because it does not undergo passive. |
claim, however, that in Warlpiri the DATIVE is the real OBJECT, and that the ABSOLUTIVE
is the OBJECT 2. Under this analysis, Warlpiri ditransitives would resemble English
ditransitives, which, it is argued in Bresnan (1980b), have the indirect object as the
OBJECT, and the direct object as the OBJECT 2.

Under Andrews' account the kurra control facts are stated as control by an OBJECT
or an OBJECT 2. This naturally leads to the question: what happens in ditransitives?
Consider the following sentence, in which an ABSOLUTIVE controls a kurra clause in a

ditransitive.
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(120) Yu-ngu -rna-rla kurdu [parraja-ria nguna-nja-kurraj
give-PAST -1sg-DAT child-ABS coolamon-LOC  sleep-INF-OCOMP
yali-Ki.

that.rem.-DAT
| gave the child which was sleeping in the coolamon to that one.

Mary Laughren writes of this sentence:

"| detect a very strong tendency to interpret the dative argument as the subject
of the INF + kurra. People are happier with yungu-rna-rla kurdu [jarda
nguna-nja-kurra-ku) [i.e. | gave the child to the one who was sleeping - shown
by the DATIVE suffix on kurra - JS]. | asked an older more ‘naive’ speaker
who certainly gave me the impression that the -kurra goes more naturally with
the DATIVE-marked argument..... X [a linguistically sophisticated speaker] has
thought more about the -kurra business and doesn't accept it with the ABS

argument of yungu (‘gave’), only with the DATIVE arg."49

If it is assumed that the DATIVE in ditransitives is the OBJECT, and that the
ABSOLUTIVE is the OBJECT 2, then there is a simple explanation for the unacceptability
of (120): kurra is controlled by OBJECTS, not OBJECT 2s.50

2.3.2 Other DATIVEs

So far, | have shown that DATIVE-marked arguments can act as the OBJECTSs of
transitive sentences and ditransitive sentences. However, this is not the only use of
arguments marked with DATIVE case. There are three o‘her uses of arguments marked
with suffixes homophonous to the DATIVE which deserve miention. The first type pattern
with DATIVE OBJECTs, in that they are registered in the AUXILIARY. Following Hale
(EFW), | will call these Adjunct DATIVEs. The second type are purposives. Only
occasionally are they registered in the AUX. The third type denote time-periods, and they
apparently are never registered in the AUX.

49, Data sent to J. Simpson, Fekruary, 1982.
50. A cautionary note: Laughren found a couple of younger speakers of Warlpiri who
were prepared to accept (120).
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2.3.2.1 Adjunct DATIVEs

Adjunct DATIVEs may be introduced in isolation, or by a preverb. | will first look at
Adjunct DATIVEs introduced in isolation.

Almost any transitive or intransitive sentence can contain a DATIVE-marked
argument, which acts semantically as an ethical DATIVE; it indicates that the action or
state of the event denoted by the verb has some relation to another argument, whether the
action is for the benefit or detriment of the referent of the DATIVE, or whether there is a
possession relation between the referent of the DATIVE and some argument.

(121) Karnta ka-rla kurdu-ku  parnka-mi.
Woman-ABS PRES-DAT child-DAT run-NPST
The woman is running for the sake (security) of the child. [Survey]

(122) Ngarrka-ngku ka-rla kurdu-ku karii jarnti-rni.
man-ERG PRES-DAT child-DAT boomerang-ABS  trim-NPST
The man is trimming a boomerang for the chiid/the child's boomerang. [EFW:
60]

The Adjunct DATIVE is regictered in the AUX by Clitic 2s.

Adjunct DATIVES can also occur with verbs which have DATIVE OBJECTSs, whether
.he SUBJECTS of these verbs are ERGATIVE cr ABSO' UTIVE.

(123) Ngarrka-ngku ka-ju-rla ngaju-ku  karli-ki warri-rni.
Man-ERG PRES-1sg-DAT I-DAT boomerang-DAT seek-NPST
The man is looking for a boomerang for me.

The foliowing sentence shows that an ABSOLUTIVE OBJECT retains its OBJECT status in

the presence cf the Adjunct DATIVE, and can still control a kurra clause.

(124) Nantuwu-rlu  kalaka-ju ngaju-ku mariaja-kati-rni kurdu
horse-ERG ~ ADMON-1sg I-DAT Cause-tread-NPST child-ABS
jarda nguna-nja-kurra.
sleep lie-INF-OCOMP
The horse might tread on my child while it's sleeping. [R. Granites]
or: The horse is liable to tread on the child beause of me..
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This contrasts with ditransitives, in which apparentiy only the DATIVE can control a kurra

clause.

Consistency demands that the two DATIVE-marked nominals, / and the boomerang,
be assigned different grammatical functions in (123). But why multiply functions? Why
not call the Adjunct DATIVE an OBJECT 2? First, unlike the ABSOLUTIVE OBJECT 2in a
ditransitive. an Adjunct DATIVE is registered in the AUX. Second, Consistency rules out
assigning the Adjunct DATIVE OBJECT 2 status, because ditransitives can also have
Adjunct DATIVES, as (125) illustrates. (S stands for SUBJECT, and Adj.D. for Adjunct
DATIVE)

(125)
S AdihO
Karli kapi -rna -rgku -rla punta-rni kurdu-ku.
boomerang-ABS FUT -1sg -2sg -DAT remove-NPST child-DAT
I’'m going to take your boomerang away from the child. [Hale, p.c.]

if both the ABSOLUTIVE and the Adjunct DATIVE have the function OBJECT 2,
Consistency will be violated. Therefore, the Adjunct DATIVE must have a role distinct
from OBJECT 2. | assume that it is an OBLIQUE. However, the language accords this
OBLIQUE special status compared with other OBLIQUES, by registering it in the AUX, and
with respect to control phenomena, as | will show. Therefore, | will not commit myself as
to what kind of OBLIQUE it is, and simply call it an Adjunct DATIVE.

A pan‘al test of the difference between Adjunct DATIVEs and DATIVE OBJECTs is
provided by the OBLCOMP complementizer suffix riarni. The SUBJECT of a non-finite
clause marked with rlarni, as Hale (EFW) shows, is either controlied by Adjunct DATIVEs,
or else it has an overt unregistered DATIVE SUBJECT. It cannot be controlled by a
DATIVE OBJECT.

(126) Ngana-ku -rla Jakamarra-riu maliki paka-rnu  karli
Whc-DAT -DAT Jakamarra-ERG dog-ABS hit-PAST boomerang-ABS
jarnti-rninja-riarni?
trim-INF-OBLCOMP
Whose dog did Jakamarra hit while that person was trimming a boomerang?
[Survey]
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In this sentence. an Adjunct DATIVE acting as a possessor controls the SUBJECT of the
rlarni clause. The SUBJECT of the riarni clause cannot be the ABSOLUTIVE OBJECT
maliki. in the following sentence, the nominal /ani takes a DATIVE OBJECT (see 2.4.2 for
a discussion of the OBJECT function of this DATIVE.). But. this DATIVE cannot act as the
controller of the SUBJECT of the riarni clause. Instead the overt DATIVE nominal is

interpreted as an unregistered DATIVE acting as the overt SUBJECT of the ri/arni clause:

(127) Ngaju -rna-rla  lani maliki-ki jarda-ngkarni
I-ABS 1sg-DAT afraid-ABS  dog-DAT  sleep-OBLCOMP
*| am afraid of the dog while it's sleeping.
OK:l am afraid of him while the dog is sleeping. [Mary Laughren, letter to J.
Simpson)
In (128), wangkami takes a DATIVE OBJECT, and apparently this DATIVE OBJECT cannot

control a rlarni clause.

(128) *Ngarrka ka-rla kurdu-ku  wangka-mi, [nguna-nja-riarni(-ki)]
man-ABS PRES-DAT child-DAT speak-NPST, lie-INF-OBLCOMP-(DAT)
The man is speaking to the child that is lying down.

An interesting piece of evidence suggesting that the controller of a riarni clause
cannot be an DATIVE OBJECT , but must be an ADJUNCT DATIVE, comes from the
behaviour of the verb puntarni ‘take X away from Y'. For one sophisticated speaker51
(Tim Shopen p.c.), this verb has two diatheses, one with an ABSOLUTIVE that is
registered in the AUX, and an unregistered DATIVE, as ir. (129), and one with a DATIVE
that is registered in the AUX, and an unregistered ABSCLUTIVE, as in (130).

51. Another speaker rejected the construction with the registered ABSOLUTIVE.
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(129) Punta-rni ka-jana tala-pa.. manu  wawarta
take.away-NPST  PRES-3pl money-PL-ABS and  blanket-ABS
jajanyanu-ku wiyarrpa-ku.

grandmother-DAT poor.thing-DAT.
He takes money and blankets from his poor grandmother. [JS]

(130) Punta-rni ka-rla tala-patu jajanyanu-ku
take.away-NPST  PRES-DAT money-PL-ABS grandmother-DAT
wiyarrpa-ku.

poor.thing-DAT.
He takes away money from his poor grandmother. [JS]

The prediction is that an unregistered DATIVE is not an OBJECT and therefore cannot
control a kurra clause, but can control a rlarni clause, while the registered DATIVE is
probably an OBJECT, and so should be able to control a kurra clause. The speaker with
the two diatheses partly confirmed the prediction, by volunteering a r/arni clause for the
unregistered DATIVE in (131), and a kurra clause for the registered DATIVE in (132).

(131) Punta-rni ka-jana tala-patu manu wawarta
take.away-NPST  PRES-3p! money-PL-ABS and  blanket-ABS
jajanyanu-ku wiyarrpa-ku jarda nquna-nja-riarni
grandmother-DAT poor.thing-DAT sleep-ABS lie-INF-OBLCOMP
He takes money and blankets from his poor grandmother while she is sleeping.
[Js]

(132) Punta-rni ka-rla -tala-patu jajanyanu-ku
take.away-NPST PRES-DAT money-PL-ABS grandmother-DAT
wiyarrpa-Ku, jarda _____ ngquna-nja-kurra-ky

poor.thing-DAT  sleep-ABS lie-INF-OCOMP-DAT
He takes away money from his poor grandmother. [JS]

2.3.2.1.1 Adjunct DATIVE preverbs

Adjunct DATIVE Preverbs can introduce DATIVE arguments. These preverbs attach
to verbs (intransitive (133), transitive (134) or ditransitive (135) to form a new verb, and
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they introduce52 an Adjunct DATIVE argument, in contrast to the DATIVE OBJECT
preverbs discussed in 2.3.1.2.2. Semantically, the argument they introduce resembles the
ethical DATIVE meaning that an Adjunct DATIVE in isolation has, rather than the

directional meaning associated with preverbs such as jangkardu.

(133) Kurdu ka-rla karnta-ku  mariaja-yula-mi.
Child-ABS PRES-DAT woman-DAT cause-cry-NPST
The child is crying because of the woman. [Survey)
(The child is crying (now) and the woman is the cause of it, e.g. she hit him).
INTRANSITIVE VERB

(134) Ngarrka-ngku ka-rla warlpa-ku pipa marlaja-ma-ni.
Man-ERG PRES-DAT wind-DAT paper-ABS cause-take-NPST
The man picks up the paper because of the wind. {Survey]
(The wind causes the man to pick up the paper, because the wind scattered it,
say).
TRANSITIVE VERB

(135) Ngarrka-ngku ka-jana-rla karnta-patu-ku  kurdu-ku miyi
Man-ERG PRES-3pl-DAT woman-PL-DAT child-DAT food-ABS
marlaja-yi-nyi.
cause-give-NPST
The man gives the food to the child because of the women. [Survey]
or: The man gives the women's food to the chiid.

DITRANSITIVE

52. Occasionally Adjunct DATIVE preverbs appear without an accompanying
DATIVE-marked argument; in i. the preverb mariaja does not introduce a registered
DATIVE argument, (although it is conceivable this has been mistranscribed.)

i. A: Kula-lpa-npa-jana paka-karia - - lawa. Kajika-npa marlaja
not-PAST-2sg-3pl hit-IRR - = NO. ADMON-2sg Cause
wanti tarnnga pali-mi kajika-npa.

fall-NPST always die-NPST ADMON-2sg

You wouidn't hit them. You might fall for good because of it, you might die.

[He0Dial: 7.160]
Furthermore, as | will discuss later in this section, when presented with two DATIVE
ADJUNCT preverbs on one verb, one speaker would register only one DATIVE in the AUX.
This suggests that one of the preverbs failed to introduce a registerable argument.
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The argument introduced by an Adjunct DATIVE preverb can control a r/arni clause,

whether the verb is transitive, as in (136) and (137), or intransitive, as in (138).

(136)

(137)

(138)

Kala-lu-jana-ria kurdu jurnta-marda-rnu karla-nja-rlarni.
USIT-3pl-3pl-DAT  child-ABS away-hold-PAST dig-INF-OBLCOMP
They (girls) wouid hold the kids for them (women) while they (women) were
digging. [NM]

Ngarrka-ngku ka-rla kurdu-ky  Kkarli kaji-jarnti-rni,
man-ERG PRES-DAT child-DAT boomerang-ABS benefactive-trim-NPST,
nguna-nja-rlarni{-ki)

lie-INF-OBLCOMP-(DAT)

The man is trimming a boomerang for the child lying down.

Kala-rla  jurnta-nyina-ja karnta-ku + ju jarda-ngkarni
USIT-DAT away-sit-PAST woman-DAT + EUPH sleep-OBLCOMP
yankirri + ji.

emu-ABS + EUPH
The emu would sit opposed to the woman while she slept. [KMY]

The Preverb can be thought of as a preposition added to the verb which brings with it an

additional argument. The Preverb specializes the general meaning of the Adjunct

DATIVE. Thus the following preverbs specify the relation of the DATIVE to the action or

state denoted by the verb:

juinta away from, removal from : Adversative
jirrnganja with (dependent) Comitative
yirrkirnpa

kaji for, on behalf of Benefactive
ngayi

marlaja on account of, made possible by Causative
marlangka

piki(piki) in danger of, under threat of Hazard

[Data from Nash, 1982]
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These DATIVEs are registered in the AUX. If the DATIVEs introduced by the
Preverbs and the Adjunct DATIVE introduced by the verb on its own are both Adjunct
DATIVES, then Consistency should rule out their co-occurrence. Corsistency should also

prevent a verb trom having two Adjunct DATIVE preverbs attached.

Unfortunately, there is not much data available, and preverbs behave differently from
each other. 53 For instance, data from the Survey suggests that piki cannot co-occur with
the preverb jurnta, but then for that speaker, piki cannot co-occur with a DATIVE OBJECT

either:

(138) *Nantuwu ka-rla-jinta Japanangka-ku
horse-ABS PRES-DAT-DAT Japanangka-DAT
piki-jurnta-parnka-mi-rra warna-ku + ju.
hazard-away-run-NPST-THERE snake-DAT + EUPH
The horse is running away from Japanangka and might get bitten by the snake.

When | asked a speaker for a sentence with jurnta-mariaja-wantimi

(Adversative-Causative-fall), the speaker found it difficult to imagine a plausible situation,

53 Different Adjunct DATIVE preverbs apparently have different co occurrence
possibilities with DATIVE OBJECTS For instance, data from the Warlpiri Survey suggests
that, for the speaker involved, the preverb piki ‘in danger of' cannot co-occur with some
ABSOLUTIVE-DATIVE and ERGATIVE-DATIVE verbs:

*?Ngarrka ka-rla-jinta karnta-ku  kurdu-ku  piki-wangka-mi.

man-ABS PRES-DAT-DAT woman-DAT child-DAT danger-talk-NPST

The man is speaking to the child in aanger of the woman.

*Ngarrka-ngku ka-rla-jinta karli-ki pirriya-ku
man-ERG PRES-DAT-DAT boomerang-DAT cold-DAT
piki-warri-rni.

danger-seek-NPST

The man is looking for the boomerang in danger of the coid.
Whether this is a semantic restriction or whether there is a genuine syntactic restriction is
unclear. In any case, other speakers accept piki-wangkami.



178

and came up with the following sentence in which, although there are two preverbs.54

only one DATIVE is registered.

(140) Yapa-ku -rfa yujuku jurnta-marlaja-wanti-ja.
person-DAT -DAT house-ABS away-cause-fall-PAST
The person's humpy fell down.

| then suggested the following situation: "the man’'s horse runs away from him because |
shouted". The speaker still would not use jurnta-marfaja-parnkami, but rather spiit it up

into several sentences:

(141) Jurnta-parnka-ja -rla nantuwu ngarrka-ku.
away-run-PAST -DAT horse-ABS man-DAT
The horse ran away on the man.

(142) Purla-nja-warnu-ku ju marlaja-parnka-ja nantuwu,
shout-INF-ASSOC-DAT -1sg  cause-run-PAST horse-ABS
The horse ran away because of me shouting.

wati-Ki -rla jurnta-parnka-ja nantuwu.
man-DAT -DAT away-run-PAST ‘"iorse-ABS.
The horse ran away on the man.

More work needs to be done with othe: speakers, but the general conclusion appears to

54. The speaker did exactly the same with the combination mari/aja parnkami piki (cause
run hazard):

Ngajulu  -rna-rla  marlaja-parnka-ja piki wati-ki warna-kurra

I-ABS 1sg-DAT cause-run-PAST hazard man-DAT snake-ALL

| ran towards the snake in danger because of the man.
(In this example the preverb follows the verb, a common occurrence.) The most plausible
account appears to be that the cemantic role associated with the preverb mariaja has
DATIVE case, while the semantic role associated with piki is expressed by the ALLATIVE,
rather than the DATIVE. This alternation of ALLATIVE and DATIVE is reminiscent of the
DATIVE/ALLATIVE alternation with the verb wangkami ‘speak’ in 2.3.1.1.
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be that 2 sentence can have only one registered Adjunct DATIVE.“55

2.3.2.2 Unregistered DATIVEs

| showed in 23.1.1.1. that the DATIVE argument associated with the
ABSOLUTIVE-DATIVE verbs is sometimes unregistered, and | suggested that it acts as an
OBLIQUE argument, and not as an OBJECT. In this section | will look at two different
semantic classes of unregistered arguments with suffixes homophonous to the DATIVE.,
Whether these suffixes actually represent the DATIVE is a matter for debate.

The first class are purposives. In (143), the ERGATIVE-ABSOLUTIVE case-frame of
the verb pangirni is selected. The purpose of the digging is ‘rabbits’, which has DATIVE
case, and is not registered in the AUX.

(143) Mujunyku-ku ka-rlipa pangi-rni ngulya.
rabbit-DAT  PRES-1plin dig-NPST hole-ABS
We dig holes for rabbits. [mujunyku]
Compare the following sentence with pangirni in which an Adjunct DATIVE (a reflexive

dative benefactive) is registered.

55. However, Swartz (1982), records as acceptable a sentence with two registered
DATIVEs, where one is introduced by a preverb and the other in isolation, as a
benefactive.

Wati-ngki ka-palangu-ria marlu kurdu-ku
man-ERG PRES-3du-DAT  kangaroo-ABS child-DAT
mariaja-luwa-rni karnta-jarra-ku.

cause-shoot-NPST  woman-DU-DAT

Because of the two women, the man is shooting the kangaroo for the child. (Swartz's

(24)).
Assuming that the Benefactive and the DATIVE argument introd