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Abstract

A key issue if we want to resolve some of the unanswered questions related
to the plasma physics properties of magnetic fusion concepts is: what is the
minimum scale of an experiment to test those properties. A general step by step
method has been developed to answer this question. It can be applied to any
particular toroidal concept and is based on the fact that we can consider small
scale experiments as models of larger experiments by applying the method of
similarities. A minimum scale for the experiment arise then from a combination
of three factors: constraints on the parameter space in which one or more
of the dimensionless parameters can be dropped so as to be able to obtain a
scaled experiment; constraints resulting from factors that are not included in
the similarity scaling; and constraints on the possibility of actually obtaining
the parameters (geometrical, plasma physics and technological) mandated by
similarity considerations. Those three sets of constraints have been investigated.

Applying the constraints to the design of a helical axis stellarator we find
a limit on the combination of toroidal field, current density and major radius

$$\left( \frac{B_t}{2 \times 10^7 \text{A/m}^2} \times 10^7 \right) < 0.45.$$ 

Another major constraint for this concept is the ability to obtain the plasma
physics parameters dictated by similarity considerations. This depends on the
heating method used. A minimum scale experiment with 2 periods and no
linkage of the toroidal and poloidal coils, would have a major radius of 1.2m, a
toroidal field of 3.5T and 2MW of ECRH power (for $\beta = 1\%$, $\nu_0 = 10$).
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Title: Associate Director for Engineering Systems, Plasma Fusion Center
Thesis Reader: Prof. L.M. Lidsky
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... and they shall beat their swords into plowshares,
and their spears into pruning hooks;
nation shall not lift up sword against nation,
neither shall they learn war any more.

Isaiah 2, 4
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1. Introduction.

1.1. Goal of the thesis

The starting point of this thesis was a question asked during a discussion about the design of magnetic fusion experiments. "Why can't we build a 1 Gauss machine?" And as some apparently simple questions usually do, it posed an important problem. What in fact are the constraints that set a minimum scale for an experiment? The answer to this question depends strongly on the experimental objective (what we want to achieve). It is thus important at first to more clearly delineate the task. Since the answer also depends on the experimental format (how we want to achieve it) we have concentrated on identifying general constraints and developing a step by step method to find the minimum scale so that the method can be applied to any particular toroidal experiment. This is the primary goal of this thesis. The secondary goal is then to apply the method to the design of a specific type of helical axis stellarator, thus identifying the constraints and minimum size for this particular variation.

1.2. Definition of the problem

The constraints on the scale of an experiment depend in part on the goal for the experiment. A machine built to investigate single particle containment, and to
trace out magnetic surfaces, as was the case for CLASP [1] resulted in a small 
\( R = 30 \text{ cm}, a = 11.5 \text{ cm}, B = 1T \) high shear stellarator. This simple machine 
was subjected to quite different design constraints than a machine like ZEPHYR 
[2] designed to investigate \( \alpha \) particle heating and ignition physics. A machine 
built to test radio-frequency heating may be quite different from a machine used 
to test refueling by pellet injection.

The question that was the starting point of this thesis, as alluded to in the 
previous section, namely the question of the constraints on the scale of a fusion 
experiment, was asked specifically in the context of the ability to test the plasma 
physics properties of a particular concept. We will thus restrict ourselves to 
addressing the issues of constraints for experiments with a specific goal: the 
experimental investigation of plasma physics properties of a particular concept. 
This restriction not only more clearly delineates the task, but is also justified 
on the following grounds.

The goal of investigating the plasma physics properties of a concept in itself 
is a very important and timely problem. Present experiments are mainly in 
the tokamak/mirror line. Their success is squeezing out the investigation of 
alternative concepts that may result in a better end product. While both the 
tokamak and the mirror have obtained results, that in terms of temperature 
and \( \eta \tau \) are closer to the Lawson criterion than any other concepts, they have 
significant drawbacks (low power density, large recirculating power fraction) 
that could make them unattractive as power producing reactors. The successes 
of the tokamak and mirror lines in terms of plasma physics parameters have 
been rewarded with funds for increasingly larger machines, at the expense of 
other, possibly more reactor-friendly concepts still in the earlier stages of their 
development. This policy could prove to be disastrous in the long term, when 
fusion research will be faced with the realities of commercialization.

At that point fusion research and development could encounter a fate similar to 
many projects that fail not so much because of scientific or technical problems, 
but because the end product was neither wanted or needed. Fusion research
should keep in mind that in the end it should provide humanity with a source of energy that is more attractive than the energy sources it intends to replace.

While a number of alternative concepts have potential advantages that could make them better commercial reactors, their weak point is often that little is known about their plasma physics properties. It is thus important to fill this gap in our knowledge, and to do it now, before we are definitively engaged in the path that will only give us the choice between the tokamak and the mirror.

The investigation of the plasma physics properties of a concept is not only important and timely, but the question of constraints on the minimum scale is particularly relevant for those experiments. Indeed, building the machine and performing the experiments is in this case the only way to go.

Less ambitious experiments, which were justifiable in the past, have either already been done or could now be performed by other means. Since fast computers have become available, and because the equations governing the phenomena are well known and tractable, an experiment as CLASP to investigate single particle containment and to map out magnetic surfaces, could now more easily and with confidence be done on a computer. Thus there is no need to build a machine.

More ambitious experiments related to α-particle heating and ignition physics, as well as experiments testing heating methods or refueling for example can be considered as more or less concept independent. Those extremely important aspects could thus be tested on whatever concept or scheme that makes it easiest. Testing refueling by pellet injection in Alcator C is an extremely valuable experiment and the results are independent of the fact that Alcator C is a tokamak. Some of those experiments could thus be performed in existing machines, while others require a very specific and rather well-known (Lawson criterion) set of constraints. The question of identifying the constraints that set a minimum scale is thus less pertinent for those experiments.
We have thus restricted ourselves to looking at the constraints for experiments with the goal: experimental investigation of the plasma physics properties of a concept. We have then to ask ourselves whether the plasma physics properties of a concept can be investigated in an experiment smaller than the full scale reactor size. Only if this question can be answered positively and if we find a method to obtain on a small experiment results that have relevance to the full scale reactor, is it even remotely significant to address the issue of the constraints that set a minimum scale.

1.3. The use of similarity and the resulting constraints

Two approaches to investigate the plasma physics properties of a concept are possible:

The first one is to rely on experiments only. We can then try to model the plasma physics processes that occur in a reactor size experiment in a scale version. The issue of relevance of the results of scaled experiments is then answered in the same way that is used in other fields like hydraulics and aerodynamics: by the use of similarity. This method is widely applied in those fields to obtain from scaled versions (small models) results that can then be translated into results of significance for the full scale object. The relevance of the scaled experiment is justified based on the fact that, under some conditions, it models the same processes as in the large version, and thus allows us to obtain information on them. Sometimes the requirements are so stringent that no small experiments could be built.

A second approach is then to rely partly on theory. Small experiments may be used to check certain aspects of a theory. If this results in less stringent constraints for the experiment than the first approach, it may be a first, confidence building, step towards a second, larger experiment that then would model the plasma physics processes of a reactor. For this second approach too, when we look at the minimum size, we have to compare machines that fulfill the goal to the same extent. This again can be done by using the method of
similarity.

The difference in applying the method of similarity for the first and second approach is only in the following: the family of machines, among which we choose the one which, within constraints, is the minimum scale member contains also the reactor, if we use the first approach. Using the second approach, we choose the minimum scale member among a family which does not contain the reactor. Each member of the family however, is similar in that it will test theory to the same extend. Let us briefly discuss the method and how it automatically results in the constraints that set a minimum scale for a model.

The use of similarity [3] requires that a constant scale factor exists between the geometry of the different members of the family, and the model. It further requires that a certain number of dimensionless parameters be kept constant between them. Three additional steps have to be taken and those steps give the constraints that result in a minimum scale.

First applying similarity considerations must be possible i.e. the degrees of freedom and the number of dimensionless parameters that have to be kept constant must be indeed such that there is some freedom left in making a scaled experiment. This sometimes entails not keeping one or more dimensionless parameters constant, in cases where it would give us additional freedom without interfering with the results of an experiment. An example in hydraulics is neglecting to keep the Mach number constant in cases where the fluid can be assumed incompressible. It increases our degrees of freedom in making a scaled experiment, but restricts us to look at incompressible fluids only.

The second step is to consider effects that have not, or could not, be included in similarity considerations. Again a typical example in hydraulics is that, when one makes a scaled version of a simple pipe, the relative roughness of the inside of the pipe should stay constant. This would mean that if we scale down a large pipe with normal finish on the inside, the scaled version needs a highly polished surface. If we can not achieve this highly polished surface, we have to discuss under what conditions it is justifiable to neglect the influence of this, or
alternatively we have to find some clever ways of obtaining something similar to it.

The third step is to investigate whether the model, as obtained from similarity considerations can actually be built, and whether the new values of the variables derived from similarity conditions can be achieved.

In the case of plasma physics experiments, the geometry that has to be to scale as required by the similarity considerations, is the magnetic geometry. There must thus be a constant scale factor on all linear dimensions between the full scale system and the model (to keep the relative direction of the magnetic field), and a constant scale factor on all the currents (scale factor on the magnitude of the magnetic field). We can then identify what the dimensionless parameters are that should be kept constant. The total number of dimensionless parameters to be kept constant, however, equals the degrees of freedom and thus, strictly speaking, no scaled model could be built.

We therefore investigate in a first step, how we can gain more freedom by dropping one or more of the dimensionless parameters. Relying on theoretical models and experiments we set conditions under which we can actually justify dropping some of those parameters. It is also shown that the choice of the parameters we drop, depends on what we want to investigate.

The second step is to investigate effects that were not included in the similarity considerations for plasma physics, in particular the neutrals and the impurities. For both we address specifically the mechanisms for their presence in the plasma, and we evaluate their level and obtain the conditions under which we can neglect their influence. We also qualitatively discuss what factors affect their level and importance, and how some appropriate methods can be used to control them.

The third step, investigating whether the new values of the variable, obtained by similarity conditions, can in practice be achieved, has to be addressed on two fronts.
One front is whether the plasma physics parameters thus derived can indeed be obtained. It is discussed in terms of plasma production and heating. The other front is the engineering parameters. This discussion is rather extensive because there is such a wide variety of choices, but at the same time some of the limits are rather stringent. Two major constraints are current density limits and stress limits. Both are critically reviewed. They will, together with the specifics of a particular geometry, set constraints on a combination of magnetic field and size. Another constraint, less stringent in absolute terms, is however, extremely important: the cost of the experiment. It is a function of the size, mass, engineering choices, pulse length of the experiment, stored energy etc., but also in part, on what is already available at a particular site. To approach the problem in sufficient generality we concentrate on developing some relations between stored energy, pulse length and mass of the system in order to be able to translate the current density and stress limits, as well as the availability of energy and funds, into limits on the size and field of the machine. The discussion of the method of similarity and the resulting constraints are addressed in chapter 2, except for the constraints resulting from engineering considerations, which are discussed in chapter 3.

The constraints that can arise because of the specific geometry of a particular concept are not addressed in general, but they are discussed later for a particular choice of concept: the stellarator with helical magnetic axis.

The use of similarity, and the additional steps that automatically result in the constraints and limits that set a minimum scale for the experiment, clearly suggest a method to find this minimum scale. For a particular choice of concept and geometry we can identify values of dimensionless parameters that would yield relevant experiments. For a choice of values for $\beta$ and $\nu$ for example, we can then plot in a diagram of size versus magnetic field, the corresponding plasma density and temperature. In this diagram the constraints and limits can be drawn, yielding a design window. Within the limits a choice can then be made according to minimum size, minimum cost, minimum heating power, or
other considerations.

1.4. Application to the design of a stellarator with helical magnetic axis

To illustrate the method and address more specifically some of the concept dependent constraints, we apply the method to the design of a stellarator with helical magnetic axis. This is done in chapter 4.

The stellarator with helical magnetic axis being a somewhat unfamiliar concept, is briefly introduced - its main properties, possible variations and the reasons for this choice. The method of similarity does not say anything in particular about geometry and as this varies markedly from one concept to another, it was not discussed in the general case. It is, however, a very important aspect because it can have an impact both on the dimensionless parameters that can be achieved and on the constraints and limits.

The geometry is thus discussed in detail for this particular concept. We identify the parameters that define the geometry and separate them into hard parameters (number of periods, aspect ratio) and soft parameters (current in the ring, vertical field). The influence of the soft parameters is discussed. The choice for the hard parameters is made and justified, based on some geometrical constraints and on the interaction of the geometry with the dimensionless parameters.

Based on theoretically achievable values and on values one would like to achieve in terms of relevance of the experiment, a choice is made for the dimensionless variables. Using the “three steps” constraints developed earlier, we identify the parameter space in a size versus magnetic field diagram where relevant experiments can be performed. Within this design window further constraints and/or choices, result in an unique configuration of size and magnetic field that can be the reference case for a more detailed design.
1.5. Organization of the thesis and major contributions

This report is organized as follows. Chapter 2 groups the constraints and limits resulting from plasma physics considerations. There we discuss the method of similarity and address the first two steps and the first part of the third: whether we can drop one or more of the dimensionless parameters; the factors that are not included in the similarity scaling; and the issue pertaining to the possibility of achieving the plasma physics parameters mandated by similarity considerations. Chapter 3 addresses in more detail the engineering and technological considerations (second part of the third step). Chapter 4 applies the method developed in the previous chapters to the design of a helical axis stellarator. Chapter 5 summarizes the results.

The major original contribution of this thesis is the global approach to the problem that provides a structured, justifiable method for the design of a small experiment. Within this framework the goal can be chosen, and limits and constraints identified that set a minimum scale for the experiment.

The most important original contributions in each of the three chapters (plasma physics, engineering, and the helical axis stellarator) are:
- development of a qualitative model for plasma-wall interaction that explains a large number of different experimental results related to recycling at the wall and impurity production; while quantitative models exist that are applicable to particular machines, this model gives a qualitative explanation of the different, and seemingly unrelated behaviors observed on different machines.
- development of a method to analyze circular toroidal coils; it takes into account both in-plane reactions as provided, for example by a central supporting column and the reactions resulting from the out-of-plane structure; the method confirmed that circular toroidal coils need not necessarily be dominated by moments and highlighted the importance of proper distribution of the net reaction force between external and internal reaction forces to obtain this result.
- development of a simple model that explains the variation of position and
winding law of the magnetic axis of a helical axis stellarator in terms of vertical field and poloidal ring current; the model results in some simple analytical expressions and provides a method to obtain efficiently and accurately the variation of the major parameters associated with the helical magnetic axis.
2. Plasma Physics and Dimensionless Parameters

2.1. Introduction

Nothing but a full scale operating reactor can prove the scientific and engineering feasibility of a fusion reactor in a definitive fashion. However, as building such a reactor requires a large investment, it is imperative to gather as much information as possible on smaller and less costly experiments. Can useful information indeed be gathered on small experiments about the behavior of large experiment? Under certain conditions this is indeed the case. From the method of similarity [3] we know that if certain dimensionless constants are the same in a small experiment as in a full scale system, then the phenomena described will be similar and results obtained on the experiment can be related to the behavior of the full scale system.

In plasma physics and fusion research, although the method is known, there seem to be a tendency to build experiments more to obtain absolute values close to a reactor rather than combinations of parameters such that the dimensionless parameters have the same value as for a reactor.

From arguments based on ignition temperature, power density, and constraints related to the need for tritium breeding we can say that the plasma physics parameters at which a D-T reactor will operate are rather well known. However,
crucial information on energy confinement time, and $\beta$ limits is still unavailable. While it is laudable to try to obtain parameters as close as possible to reactor values in terms of $n$, $T$, $\tau$, it is of vital importance to obtain scaling laws and relationships for the energy confinement time and the $\beta$ limits. Relationships obtained in machines that do not achieve record temperature, density or $\tau T$ product may be more relevant to a reactor if the dimensionless parameters have the proper value than relationships obtained on machines that shoot for reactor relevant temperature and densities. To put it even more bluntly, the scientific progress and understanding of plasma physics achieved on machines whose parameters do not show up on the famous $\tau T$, $T$ diagram may bear more relevance to reactor regimes than the experiments performed to achieve records and to approach the ignition curve.

The use of dimensionless parameters is also called for when we want to find the minimum scale machine to test certain aspects of a theory. Indeed, when looking for the minimum scale, we should compare machines that test the theory to the same extend. In this chapter we intend to discuss the method of similarity and derive the dimensionless parameters applicable to plasma physics experiments. We will then investigate the plasma physics constraints that result from the three additional steps we have to take as mentioned in the introduction. We will investigate the applicability of the method and the implication of not keeping constant one or more of the dimensionless parameters. This will restrict the parameter space in which meaningful experiments can be performed. The presence of neutrals and impurities can spoil the similarity between a model and the original. Therefore we investigate separately under what conditions their influence as to the application of similarity scaling laws can be neglected. From this we will obtain a parameter space where useful experiments can be performed. Whether experiments can actually be performed in this parameter space will depend on a number of constraints making areas of the parameter space inaccessible. Some of those constraints, related to plasma physics parameters, will be discussed here, while others, more technically related, are the focus of
the next chapter.

2.2. Similarity Scaling Laws

The application of similarity, and similarity scaling laws is routinely used in fields as hydraulics and aerodynamics to obtain from scaled models information that is more generally applicable.

The central point of the method is that if certain dimensionless combinations of parameters have the same value for the different members of a family of devices, the phenomena will be governed by identical relations. The results of an experiment on one member of the family, can then be related to results for any other member.

Two methods can be applied to derive the dimensionless combinations that govern a certain phenomenon.

The first method is to count the number of independent parameters and the number of dimensions. The theorem of Buckingham [3] then argues that the number of dimensionless parameters equals the number of independent parameters, minus the number of dimensions. Once the number of dimensionless parameters is known it is easy to construct them. This first method to derive the dimensionless parameters is applicable even if no explicit knowledge is available on the equations governing the phenomena, but requires some care and proper judgment in the selection of the parameters. An excellent work on dimensional analysis, and its application to model experiments was written by P.W. Bridgman [4].

A second method to obtain the dimensionless parameters is available if we know the underlying equations. By writing down the equations and investigating under which transformations those equations are invariant one can identify the dimensionless combinations that have to be constant in order for the equations to model the same phenomena. This second method allows one to
derive dimensionless parameters without having to know explicitly which are dependent and which are independent variables.

We will now present a simple example from hydraulics to clarify both methods, their advantages and limitations.

2.2.1. A Simple Example

Suppose a centrifugal pump needs to pump a certain volume of water. We want to know what the power rating should be for the motor driving the pump. The problem can be solved by building a model and measuring the power needed to drive the model. How should we choose the parameters so that from the power measured on the model, the power needed on the full scale pump can be calculated.

To apply the first method we identify the independent parameters. They are the type of fluid used (μ and ρ), some linear dimension (D), the flow to be pumped (Q) and the rotational speed of the pump (ω). For a given fluid, pump, and rotational speed, we can still vary the flow rate by using a throttle valve. Rather than using the flow to be pumped (Q) as an independent parameter, we could use the pressure drop (∆p) over the pump. But the pressure drop is not an additional independent variable. Or instead of the rotational speed (ω) one could use (∆p). A thought experiment however (what can we vary independently) can convince us that for an incompressible fluid, there are only five independent parameters. The five we have chosen have the following dimensions

\[
[μ] = \frac{kg}{ms}
\]
\[
[ρ] = \frac{kg}{m^3}
\]
\[
[D] = \frac{m}{m}
\]
\[
[Q] = \frac{m^3}{s}
\]
\[
[ω] = \frac{1}{s}
\]

There are thus three dimensions (kg, m, s). The number of dimensionless constants is 5 - 3 = 2. The construction of the dimensionless parameters is
then simple. We take the general form

$$\Pi = \mu^\alpha \rho^\beta D^\gamma Q^\delta \omega^\epsilon$$

and request that $\Pi$ be dimensionless, i.e. the total exponent for each dimension must be zero. This results in three equations (one per dimension)

$$\alpha + \beta = 0$$

$$-\alpha - 3\beta + \gamma + 3\delta = 0$$

$$-\alpha - \delta - \epsilon = 0$$

We can solve this set of equations for $\beta$, $\gamma$ and $\epsilon$ as a function of $\alpha$ and $\delta$. Two independent solutions of this set of equations are then found by choosing $\alpha = -1$, $\epsilon = 1$ and $\alpha = 0$, $\delta = 1$. This results in the two independent parameters

$$\Pi_1 = \frac{\rho Q}{\mu D} = Re$$

and

$$\Pi_2 = \frac{Q}{\omega D^3}$$

Other choices for $\alpha$ and $\delta$ would have been possible, but they would not affect what follows. From similarity we know that if we build a model, and keep the same value for those two dimensionless parameters as in the full scale model we can calculate the power on the full scale machine from the power needed to drive the model. Building a model to 1/5 scale, while using the same fluid (water, same $\mu$ and $\rho$) we need to set the flow in the model (to keep $\Pi_1$ constant) to 1/5 the value we need in the large pump and the speed at $5^2$ the rotational speed of the large pump (to keep $\Pi_2$ constant).

If we had chosen the pressure drop ($\Delta p$) rather than the rotational speed ($\omega$) as an independent parameter, then the dimensionless parameter

$$\Pi_3 = \frac{\Delta p D^3}{\mu Q}$$
would be used instead of \( \Pi_2 \).

The way to calculate the power \( P \) needed for the full scale machine from the experiment is based on the fact that, if normalized (made dimensionless) the value of the dependent parameters too is identical in both machines. Thus \( \frac{P}{\omega^2 \rho Q D^2} \) is identical in both machines, so that the full scale machine will need 1/5 the power the model needed. Note that parameter scans (how for example the power varies when varying the flow) can be made on the scaled model, the functional dependence

\[
\frac{P}{\omega^2 \rho Q D^2} = F(Re, \frac{Q}{\omega D^3})
\]

being independent of the scale of the machine.

Let us now solve the same problem by using the second method. The equations governing the phenomena are the Navier-Stokes equation, and the continuity equation. For steady state (\( \frac{\partial}{\partial t} = 0 \)), and incompressible fluids (\( \rho = \text{constant} \)) those equations are

\[
\rho \vec{v} \cdot \nabla \vec{v} = \nabla \cdot \vec{F} - \nabla p - \mu \nabla^2 \vec{v}
\]

\[
\nabla \cdot \vec{v} = 0
\]

We can now find the independent linear transformation \( \rho \rightarrow k_p \rho, D \rightarrow k_D D, \vec{v} \rightarrow k_v \vec{v}, \vec{F} \rightarrow k_F \vec{F}, p \rightarrow k_p p, \mu \rightarrow k_\mu \mu \), that keep the equations invariant. By substituting those transformations into the equations and requesting that the equations do not change we obtain

\[
\frac{k_p k_v^2}{k_D} = k_F = \frac{k_p}{k_D} = \frac{k_\mu k_v}{k_D^2}.
\]

This can also be written as

\[
\frac{k_p k_v^2}{k_D} = \frac{k_\mu k_v}{k_D^2}
\]

\[
\frac{k_p k_v^2}{k_D} = k_F
\]

\[
\frac{k_p}{k_D} = \frac{k_\mu k_v}{k_D^2}
\]
and thus three dimensionless parameters can be constructed.

\[ \Pi_1' = \frac{\rho vD}{\mu} \]

\[ \Pi_2' = \frac{\rho v^2}{FD} \]

\[ \Pi_3' = \frac{pD}{\mu v} \]

The Navier-Stokes equation, using those dimensionless parameters, can be written in dimensionless form, and result in a relationship between the dimensionless parameters. Two of them can thus be taken as independent (for example \( \Pi_1' \) and \( \Pi_2' \)), the third one is then a dependent dimensionless parameter \( \Pi_3' \). There are three independent transformations

\[ k_D = \alpha \]

\[ k_v = \alpha^{-1} \]

\[ k_F = \alpha^{-3} \]

\[ k_p = \alpha^{-2} \]

and

\[ k_v = \beta \]

\[ k_F = \beta^{-2} \]

\[ k_\mu = \beta^{-1} \]

and

\[ k_p = \gamma \]

\[ k_F = \gamma \]

\[ k_\mu = \gamma \]

\[ k_F = \gamma \]
The power then transforms as (since $P \sim D^3 F v$)

$$P \rightarrow \alpha^{-1} \beta \gamma P.$$ 

Taking a linear scale $\alpha = \frac{1}{3}$ and the other scales $\beta = \gamma = 1$, we immediately see that the power increases by a factor 5 in the model. It is easy to show that the three dimensionless parameters are independent of the transformation.

$$\Pi_1' = \frac{\rho (\beta^{-2} \gamma) \nu (\beta \alpha^{-1}) D (\alpha)}{\mu (\beta \gamma)} = \frac{\rho \nu D}{\mu}$$

$$\Pi_2' = \frac{\nu^2 (\alpha^{-2} \beta^2) \rho (\beta^{-2} \gamma)}{F (\alpha^{-3} \gamma) D (\alpha)} = \frac{\nu^2 \rho}{F D}$$

$$\Pi_3' = \frac{\rho (\alpha^{-2} \gamma) D (\alpha)}{\mu (\beta^{-1} \gamma) \nu (\alpha^{-1} \beta)} = \frac{\rho D}{\mu \nu}$$

The first two dimensionless parameters are related to the two independent parameters we derived using the first method. Indeed, using $Q \sim D^2 v$, and $F \sim \rho \omega^2 D$ we have

$$\Pi_1' = \frac{\rho Q}{\mu D} = \Pi_1$$

$$\Pi_2' = \left( \frac{Q}{\omega D^3} \right)^2 = (\Pi_2)^2$$

The third dimensionless parameter also can be related to $\Pi_3$, using $Q \sim D^2 v$, we obtain

$$\Pi_3' = \frac{\rho D}{\mu \nu} = \frac{\rho D^3}{\mu D^2 v} = \frac{D^3}{\mu Q} = \Pi_3.$$ 

Note that if we had not assumed $\rho = \text{constant}$, and taken the more complete equation, we would have one more equation between the k’s and one less independent transformation. We could have constructed an additional dimensionless parameter: the Mach number (ratio of fluid velocity to sound velocity). This additional dimensionless parameter could also have been obtained from the first method had we included the gas constant $R$ and the temperature of the fluid $T$ as independent parameters. The total number of independent parameters would then have been 7 with 4 dimensions ($kg, m, s, ^\circ C$), giving
indeed one additional dimensionless parameter. Neglecting the Mach number as a dimensionless parameter that one has to keep constant, corresponds thus to assuming the fluid to be incompressible.

With this simple example we have illustrated the two methods to obtain dimensionless parameters. We will use both when we address the issue for plasma physics. The first method is easiest to derive the dimensionless parameters, while the second allows us to trace back what the underlying assumptions are if we drop a given parameter.

2.2.2. Dimensionless Parameters for Plasma Physics

In this section we intend to derive the dimensionless parameters applicable to plasma physics experiments.

B. Kadamsev was the first to point to the possibility of applying dimensional analysis to tokamaks [5]. He proposed to use dimensional analysis to guide the design of larger experiments by basing them on information developed on smaller ones. While we would rather use it to identify the value needed for small plasma physics experiments, from target values for a reactor (which we argue are pretty well known) the methodology is basically the same. Kadamsev applied it specifically to tokamaks it is, however, applicable to other confinement schemes.

First, as for any scaling experiment, the geometry must be to scale. For plasma physics experiments this means essentially the magnetic geometry.

For a tokamak type machine it requires the aspect ratio \( \frac{R}{a} \) and the profile of the rotational transform \( q(r) = \frac{R^2}{2aB} \) to be the same. Note that for a family of geometrically similar devices we have still two degrees of freedom left namely a geometrical length (say \( R \) or \( a \)) and a value for the magnetic field (\( B \)).

Strict similarity of geometry for stellarators requires, in addition to aspect ratio and \( q \) profile, the same number of periods (\( l \) and \( m \) number of the windings), and the same winding law of the helical windings. That for example the winding law can have an influence on the transport of the particles because of its impact
on the location of the ripple and the superbanana losses was clearly pointed out in a numerical study done by Mynick [6]. But even in the case of stellarators a family of geometrically similar machines has two and only two free parameters, a geometrical length and the magnitude of the magnetic field.

It is not possible to go here in detail on the influence the geometry can have on plasma physics quantities, for all possible concepts and geometries. The differences due to the geometry, thus from one family of devices to another, is a separate issue. While it is very important (the $\beta$ limit in a tokamak for example may be linked to the aspect ratio) it is not addressed here. It is rather our aim here to show that experiments on one (small) member of the family may yield information on many similar devices, and thus test certain theories (for example precisely this link between aspect ratio and $\beta$ limit). We will address the influence of the geometry on the plasma physics parameters specifically for one device, the helical axis stellarator in chapter 4. There the number of parameters defining this particular geometry will be identified, their influence on the magnetic geometry pinpointed and theories relating this magnetic geometry to limits on plasma physics parameters reviewed.

We take here the general approach that, for a given geometry there are two free parameters, a dimension $a$ and a magnetic field $B$, characterizing a member of the family of similar devices. In addition to those two parameters ($a$ and $B$) there are a number of parameters related to the plasma.

Let us assume a pure, fully ionized single ion species plasma at rest and in steady state, with walls infinitely far away. Assumption of a pure single ion species plasma implies the presence only of electrons and single ion species ions with the exclusion of any other component. Assumption of a fully ionized plasma rules out the presence of neutrals, and any quantum effects related to ionization and radiation. Assuming the plasma to be at rest rules out macroscopic motions. Assumption of steady state rules out the dependence on initial parameters. We have then only electrons and ions, whose motion is governed by classical laws of motions and by the Maxwell's equations for the electromagnetic field. We
will of course not try to model the behavior of each electron and ion separately, but are interested in the overall behavior. This can be thought of as taking the average as usual in plasma kinetic theory. It is further assumed that each particle distribution function can be, for the given geometry, completely defined by a single independent parameter, the temperature. Possible loss cones are identical for devices with similar geometry. The independent parameters are then \( n_e \) and \( n_i \) the electron and ion density, \( T_e \) and \( T_i \) the electron and ion temperature (in units of energy), \( e \) and \( Ze \) the electron and ion charge, \( m \) and \( M \) the mass of the electron and ion, \( \varepsilon_0 \) and \( \mu_0 \) the permittivity and permeability of free space.

The inclusion of \( \varepsilon_0, \mu_0 \) may seem strange at first. A simple reason is that, if we do not include them, we could not make some combination of the parameters dimensionless. A more complete justification, with numerous examples, is given in the work by P.W. Bridgman \([4]\), mentioned earlier. He shows there in general that, when listing the parameters, one has to include what he calls the dimensional constants of proportionality corresponding to the variables used. Note that we did not include \( k \), the Boltzmann constant, since we measure the temperature in energy. That we obtain the correct number of dimensionless parameters this way can be confirmed by taking the equations governing the phenomena (the Boltzmann equation and Maxwell's equations) and applying the second method. This is shown in Appendix G, where we also address the special case of externally imposed currents, as in tokamaks.

From those twelve quantities with four basic dimensions (kg, m, A, s) we can construct eight dimensionless parameters. They are:

1. \( \nu \) the collisionality, defined as the ratio between a connection length and the electron mean free path. Its specific definition can take on different forms, and even be normalized so as to obtain a specific value. It is standard for example to define the collisionality \( \nu^* \) in tokamaks such that \( \nu^* = 1 \) at the transition between plateau and banana regime for neoclassical diffusion. The definition in
this case becomes

\[ \nu_\ast = \left( \frac{\alpha R}{e_\ast T_{\ast}} \right) \frac{1}{\epsilon^{3/2}} \]

\[ = \frac{4}{3} \sqrt{\pi n_e} \left( \frac{e_0}{e_{\ast}} \right)^2 \ln \Lambda \frac{q R}{\epsilon^{3/2} T_{\ast}^2} \]

with

\[ \nu_{\mathrm{T}} = \frac{T_{\ast}}{m} \]

2. \( \frac{\rho_\ast}{a} \) the ratio larmor radius to the size of the machine. Except for an electron temperature much higher than the ion temperature the ion larmor radius is much larger than the electron larmor radius. It is also more relevant to take the larmor radius in the poloidal field rather than in the toroidal field because of toroidal effects [7]. Thus

\[ K = \frac{\rho_\ast}{a} = \frac{\sqrt{M T_i}}{e B_\parallel} \]

3. \( \beta \) the ratio of plasma pressure (taking into account electrons and ions) to magnetic pressure. It is given by

\[ \beta = \frac{n_e(T_e + T_i)}{B^2 / 2 \mu_0} \]

4. \( N_\lambda \) the number of particles per Debye sphere. This fourth parameter takes the form

\[ N_\lambda = \frac{4 \pi}{3} n_0 (\lambda_D)^3 = \frac{4 \pi}{3} \left( \frac{e_0}{e^2} \right)^{3/2} \frac{T_{\ast}^{3/2}}{n^{1/2}} \]

5,6. Two parameters related to the choice of the ion species, namely \( Z_i \) and \( Z_j \). Choosing hydrogen (or deuterium) fixes those parameters.

7,8. The last two parameters are \( \frac{n_e}{n_i} \) and \( \frac{T_e}{T_i} \). The ratio \( \frac{n_e}{n_i} \) is always very close to 1, even for plasmas where charge neutrality is slightly violated. The ratio \( \frac{T_e}{T_i} \) will be close to 1 for reactors as presently envisaged, it should thus also be close to 1 for any experiment.

This in fact leaves us with four dimensionless parameters. Since we have only four degrees of freedom (size, magnetic field, plasma density and temperature),
we have no freedom left in making a scaled experiment. The machine is then completely defined by choosing $\beta$, $\nu$, $K$, and $N_\lambda$. Indeed as

\[
\begin{align*}
\beta &= \frac{nT}{B^2} \\
\nu &= \frac{na}{T^2} \\
K &= \frac{\sqrt{T}}{aB} \\
N_\lambda &= \sqrt{\frac{T^3}{n}}
\end{align*}
\]

This can be written as

\[
\begin{align*}
n &\sim \nu^{-6} K^{-6} \beta^3 N^{-8} \\
T &\sim \nu^{-2} K^{-2} \beta N^{-2} \\
\alpha &\sim \nu^3 K^2 \beta^{-1} N^4 \\
B &\sim \nu^{-4} K^{-4} \beta^{3/2} N^{-5}
\end{align*}
\]

Which is another way of saying that by choosing $\nu$, $K$, $\beta$, $N$, for a given geometry the parameters of the machine are completely defined.

It is interesting to note that the product

\[
aB \sim \nu^{-1} K^{-2} \beta^{1/2} N^{-1}
\]

is a more sluggish function of the dimensionless parameters than $n$, $T$, $\alpha$ or $B$ separately and is thus useful to classify a large range of different machines. The stored energy, proportional to $\alpha^2 B^2$, falls too into this category.

\[
\alpha^2 B^2 \sim \nu K^2 N^2
\]

Any parameter is a function of those four dimensionless parameters only. For example, the energy confinement time $\tau$, written in dimensionless form is, for a given geometry, function only of $\beta$, $\nu$, $K$, $N$

\[
\frac{\tau}{\frac{n^2}{c}} = F_i(\beta, \nu, K, N)
\]
Similarly the power needed for maintaining a plasma at a certain temperature, if expressed in dimensionless form, is a function only of $\beta$, $\nu$, $K$, $N$.

$$\frac{P}{nT_0^2} = F_2(\beta, \nu, K, N)$$

The functions $F$ are unknown, and, if we have to keep all four parameters in the same range as for a reactor we have no degree of freedom left and are thus unable to identify the function on a scaled version. By making appropriate assumptions, and disregarding one or more of the dimensionless parameters, it is possible to obtain information on the function by making experiments on a scaled model. In the next section we will describe the assumptions that go into this and show how a scaled experiment can yield relevant information on reactor relevant plasmas.

2.3. Increasing the degrees of freedom by not keeping constant one or more of the dimensionless parameters

By not keeping constant one or more of the dimensionless parameters it is possible to gain more freedom in designing a scaled experiment. Connor and Taylor, [8-10] have derived the dimensionless parameters using the second method described earlier. They have used for the plasma several different sets of equations (ranging from the Boltzmann equations with Maxwells equations to a resistive MHD model) and derived for each set the dimensionless parameters. The different set of equations result in different numbers of dimensionless parameters. It is thus possible, when we neglect to keep constant one or more of the four dimensionless parameters derived earlier, to trace back what the underlying model is and thus what additional assumptions have to be made.

Keeping all four dimensionless parameters corresponds to a plasma governed by the Boltzmann equation and the four Maxwell equations (and assuming $T_e = T_i$). In this model electric fields and magnetic fields are self-consistent solutions of the equations. Collisions, as well as effects due to the finite larmor radius of the
particles, are taken into account. As mentioned earlier, this leaves us no degree of freedom to make a scaled experiment.

Let us now look at the possibility of not keeping constant some parameters. We will investigate how it increases our freedom in making scaled models, but also investigate what additional assumptions are necessary and what the resulting constraints are.

2.3.1. Dropping \( N_\lambda \)

If we choose not to keep \( N_\lambda \) the number of particles per Debye sphere constant, we have one degree of freedom for which we can take \( B \). This gives us a scaling as

\[
\begin{align*}
    a &\sim B^{-4/5} \\
    n &\sim B^{8/5} \\
    T &\sim B^{2/5}
\end{align*}
\]

This means that if we want to decrease the size with respect to a reactor, we have to increase the magnetic field, increase the density and temperature.

Let us show how a scaled model could give information on how the power needed to heat a reactorscale plasma varies with \( n \) or \( T \). Take as typical value for a reactor \( a = 1.5m, B = 5T \) and assume we want to identify the variation of the power needed as a function of density and temperature in the range \( 10^{19}m^{-3} < n < 10^{20}m^{-3} \) and \( 1keV < T < 10keV \). If we build a model of the reactor with \( B = 14T \) we would need \( a = 1.5m \times (\frac{14}{5})^{-4/5} = 0.65m \)

The range variation for \( n \) would change from \( 10^{19}m^{-3} < n < 10^{20}m^{-3} \) to \( 5.2 \times 10^{18}m^{-3} < n_s < 5.2 \times 10^{20}m^{-3} \). The temperature would have to be scaled from \( 1keV < T < 10keV \) to \( 1.5keV < T_s < 15keV \). In the model the power needed for the reactor could be scaled from the power needed on the model by

\[
\frac{P}{P_s} \sim \frac{nT_s a_s^3 B_s}{n_T a_T^3 B_s} \sim \left( \frac{B}{B_s} \right)^{3/5} = 0.52
\]

Note that the model would need almost twice the power the full scale system needs. This simple example shows first that if we only drop one parameter thus
Figure 2.1 \(N_\lambda\), Number of particles per Debye sphere as a function of temperature and density.

Little freedom is gained. We will later investigate how we can gain more freedom by dropping a second dimensionless parameter.

What are the underlying assumptions if we drop \(N_\lambda\) as parameter, and what are the resulting constraints? By using the second method it can be shown \([8-10]\) that we only obtain three parameters \(\beta, \nu, \frac{\nu}{\epsilon}\) (thus we can neglect keeping \(N_\lambda\) constant), if we start from a set of equations including the Boltzmann equations and the Maxwell equations, but where the additional assumption of charge neutrality is made. Dropping \(N_\lambda\) thus corresponds to neglecting effects associated with electrical fields set up by the plasma. We have now to look at the conditions under which we can indeed make this assumption and thus neglect keeping \(N_\lambda\) constant.

We have

\[
N_\lambda = \frac{4\pi}{3} n_e \lambda_D^3 = 1.73 \times 10^2 \left( \frac{T_e}{e} \right)^{5/2} \left( \frac{n_e}{10^{20}} \right)^{-1/2}
\]
This number is large for a reactor, and thus should be large for any relevant experiment, even if we do not keep it constant.

Within what range can we change \( N_\lambda \) without too much affecting the processes related to charge neutrality. For Debye shielding to be a valid concept there must be sufficient particles in the Debye sphere. A quantitative value can be found by noting that the factor \( \ln \Lambda \) in the formula for collision frequencies gives the dominance of small angle collisions over large angle collisions. The value of \( \Lambda \) is 9 times the number of particles per Debye sphere [11]. Setting a minimum of \( \ln \Lambda = 10 \), so that small angle collisions are at least 10 times more frequent than large angle deflections, we obtain \( N_\lambda > 2500 \). This result in a limit in the \( n, T \) diagram shown in Figure 2.1.

In some cases it is not \( N_\lambda \) itself on which there is a limit but rather some combination of \( N_\lambda \) with another dimensionless parameter. An example [12] was given by Ioffe. In an unstabilised mirror, losses were reduced by a large factor when the Debye sphere of the ions was comparable to the size of the machine. This is a completely different, and for a reactor, irrelevant regime. If the Debye sphere is larger than the size of the machine, the particles behave as independent single particles and collective effects are suppressed. In general we need thus \( \frac{\lambda D}{a} \ll 1 \) with

\[
\lambda D = 7.45 \times 10^{-7} \left( \frac{T_e}{e} \right)^{1/2} \left( \frac{n_e}{10^{20}} \right)^{-1/2} \sim \sqrt{\frac{T}{n}} \sim \frac{T^2}{n} \sqrt{\frac{n}{T^3}}
\]

we have

\[
\frac{\lambda D}{a} \sim \frac{1}{\nu N_\lambda}
\]

Thus we will have some limit on the product of \( \nu \) and \( N_\lambda \). For a particular choice of \( \nu \) it would translate into a minimum value for \( N_\lambda \). Alternatively we can put the requirement \( \frac{\lambda D}{a} \ll 1 \) with \( a \) as parameter in the \( n, T \) diagram.

\[
7.45 \times 10^{-7} \left( \frac{T_e}{e} \right)^{1/2} \left( \frac{n_e}{10^{20}} \right)^{-1/2} \frac{1}{a} \ll 1
\]

As can be seen from Figure 2.2 this requirement is not very stringent.
Figure 2.2 Limits corresponding to $\lambda_D \ll a$ and $\epsilon \gg 1$

Experiments on multipoles, at very low density and temperature have shown that under some conditions transport can be completely dominated by convective diffusion [13–15]. Similar convective cells were found in low density stellarators [16, 17]. While viscosity damp the convective cells [16] and the shear may reduce their size [18], reactor relevant regimes may still be influenced by convective cells. The important parameter is [15, 18]

$$\epsilon = 1 + \frac{\omega_{pi}^2}{\omega_{ci}^2} + \frac{\omega_{pe}^2}{\omega_{ce}^2}$$

which for reactor regimes fulfills $\epsilon \gg 1$. This corresponds to a regime where at least the ion larmor radius is larger than the radius of the Debye sphere. As for large $\epsilon$, $\epsilon \sim \frac{\nu}{B^2} \sim \frac{1}{\nu K N_\lambda}$, this can again be expressed as some minimum value for $N_\lambda$ for a particular choice of $\nu$ and $K$. Equivalently we can put some limits on $n$, with $B$ as parameter on the $n, T$ diagram. The limit is then given by (Fig. 2.2)

$$\left(\frac{n}{10^{20}}\right)^2 \times 10^4 \frac{B^2}{B^2} \gg 1$$
This limit has to be fulfilled if we want to investigate transport processes in the plasma. To look at $\beta$ limits it may be of less importance. If, in addition to not keeping $N_\lambda$ constant, we also drop a second dimensionless parameter it is clear that the limits we have set for $N_\lambda$ will still be applicable.

2.3.2. Dropping $N_\lambda$ and $\beta$

Dropping a second dimensionless parameter gives us an second degree of freedom for which we can take $a$. If we drop $\beta$ the scaling becomes

$$n \sim a^3 B^4$$
$$T \sim a^2 B^2$$

Again applying this to our example, and scaling from $a = 1.5 m$, $B = 5 T$ to $a = 0.15 m$ and $B = 14 T$ we obtain that properties related to transport (if dominated by collisional effects) would be similar in the scaled machine to the properties of plasma in a reactor if the density in the scaled machine varies as $6 \times 10^{17} m^{-3} < n_s < 6 \times 10^{18} m^{-3}$. The temperature range in the model should be

$$80 eV < T_s < 800 eV$$

Of course limits related to $\beta$ will be drastically different. Indeed, $\beta$ would be a factor $a^5 B^4$ lower in the scaled version compared to the reactor.

Dropping $N_\lambda$ and $\beta$ as dimensionless parameters corresponds to a plasma described by the Boltzmann equation, assuming charge neutrality and fixed magnetic field (the magnetic field $B$ is the imposed vacuum magnetic field and no longer self-consistently determined from Maxwell's equations). Under what conditions is this justified and what are the resulting constraints?

If one keeps $\nu$, but does not keep $\beta$ constant, the emphasis is usually to look at transport. However, there are strong indications that the $\beta$ value may seriously influence transport. Because most toroidal systems rely on charge neutralisation by motion of the electrons along the field lines, transport may be affected if this process becomes ineffective.
According to [19] this happens when

$$\beta > \left( \frac{a}{R} \right)^2 \frac{1}{q^2} = \left( \frac{B_\theta}{B_\phi} \right)^2$$

Thus when

$$\beta_\theta > 1$$

Experimental evidence of the influence of $\beta_\theta$ on transport has been found recently. While some experiments invoke a strong temperature dependence of transport as the transport enhancing mechanism [20], others explain the effect by MHD instabilities [21] or resistive ballooning modes [22, 23]. The point we make here is that the value of $\beta$ may definitely affect the transport mechanisms, and that to obtain relevant information on transport it is important to measure it at the appropriate $\beta$ value.

2.3.3. Dropping $N_\lambda$ and $\nu$

If we choose to keep $\beta$ and $K$ constant the scaling becomes

$$n \sim a^{-2}$$
$$T \sim a^2 B^2$$

The emphasis would then be on an investigation of the $\beta$ limits. Applying it again to the previous example, we can argue that the properties related to $\beta$ limits are similar for a reactor at $a = 1.5m$ and $B = 5T$ as for a scaled experiment at $a = 0.15m$ and $B = 14T$, for densities $1 \times 10^{21}m^{-3} < n_s < 1 \times 10^{22}m^{-3}$ and temperatures $80eV < T_s < 800eV$, if we want to model the behavior in a reactor for densities varying between $10^{19}m^{-3} < n < 10^{20}m^{-3}$ and temperatures between $1keV < T < 10keV$. The collisionality in this case scales as $a^{-4} B^{-4}$ and will go up drastically, in the scaled version.

Dropping $\nu$ and $N_\lambda$ corresponds to a plasma described by the Vlasov equation (collision operator $= 0$), and assuming charge neutrality. The magnetic field is derived self-consistently from Maxwell's equations. It seems that $\beta$ limits are
little influenced by $\nu$. While it may only seem so because $\beta$ limits are often investigated theoretically using ideal MHD models that do not allow explicit inclusion of collisionality, there has been little experimental evidence that $\beta$ limits may be influenced by the collisionality. Non ideal MHD modes would be different in the full scale machine and in the model if the collisionality is not kept constant between both.

2.3.4. Dropping $N_\chi$ and $\frac{P_s}{a}$

A third possibility to obtain two degrees of freedom is by keeping $\beta$ and $\nu$ constant, while neglecting the influence of $\frac{P_s}{a}$ and $N_\chi$. The scaling then is

$$n \sim a^{-1/3} B^{4/3}$$

$$T \sim a^{1/3} B^{2/3}$$

For the same example we obtain

$$8.5 \times 10^{19} m^{-3} < n_s < 8.5 \times 10^{20} m^{-3}$$

and

$$0.9 keV < T_s < 9 keV$$

There is however no theoretical justification (based on the equation modeling the phenomena) to keep those two variables constant and neglecting the others. The closest one can get is the resistive MHD model whose equation under transformation are invariant if $\beta$ and $K^2 \nu$ is kept constant. This would be another possible choice. The scaling of $n$ and $T$ would then be $T \sim a^{-1/2}$, $n \sim B^2 a^{1/2}$.

If we attempt to keep $\beta$ and $\nu$ constant at the same time, we may model transport more appropriately than by keeping $\nu$ and $\frac{P_s}{a}$ constant, because as we have seen, there are strong indications that $\beta$ does influence the transport.

Under what conditions can we neglect the effect of $\frac{P_s}{a}$? In a reactorscale plasma $\frac{P_s}{a}$ is a small value. An upper limit on $\frac{P_s}{a}$ for experiments is usually set by the
heating method used. If the magnetic field is too low, $\frac{\rho}{a}$ may become so large for energetic particles that a large fraction of the injected power is lost. The value of $\frac{\rho}{a}$ should also be such that stabilizing influence due to finite larmor radius effects are present in the model to the same extent as they are in the full scale version. This depends very much on the magnetic geometry and the important parameter in this respect would be the ratio of $\rho$ to the scale length for gradients (which may be much smaller than $a$, and independent of the size of the machine). Scaling with $\frac{\rho}{a}$ can be easily performed by varying $a$ and $B$ on a given machine, so that indications of the influence of this parameter could be gathered separately.

In this section, we have shown how we can increase our degrees of freedom by dropping one or more of the dimensionless parameters. We have also identified the constraints resulting from this first step. We have delineated the area in parameter space within which $N_\chi$ can be dropped as a parameter. In order to test $\beta$ scaling, we could drop $\nu$ as a second parameter. For transport tests, dropping $\beta$ may not be the appropriate choice. It is more justifiable to keep $\nu$ and $\beta$ and drop $\frac{\rho}{a}$ as a second parameter.

Let us now discuss what constraints can arise from the second step: effects that were not included in similarity considerations: the neutrals and impurities.

2.4. Effects not included in the Similarity Scaling Laws

A widely accepted view is that the minimum size of an experiment is set by the requirement that a plasma be not dominated by plasma wall interaction. We want to investigate here in more detail whether those effects indeed set a minimum size.

Presence of neutrals and impurities in the plasma are interconnected because, at least for present machines, the mechanism of refueling, namely recycling at the wall/limiter involves interaction with wall/limiter just as much as impurity
production does. For the discussion we will try to separate both effects and rely on theoretical and experimental results to see what the constraints are. For both the neutrals and the impurities we will discuss their source (how they get into the plasma), what an acceptable level is (when can we neglect their effect on similarity scaling laws) and discuss some experimental results to find any additional constraints.

2.4.1. Neutrals

One of the mechanisms by which the idealized plasma we have used in our similarity scaling differs from a real plasma is by the presence of neutrals. The presence of neutrals in the plasma is a well known subject and we can rely on theoretical results to calculate their level. First the mechanism for the presence of neutrals in the plasma are reviewed. We then investigate what level is acceptable and constraints on temperature, density and size are derived to fulfill those conditions. Finally we discuss some experimental results related to recycling and refueling.

2.4.1.1. Source of Neutrals in the Plasma

In this section we will first calculate the level of neutrals in a plasma in complete thermodynamic equilibrium. We will then calculate this level for a plasma in coronal equilibrium. Next we will consider the penetration of neutrals from the edge, and finally the need for refueling.

Even in a plasma of infinite extent, and in thermal equilibrium, neutrals are present. This level can be derived from methods of statistical mechanics. The degree of ionization in a gas in thermal equilibrium can be calculated to be [24]

\[
\frac{n_i}{n_n} = \frac{1}{n_e} \left( \frac{2\pi m_i T}{\hbar^2} \right)^{3/2} \left( \frac{2\pi m_e T}{\hbar^2} \right)^{3/2} \left( \frac{2\pi m_n T}{\hbar^2} \right)^{-3/2} \exp \left( -\frac{eV_i}{T} \right)
\]

or

\[
\frac{n_i}{n_n} = 3 \times 10^{27} \left( \frac{T}{e} \right)^{3/2} e^{-\frac{eV_i}{T}}
\]

This is the well known Saha equation and is shown in Fig. 2.3.
However a laboratory plasma is not in thermal equilibrium, its dimensions being too small for equilibrium with the radiation fields. In coronal equilibrium, the neutral density is a result of a balance between radiative recombination of electrons and ions, and ionization by electron and ion impact. The level of neutrals can be calculated from the steady state solution of the equations provided by Johnson and Hinno [25], using their tabulated value of effective rate coefficients for ionization and recombination, and energy levels given by [26]. We will use here a simpler method and assume, as Goldston did [27] that the scale length for diffusion of the recombined neutrals is short under the conditions when we are led to consider recombination.

The local equilibrium density is then given as (we use rec as an index for recombination, eii for ion impact ionization, eii for electron impact ionization)

$$n_n = \frac{n_e n_i < \sigma v >_{\text{rec}}}{n_e < \sigma v >_{\text{eii}} + n_i < \sigma v >_{\text{eii}}}$$

For $< \sigma v >_{\text{rec}}$ we can use, if $T_e \leq 400eV$ the formula given by [28]

$$< \sigma v >_{\text{rec}} = \frac{1.27 \times 10^{-9} (13.6eV)^{3/2}}{13.6eV + 0.59} \frac{m_e^3}{s} \tag{2.1}$$

and for $T_e \geq 400eV$, an analytical fit to their calculation

$$< \sigma v >_{\text{rec}} = 10^{-20} \left( \frac{T_e}{85eV} \right)^{-1.365} \frac{m_e^3}{s} \tag{2.2}$$

The values from $< \sigma v >_{\text{eii}}$ and $< \sigma v >_{\text{eii}}$ were calculated from formulas given in [29]. In Fig. 2.4 the values of $< \sigma v >$ are plotted for different processes.

Calculating now $n_n/n_e$ we obtain

$$\frac{n_n}{n_e} = \frac{< \sigma v >_{\text{rec}}}{< \sigma v >_{\text{eii}} + < \sigma v >_{\text{eii}}}$$

This is function of temperature only and plotted in Fig. 2.5.

Combining Fig. 2.3. (Saha) and Fig. 2.5. (Coronal) we can plot Fig. 2.6., giving the minimum level (neglecting transport and boundaries) of neutrals in a plasma, as a function of temperature and density.
Figure 2.3 Neutral density from Saha equilibrium

There is however an additional mechanism for the presence of neutrals in the plasma namely their penetration from the edge. High levels of neutrals at the edge arise from several factors: the need to refuel the plasma, neutralisation of ions at the wall or simply because of the higher recombination rate at lower temperature.

Various authors have made extensive calculations of penetration depth neutrals into the plasma, either analytically [30-34] or numerically [35-37]. Numerical methods are based on Monte-Carlo algorithms or on neutron transport codes [38]. For a sufficient large plasma size and density the level of neutrals at the center is no longer influenced by the neutrals from the edge, the minimum then being the level calculated earlier (recombination). The penetration from neutrals from the edge, under the assumption \( \lambda_{mf_{pcz}} \ll \lambda_{mf_{pii}} \) where

\[
\lambda_{mf_{pcz}} = \frac{<v>}{n_i <\sigma v>_{ce}}
\]  

(2.3)

is the mean free path for charge exchange and

\[
\lambda_{mf_{pii}} = \frac{<v>}{n_e <\sigma v>_{eii} + n_i <\sigma v>_{iii}}
\]  

(2.4)
Figure 2.4  Cross section for charge exchange, electron and ion impact ionization and recombination for hydrogen

Figure 2.5  Neutral density obtained from balancing the ionization rate with the radiative recombination rate
Figure 2.6  Neutral density as a function of density and temperature from coronal and Saha equilibrium. Note that the effect of the Saha equation only appears at very high density.

Figure 2.7  Levels of neutrals in a plasma for $a = 0.2m$, see text for assumptions with respect to neutral density at the edge.
is the mean free path for impact ionization, can be treated as a diffusive process, governed by the equation [27]

\[
\frac{\lambda_{mfpcz}}{3} \nabla^2 n_n - \frac{n_n}{\lambda_{mffi}} = 0
\]  

Taking a simple exponential variation for the density \( n_n = e^{-z/L} \) (in slab geometry) we obtain that the thickness of the layer influenced by the neutral density at the edge is given by [27]

\[
L = \left( \frac{\lambda_{mfpcz} \lambda_{mffi}}{3} \right)^{1/2}
\]  

If the size of the plasma (minor radius \( a \)) is smaller than this scale neutrals will penetrate to the center. For \( L < a \) one can assume the minimum level of neutrals at the center to be set by recombination.

To calculate the level of neutrals at the center, in the cases where \( a < L \), we could use the numerical codes mentioned earlier. Their accuracy however is somewhat artificial. They are mostly used to interpret the measurements of the charge exchange flux. The neutral density at the edge is then not more than a parameter used to match the measured curve of charge exchange measured with the theoretical curve. Measurements of the neutral density at the edge is difficult and seldom performed.

That the accuracy may be somewhat artificial is further highlighted by the fact that for machines where the central density is set by recombination (and thus the "free" parameter at the edge is no longer useful), the codes are often not able to match the measured charge exchange flux. To calculate the level of neutrals at the center we will use a simple analytical formula. With the scale length \( L \) given in equation (2.6) we obtain the level at the center from a simple exponential decay [27]

\[
n_n(0) = n_n(a)e^{-1}
\]
To calculate $L$ we have used the cross sections as given in Figure 2.3 and equations (2.1) and (2.2). An even simpler analytical formula, which immediately identifies the importance of the product $na$ is given by Gordeev [28]

$$n_n(o) = n_n(a) \frac{1.23}{\sqrt{T_e}} \exp\left(-\frac{6 \times 10^{-18} na}{\sqrt{T_e}}\right)$$

We have however chosen to take the value defined by equation (2.7). Using this formula it is straightforward to calculate the neutral density in the plasma, from the neutral density at the edge. Let us assume first that the particle confinement time is infinite, so that there is no need for the presence of neutrals at the edge of the plasma for refueling. Neutrals will then still be present there because of the higher recombination rate at lower temperature. Those edge neutrals will penetrate into the plasma through successive charge exchange, giving a level at the center, depending on size, density and temperature.

Let us take the neutral density at the edge to be the one arising from recombination assuming the plasma density at the edge to be $1/10$ the plasma density at the center and the edge temperature to be $3eV$. The result for the neutral density is then shown for $a = 0.2m$ in Fig. 2.7. Higher values of neutral density at the edge and thus at the center could result from the need to refuel the plasma.

We can estimate the impact of the need to refuel the plasma by the following simple model from Podesta and Engelmann [39]. Taking $F_i$ to be the flux of ions leaving the plasma, $F_h$ the flux of hot neutral particles leaving and $F_c$ the flux of returning cold neutral particles, we can write down, for steady state, a balance of particle flux at the edge (see Figure 2.8)

$$F_i + F_h = F_c$$

as each particle lost (be it ion or fast neutrals) needs to be replaced by a cold neutral.
Figure 2.8 Simple model to calculate the influence of cold neutrals [39]. $F_i$ is the flux of ions leaving the plasma, $F_h$ the flux of fast hot neutral particles, and $F_c$ the flux of cold neutral particles. In $B$, a fraction $F_{c1}$ of the cold neutral particles undergo ionization, while in $A$, a fraction of the ions undergo charge exchange with the fraction $F_{c2}$ of the cold particles.

Of the incoming cold neutrals a fraction $F_{c1}$ will be ionized, while a fraction $F_{c2}$ will undergo charge exchange with ions.

$$F_{c1} = \frac{<\sigma v>_ii}{<\sigma v>_ez + <\sigma v>_ii} F_c$$

$$F_{c2} = \frac{<\sigma v>_ez}{<\sigma v>_ez + <\sigma v>_ii} F_c$$

The process of charge exchange of the cold neutrals $F_{c2}$ with the ions in $A$, does not change the number of ions so that $F_i = F_{c1}$. The number of hot neutrals corresponds to the number of cold neutrals that undergo charge exchange, giving $F_h = F_{c2}$. From those equations we can calculate

$$F_h = \frac{<\sigma v>_ez F_i}{<\sigma v>_ii}$$

The confinement time for charged particle is proportional to $\frac{1}{F_i}$, and the "energy confinement time" due to charge exchange is proportional to $\frac{1}{F_h}$. 
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We obtain for their ratio
\[
\frac{\tau_{ez}}{\tau_p} = \frac{\langle \sigma v \rangle_{ii}}{\langle \sigma v \rangle_{ez}}
\]
which is given in Fig. 2.9 as a function of the temperature. The inverse of this value can be considered as an enhancement factor that increases the energy losses due to particle loss.

The particle confinement time must be, for temperature between 30eV and 10^4 eV, at least an order of magnitude larger than the energy confinement time, for us to be able to neglect charge exchange losses. The density of cold neutrals can then be estimated from

\[
\tau_c \simeq \frac{1}{\langle \sigma_{ez} v \rangle_{\tau_{ez}}} \simeq \frac{1}{\langle \sigma_{ii} v \rangle_{\tau_p}}
\]

The values of \( \tau_p \) for which this yields a level of neutral density higher than our previously calculated values are shown in Fig. 2.10 for \( a = 0.2m \).

In this section we have calculated the minimum level of neutrals resulting from Saha equation and coronal equilibrium. We have also shown how the level of neutrals can be higher than this minimum level in cases where \( a < L \). The level of neutrals at the center will then be influenced by the neutral density at the edge. For this neutral density at the edge we have taken the level corresponding to the equilibrium recombination density for a temperature of 3eV and a plasma density 1/10 the central plasma density. The level of neutrals is then shown for \( a = 0.2m \) as an example, in Figure 2.7. Even higher levels may result from the need to refuel the plasma.

2.4.1.2. Acceptable level

Setting an acceptable level of neutrals in the plasma for an experiment is a complicated question. The final configuration of the reactor with respect to fueling, presence of limiter or divertor, cold plasma blanket, neutral density at the edge, first wall design etc. is not yet known. Thus we can not turn to a reactor design and deduce from it the level we could accept for an experiment, as we could do for values of \( \beta, \nu, K, N_\lambda \). One point that can be derived in
Figure 2.9  Ratio of energy losses (charged particles/charge exchange)

Figure 2.10  Values of $\tau_p$ the particle confinement time below which the need for refueling becomes an important effect for the level of neutrals in the plasma
Figure 2.11 Constraint on \( n_a \) for \( a > L \) as a function of temperature.

This way is that a reactor plasma is impermeable (in terms of \( L < a \) ) to the neutrals from the edge. The neutral density at the center is thus set by radiative recombination.

If we view a reactor plasma as a core where neutrals do not play a significant role, an intermediate region (of size \( L \) ) where the presence of neutrals may be an important effect and a scrape-off layer, and if we set the conditions that an experiment should model appropriately the different layers then we have the stringent condition that a minimum size on an experimental plasma is set by \( a > L \). This rather stringent constraint can be translated in terms of a minimum \( n_a \) value as a function of temperature and is shown in Figure 2.11. It could be added, with \( a \) as a parameter to our previous constraints. For temperature between 30eV and 10keV a good analytical fit is given by

\[
    n_a = 1.6 \times 10^{17} \sqrt{\frac{T}{e^2}} \text{ m}^{-2}
\]

One also sees that below about 30eV the \( n_a \) limit again increases drastically, so that for an experiment there is little reason to work below 30eV.
One of the design constraints used for ASDEX-U [40] was very precisely this condition. This impermeability constraint is rather well defined and experimentally proven [41].

Is it still possible to perform meaningful experiments in plasmas that do not fulfill this condition? In order to answer this question we will have to look at the influence neutrals can have on an experiment, and obtain from this, limits on their levels so that their influence is minimized. The rest of this section looks specifically at plasmas in which the impermeability condition is not fulfilled.

Lehnert [42, 43] argues that for a plasma in the permeable regime, but approaching the critical limit above which it would become impermeable undergoes marked changes in pressure and density gradients. Those gradients would favor the development of ballooning instabilities, which would enhance transport and put an artificial limit of $\beta_p \approx 1$. This ballooning instability limit would not occur for impermeable plasmas because of the much flatter density profile. Experimental evidence is scant. Alcator A and C have operated from the permeable into the impermeable regime without effect (except for the large decrease of neutral flux coming from the center [41]) but then again $\beta$ is rather low in the machine. A sharp transition with improvement in energy confinement and flattening of the density profile has been observed in the so-called H-discharges of Asdex. This transition is accompanied with marked changes in the scrape-off layer and neutral density at the edge and neutral density in the divertor region. This seems to indicate that effect due to neutrals may indeed influence a discharge. If it were to be confirmed that such an important effect were due to the mechanism proposed by Lehnert, then indeed any future experiment related to $\beta$ limits and transport near those limits should definitely be performed in the impermeable regime.

Transport of particles and energy can be affected by neutrals in multiple ways, in addition the possible effects related to $\beta$ limits.

Neutrals can have a large impact on energy losses through charge exchange
losses. We have already shown that the particle confinement time must be much larger than the energy confinement time in order to be able to neglect losses due to charge exchange. It is in principle possible to take these losses into account by including the presence of neutrals when analyzing transport losses with a computer code. This is however often difficult to implement because the losses due to the cold neutrals depends very much on the edge neutral density and edge plasma temperature, neither of which are well known [44]. For a permeable plasma the best of all possible worlds with respect to levels of neutrals is when we have perfectly absorbing walls and a perfect vacuum at the edge. But then of course, unless the particle confinement time is infinite, the plasma density will decay and no steady state can be achieved. One could envisage using pellet refueling at the center to maintain the density even with a vacuum at the edge.

Another effect of neutrals is that they can enhance losses by radiation from impurities [45–47]. By charge exchange between neutrals and impurities the charge state of the impurities is lowered resulting in increased radiation losses. This is especially true in the case of high power neutral beam heating, but recent calculations have also stressed the importance of this effect for regular discharges [48]. Comparison of the rate coefficients for charge exchange recombination of ionized impurities with the ionisation rates of those impurities can give values of the ratio of neutral density to plasma density above which this process can have an influence. Figure 2.12 shows the dependence of radiated power on the ratio of neutrals to plasma density and the temperature [49]. The acceptable influence of neutrals in this case would depend on the impurity level, and the power available.

High neutral levels in the center of the plasma should also be avoided because charge exchange with energetic ions provide a source of hot neutrals which bombard the wall. Those can eventually produce sputtering and cause impurities to come into the plasma [50].

In addition to affecting transport by the mechanism of charge exchange and
Figure 2.12 Enhanced radiation due to the reduced ionization degree of the impurities [49].

enhanced radiation losses, the presence of neutrals can also influence transport directly if their density is so high that particles collide more often with neutrals than with the charged particles.

To calculate the collision time of electron with neutrals we only include electron impact ionization [29]. In fact, below about 3eV elastic scattering [51, 52] starts to dominate. The ratio of neutral density to plasma density for which the electron-ion collision time $\tau_{ei}$ equals a fraction $f$ of the electron-neural collision time $\tau_{en}$ is shown in Figure 2.13. Similarly we can calculate the ion-neutral collision time and compare it to the ion-ion collision time. To calculate the ion-neutral collision time we have included charge exchange and ion impact ionization. The elastic collision cross section for protons with atomic hydrogen are much smaller [53], than the charge exchange cross section [29]. At high temperature ($>10keV$) ion impact ionization dominates. Figure 2.13 shows the ratio of neutral density to plasma density for which $\tau_{ii} = f\tau_{in}$. Using the more stringent of the two conditions, and $f = 0.1$ we have delineated in Figure 2.14
the acceptable parameter space in the assumption that the only neutrals are those arising from recombination at the edge.

In this section we have shown that for the plasma to be impermeable to neutrals from the edge, there is a rather strict condition on the product of density and size. In the case of permeable plasmas we have to take multiple effects into account. Neutrals can have effects on \( \beta \) limits through influencing density profiles and will increase losses through charge exchange and enhanced radiation of impurities. Those effects could in principle be taken into account in large computer codes. In terms of applicability of similarity scaling we can request that the plasma behavior should not be dominated by collisions with neutral particles, this sets a maximum operating temperature.

2.4.1.3. Recycling and refueling

It is clear that in the regime of permeable plasma recycling and refueling at the wall are important effects. Some experimental results are reviewed here in order to investigate how this effect could be minimized. We also present a model that can explain some of the seemingly different behaviors between different machines and provides a helpful qualitative guide to minimize effects of the plasma wall interaction.

Several experiments have confirmed that recycling is the major way by which the plasma density is maintained. Hydrogen ions and neutrals that strike the walls are reflected or detrap absorbed hydrogen atoms. An equilibrium is attained where the number of particles gained is equal to the number of particles lost. Isotopic exchange experiments \([54]\) in Dite, show that after numerous discharges in hydrogen, and a switch to \( D \) as filling gas, \( H \) is still present in the plasma in the first few discharges. While this recycling mechanism is useful in that the density is maintained, without the need of a large neutral density at the plasma edge, it has the disadvantage that controlling the density in the plasma is less easy. One could compare the situation with the method that was used to provide the equilibrium of the plasma in the early days of the tokamak. The
Figure 2.13 Acceptable ratio of neutral density to plasma density as a function of temperature, based on the collision times

Figure 2.14 Limits in $n, T$ diagram in relationship to collisions with neutrals
copper shell provided automatically equilibrium, but it was not until feedback methods were developed that the plasma could be better controlled.

An extremely enlightening series of experiments was performed on T-3 in 1971 [55]. Some conclusions are still valid, while reinterpreting a number of findings in view of recent information provides a better understanding. T-3 is particular [56] in that the chamber can be heated to 500 — 600°C. At this temperature all H is thermally desorbed [57]. Thus it can be assumed that no H is present on the walls of T-3. Another particular feature is the rather large plasma-wall distance because the radius of the limiter is comparatively small compared to the minor radius of the chamber. The series of experiments involved monitoring the Hγ radiation at several locations, corresponding to ionization near the wall, near the limiter and near a pulsed gas injection port. Their conclusion, with respect to recycling is that the flow of neutrals from the limiter is approximately 10 to 20% of the total flow, and is proportional to the density of the plasma. An experiment using He injection confirmed that this flow from the limiter is due to neutralisation of the hydrogen ions reaching the limiter and desorption of the atoms formed and not of desorption by ion bombardment of H that would be present in the limiter. The remainder of the flow comes from the liner and consists of two parts. One part, dependent on the pressure of the working gas admitted to the chamber prior to the discharge, and only slightly dependent on the plasma parameters. A second part is associated with bombardment of the walls by plasma present in the shadow of the limiter. Distance between column boundary and wall changes the repartition of the flow.

Experiments on the effect of plasma wall distance have been performed on TFR [58]. In spite of increasing quantities of gas injected, the density decreased for increasing plasma wall distance from $7.4 \times 10^{-19} \text{m}^3$ for $a = 19\text{cm}$ to $4.8 \times 10^{-19} \text{m}^3$ for $a = 12.5\text{cm}$ (radius wall $r_w = 21.5\text{cm}$ ), confirming the role played by the wall in terms of recycling.

Experiments on other machines (TFR, Dite, Alcator) have shown similar or different behavior. Models have been set up based on one reservoir of particles
in the wall, with fluxes of ions, hot or cold neutrals [59, 60]. One model has even be extended to include limiter interaction, a plasma transport model to calculate the fluxes and a wall diffusion model [60].

Those models are useful when trying to obtain the evolution of the density under particular conditions. Numerous constants within equations have to be estimated for the specific machine. It is then possible to get agreement between the model and the results. Our purpose here is to try to find the major factors affecting recycling and refueling and find the optimum conditions in terms of plasma behavior.

We have devised a simple model that explains qualitatively the behavior of wall interaction and especially the variation from one machine to another. We assume that there are in the wall two reservoirs of particles $S_1$ and $S_2$, that behave differently under different conditions, see Figure 2.15. Attention was drawn to fast processes in addition to slow processes by [61], the presence of two reservoirs is further confirmed by thermal desorption experiments conducted by Wilson [62] and by isotope exchange experiments by Blewer [63].
Assume the first "fast" reservoir $S_1$ to be filled by interaction with the plasma $f_{i1}$, while it can be emptied along three paths. One is a flux $f_{\text{op1}}$ proportional to $f_{i1}$, when $S_1$ is full, the second path is thermal desorption, the third is by "slow" transfer to $S_2$. The second reservoir $S_2$, is filled from reservoir $S_1$ and by more energetic ion and neutrals coming from the plasma. It desorbs by thermal effects. This model can be used both for the wall and the limiter. Different materials, at different temperature will behave differently, and this can be explained in terms of relative size of the reservoirs $S_1$ and $S_2$, and of the size of the fluxes $f$.

The relative contribution of limiter and wall is very much affected by the distance between plasma and wall. Other factors that affect recycling and vary from one machine to another are the choice of material for limiter and wall and prior conditioning of the wall, the number of limiters, and the temperature of the wall.

Recycling on the wall being due in part to the plasma in the shadow of the limiter, it will be affected by the number of limiters and errors in the magnetic field [64]. If field lines do not stay at a constant distance from the wall, a field line which is just not intercepted by a limiter may carry plasma along field lines quite far into the shadow of the limiter, and thus provide a mechanism for a high density plasma near the wall.

The usual choice for a wall has been stainless steel. Other choices have been quartz, gold plated stainless steel, with platinum diffusion barrier (Ormak), alumina (Petula), carbon (TM-G-Tokamak) and inconel (TFR, Textor). Stainless steel is the best documented. The saturation level of the surface increases with increasing energy of the impinging ions [63] and depends on microdamage of the steel [62]. Larger fluxes are needed to saturate the steel at lower temperature [65].

At low temperature ion induced release is the mechanism that detrap hydrogen. At room temperature, diffusion also plays a role. Total release cross sections at room temperature and at 77K [66] are about the same which confirms a reduction in the induced detrapping cross section at higher temperature. Clausing also
[65] found that recycling at higher temperature is greatly enhanced by thermal processes, while at 80K it is dominated by plasma induced processes.

Oxygen contamination of the surfaces was discussed in [61, 65]. It increases the amount of hydrogen retained on the surface and, while it does not affect the rapid recycling rate, it does increase the amount and the speed with which hydrogen is released over a longer time scale.

If we now translate this information into our model we have that at low temperature the flow $f_{12}$ is shut off and only $S_1$ takes part in the process. The reservoir is large, which explains why the first Alcator discharges, without gas pumping have a large density drop [67]. It also explains why only a small number of discharges are necessary in Alcator to observe a complete switch over of the gas when performing on isotopic exchange experiments. While $S_1$ is large at low temperature, the change over is rapid and easy. At higher temperature the size of $S_2$ increases with respect to $S_1$, at the same time the fluxes $f_{12}$ increases, as well as $f_{01}$ and $f_{02}$. The smaller reservoir $S_1$ is filled more rapidly, giving a lower density drop. For isotopic exchange experiments, when $S_2$ starts coming into play, more discharges are necessary to change the gas because the processes are slower. The T–3 result can be understood in the following terms. Because of the elevated wall temperatures there is good communication between $S_1$ and $S_2$, while the size of $S_2$ is relatively large compared to $S_1$. Ionization of the filling gas and poor confinement in the initial stage of the discharges fills $S_1$, and spills over in $S_2$. The first part of the flux identified in the experiment is the flow $f_{c2}$, from $S_2$ proportional to the pressure of the filling gas. The second part, proportional to the plasma density is the flow $f_{cp1}$ which involves $S_1$. The model can also explain why, in experiments on ISX with neutral beam heating, the density drops. This is because fluxes to the wall are more energetic and thus penetrate to the reservoir $S_2$, from which the release is slower. The effect of oxygen on the walls at room temperature is to increase reservoir $S_2$ and increasing the flux $f_{12}$. It is thus similar to operating at higher temperature. No information is available on the influence of oxygen on trapping and detrapping
at low temperature but in terms of our model, results of Alcator seem to concur with the assumption that at low temperature only one "fast" reservoir exists. The use of Ti gettering is equivalent to having only a large and fast reservoir $S_1$. It is this in this respect completely similar to working with walls at liquid nitrogen temperature.

The two reservoir model can also be used on limiters. Because limiters operate at high temperatures, communication between $S_1$ and $S_2$ is very good. At high temperature $S_2$ is much larger than $S_1$, so that a large fraction of neutrals coming from the limiter come from $S_2$. For a graphite limiter $S_2$ is very large, which explains the difficulty of rising the density even with large gas puffing on Alcator C with a graphite limiter. It has even been shown [68] that even at room temperature 100% trapping is observed for fluxes up to $10^{18}$ atoms/cm$^2$.

The existence of two reservoirs, and their different behavior, could possibly be explained by the presence of two different mechanisms. The first reservoir would be linked to physical trapping of the atoms, while the second may involve chemical processes. The experimental results, together with the qualitative model we have developed suggest that operation with walls at liquid nitrogen temperature or with loaded titanium gettered walls result in rapid recycling of large quantities of $H$ at the edge. This maintains the density of the plasma without the need of large neutral density at the edge. The rapid recycling cools the plasma edge, which is beneficial in terms of impurity production, but it also has effects on temperature and density gradients.

2.4.2. Impurities

In this section we intend to discuss the influence of impurities on the use of similarity scaling laws. We will follow the same pattern as for our discussion of the neutrals, although with slightly different emphasis. First we will discuss how impurities can get into the plasma. Contrary to the case of neutrals we can not calculate from theoretical grounds what their density is. We will therefore have to rely on the third part where we review some experimental results to obtain
more information. In the second part we discuss, as we did for neutrals, what an acceptable level is of impurities in order to be able to use similarity scaling laws.

2.4.2.1. Source of Impurities

In most cases impurities arise from the presence of a wall, and a limiter. Arcing, sputtering by ions and hot neutrals, evaporation are all possible mechanisms for dislodging some of the wall material or limiter, or of impurities absorbed on the wall/limiter. Distinguishing between interaction with wall and interaction with limiter is complicated by the fact that wall and limiter operate in quite different regimes. The large wall surface has a lower heat load than the limiter and is thus usually at lower temperature. While in some cases limiter and wall material are made of different material, which should allow us to pinpoint the source of impurities in the plasma, this is too optimistic because sputtered limiter material will cover the wall with a thin layer, making experiments inconclusive. Ionized particles can interact with the limiter by flowing down the field lines, while diffusion across the magnetic field is necessary to interact with the wall. Other sources of impurities can be the original gas composition in the chamber prior to filling, impurities introduced by the plasma formation scheme (plasma gun) or through the neutral beams used to heat the plasma.

No successful attempt has ever been made to calculate quantitatively the impurity level to be expected in a plasma based on the before mentioned influences. Even qualitatively the understanding is far from complete. We will thus have to rely more on experimental data.

2.4.2.2. Acceptable Level

The level from impurities from the point of view of application of similarity scaling laws is very small. Indeed, transport in a plasma is altered because ions (or electrons) will collide with impurities as well as with the other ions. Because the collision frequency of ions with impurities is proportional to \( n_in_i^2 \) where \( n_i \) is the density of impurities, while the collision frequency of ions among
themselves is proportional the \( n_e n_i \), it is clear that in order to have collisions between ions to be the dominant effect there is a rather stringent condition on the ratio \( \frac{n_e Z^2}{n_i} \).

Using the definition of \( Z_{\text{eff}} \) (\( n_e Z_{\text{eff}} = \Sigma n_i Z_i^2 \)), charge neutrality (\( n_e = \Sigma n_i Z_i \)) and the respective collision times, we can calculate the ratio \( \frac{\nu_e}{\nu_i} \) as a function of \( Z_{\text{eff}} \), for different values of \( Z \) (shown in Figure 2.16). In general we have

\[
\frac{\nu_e}{\nu_i} = \frac{Z(Z_{\text{eff}} - 1)}{Z - Z_{\text{eff}}}
\]

and

\[
\frac{n_e}{n_i} = \frac{Z_{\text{eff}} - 1}{Z(Z - Z_{\text{eff}})}
\]

Let us take Oxygen as the dominant impurity, assume it to be completely ionized (\( Z = 8 \)), and further take as limit of applicability of the similarity laws \( \frac{\nu_e}{\nu_i} < \frac{1}{2} \). Even with this marginal constraint (we would rather set \( \frac{\nu_e}{\nu_i} < \frac{1}{10} \)) we obtain the stringent condition \( Z_{\text{eff}} < 1.41, \frac{n_e}{n_i} < 0.8 \times 10^{-2} \).

The fact that theoretical scaling laws for \( \tau_E \) based on similarity considerations did not agree with scaling laws derived by Hugill and Shepherd [69] from experiments was mentioned by Connor and Taylor [8]. The reason they give is the fact that radiation plays a dominant role and is not excluded from the calculation of \( \tau_E \).

Even though the data base used by Pfeiffer and Waltz [70] included only 14 out of 118 points where \( Z_{\text{eff}} < 1.4 \) (11 from Alcator, 2 from ATC, 1 for ST) they conclude it is possible to obtain scaling laws that are compatible with similarity scaling laws. Recently Zampaglione [71] found that the scaling laws for \( \tau_E \) from machines with \( Z_{\text{eff}} = 1 \) agree with the theoretical constraints based on a collisional high \( \beta \) model.

In addition to influencing the transport, impurities can have other effects. A major one of course is radiation. It can mask or make very difficult to measure transport losses. Because of the large energy losses it restricts the parameter space available to perform experiments. Gibson [72] has pointed to impurities as
Figure 2.16  Ratio of collision frequency as a function of $Z_{eff} - 1$.

Figure 2.17  Acceptable level of impurities
Figure 2.18 The operating space of tokamaks is reduced as $Z_{eff}$ increases

a possible cause of the density limits. The diagram of Figure 2.18 summarizes the experimental results of numerous tokamaks [73] and shows how $Z_{eff}$ reduces their operating space.

In Figure 2.19 and 2.20 we show the results of calculations for power losses in $(\frac{W}{m^3})$, due to impurities for oxygen and iron, we have assumed coronal equilibrium [74], and an impurity density of 1% for oxygen and of 0.1% for iron.

Several caveats have to accompany those results.

A plasma may not be in coronal equilibrium, inward diffusion of impurities causing them to be in a lower charge state than one would expect from coronal equilibrium, thus possibly increasing the power radiated. Another mechanism already mentioned is the reduction in charge state of impurities due to charge exchange with the neutrals present in the plasma. The usefulness however of this simple approach is to readily identify regions of $n, T$ parameter space that are certainly inaccessible. Comparing the power lost through radiation, with
Figure 2.19 Radiation losses due to 1% oxygen impurity.

Figure 2.20 Radiation losses due to 0.1% iron impurity.
the power that can be deposited through ohmic heating would define the space within which tokamaks can certainly not operate. Machines in which a large major fraction of the energy is deposited by Ohmic heating are particularly sensitive to the presence of impurities. As the resistivity is proportional to $Z_{\text{eff}}$ it can give localized increase in power deposited, and this changes the profiles. Similarly, large radiation levels have been responsible for inverted temperature profiles (lower at the center than at the edge). In view again of the temperature dependence of the resistivity it affects the current profile.

Only very low level of impurities are thus acceptable in a plasma if similarity scaling laws are to be applied. Additional constraints may arise from the large power losses and the sensitivity of current profiles to the presence of impurities. Let us now look at some experimental results to see whether size or magnetic field affect the impurity level.

2.4.2.3. Impurity Control

We have seen that, based on the applicability of similarity scaling laws, only very small amounts of impurities are allowed. The constraints are more stringent for heavy impurities than for light impurities. As the production mechanism and behavior in the discharge of heavy and light impurities is different, we will discuss them separately.

Heavy impurities are produced by arcing, evaporation and sputtering. Arcing has been shown to be more frequent on unclean surfaces, while it also shows a clear correlation with the edge temperature [75,76]. A low temperature at the edge is necessary to avoid arcing. Runaway electrons, or large thermal loads produce impurities by evaporation of local hot spots, usually at the limiter. Proper control of the discharge and a sufficient number of limiters are helpful to cure this problem. Sputtering is caused by the ions or neutrals colliding with and knocking out some of the atoms from the wall or limiter. There is a minimum energy necessary, depending on the mass of the sputtering particle and the material of the wall [77]. In this respect energetic neutrals, coming from
the center, because the plasma is not impermeable, are particularly damaging. High temperatures at the edge too result in efficient sputtering by ions because the ions may be accelerated by the sheath potential (of the order of three times the electron temperature). The process of self-sputtering, where the heavy ions of charge $Z$ gain an energy $ZT_e$ was shown to result in catastrophic increases of the impurity levels in the plasma [78]. Once again low temperatures at the edge are necessary in order to mitigate this problem. Heavy impurities will radiate strongly even at rather high temperature because they are incompletely stripped. Their behavior in the discharge is still not completely understood and it is still not clear whether they will accumulate in the plasma or not. Recent experiments on Alcator C [79, 80] have shown no accumulation in the center. An interesting difference was also revealed in the time behavior of heavy and light impurities, the reason being ascribed to the fact that light impurities (usually gases) are recycled at the wall while heavy impurities are not.

Light impurities are usually present as surface or bulk contaminants of the wall. Their introduction in the plasma arises from thermal desorption or particle induced desorption. The presence of oxygen on the wall influences the recycling of the hydrogen. It also affects the discharge in other ways. Effective radiation by oxygen at the edge lowers the edge temperature and results in a reduction of the sputtering of heavy impurities. The achievement of lower $q$ values in T-10 compared to T-11 is attributed to the fact that the wall of T-10 are less clean than those of T-11. Better cooling of the edge, through oxygen radiation results in less heavy impurities, allowing flatter current profiles and thus lower $q$. The same effect was obtained by using Ne as radiator. In the case of oxygen however there may be an additional explanation. Experiments in which stainless steel was bombarded with 2 keV H have shown a strong dependence of the sputtering yield on the amount of oxygen on the surface [81]. Oxygen plays a peculiar role too in terms of the temperature of the wall. The oxygen/water cycle was reviewed in [82]. Marmar has shown that there is a distinctly different behavior for temperatures of the wall above or below the freezing point of water [67].
In terms of level of impurities is there an impact resulting from the size versus the magnetic field of a machine? Accuracy of the magnetic field is important because errors can bring hot plasma, flowing along field lines nearer to the wall than would normally be expected. The absolute value of the magnetic field would only put constraints on the size in the case of very low magnetic fields, where we would have to request that the larmor radius of the impurity ion be small compared to \( a \). In most cases the ratio \( \frac{\sqrt{mass/charge}}{a} \) of the impurity ion is smaller than this ratio for a hydrogen ion so that the constraint on \( a \) is more stringent for the hydrogen ions than for the impurities. If we want to avoid sputtering by fast neutrals the product \( na \) has to be sufficiently high for the plasma to operate in the impermeable regime. The presence of oxygen contamination may be helpful both directly and indirectly (by reducing the edge temperature) in reducing the sputtering of heavy impurities.

The amount of impurities in the plasma seems to bear little correlation with size or magnetic field. It does seem influenced by temperature at the edge, plasma wall distance, prior conditioning of the walls and by the vacuum system in general. That size and magnetic field have further little influence is confirmed by the fact that both Tosca and Alcator operate at \( Z_{eff} = 1 \). The wall preparation has a much larger impact: Alcator operates with walls at liquid nitrogen temperature. This seems to be an excellent method. The rapid recycling of a large reservoir of H on the wall keeps the edge temperature low. Possible oxygen contamination on the walls reduces the sputtering, while most of the oxygen that would be desorbed combines into \( H_2O \) that becomes fixed on the wall. Tosca uses gettering. This is an alternative method that however has the drawback of possible contamination with Ti.

2.5. Achieving the plasma parameters dictated by similarity

To achieve the plasma parameters obtained from similarity scaling laws we have to be able to produce the plasma and bring it to the required densities and temperatures. The constraints that can result from this are discussed here.
2.5.1. Plasma production methods

Several methods can be used for plasma production. The most widely used of course is breakdown by a strong DC electric field. This can easily be achieved when Ohmic heating is used, since the same coils are used. Other methods are microwave startup near electron cyclotron and upper hybrid resonances [83], and ICRF [84, 85].

Injection of plasma by washer-guns has often been applied to stellarators [17, 86], but can lead to a formation of convective cells. A more recent method has been the in-situ illumination with laser light of frozen pellets [87]. Sufficient flexibility exist in the choice of the startup method since little power is needed. More important constraints result from the methods that will be used to heat the plasma.

2.5.2. Plasma heating

Constraints can arise from the limitations on the methods that are used to heat the plasma. Our intention here is to review for each of the major heating methods some relations that may put constraints on size, magnetic field, density and temperature, thus restricting the parameter space in which one can operate.

2.5.2.1. Ohmic Heating

The use of ohmic heating sets a lower limit on a combination of density and temperature. The critical energy for runaway electrons is given by [88]

$$\frac{m_e v_e^2}{2e} = \frac{e^2 n_e \ln \Lambda}{4\pi \epsilon_0^2 E} \tag{2.8}$$

The maximum power per unit volume that can be deposited is given by

$$P = \eta J^2 = \frac{E^2}{\eta}$$

Taking the resistivity to be

$$\eta = \frac{(m_e)^{1/2} Z e^2 \ln \Lambda}{3^{1/2} 12\pi \epsilon_0^2 J_e^{3/2}}$$
and the critical energy $\frac{m_e^2}{2} \epsilon^2$ equal to the electron temperature $T_e$ we obtain

$$P_{\text{max}} = \frac{n^2}{(T_e)^{1/2}} \frac{\ln \Lambda \epsilon^2}{Z} \frac{e^{7/2} 3^{3/2}}{4\pi \epsilon_0^2 m^{1/2}} = 9.1 \times 10^{-30} \frac{n^2}{(T_e)^{1/2}} \frac{\ln \Lambda}{Z}$$

This restriction could be alleviated by the use of turbulent heating [89].

For specific concepts there will also be a constraint resulting from MHD stability. In a tokamak for example, the requirement that $q$ on axis can not be much smaller than 1, results in a maximum current density.

$$J = \frac{1}{q} \frac{2 B_\phi}{\mu_0 R} < \frac{2 B_\phi}{\mu_0 R}$$

The maximum power that can be deposited then is

$$\eta J^2 = \frac{(n_e)^{1/2} Z e^2 \ln \Lambda}{3^{1/2} 12 \pi \epsilon_0^2 T_e^{3/2}} \left(\frac{2 B_\phi}{\mu_0 q R}\right)^2$$

$$= 184 \times 10^6 \frac{1}{(T_e)^{3/2}} \left(\frac{B_\phi}{q R}\right)^2$$

(2.9)

Other concept may not be limited by this. It is not a constraint for a reverse field pinch for example. Concepts that have a rotational transform provided by external means can have a current density larger than given in formula (2.9) since the original rotational transform can be in the opposite direction as the one provided by the current. The need for coils providing the flux swing can put some constraints on the geometry and the method itself also results in a limited pulse length.

2.5.2.2. Electron cyclotron resonance heating

Electron cyclotron resonance heating will set constraints on density and magnetic field. The constraints are different depending on the heating mode considered [90]. Define $\omega_{ce}$ the electron cyclotron frequency, $\omega_{pe}$ the electron plasma frequency
and $\alpha$ the square of their ratio

$$\omega_{ee} = \frac{eB}{m}$$

$$\omega_{pe} = \left(\frac{ne^2}{\epsilon_0 m}\right)^{1/2}$$

$$\alpha = \frac{\omega_{pe}^2}{\omega_{ee}^2} = \frac{m}{e_0 B^2}$$

The constraints resulting from accessibility requirements are then [91]

$\alpha < 1$ for ordinary wave heating at $\omega = \omega_{ee}$

$\alpha < 2$ for extraordinary wave heating at $\omega = \omega_{ee}$, wave launched from high field region.

$\alpha < 2$ for extraordinary wave heating at $\omega = 2\omega_{ee}$

$\alpha < 4$ for the ordinary wave at $\omega = 2\omega_{ee}$.

In addition to accessibility we also have to consider whether the wave is being absorbed. The fraction of the wave absorbed in one pass through the cyclotron layer is given by

$$\Delta = 1 - e^{-\Gamma}$$

The value of $\Gamma$ is given by [90]

$$\Gamma_{10} = \frac{\pi}{2} \frac{T_e}{mc^2} \alpha k R_o$$

for the extraordinary wave at the fundamental frequency.

$$\Gamma_{1X} = \frac{\pi}{2} \frac{T_e}{mc^2} \cos^2 \theta \left[2 + \alpha(1 - \alpha)^2 k R_o\right]$$

for extraordinary wave at the fundamental frequency.

$$\Gamma_{2X} = \frac{\pi}{2} \frac{T_e}{mc^2} \alpha k R_o$$

for the extraordinary wave at the second harmonic.

And

$$\Gamma_{20} = \frac{\pi}{2} \left(\frac{T_e}{mc^2}\right)^2 \alpha k R_o$$
for the ordinary wave at the second harmonic. In those formulas \( R_0 \) is the major radius of the device (for a tokamak; in general it is a measure of the gradient in the \( B \) field), \( k \) is the wave number at the resonance and \( T_0 \) is the central temperature.

Note that the damping increases with the density \( (\alpha) \) except for the extraordinary wave at the fundamental for which it is higher at lower density. The damping also increases with temperature and is rather small at low temperature for the ordinary wave at the second harmonic frequency.

2.5.2.3. Lower hybrid heating

The heating by lower hybrid waves is still not completely understood. The reason is that important effects result from non linear processes which are difficult to treat theoretically. We summarize here the constraints mentioned by Brambilla [92]. The lower hybrid frequency is of the order of the ion plasma frequency

\[
\omega^2 = \omega_{LH}^2 = \frac{\omega_{pe}^2}{1 + \frac{\omega_{pe}^2}{\omega_{ci}^2}}
\]

(2.10)

There is a low density cut off for slow waves. It is given by \( \omega = \omega_{pe} \) or

\[
n = 1.24 \times 10^{16}/m^3 \left( \frac{f}{1GHz} \right)^2
\]

(2.11)

For the resonance to be accessible the parallel index \( N_{||} = \frac{eB_{||}}{\omega} \) has to be larger than a certain value given by

\[
N_{||}^2 > \left( 1 + \frac{\omega_{pe}^2}{\omega_{ci}^2} \right)_{res}
\]

(2.12)

Mode conversion and ion heating occurs for

\[
N_{||} \sqrt{\frac{T_i}{1000e}} = \alpha_1 \frac{\omega^2 - \omega_{LH}^2}{\omega_{LH}^2}
\]

(2.13)

while electron Landau damping occurs for

\[
N_{||} \sqrt{\frac{T_e}{1000e}} > \alpha_2
\]

(2.14)
Electron damping will be the prevailing mechanism when

$$\frac{\omega^2}{\omega_{LH}^2} > 1 + \frac{\alpha_2}{\alpha_1} \sqrt{\frac{T_i}{T_e}}$$  \hspace{1cm} (2.15)$$

In a more recent paper [93] Brambilla gives $\alpha_1 = 6.7$ and $\alpha_2 = 6.4$. Combining the equations (2.13) with the accessibility conditions (2.12) will result in a maximum on the combination of density and temperature. Combination of equation (2.12) with the condition (2.14) result in a similar limit. Those limits are shown in Figure 2.21 [94] for the particular combination $B_0 = 2.5T$, $f = 1.3GHz$ and $D_2$ gas. For lower hybrid heating we have thus a low density limit and a maximum on the combination of $n$ and $T$. That this picture is far from complete is confirmed by the fact that on the ATC tokamak a threshold for the power was found, threshold which depended on the density [95]. For an average density of $1.8 \times 10^{19}/m^3$ the power threshold for heating was about $10kW$, while for an average density of $0.9 \times 10^{18}/m^3$, the power threshold was larger than $120kW$. This could be the result of poorly understood non-linear processes.
2.5.2.4. Ion cyclotron resonance heating

Different methods can be used to heat the plasma in the ion cyclotron range of frequencies. Heating at the second harmonic can only be efficient in high density, high temperature plasmas. Heating of a minority species at the fundamental with subsequent transfer of energy to the bulk through collisions provides absorption of the power in a single pass, but results in the production of an energetic tail which has to be confined. For a comparable concentration of two ion species mode conversion occurs at the ion-ion hybrid resonance layer. The wave energy is then damped through electron landau damping.

A common condition needed for propagation of the fast wave is given by

\[ na^2 > 5 \times 10^{17}\frac{(M)}{(M_H)}(\frac{\omega^2}{\omega_p^2}) \]

Confinement of the fast particles requires a minimum on \( \frac{E}{\omega} \). Constraint on the size of an experiment can also result from the limited power density (about 500\,W/cm\(^3\)) of the wave launching structures.

2.5.2.5. Heating by neutral beams

The use of neutral beams to heat the plasma result in a set of rather stringent constraints. A minimum for the product of density and size is set by the need to ionize a major fraction of the beam before it emerges again out of the plasma. An estimate is given by [94]

\[ na = \frac{10^{18}}{m^2}(\frac{E}{1\,keV}) \]

for D tangential injection and

\[ na = 2 \times 10^{18}\frac{E}{m^2}(\frac{1\,keV)}{1\,keV}) \]

for H tangential injection.

On the other hand the energetic particles have to be confined. Details will depend on the geometry and injection method (counter or co-injection). As in the case of ICRH there will be the requirement that \( \frac{E}{\omega} \) be smaller than a certain value.
2.6. Summary

In this chapter we have discussed the method of similarity, which argues that information obtained on models are applicable to full scale machines if some dimensionless parameters are kept constant. We have briefly reviewed two methods to derive the dimensionless parameters, each method having its particular advantages and drawbacks. Application of the method to plasma physics yielded the appropriate dimensionless parameters. In order to gain sufficient freedom in the choice of the parameters in the scaled version, we had to drop one or more of the dimensionless parameters. We have delineated under what conditions we can justify this. Departure of the model on which the similarity is based arises from the presence of neutrals in the plasma and from the presence of impurities. We have set limits on the level of neutrals and impurities that can be accepted in order to be able to continue to use the model. A major constraint arises if we request that the plasma be impermeable to neutrals. Level of impurities have little correlation with size or magnetic field. In a last section we have discussed the constraints we can encounter when we try to obtain the parameters dictated by similarity considerations.
3. Technical Constraints

3.1. Introduction

In this chapter we plan to investigate the technological constraints that may make some areas in the parameter space inaccessible. We will concentrate on obtaining relationships between the weight of the system (or a measure of its cost), its stored energy and energy requirements with size and magnetic field. Those two parameters were our possible degrees of freedom for the similarity scaling.

The weight of the coils depends on the size and the magnetic field, but also on current density limits and structural constraints. Those limits are different depending on the choices made for the coils. We thus investigate current density limits for water cooled, liquid nitrogen cooled and superconducting coils. For the structural constraints, we looked both at D shaped and circular coils. Using those constraints a general formula is set up that gives the mass of the system in terms of the size and the magnetic field.

Since the stored energy is also a function of size and magnetic field, we investigate whether there is a relation between stored energy and the mass of the coils.

A sometimes stringent constraint, when going to small size and high magnetic field is access to the plasma for diagnostic and heating purposes. This aspect is
mentioned but depends strongly on the geometry. It is discussed in a later chapter specifically for the stellarator with helical magnetic axis. Power requirements can further restrict the choices one can make with respect to the design of an experiment. We show those requirements can be related to the stored energy, the pulse length and the mass of the experiment.

Let us now first turn to the investigation of current density limits.

3.2. Current Density Limits

3.2.1. Introduction

It is easy to see that current density limitations play an important role in the total weight of conductor that will be needed for an experiment. Indeed, take $W = Al/\gamma$ where $W$ is the weight, $A$ is some characteristic cross section, $l$ is the total length of the conductor and $\gamma$ the density.

The cross section can be related to the current $I$ and the current density $J$ through $A = \frac{I}{J}$.

The weight of the current carrying conductor is then $W = \frac{I}{J}l/\gamma$. Thus for a given size and magnetic field, the total weight of the conductor will go down, inversely proportional to the current density pointing to the reason why it is, from that point of view, necessary to go as high a current density as possible.

Limitations on the current density differ according to the type of conductor. Water cooled copper conductors have a maximum current density based primarily on the maximum allowable temperature rise and heat removal capacity of the cooling water. This is also the case for cryogenically cooled conductors. Superconducting coils have a current density limit because of safety and stability considerations. We will discuss each type of conductor separately. Since the current density in pulsed coils is related to the pulse length of the system, let us first address this issue.
3.2.2. The Equivalent Pulse Length

The pulse length of a system not only includes the experimental flat top time, but also a time related to the time it takes to ramp up and ramp down the fields, because resistive losses are also incurred during these times.

Let us, under some simplifying assumptions, obtain an estimate for those losses. We will assume that the resistivity does not change (only true for water cooled coils, for \( lN_2 \) cooled coils, the resistivity change is a very important effect and this will be considered when we calculate the current density) and that during each of the three phases (ramp up, flat top, and ramp down of the fields), the voltage is kept constant. During ramp up it is necessary to use a voltage higher than needed to sustain the flat top current. This reduces the time it takes to reach the nominal current and thus reduces the losses. In the same way, to decrease the current after the flat top reversing the voltage will bring down the current faster, reducing the energy deposited in the magnet.

If \( I \) is the nominal current, then we can define a "forcing constant" \( C_f \) for the voltage during ramp up as

\[
\frac{V_u}{R} = C_f I
\]

The time to reach nominal current is then

\[
\tau_u = \tau \ln \left( \frac{C_f}{C_f - 1} \right)
\]

with \( \tau = \frac{r}{L} \) the time constant of the coils. The losses going up are then

\[
E_{iu} = RI^2 \tau \left[ -C_f^2 \ln \left( 1 - \frac{1}{C_f} \right) - C_f - \frac{1}{2} \right]
\]

We can define an equivalent time for ramp up \( \tau_{eu} \) as

\[
E_{iu} = RI^2 \tau_{eu}
\]

giving

\[
\tau_{eu} = \tau \left[ -C_f^2 \ln \left( 3.1 - \frac{1}{C_f} \right) - C_f - \frac{1}{2} \right]
\]
If we take the time for ramp up equal to the time for ramp down, then we need the reversed voltage to be

\[
\frac{V_d}{R} = -I(C_f - 1)
\]

The losses going down will be

\[
E_{ld} = RI^2 \tau \left(-(1 - C_f)^2 \ln \left(1 - \frac{1}{C_f}\right) - C_f + \frac{3}{2}\right)
\]

Similarly, an equivalent time for ramp down is then

\[
E_{ld} = RI^2 \tau_{ed}
\]

with

\[
\tau_{ed} = \tau \left(-(1 - C_f)^2 \ln \left(1 - \frac{1}{C_f}\right) - C_f + \frac{3}{2}\right)
\]

The total energy deposited in the coils, during ramp up and ramp down is then given by

\[
E_t = E_{lu} + E_{ld} = RI^2 \tau \left[(C_f^2 + (C_f - 1)^2) \ln \frac{C_f}{C_f - 1} - 2C_f + 1\right]
\]

This formula can be approximated by

\[
E_t = RI^2 \tau \cdot \frac{2}{3} \frac{\tau_u}{\tau}
\]

This is also what one would obtain assuming the current to ramp up and ramp down linearly.

The energy deposited in the coils is thus

\[
E = RI^2 \tau_p + E_t = RI^2 (\tau_p + \frac{2}{3} \tau_u) = RI^2 \tau_e
\]

This now defines an equivalent pulse length \(\tau_e\), corresponding to a square pulse of length \(\tau_e\) at the nominal current \(I\). The value of \(\tau_e\) is then

\[
\tau_e = \tau_p + \frac{2}{3} \tau \ln \left(\frac{C_f}{C_f - 1}\right)
\]
with $\tau = \frac{t}{\chi}$, the time constant of the coils, $\tau_p$ the flat top time and $C_f$ the voltage forcing constant during ramp up and ramp down. For experiment with very short flat top pulses $\tau_p$, the equivalent time can be completely dominated by $\frac{3}{\pi} \ln \frac{C_f}{C_f - 1}$.

3.2.3. Current Density in Water Cooled Copper Magnets

We have set up a model to calculate the maximum allowed current density based on the heat removal capacity of water cooling, both under steady state and pulsed conditions.

The model, the detailed calculations and more complete results are given in Appendix A. We found that the pulse length of an experiment puts it, from the point of view of current density/heat removal capacity in the conductors, rather unambiguously in one of two classes: pulsed mode or steady state. For a coolant velocity of $1m/s$ and a pulse length smaller than about $10s$, it is best to work in pulsed mode (i.e. provide as much copper as possible to increase the thermal inertia of the system, while dimensioning the cooling passages for heat removal between pulses). The maximum current density is then given by $J = \sqrt{\frac{C_f^3}{\tau}} \Delta T$ being $J \approx 10 \text{ kA/cm}^2 \sqrt{\frac{\Delta T}{\tau}}$ maximum for $\Delta T = 50^\circ C$ and $\rho = 1.72 \times 10^{-8} \Omega m$. In this formula $\tau_e$ is the equivalent pulse length as defined in the previous section. For a pulse length larger than about $10s$, the steady state current density can be $J \approx 2 \text{ kA/cm}^2$. The value of $10s$ depends on the coolant velocity through a $0.8$ power. At higher coolant velocity, the dividing line between pulsed and steady state system occurs at a lower value of the equivalent pulse length (for $v = 2 m/s$, dividing line $\approx 5s$) with corresponding increase ($\sim v^{0.4}$) in steady state current density.

3.2.4. Cryogenically Cooled Coils

The main purpose of using cryogenically cooled coils is to reduce the resistance of the copper conductor, allowing a longer flat top for the same energy dissipated as with room-temperature coils.
The limit on average current density is again the result of a limit on the allowable temperature rise. The transition of liquid nitrogen from nucleate boiling to film boiling at a temperature difference of about 13°C [96, 97] results in a drastic drop in heat transfer rate and thus much larger cooling times. See Table 3.1. At higher temperature, the initial advantage of lower resistivity is lost, so that little is gained for too high a temperature rise. Bitter type coils have a very uneven current density distribution, giving a local hot spot temperature rise much higher than the average. This local hot spot temperature increase, which can be up to 160°C, for an average increase of only 6°C [96], has to be limited in order to avoid approaching the annealing temperature of the copper (about 350°C). Cryogenically cooled coils only use copper hardened by cold drawing, eventually interleaved with steel for strength because copper alloys do not achieve the large reduction in resistance at cryogenic temperature. BeCu for example has a room temperature resistivity twice that of copper, and its resistivity only drops by a factor two at $1N_2$ temperature. Yield strength is $85kg/mm^2 (850MPa)$. ZrCu has a room temperature resistivity 10% higher than copper at room temperature and

<table>
<thead>
<tr>
<th>$\Delta T$ ($^\circ$K)</th>
<th>$Q/A$ w/cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>5.5</td>
</tr>
<tr>
<td>250</td>
<td>3.5</td>
</tr>
<tr>
<td>200</td>
<td>3.0</td>
</tr>
<tr>
<td>150</td>
<td>2.0</td>
</tr>
<tr>
<td>100</td>
<td>1.5</td>
</tr>
<tr>
<td>60</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Film Boiling</strong></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>3.5</td>
</tr>
<tr>
<td>4</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Nucleate Boiling</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1. Heat Transfer Rate for Liquid Nitrogen [96].
it decreases by a factor 4 at \( lN_2 \). Yield strength is \( 45\, kg/mm^2 (450\, MPa) \). Using copper interleaved with steel, lower resistivity values are obtained at the same strength (assuming infinite resistivity for the steel, and plastic precompression of the copper as in Alcator C): the gain in going to \( lN_2 \) for copper interleaved with steel, achieving a strength of \( 85\, kg/mm^2 \), is a factor 5 compared to pure room temperature copper and about a factor 6.5 for a strength of \( 45\, kg/mm^2 \) \[96\].

We derive briefly the formula for maximum current density based on maximum average temperature rise. Since the temperature changes over the pulse length, and both the resistivity and heat capacity are a strong function of temperature, we take this explicitly into account. Assuming an adiabatic temperature rise we have

\[
\rho(T) J^2 dt = \gamma c_p(T) dT
\]

where \( \rho(T) \) is the electrical resistance of the copper, being given by \[98\]

\[
\rho(T) = 1.57067 \times 10^{-8} + 0.545491 \times 10^{-10} T - 0.165573 \times 10^{-12} T^2 - 0.449932 \times 10^{-15} T^3
\]

in \( \Omega m \) for \(-200^\circ C < T < 30^\circ C \) and

\[
c_p(T) = 379.87 + 0.21414 T + 1.0255 \times 10^{-3} T^2 + 2.419 \times 10^{-5} T^3
\]

in \( \frac{\text{Joules}}{k_g C} \) for \(-253^\circ C < T < 25^\circ C \) and \( \gamma \) is the density of the copper, taken to be \( 8.88 \times 10^3 \frac{kg}{m^3} \). The equation can be used to determine the temperature rise \( \Delta T \)

\[
\int_0^t J^2 dt = \int_{\gamma\gamma\gamma K}^{\gamma\gamma\gamma K + \Delta T} \frac{c_p(T)}{\rho(T)} dT
\]

Putting the left hand side equal to \( J^2 \tau \), using an equivalent square wave pulse time it is possible to plot the temperature rise \( \Delta T \) as a function of this parameter. The result is shown in Figure 3.1.
Figure 3.1 Temperature rise $\Delta T$, as a function of equivalent square wave

Limiting $\Delta T$ to $15^\circ C$ one obtains

$$J^2 \tau = 10 \times 10^{15} \frac{A}{m^2 s}$$

giving for a 1 s equivalent square pulse a current density of $10^8 \frac{A}{m^2}$ or $10^4 \frac{A}{cm^2}$.

In Figure 3.2 we have also plotted the ratio of the resistance at the end of the pulse compared to the resistance at 77K.

We may also mention here that there is little advantage to use $LN_2$ cooled coils in steady state. Indeed, even though the heat deposited in the copper at 77K is a
factor 7 lower than at room temperature, the power needed to remove this heat at 77K is about 7.5 times the power deposited (carnot efficiency 0.35, assumed mechanical efficiency 0.4). The total power needed would thus be \( \frac{1 + 7.5}{7} = 1.2 \) the power needed for a room temperature system.

3.2.5. Superconducting Coils

Requirement of stabilization and protection set a limit both on the current density and the maximum current per conductor for large superconducting coils. We summarize here the results of reference [99]. Stability requires that

Figure 3.2 Resistance Ratio, as a function of equivalent square wave
if part of a superconductor goes normal, the disturbance will not spread, and the conductor will return to its superconducting state. This can be achieved if sufficient copper is provided around the superconductor. The current then will temporarily bypass the superconductor. If the heat dissipated in the copper is smaller than the critical heat flux, the conductor can cool down again and recover. Stability thus requires

$$\frac{\rho I^2}{A} < Q_c P$$

The wetted perimeter per unit length, $P$ can be related to the area $A$ using a dimensionless constant $C$ in the following way

$$P = C\sqrt{A}$$

The current density then is limited to

$$J \leq \left( \frac{Q_c C}{\rho} \right)^{2/3} I^{-1/3}$$

(3.1)

Even though the superconductor may be fully stable it is always possible that a failure may drive the whole coil normal. An external dump resistor is used to discharge the coil current in this case. To save the coil one has to limit both the amount of heat deposited to avoid overheating, and limit the voltage to avoid breakdown. Choosing $R$, the resistance of the external dump resistor, such that the initial voltage at discharge is the maximum allowed voltage will discharge the superconducting coil the fastest. Thus

$$V_m = IR$$

Restricting the temperature rise in the coil during the discharge gives

$$\int_0^\infty J^2(t)dt = \int_{T_0}^{T_m} \frac{c_p}{\rho} dT$$

The left hand side can be written as $J^2 \tau$ where $J$ is the initial current density and $\tau = \frac{L}{R}$ is the time constant for the decay. The integral on the right hand side
depends on the stabilizers properties and the maximum allowed temperature rise. Let
\[ f(T_m) = \int_{T_o}^{T_m} \left( \frac{\gamma_c}{\rho} \right) dT \]
Values of \( f(T_m) \) are given in figure 2 of reference [99] for various metals. Using further \( E = \frac{1}{2} LI^2 \) we obtain
\[ J \leq \left( \frac{f(T_m)V_mL}{E} \right)^{\frac{1}{2}} \tag{3.2} \]
Equation (3.1) gives a maximum current density decreasing with the conductor current, equation (3.2) a maximum current density increasing with current. Combining both, we can obtain a optimum current density and current given by
\[ J_{opt} = \left( \frac{f(T_m)V_m}{E} \right)^{\frac{1}{2}} \left( \frac{Q_c C}{\rho} \right)^{\frac{1}{2}} \tag{3.3} \]
\[ I_{opt} = \left( \frac{f(T_m)V_m}{E} \right)^{\frac{1}{2}} \left( \frac{Q_c C}{\rho} \right)^{\frac{1}{2}} \tag{3.4} \]
For typical values of the parameters, namely
\[ f(T_m) = 1.5 \times 10^9 \frac{A^2}{cm^4} \text{ at } T_m = 300K \]
\[ Q_c = 0.3 \frac{W}{cm^2} \]
\[ V_m = 20 kV \]
\[ C = 2 \]
\[ \rho = 3 \times 10^{-8} \Omega cm \]
we obtain
\[ J_{opt} = \left[ \frac{1.5 \times 10^9 \frac{A^2}{cm^4} \times 20 \times 10^3 V}{E} \right]^{1/5} \left[ \frac{0.3W}{cm^2} \left( \frac{3 \times 10^{-8} \Omega cm}{E} \right) \right]^{2/5} \]
\[ = 10 \frac{kA}{cm^2} \left[ \frac{E}{10^8 J} \right]^{-1/5} \]
In this section we have investigated the current density limits for various types of conductors in pulsed and steady state.
3.3. Structural Constraints

3.3.1. Introduction

Most toroidal concepts incorporate the use of toroidal coils. Those coils are usually the most stressed component of the experiment and account for a major fraction of its cost. We have therefore concentrated on constraints associated with the toroidal coils.

Often the current carrying conductor is not sufficiently strong by itself to carry the magnetic load, and reinforcing material is needed to support the load. The loads can essentially be subdivided into loads due to normal operating conditions and loads due to fault conditions, the latter being usually much larger than the former. Still we will restrict ourselves to the analysis of normal operating conditions because the magnitude of loads arising from fault conditions can depend a lot on the type of protection devised to detect the faults and to take appropriate steps to avoid the consequences. It is also more difficult to get general guidelines as the type of damage one could allow can vary widely from no damage at all to acceptance of the destruction of the faulty coil. We will thus restrict ourselves to calculating stresses in magnets due to magnetic loads in normal operating conditions. In addition we will only look at the interaction of the current with the self generated magnetic field thereby neglecting possible interactions like the load arising from other fields, as for example interaction of the vertical field with the current in toroidal field coils in tokamaks.

In order to be able to investigate several types of coils from a rather general viewpoint, and to obtain a formula sufficiently simple and versatile to be included later on in our weight and cost estimate, we show first that in the most general case of a coil subjected to forces in a plane and composed of copper and structural material, we can define an equivalent tangential force that will incorporate the regular tangential force and the bending moments and write a formula of the type,

\[ eE = \frac{T}{A_{\text{coil}}} = \sigma \]
Where \( T \) is the "equivalent" tangential force, that gives the same maximum stress or strain as the tangential force and moments together. In a next step we show that this "equivalent" tangential force can be written as

\[
T = \frac{\mu_c NJ^2}{4\pi} g_o
\]

where \( g_o \) is a dimensionless constant depending only on geometrical factors. We further derive this geometrical factor for a number of coil geometries, namely a very long solenoid, D shaped coils and circular coils. Finally in this section we briefly discuss the limits on stresses and strains.

3.3.2. The Equivalent Tangential Force

Here we will prove that an equivalent tangential force can be defined, that gives the same maximum stress or strain as the sum of a regular tangential force and bending moments in a cross section composed of copper and steel.

First looking at the tangential force (we have used \( N_t \) to avoid confusion with \( N \), the number of turns):

For the tangential force, a fraction is taken up by the copper, a fraction by the steel, so that

\[
N_t = N_c + N_s
\]

\[
= \sigma_c A_c + \sigma_s A_s
\]

\[
= \epsilon_N E_c A_c + \epsilon_N E_s A_s
\]

thus giving

\[
\epsilon_N E_N A_{coil} = N_t
\]

if we define

\[
E_N A_{coil} = E_c A_c + E_s A_s
\]

Similarly, for the moment

\[
\epsilon_M E_M I_{coil} = M\frac{h}{2}
\]

with

\[
E_M I_{coil} = E_c I_c + E_s I_s
\]
Figure 3.3 Two extreme possibilities for the distribution of the steel

Summing the strains we obtain

\[
\bar{E}_N(\epsilon_N + \epsilon_M) = \frac{N_t}{A_{\text{coil}}} \left( 1 + \frac{M_h}{N_t h} \frac{A_{\text{coil}}}{E_M} \right) \\
\bar{E}_N \epsilon = \frac{N_t}{A_{\text{coil}}} \left( 1 + \frac{6M}{N_t h} \frac{E_N}{E_M} \right)
\]

Using the definitions of \( \bar{E}_N \) and \( \bar{E}_M \) we can calculate the ratio \( \frac{\bar{E}_N}{\bar{E}_M} \). Taking

\[
\frac{A_s}{A_{\text{coil}}} = f_s
\]

and

\[
\frac{A_c}{A_{\text{coil}}} = 1 - f_s
\]

the ratio \( \frac{\bar{E}_N}{\bar{E}_M} \) is equal to 1 if the steel is concentrated as in Fig. 3.3a.

If the steel is concentrated as in Fig. 3.3b then

\[
\frac{I_c}{I_{\text{coil}}} = (1 - f_s)^3 \\
\frac{I_s}{I_{\text{coil}}} = 1 - (1 - f_s)^3
\]

and

\[
\frac{\bar{E}_N}{\bar{E}_M} = \frac{\bar{E}_c(1 - f_s) + f_s}{\bar{E}_s(1 - f_s)^3 + (1 - (1 - f_s)^3)}
\]
for $0 \leq f_s \leq 1$ we have $0.83 \leq \frac{E_N}{E_M} \leq 1$ and we neglect the small variation of this ratio with $f_s$.

We obtain

$$E_N \epsilon = \frac{N_t}{A_{coil}} \left(1 + \frac{6M}{N_t h}\right)$$

Thus yielding

$$E_N \epsilon = \frac{T}{A_{coil}}$$

where

$$T = N_t(1 + \frac{6M}{N_t h})$$

I have thus shown how an equivalent tangential force can be defined, yielding a general and simple formula. We will calculate this equivalent tangential force in terms of $\frac{\mu_0 N l^2}{4\pi}$ and $g_c$ the dimensionless geometrical quantity.

As a simple example, let us first look at a very long solenoid of length $L$ (Fig. 3.4). We have

$$B = \frac{\mu_0 NI}{L}$$

Figure 3.4 Long solenoid
The average pressure is given by
\[ p = \frac{BNI}{2L} = \frac{B^2}{2\mu_o} \]

The tension \( T \) on the current carrying conductor is
\[
T = \frac{B^2}{2\mu_o} \times \frac{L}{N} \times r
= \frac{\mu_o NI^2}{2L} \times r
= \frac{\mu_o NI^2}{4\pi} \left( \frac{2\pi r}{\ln \left( \frac{R_2}{R_1} \right)} \right)
= \frac{\mu_o NI^2}{4\pi} g_o
\]

where \( g_o = \frac{2\pi r}{\ln \left( \frac{R_2}{R_1} \right)} \)

We will now see what \( g_o \) is for constant tension coils or circular coils.

3.3.3. Stresses in D shaped Toroidal Coils

The formula for tension in \( D \) shaped toroidal coils is easily cast in the form
\[ T = \frac{\mu_o NI^2}{4\pi} g_o \]

Indeed according to [100] the tension can be approximated by
\[ T = \frac{\mu_o NI^2}{4\pi} \frac{1}{2} \ln \left( \frac{R_2}{R_1} \right) \]

This gives
\[ g_o = \frac{1}{2} \ln \left( \frac{R_2}{R_1} \right) \]

3.3.4. Stresses in Circular Coils

For circular coils we have moments and tangential forces. The formula will thus have the general form
\[ E \epsilon = \frac{T}{A_{coil}} \]
with
\[ T = N_t \left( 1 + \frac{6M}{N_t h} \right) = \frac{\mu_o N I^2}{4\pi} g_o \]

The complete analysis is given in appendix B. The results are summarized here. We find that the formula can be written as
\[ T = \frac{\mu_o N I^2}{4\pi} \frac{r}{R} \left( 1 + \left( \frac{h}{r} \right)^2 \right) \]

with the values for \( \left( \frac{h}{r} \right)_o \) given in Fig. B.18 and B.19. They depend on the aspect ratio, the stiffness of the structure and the way the reaction is taken up. For our purposes here we can use
\[ \left( \frac{h}{r} \right)_o \approx \frac{3\xi}{\xi} \]

with \( \xi \) varying between 3 and 20, depending on the stiffness of the structure and the way the reaction is taken up.

3.3.5. Limits on Stresses and Strains

Limits on stresses in conducting materials have been summarized in [101]. Tensile strength of full hard copper is in the range of 340 to 380 MPa. Reinforcing material (steel) can have maximum stresses up to 1500 MPa at room temperature, and 2300 MPa at liquid nitrogen temperature [102]. More commonly used design limits are 400 to 600 MPa [103].

The stresses in the conducting material are important limits when no reinforcement material is used. When reinforcement material is used the limit is usually the stress in the reinforcing material, or the strain (for superconductors).

A particular case is the Alcator type design where the yield of the copper under its initial loading cycle is used to prestress it. Assuming identical strains in the copper and the steel we can derive the following formula:

The maximum \( E_\varepsilon \) for the copper not to yield is
\[ \sigma = \sigma_{emax} \left[ (1 - f_s) + f_s \frac{E_s}{E_c} \right] \]
If one allows the copper to yield, then the limit is set by the ultimate strength of the steel.

\[ \sigma = \sigma_{cmax}(1 - f_s) + \sigma_{smax}(f_s) \]

For

\[ f_s > \frac{\sigma_{cmax}}{\sigma_{smax} - 2\frac{E_s}{E_c}\sigma_{cmax} + \sigma_{cmax}} \]

a more stringent condition (lower \( \sigma \)) follows from the requirement not to allow the copper to yield in compression. The limit is then

\[ \sigma = 2\sigma_{cmax}\left(1 - f_s\right) + f_s\frac{E_s}{E_c} \]

For superconducting materials a maximum limit of 0.2% is set for the strain because of degradation of critical current above this point.

3.4. Weight of the Toroidal coil system

In order to get a general idea of the cost of an experiment it is important to be able to estimate the total weight. If one can get this weight as a function of size and magnetic field, it is even possible to explore the parameter space as a function of the cost.

F.C. Moon [104] investigated the scaling of the weight of toroidal coils systems as a function of stored energy. He obtains one general scaling, both for superconducting and resistive water cooled magnets.

Within the range

\[ 10MJ < E(\text{stored energy}) < 2 \times 10^4MJ \]

and

\[ 5 \times 10^3kg < M(\text{mass}) < 10^6kg \]
he obtains a simple scaling law, function of stored energy only. This scaling law is

\[
\left( \frac{M}{10^3 \text{kg}} \right) = 1.37 \left( \frac{E}{1 \text{MJ}} \right)^{0.761}
\]

A similar scaling law was obtained by Raeder et al., for the conductor mass of superconducting coils [94].

Several reasons have prompted us to investigate this in more detail.
1. constraints for resistive and superconducting magnets are different.
2. it is interesting to be able to separate copper (or current carrying) mass and steel (or supporting structure). The time constant of the coils system indeed is closely related to the copper mass.
3. the validity of the weight estimates of some reactor studies has been questioned [105].
4. the justification given by F.C. Moon for the \( \frac{2}{3} \) power scaling law is not very convincing.

I plan to first obtain an expression for the mass as a function of size and magnetic field. In the next section the stored energy will be calculated and we will then be able to compare mass with stored energy, to see whether a simple law, relating mass to stored energy is justified.

I have looked both at circular and pure tension coils.

The total mass is taken as the sum of the current carrying mass and the load supporting mass. Both are calculated as a material density times a cross sectional area times a length.

The material density is taken to be \( \gamma_c = 9 \frac{kg}{dm^3} \) for copper and \( \gamma_s = 7 \frac{kg}{dm^3} \) for steel. The cross section for copper is based on constraints related to current density (heat removal capacity, temperature increase, stabilization). The limits on current density have been investigated in more detail for water cooled coils, for cryogenic coils and superconducting coils.
The section for steel is assumed to enclose the copper and its dimensions are constrained by mechanical considerations (maximum stress, and for superconductors maximum strain).

Let us now first calculate the length of the coils, and then turn to the calculation of the cross section of copper and steel needed.

3.4.1. Length

The perimeter of one coil is easily calculated for the circular case.

\[ l_c = 2\pi a \]

where

\[ a = \text{average radius of the coil} \]

For D shaped coils the length [100] is equal to

\[ l_c = 2\pi R_c k \left[ I_0(k) + I_1(k) \right] \]

where \( k = \frac{1}{2} \ln \frac{R_2}{R_1} \) and \( R_c = \sqrt{R_1 R_2} \) (see Fig. 3.5). Formulas for D shaped coils can be simplified if one relates some geometrical parameters to the dimensions of a circular coil, with major radius \( R \) and minor radius \( a \), inscribed in the D shaped coil (Fig. 3.5). We have that

\[
k = \frac{1}{2} \ln \frac{R_2}{R_1} = \frac{1}{2} \ln \frac{R + a}{R - a} = \frac{a}{R} \left( \frac{a}{R} \right)^3 + \left( \frac{a}{R} \right)^5 + \ldots \approx \frac{a}{R}
\]

The length can be then approximated by

\[ l_c = 2\pi a \left( 1 + \frac{1}{2} \frac{a}{R} \right) \]
Figure 3.5 Relationship between the parameters of D shaped coil and inscribed circular coil.

Thus in general we can write the length as

\[ l_c = 2\pi a g_i \]

where \( g_i = 1 \) for circular coils and \( g_i = \left(1 + \frac{1}{2} a \right) \) for D shaped coils.

3.4.2. Cross Section of Copper and Steel

The analysis is based in part on the calculation by Cain and Gray for the fraction of structural reinforcement needed [106] in constant tension coils. The calculation is carried further here to get an expression for the total weight. The general expression set up for stresses in coils also allows us to extend this derivation to circular coils.

Defining the steel cross section (Fig. 3.6) as

\[ A_s = f_s h w = f_s A_{coil} \]

The cross section of copper, is \( A_c \), while the section for copper, cooling passages and insulation is given by \( (1 - f_s) h w \).
Figure 3.6  Cross section of a coil

Define the strain $\varepsilon$, using an average modulus of elasticity and the generalized tangential force $T$

$$\varepsilon E = \frac{T}{A_{\text{coil}}}$$

with $T = \frac{\mu s N I^2}{4\pi} g_\sigma$.

Amperes law relates the current in the coil to the magnetic field with

$$B = \frac{\mu_0 N I}{I_a}$$

where $I_a$ is defined as $I_a = \frac{1}{2} \int B dl$. This gives us

$$A_{\text{coil}} E = \frac{g_\sigma}{4\pi N \mu_0} \frac{(Bl_a)^2}{\varepsilon}$$

$$A_{\text{coil}} E \left[ \frac{\mu_0 N}{Bl_a} \right] = \frac{1}{4\pi} \frac{Bl_a}{\varepsilon} g_\sigma$$

With the average modulus of elasticity given by

$$E A_{\text{coil}} = E_c A_c + E_s A_s$$

We obtain

$$(A_s E_s + A_c E_c) \frac{\mu_0 N}{Bl_a} = \frac{1}{4\pi} \frac{Bl_a g_\sigma}{\varepsilon}$$
\[ A_s E_s \frac{\mu_0 N}{B_l a} = \frac{1}{4\pi} \frac{B l_c g_0}{\epsilon} - E_c \frac{A_c \mu_0 N}{B_l a} \]

Using again
\[ B = \frac{\mu_0 N I}{I_a} \]
we can transform this into
\[ A_s E_s \frac{\mu_0 N}{B_l a} = \frac{1}{4\pi} \frac{B l_c g_0}{\epsilon} - \frac{E_c A_c}{I} \]
or
\[ f_s A_{coil} E_s \frac{\mu_0 N}{B_l a} = \frac{1}{4\pi} \frac{B l_c g_0}{\epsilon} - \frac{E_c}{j_c} \]
\[ j_c \text{ being an average current density in the copper.} \]

\[ f_s = \frac{B l_a}{\mu_0 N E_s A_{coil}} \left[ \frac{1}{4\pi} \frac{B l_c g_0}{\epsilon} - \frac{E_c}{j_c} \right] \quad (3.5) \]

This is a slightly more general expression of the formula obtained by Cain and Gray for the fraction of reinforcement needed. They have used their formula to derive maximum obtainable magnetic fields in toroids, subject to strain limitations. Indeed, for some combinations of \( B, \epsilon, \) and \( j_c, \) \( f_s \) can exceed 100\% leaving no room for copper. We will use our formula to derive the mass of copper and steel components.

Taking \( j \) as an average current density for the coil, cooling holes and insulation, we can write
\[ (1 - f_s) A_{coil} = \frac{I}{j} \quad (3.6) \]

Combining (3.5) and (3.6) it is possible to solve for \( f_s \) and \( A_{coil}. \) We obtain

\[ A_{coil} = \frac{B l_c}{\mu_0 N} \left[ \frac{1}{j} - \frac{E_c}{E_s j_c} + \frac{1}{4\pi} \frac{B l_a g_0}{E_s \epsilon} \right] \]
\[ f_s = \frac{B l_c g_s}{4 \pi \epsilon E_s} - \frac{E_c}{E_s j_c} \left[ \frac{1}{j} - \frac{E_c}{E_s j_c} + \frac{1}{4 \pi \epsilon} \frac{B l_c g_s}{E_s} \right] \]

We can now calculate the total volume of the material and using the densities of copper and steel calculate the total weight.

The volume can be calculated as length \( \times N \times A_{\text{coil}} \). The total mass equals

\[ M = l_c \times N \times A_{\text{coil}} \left[ f_s(\gamma_s) + (1 - f_s)\gamma_c \right] \]

This in fact will slightly overestimate the weight of the copper as it assumes \( \gamma_{\text{insulation}} = \gamma_{\text{holes}} = \gamma_{\text{copper}} \).

We obtain

\[ M = l_c \frac{1}{\mu_0} \left[ \left( \frac{1}{4 \pi} \frac{B l_c g_s}{\epsilon E_s} - \frac{E_c}{E_s j_c} \right) \gamma_s + \frac{\gamma_c}{j} \right] \quad (3.7) \]

The terms of this formula can be readily identified. The term with \( \gamma_s \) is the structural material and gives the reinforcement. Note that some fraction of the force is also taken up by the copper. Indeed, if

\[ \frac{1}{4 \pi} \frac{B l_c g_s}{\epsilon E_s} < \frac{E_c}{E_s j_c} \]

or

\[ j_c < 4 \pi \frac{\epsilon E_c}{B l_c g_s} \]

then the copper will be enough to take up the load and no structural material is needed.

The term with \( \gamma_c \) is the contribution due to the copper because of the need to carry current. Using the value for \( l_c \) the length of the coil, for \( l_c \) the length of the coil axis, and the values \( g_c, \epsilon, j_c \) and \( j \) as derived in previous sections it is possible to calculate the total mass of the system.
3.5. Stored Energy

In this section we will briefly mention the formulas for stored energy in the two different types of coils I investigate, but also show that sufficient accurate results can be obtained by calculating the stored energy from \( \frac{B^2}{2\mu_0} \times \text{Volume} \)

3.5.1. Circular Coils

Taking first a system of circular coils, as for a tokamak the formula for stored energy is given by [100]

\[
E = \frac{1}{2} LI^2 = \frac{\mu_0}{2} N^2 R \left(1 - \sqrt{1 - \left(\frac{a}{R}\right)^2}\right) I^2
\]

(3.8)

It is however easier, and more general to estimate the energy as a product of average energy per unit volume times a volume.

\[
E = \frac{B^2}{2\mu_0} \times \pi a^2 \times 2\pi R
\]

(3.9)

where \( B \) is calculated on the axis.

For \( 0 < \frac{a}{R} < 0.6 \) the error made by using (3.9) gives values that are at most 10% lower than those obtained from (3.8).

Note that the formula, as (3.8) is for filamentary conductors. This overestimates the energy compared to the actual value when the thickness of the coil is taken into account [100]. Our estimate, which gives smaller values than the formula (3.8) is thus sometimes closer to the reality than we would by using the formula for filamentary conductors (3.8).

3.5.2. D shaped Coils

An exact formula also exists for the stored energy of filamentary coils of the Princeton D shape [100].
\[ E = \frac{1}{2} LI^2 \]
\[ = \frac{1}{2} \mu_0 N^2 k \left[ I_0(k) + 2I_1(k) + I_3(k) \right] R_o \]

where
\[ k = \frac{1}{2} \ln \left( \frac{R_2}{R_1} \right) \]
\[ R_o = \sqrt{R_1 R_2} \]

Again we can estimate the stored energy instead, by using an average energy per unit volume times a volume. Calculating the \( B \) field at \( R_o \) and the volume to be the area times \( 2\pi R_o \) we obtain

\[ E = B_o^2 \times 2\pi R_o^2 k[I_1(2k) - e^{-k} I_1(k)] 2\pi R_o \]  \hspace{1cm} (3.11)

By using (3.11) instead of (3.10) we are overestimating the stored energy by at most 5\%. However, except for the fact that it confirms the accuracy of the calculation method \( \text{Volume} \times \text{Average Energy Density} \) the formula (3.11) is not much simpler than (3.10).

The area of the D coil \( (A_D) \) can be written as a function of the area of the inscribed circular coil \( (A_c) \) as

\[ A_D \approx A_c(1 + k) \approx A_c(1 + \frac{a}{R}) \]

Rather than using the magnetic field at \( R_o \) as the average magnetic field we use the magnetic field at the center \( R \) of the circular coil. Calculating the volume then as

\[ \pi a^2 (1 + \frac{a}{R}) 2\pi R \]

we can estimate the stored magnetic energy to be

\[ E = \frac{B^2}{2\mu_0} \pi a^2 (1 + \frac{a}{R}) 2\pi R \]

This gives, for \( 0 < k < 0.6 \) an error smaller than 15\%.
3.5.3. Generalization

We can thus generalize the stored energy as

\[ E = \frac{B^2}{2\mu_0} 2\pi R \pi a^2 g_E \]

with

\[ g_E = 1 \text{ for circular coils} \]
\[ = (1 + \frac{a}{R}) \text{ for D shaped coils} \]

3.6. Energy Requirements

The energy required for an experiment with pulse length \( \tau_p \) is the sum of the stored energy \( E = \frac{1}{2} LI^2 \), the losses \( R I^2 \tau_p \) during the pulse length \( \tau_p \) and the losses \( R I^2 \tau_{eu} \), where \( \tau_{eu} \) is the equivalent time during ramp up of the field.

When we looked at the equivalent time to get an expression for the total energy deposited in the coil, we had to include losses during ramp up and ramp down of the fields. The losses during ramp down are not to be included in the calculation of the total energy needed, because those losses are in fact a fraction of the energy stored in the fields. The total energy required is thus

\[ P = \frac{1}{2} LI^2 + R I^2 \tau_p + R I^2 \tau_{eu} \]

Writing this as a function of the stored energy we obtain

\[ P = E \left( 1 + 2 \frac{\tau_p}{\tau} + 2 \frac{\tau_{eu}}{\tau} \right) \]

where \( \tau = \frac{1}{H} \) is the time constant of the coils.

We found in a previous section the equivalent time during ramp up of the fields to be \( \tau_{eu} \approx \frac{1}{2} \tau_u \) where \( \tau_u \) is the actual time it takes to reach the nominal current, and is given by

\[ \tau_u = \tau \ln \left( \frac{C_f}{C_f - 1} \right) \]
I will now derive an expression for the time constant $\tau$ of the coils. We can write

$$\tau = \frac{L}{R} = \frac{2E}{I^2R}$$

Using the expression for the resistance $R$

$$R = \rho \frac{Nl_c}{A_c}$$

with the length given by

$$l_c = 2\pi a_c g_t$$

the stored energy

$$E = \frac{B^2}{2\mu_0} 2\pi R \pi a^2 g_E$$

and the magnetic field

$$B = \frac{\mu_0 NI}{2\pi R}$$

this can be written in the form

$$\tau = \frac{\mu_0}{4\pi \rho \gamma_c} \frac{l_c A_c \gamma_c}{2\pi R} \frac{g_E}{g_t^2}$$

$$\frac{\tau}{1s} = 0.093 \left( \frac{M_c}{10^5 k_g} \right) \frac{g_E}{g_t^2} \left( \frac{1.92 \times 10^{-8} \Omega m}{\rho} \right) \quad (3.12)$$

The accuracy of this simple formula can be judged by comparison with actual numbers.

For circular coils we take as example TFTR [107] with

$$R = 2.8 m$$

$$W = 12800 \frac{kg}{coil} \times 20 \text{ coils}$$

we obtain

$$\tau = 0.093 \times \frac{12.8 \times 20}{2.8} \times \left( \frac{1}{17} \right) = 8.6 s$$
The value is \( \tau = \frac{L}{R} = 7.5s \)

Calculating it for the D-shaped coils of JET [108] we obtain with

\[ R = 3.05m \]

\[ a = 1.93m \]

\[ W = 12000 \frac{kg}{coils} \times 32\text{coils} \]

we have

\[ \tau = 0.093 \times \frac{12 \times 32}{3.05} \times \frac{1 + 0.6327}{(1 + \frac{1}{2} \times 0.6327)^2} \]

\[ = 11.0s \]

The quoted value calculated from \( L = 0.65H \) and \( R = 61m\Omega \) is \( \tau = 10.8s \).

Summarizing we can write the total energy needed for an experiment as

\[ P = E \left(1 + 2 \frac{\tau_p}{\tau} + \frac{2}{3} \frac{\tau_u}{\tau}\right) \]

where \( \tau_p \) is the pulse length of the experiment, \( \tau \) the time constant \( \frac{L}{R} \) and

\[ \tau_u = \tau \ln \left(\frac{C_f}{C_f-1}\right) \]

For short pulse experiments the first and second term will dominate, both are independent of \( \tau \), for longer pulse experiment the second term becomes more important, pointing to the need to have a system with long time constant for long pulse experiment.

3.7. Relationship between Mass and Stored Energy

Having set up a formula that gives the mass as a function of the dimensions and the magnetic field as well as a formula for the stored energy in terms of the same parameters, we can now turn to the question of the relationship between the mass of the experiment and the stored energy.
It will be shown that different scalings of mass with stored energy are applicable, depending on the conditions. Recalling formula (3.7) we have

\[
M = l_e \frac{l_o B}{\mu_o} \left[ \left( \frac{1}{4\pi} \frac{B l_o g_o}{\epsilon E_s} - \frac{E_c}{E_s} \frac{1}{j_c} \right) \gamma_s + \frac{\gamma_c}{j} \right]
\]

The structural mass is given by

\[
M_s = \frac{l_e l_o B}{\mu_o} \left( \frac{1}{4\pi} \frac{B l_o g_o}{\epsilon E_s} - \frac{E_c}{E_s} \frac{1}{j_c} \right) \gamma_s
\]

(3.13)

the mass of the conductor by

\[
M_c = \frac{l_e l_o B}{\mu_o} \frac{1}{j} \gamma_c
\]

(3.14)

If no structural material is needed, that is if \( j_c < \frac{4\pi \epsilon E_s}{B l_o} \), then the mass will scale as the mass of the conductor only. The mass of the conductor depends on the current density.

For steady state operation \((\tau_e > 10s)\) we had

\[
j \approx \frac{2kA}{cm^2}
\]

giving a copper mass

\[
M_c = \frac{l_e l_o B}{\mu_o} \frac{m^2}{2 \times 10^7 A} \sim cRB
\]

thus not scaling as the stored energy.

For pulsed operation we had for the current density

\[
j \approx \frac{10kA/cm^2}{\sqrt{\tau_e}}
\]

Let us write this as

\[
j = J_{ss} \sqrt{\frac{25s}{\tau_e}}
\]

(3.15)

with \( J_{ss} = \frac{2kA}{cm^2} \). The equivalent pulse length \( \tau_e \) was given by

\[
\tau_e = \tau_p + \frac{2}{3} \tau \ln \frac{C_f}{C_f - 1}
\]

(3.16)
where $\tau$ is the time constant of the coils. The time constant $\tau$ itself depends on the weight of the coils through the formula (3.12). Using then the formulas (3.12), (3.14), (3.15) and (3.16) we can obtain a quadratic equation for the conductor mass.

The limiting cases are the most interesting. For short pulse length, short being defined as

$$\tau_p \ll \left( \frac{Ba}{J_{ss}\sqrt{25s} \rho g_1} \ln \frac{C_f}{C_f - 1} \right)^2$$

or

$$\frac{\tau_p}{1s} \ll 8.2 \left( \frac{Ba}{T_m} \right)^2 \ln^2 \frac{C_f}{C_f - 1} \left( \frac{g_2}{g_1} \right)^2 \left( \frac{2 \times 10^7 A_e}{J_{ss}} \right)^2 \left( \frac{1.92 \times 10^{-8} \Omega m}{\rho} \right)^2$$

the mass will scale as the stored energy

$$\left( \frac{M}{10^5 kg} \right) = 0.0625 \left( \frac{E}{1MJ} \right) \ln \frac{C_f}{C_f - 1} \left( \frac{2 \times 10^7 A_e}{J_{ss}} \right)^2 \left( \frac{1.92 \times 10^{-8} \Omega m}{\rho} \right)^2.$$  

If the pulse length, together with a time related to ramp up and ramp down of the fields is sufficiently long, i.e. if

$$\frac{\tau_p}{1s} + 0.875 \left( \frac{Ba}{T_m} \right) \frac{g_2}{g_1} \ln \frac{C_f}{C_f - 1} \left( \frac{1.92 \times 10^{-8} \Omega m}{\rho} \right) \left( \frac{2 \times 10^7 A_e}{J_{ss}} \right) > 25$$

the conductor can be assumed in steady state. This means that even for extremely short pulse length, if $\left( \frac{Ba}{T_m} \right) \ln \frac{C_f}{C_f - 1} > 28$, so much heat is deposited in the coils during ramp up and ramp down of the fields that the experiment can be assumed steady state and the conductor mass will then scale as $aRB$.

If now structural material is needed then the scaling for the structural material will differ from the scaling of the conductor mass. Neglecting the term

$$\frac{E_c}{E_s} \frac{1}{J_c}$$

in formula (3.7), we have that the structural mass scales as

$$\frac{l_c l_e B^2 \rho \epsilon}{\epsilon E_s} \sim \frac{aR^2 B^2 \rho \epsilon}{\epsilon}.$$
With \( g_o \) constant, this scales as \( a R^2 B^2 \sim \) stored energy. We have discussed in Appendix B that in some cases (by changing \( g_o \)), the scaling can go as \( B \) rather than \( B^2 \).

The conductor mass scales as

\[
\frac{l cl_0 B}{j} \sim \frac{a R B}{j}
\]

The combination of the structural mass scaling as \( a R^2 B^2 \) and the conductor mass scaling as \( a R B \) can indeed give under certain limited conditions a scaling law as proposed by Moon, namely \((a^2 RB^2)^{3/4}\).

The ratio of structural mass to conductor mass scales as

\[
\frac{1}{4\pi} \frac{l c B g o j}{\gamma c} \frac{\gamma c}{\gamma c} \sim \frac{R B j}{\epsilon}
\]

so that as we go to larger systems with higher magnetic field the structural mass term starts to dominate and we obtain a scaling as \( a R^2 B^2 \), which for constant aspect ratio will be similar to a scaling with stored energy.

This increased dominance of the structural material for larger machines is somewhat slowed down for superconducting coils. Indeed for those coils we had that

\[
j \sim \left( \frac{1}{E} \right)^{0.2}
\]

so that

\[
\frac{M_k}{M_c} \sim \frac{R B}{(a^2 R B^2)^{0.2}} \sim \left( \frac{R}{a} \right)^{0.4} R^{0.4} B^{0.6}
\]

For a pulsed system (liquid nitrogen cooled or water cooled) the dominance of the structural material can be enhanced, because the short pulse allows a higher current density in the copper and thus less conducting material. As in this case

\[
j \sim \sqrt{\frac{1}{\tau}}, \text{ where } \tau_e \text{ is the equivalent pulse length, we obtain}
\]

\[
\text{structural mass} \sim \frac{R B}{\sqrt{\tau_e}}
\]
3.8. Access and ripple

Lower limits on the size of an experiment are set by the need for access. That this is especially the case for the small high field experiments can be seen from the Alcator machines.

If we knew the depth of the coils, \( h \), then it would be possible to calculate the available open area as

\[
S = \left( 1 - \frac{\text{Volume copper and steel}}{l_0 l_c h} \right) l_0 l_c
\]

However, the choice of \( h \) can depend on a lot of factors, as for example structural constraints. It is also not necessarily true that a large \( h \) providing for a large open surface is optimum. Indeed, it may very much hinder the possibility of tangential injection. Access and ripple are very much interrelated and further depend on the particular geometry, the number of coils, the choice of the heating method etc... This issue has been addressed in more detail for the particular case of the helical axis stellarator. We should however keep in mind that it is a possible constraint on size and magnetic field of an experimental system.

3.9. Summary

In this chapter we have concentrated on investigating the technological constraints. We have also derived some useful scaling relationships (mass, stored energy, required energy) with size and magnetic field (the two free parameters we had from our similarity considerations). While it is usually straightforward to design an experiment once the general parameters as size, magnetic field, etc. are set, —computer programs have been written to do it [109, 110]— trade-offs between size, magnetic field, pulse length, stored energy are seldom investigated in detail. More often than not they are picked as being a reasonable combination, without much justification.

In this chapter we have obtained for those parameters some general tendencies and interrelations providing a sounder basis for some basic choices.
Application of the methodology to the identification of the minimum scale for a stellarator with helical magnetic axis.

3.1. Introduction

3.1.1. Objectives

In this chapter we show how the methodology developed earlier can be applied. We will investigate the constraints specifically for the design of a stellarator with helical magnetic axis, and then find what the minimum scale is for this particular experiment. Consequently the emphasis is on two aspects: first we will investigate the geometry in detail to find the specific constraints resulting from the particular configuration, and then show how those constraints, together with the more general ones identified in the previous chapters (resulting from the three step method) can be applied to find a minimum scale for this machine.

Further in this introduction we briefly review the methodology described in the first chapter. In the rest of the chapter we will first give some background information on the stellarator with helical magnetic axis. We will then address the issue of the constraints resulting from the choice of experimental format, and use the material developed in the previous chapters to identify a design
window for a particular experimental objective. Within the design window the
final choice can then be made, based on other considerations.

Because the methodology and the supporting work of chapter 2 and 3 is very
general, not all of it will be used. On the other hand, since some constraints
result from the peculiarities of the configuration chosen, and since those were not
discussed in general, a large portion of this chapter is devoted to the identification
and explanation of the constraints specific to this particular configuration. For
a fixed geometry and a chosen experimental objective the constraints can be
applied and within the design window a minimum scale can be found. Some
choices have to be made along the way. Other choices could have been made,
even resulting in a different end product. This however, does not affect our main
purpose to show how the method is to be applied.

3.1.2. Methodology

In this section we will briefly review the methodology and show how we are
planning to apply it to the stellarator with helical magnetic axis. For a given
geometry, we have to decide, based on our experimental objectives, which
dimensionless parameters we want to keep constant in our model. In chapter 2
we have discussed the important dimensionless parameters. We have shown that
an obvious parameter, that we are allowed not to keep constant (within some
limits) is $N_\lambda. In order to test ideal MHD $B limits, we could drop $\nu$ as second
parameter. Non ideal modes would be affected by $\nu. In transport tests, dropping
$B$, may not be the appropriate choice. Is is thus more justifiable, to keep $B$ and
$\nu$, and drop $\nu_2$ as a second parameter. If we want two degrees of freedom (the
size and the magnetic field), we can only fix two dimensionless parameters. For
the particular geometry, and the value for the fixed dimensionless parameters,
we can draw the constraints in a size versus magnetic field diagram. A special
set of constraints is those that result from the particular geometry chosen.
More general constraints are those that were discussed in the previous chapters
and are the result of the three steps described in the introduction. The first
step is to examine under which conditions we can drop the other dimensionless
parameters. The second step is to investigate under which conditions we can neglect effects related to neutrals and impurities. We will in this context apply the na limit. The presence of impurities, even within acceptable limits, may still have an effect on the power needed to heat the plasma. This is linked to the third step, the possibility of achieving the plasma physics parameters dictated by the similarity considerations. This last step requires us essentially to look at constraints resulting from heating methods and technological constraints. Constraints on a and B will result, for fixed β and ν, from the choice of the heating method (for example due to accessibility of the electron cyclotron resonance layer). Technological constraints, related to stresses and current density limits, can also reduce the design window in a a and B diagram. Having identified all the constraints, we can in this diagram make a choice based on other considerations, as for example cost, access, etc..

The method does not give guidance with respect to the choice of the concept to be investigated. Nor about the particular configuration chosen to embody the concept. External considerations usually fix those choices, and we were no exception. The choice of the helical axis stellarator, and some specifics of its configuration are merely the result of particular interests at the time a concrete example was needed to illustrate how one can go about finding a minimum scale. We have, however, investigated some variations on the geometry and we will justify the resulting choices that have been made.

3.1.3. Subdivision of the chapter

The chapter is subdivided as follows:

In section 2 we explain what a stellarator with helical magnetic axis is, give some possible variation of this type of concept, and present the particular configuration used here to apply the method.

In section 3 we discuss the geometry in more detail, present which variations we have considered, and how we went about making some choices.

The fourth section investigates the specific constraints resulting from the geometry at the same time using those constraints to finalize the geometry.
In section 5 we discuss in more detail the topic related to equilibrium, stability and to transport and collisionality. This is needed to make appropriate choices for the fixed dimensionless parameters, $\beta$ and $\nu^-$, but also to provide the necessary information in order to later make an estimate of the power requirements. In section 6 we then apply the constraints resulting from the three steps described earlier, and also take into account the particular constraints resulting from the geometry.

The seventh and last section shows how, within the design window a final choice can be made.

3.2. The Stellarator with Helical Magnetic Axis

In this section we give some background information on the stellarator with helical magnetic axis. We first discuss the concept, and how it fits into the larger set of toroidal configurations. We then briefly discuss a number of particular configurations that can be classified under the name of helical magnetic axis stellarator. Finally we describe which particular one was chosen for this thesis.

3.2.1. Concept

A stellarator with helical magnetic axis is a particular type of toroidal configuration. Toroidal configurations have the advantage over open configurations that there is theoretically no loss of particles and energy along the field lines. They have a drawback, however: they are toroidal, which automatically implies that no absolute minimum $B$ geometry can be constructed and that some way must be found to avoid possible charge separation resulting from drifts associated with the toroidal inhomogeneity of the magnetic field.

The large spectrum of concepts in toroidal geometry result in part from the different approaches that are used to avoid this charge separation.

The charge separating drifts can be canceled by modeling the magnetic geometry such that the drifts occur in the poloidal direction, as in an Elmo Bumpy Torus.
Radial electric fields can achieve the same result. A more standard method is to give the field lines a rotational transform, thus allowing charge cancellation by particles flowing along the field lines.

There are three ways of producing a rotational transform.

A rotational transform can be provided by a current along the magnetic axis as is the case in a tokamak. A second way is by making non circular magnetic surfaces and rotating them. This can be done by using helical windings as in a torsatron. The third way, and historically the first [111] by giving the magnetic axis a torsion. Figure 4.1 schematically shows how a torsion can produce rotational transform of the field lines [112].

The three ways can be combined and the total rotational transform on axis is then given by Mercier's formula [113]

$$\iota = \frac{1}{2} \int \frac{ds}{\cosh \eta} \left( \frac{\lambda}{2} + d'(s) - \frac{2}{\tau(s)} \right)$$  (4.1)

where

- $\iota$ is the rotational transform, measured from the normal,
- $\eta$ is a measure of the ellipticity of the surfaces, defined as $\eta = \varepsilon \eta(s)$ with $a, b$ being the large and small axis of the elliptical surface near the axis (Fig. 4.2).
- $\varepsilon$ is defined as $\varepsilon = \frac{a^2 - b^2}{a^2 + b^2}$
- we can write $\frac{1}{\cosh \eta} = \sqrt{1 - \varepsilon^2}$
- $\lambda$ is defined as $\lambda = \frac{J_{so}}{B_{so}}$, $J_{so}$ being the current density on axis, and $B_{so}$ the magnetic field there,
- $d'(s)$ measures the rotation of the ellipse with respect to the normal,
- $\tau(s)$ is the radius of torsion.

In this formula the angle $\iota$ is measured from the normal. For concepts with a plane axis this fact is not crucial as the normal is always directed towards the axis of symmetry of the device. Measuring the angle with respect to the
Figure 4.1  Rotational transform arising from torsion.

Figure 4.2  Definition of a, b and d for rotating elliptical surface
normal or to some fixed frame then does not make a difference. For the case of a non planar axis it is important to keep the difference in mind. Measuring the rotational transform from the normal is the most useful definition. Indeed, what matters is not the absolute motion of a field line, but its motion relative to the normal of the axis. It is the motion of the field line with respect to the normal that makes it sample regions of lower and higher magnetic field, and thus results in compensating drifts.

A stellarator with helical magnetic axis relies essentially on the third method to provide the rotational transform.

3.2.2. Different variations

A stellarator with helical magnetic axis can be built using helical coils, or using only circular coils.

A number of variations rely on helical coils to achieve their goal. A torsatron with \( l = 1 \) is such a configuration. Another possibility is a combination of a single, planar poloidal coil with helical coils: the Vintotron [114, 115]. Still another is the combination of helical conductors and toroidal coils forming a solenoid with helical magnetic axis, but plane-geometric axis (this is achieved by tilting the coils) [116].

The configuration can also be constructed using only circular coils. The first and most obvious choice is to place the (toroidal) coils perpendicular to the magnetic axis one would like to generate. Figure 4.3 shows some theoretically possible configurations from [117], at the same time defining \( n \) and \( m \) numbers. Figure 4.4 shows in more detail an \( m = 1, n = 3 \) system. Another proposal [118] keeps the center of the toroidal coil on a circular loop but gives the coils a tilt (Fig. 4.5). A third way is to combine a poloidal ring with toroidal coils. The toroidal coils are centered on a helical axis, but kept in \( \phi = \text{constant} \) planes. A schematic vertical projection is shown in Fig. 4.6, while Fig. 4.7 gives
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Figure 4.3 Possible configurations for stellarator with helical magnetic axis

A perspective drawing [119]. The coils can either link the poloidal ring or can be completely outside of it.

This last scheme is structurally especially simple, and allows some experimental flexibility because parameters associated with the magnetic axis can be changed by changing only the current in coils. This particular configurations, with no topological link between the toroidal coils and the poloidal ring was chosen as the configuration for further investigation and application of the method.

3.2.3. Definition of the parameters

Here we describe in more detail the particular choice and we identify the parameters that define the magnetic geometry. The basic components are shown in Figure 4.8.

A circular poloidal coil, of radius $R_R$ carries a current $I_R$. The radius of its cross section is $r_R$. A pair of Helmholtz coils provide a vertical field $B_u$.

The toroidal coils, in $\phi = \text{constant}$ planes, have a radius $a_c$ and are centered on a helical line with major radius $R_c$ and minor radius $r_c$. While it is possible to
Figure 4.4  Stellarator with helical magnetic axis, obtained by placing the coils perpendicular to this magnetic axis. The figure is a vertical projection showing the coils and the circular loop (compare with Fig. 4.3).

Figure 4.5  Stellarator with helical magnetic axis obtained by tilting the coils, straight version. The geometric center of the coils is a planar curve, but the tilt of the coils produces a spatial magnetic axis.
Figure 4.6 Helical stellarator obtained with coils in $\phi =$ constant plane, vertical projection showing the coils and the circular loop $m = 1, n = 3$.

Figure 4.7 Stellarator with helical magnetic axis $m = 1, n = 3$ [119].
take $R_c \neq R_R$, and even to vary the radius $r_c$, so that the centerline of the coils would not lie on a torus with circular cross section (but rather, for example, on a torus with elliptical cross section), we have limited ourselves to the case where $R_R = R_c$, and $r_c = \text{constant}$. This particular choice was made because it results in toroidal coils, located at a constant distance of the toroidal ring, with obvious advantages in terms of standardization of the components and simplicity of construction.

The cross sectional dimension of the coils are $w_c \times h_c$ where $w_c$ is the width (measured in the $\phi$ direction) and $h_c$ the height. Their number is $N$ and they carry a current $I_c$. The winding law of the helical line on which the coils are centered is defined as

![Diagram](image)

**Figure 4.8** Parameters defining the geometry.
\[
\frac{n}{m} \phi = \theta_c + \alpha_c \sin \theta_c
\]  

(4.2)

Those parameters are sufficient to uniquely define the magnetic geometry, including the position of the magnetic axis, shape of the surfaces etc... Let us, for the purpose of the discussion of the relation between the parameters introduce some additional definitions.

The magnetic axis is a helical line with major radius \( R_a \), minor radius \( r_a \) and a winding law of the form

\[
\frac{n}{m} \phi = \theta_a + \alpha_a \sin \theta_a
\]  

(4.3)

It is not obvious that the magnetic axis can be represented as a helical line with constant \( R_a, r_a \) and only a single harmonic for its modulation, but we will be show later that this is the case. The center for measuring the angle \( \theta_c \) is the center of the ring \( (R = R_c = R_R) \), while the center for measuring the angle \( \theta_a \) is \( R = R_a \).

The angle \( \alpha_c \) can be viewed as the angle \( \frac{\pi}{4} - \theta_c \) at \( \frac{\pi}{m} \phi \approx \frac{\pi}{4} \) (quarter period). Similarly, \( \alpha_c \) can be viewed as the angle \( \frac{\pi}{2} - \theta_c \) at \( \frac{\pi}{m} \phi \approx \frac{\pi}{2} \). Define further \( \alpha_R \) to be the angle of the magnetic axis at \( \frac{\pi}{m} \phi \approx \frac{\pi}{4} \) measured from the ring center \( (R = R_R) \).

Let us also define a dimensionless parameter \( \delta \) through \( b_c = \delta r_c \), where \( b_c \) is the bore of the coil.

We have throughout used the index \( a \) to refer to properties related to the axis, the index \( c \) for properties related to the toroidal coils and an index \( R \) for properties related to the poloidal ring.

We have chosen here to define the geometry through dimensions, currents and magnetic fields. Alternatively one could use the more theoretical approach and define the magnetic geometry in terms of the position of the magnetic axis, shape of the surfaces, variation of the rotational transform etc... Different choices for the coil configuration could result in the same magnetic geometry. One could, for example, obtain the same magnetic geometry with helical coils. The reason
for first choosing the coil configuration, and investigating the geometry, is that it is easier to derive the theoretical parameters from real coil data than to infer actual coils from theoretical parameters. Other coil configurations, however, will result in other geometrical constraints, and those may even be less stringent. For example, in order to obtain a helical axis stellarator with a large number of periods, the use of helical coils may be easier, at least for an experimental machine.

3.3. Geometry

3.3.1. Introduction

Having made a decision about the concept (stellarator with helical magnetic axis), and the particular coil configuration (toroidal coils, one poloidal ring, no topological link), we will want to address the constraints that arise from the particular geometry. From the start we have pointed out the importance of the magnetic geometry in performing scaling experiments, both in terms of its possible impact on the plasma parameters, and because of the existence of constraints specifically related to the geometry. However, as the geometry is different for each concept and as each concept needs a different number of parameters to be completely defined, we have not addressed the issue in general, but chosen to postpone the discussion and limit it to the particular concept and the particular configuration we used as an example. It is now time to tackle this aspect for the helical axis stellarator in the particular variation we have chosen.

It should be noted that while we have chosen a configuration for the helical axis stellarator consisting of toroidal coils, a poloidal ring with no linkage of the two sets of coils, we have not yet completely defined the geometry. To do this we could use two possible approaches.

The first approach would be to say that we want to model the geometry of a reactor exactly. One would have to rely on a reactor design to obtain
information on its geometry. Scaling it according to our parameters $a$ and $B$, for fixed values of the dimensionless parameters $\beta$ and $\nu$, which we would also obtain from the reactor design, would give us the minimum scale experiment, after applying the constraints. This approach would be straightforward, if it were not for two problems. First there is no recent, well documented reactor design for a stellarator with helical magnetic axis (the adjective recent is added because, in fact, the first reactor design ever made, was a helical axis stellarator: the D-stellarator). Secondly, when we make a cursory calculation of what the geometry of such a reactor might look like, we note the need for a large number of periods in order to achieve large $\beta$ values (the relationship between the number of periods and the $\beta$ value will be discussed later). Unfortunately, however, the geometrical constraints, which will also be derived later, become more stringent when the number of periods increases. The resulting minimum scale experiment, because of this stringent geometrical constraint, together with high $\beta$ values, would be very large. Those two problems essentially preclude the straightforward choice that the geometry be the reactor geometry.

We can then envisage a second approach. It is to keep our options open, and at first not completely fix the geometry. We can then investigate what the geometrical constraints are, for various geometries. The constraints resulting from the geometry are somewhat less stringent for particular choices of the geometry, and we might opt for a particular geometry where the constraints are the least stringent. This alternative approach to fixing the geometry is the one that was chosen here.

Any reactor design carried out today, would be based in part on the presently accepted, but untested relationship between the number of periods and the maximum achievable $\beta$. If we can test this theory under easier conditions (for example at a smaller number of periods), we could gain some confidence in the theory, and then, perhaps as the next step, build a model with reactor geometry.

Using this second approach for our particular case - i.e. choosing the geometry such that the geometrical conditions are the least stringent - we can not
choose the dimensionless parameters just by fixing them to the corresponding value in a reactor. Remember that the choice of the geometrical parameters has an influence on the achievable plasma parameters (for example there is a connection between $\beta$ and the number of periods). The choice of the dimensionless parameters is now rather based upon the theory we want to test. The whole methodology however, namely 1) fixing dimensionless parameters, 2) taking $a$ and $B$ as the variables, 3) applying the constraints, and 4) choosing the final design within the design window, is still completely applicable. Indeed, the only difference is the following: if we had used the first approach (geometry = reactor geometry), the family of machines among which we choose the one which, within constraints, is the minimum scale member, contained also the reactor. Each member of the family (varying $a$ and $B$) was similar to a reactor.

Now we will choose the minimum scale member among a family which does not contain the reactor. Each member of the family however, is similar in that it will test the theory to the same extent. For a choice of $\beta$ and $\nu^*$, we will still have to apply the constraints resulting from the neglect of the other parameters (the members of the family must be truly similar), the constraints resulting from neutrals and impurities, and the constraints resulting from the ability to obtain the parameters required (constraints resulting from heating methods and technological constraints). Within the design window we can then choose the machine with the minimum scale, based on cost, access, etc...

3.3.2. How do we fix the geometry and find the resulting constraints?

We have explained in the previous section how we are planning to fix the geometry: essentially by looking for the particular combination where the geometrical constraints are the least stringent. This will define the geometry and also identify the constraints specifically related to the geometry.

How do we find our way in this very large parameter space? We will subdivide the parameters in "soft" parameters and "hard" parameters. The soft parameters are the easily changeable parameters, such as the current in the coils. The hard
parameters are the more permanent ones, those that are fixed once the machine is built. An example of a hard parameter is the number of periods.

Both the hard parameters and the soft ones affect the magnetic geometry. For example, it is clear that the shape of the magnetic axis depends on the number of periods. The position of the magnetic axis, within the toroidal coils also depends on the current in the toroidal ring.

Therefore we will first derive some relationship between those soft parameters (the current in the coils) and the magnetic geometry. Since the constraints we want to derive depend on the hard parameters and on the soft parameters, we then use the relationships that were developed (between soft parameters and magnetic geometry) and a particular choice of the geometry to make the constraints function of the hard parameters alone.

This then allows us to discuss the influence of the hard parameters on the constraints and choose them such as to make those constraints the least stringent. This finalizes the geometry and identifies the geometrical constraints.

Throughout this section we use dimensions, magnetic fields. It should be understood however, that in this section their absolute value is not fixed, since we will use $R$ and $B$ as scaling variables.

3.3.3. Discussion of the soft parameters

In this configuration a large number of parameters, associated with the magnetic geometry, can be changed by changing what we call soft engineering variables, the current $I_R$ in the ring and the vertical field $B_v$. The modulation angle $\alpha_e$ of the winding law of the coils can be considered "semi-soft", as one could envisage the possibility to reposition those coils without too many problems. For those parameters it is necessary to have design values and sufficient freedom should still be maintained in order to be able to investigate easily the influence of their variation and the resulting variation of the well depth, rotational transform etc., on plasma properties. Let us now discuss the influence of the soft variables.
(the vertical field and the ring current) on the geometry. In Appendix C we give some basic information on spatial curves. We urge the reader to go through it carefully as an understanding of it is the basis of much of the further discussion in this chapter.

Extensive numerical calculations were performed by P.A. Politzer [120] in order to investigate the vacuum magnetic surfaces and the parameters associated with the magnetic axis, with variations of the vertical field, $B_v$, the ring current $I_R$ and the winding law of the solenoid $\alpha_c$. As there is no published record of them we briefly summarize the results here. A field line follower was used to trace out magnetic surfaces (puncture plots) and to calculate the magnetic properties. Coils were modeled by filamentary conductors. The calculations were performed for several combinations of $I_R$ and $B_v$, for the particular case of $n = 3$.

We summarize here the results obtained for $R_R = 2m, \alpha_c = 0.4m, \tau_c = 0.4m$ and $\alpha_c = \alpha_R$ (modulation angle for the winding law of the geometric center of the coils equal to the angle of the magnetic axis, as measured from the ring center).

1. The minor radius of the magnetic axis $\tau_a$ depends on the ring current only, the dependence on the vertical field is extremely small (see Fig. 4.9).
2. The major radius $R_a$ depends both on the ring current $I_R$ and the vertical field $B_v$ (Fig. 4.10).
3. While $\tau_a$ and $R_a$ vary when the angle of the solenoid is varied, the angle $\alpha_R$ varies little when the winding law of the solenoid is varied from $\alpha_c = 0$ to $\alpha_c = \alpha_R$ (in order to center the coils on the magnetic axis), as can be seen in Fig. 4.11.
4. The rotational transform depends only on $I_R$ and decreases with increasing $I_R$ (Fig. 4.12).
5. No magnetic surfaces are obtained from some combinations of $B_v$ and $I_R$. Results pertaining to the well depth are shown in Fig. 4.13, and Fig. 4.14 shows an example of the shape of the flux surfaces.
Figure 4.9  Minor radius $r_c$ as a function of ring current $I_R$ and vertical field $B_v$.

Figure 4.10  Major radius $R_c$ as a function of ring current $I_R$ and vertical field $B_v$. The waviness of the lines is the result of the fact that the values were obtained for a finite number of combinations $I_R$ and $B_v$. 
Figure 4.11  Value of $\alpha_R$ for $\alpha_c = 0$ (top) and $\alpha_c = \alpha_R$ (bottom)
Figure 4.12  Normalized rotational transform \( \frac{d\psi}{d\tau} \) per period.

Figure 4.13  Well depth, \( \frac{d\mu}{d\%} \), where \( U \) is the specific volume defined as \( U = \frac{d\psi}{d\phi} \). \( \phi \) is the magnetic flux in the \( \phi \) direction, within the magnetic surface \( \psi \), and \( V \) is the volume enclosed in the surface \( \psi \).
Figure 4.14  Shape of the surfaces for the case \( R_R = 2m, \frac{T_R}{T_A} = 0.2, \frac{\phi_R}{\phi_A} = 0.2, \alpha = -12^\circ, I_R = 800kA \) and \( B_v = -0.04T \)
To obtain all the information (magnetic surfaces, well depth, etc...) on the final magnetic geometry there is no way around doing field line following. However in order to make choices with respect to the number of periods, major radius, minor radius (the hard parameters), it is important to be able to have some analytical or semi-analytical tools to narrow the parameter space that will be looked at numerically, and obtain relationships between the magnetic geometry and the soft parameters.

We have developed an simple analytical model which explains the parametric variations. A further refined numerical-analytical method obtains very easily and efficiently $r_c$, $R_A$, the angles $\alpha_c$, $\alpha_R$ and the rotational transform and is in excellent quantitative agreement with the detailed numerical results. Approximate formulas are also provided for the ring current $I_R$ needed to position the magnetic axis for a given minor radius, and for the vertical field $B_v$ to obtain $R_c = R_R$. This is detailed in Appendix D.

3.3.4. Discussion of the hard parameters

In contrast to currents in coils, other engineering parameters are fixed or less easily changeable once the machine is built. They are the number of periods ($n, m$ number); the ring radius ($R_R$), its cross section ($\pi r_R^2$); the number ($N$) of the toroidal coils, their radius ($c_c$), the bore of the coils ($b_c$), the displacement ($r_c$), and cross section ($h_c \times w_c$). The modulation angle ($\alpha_c$) was considered semi-soft. Let us discuss how we can go about choosing those parameters.

The magnetic geometry and the geometrical constraints depend both on the choice of the soft parameters, and on the choice of the hard parameters. In order to make it a function of the hard parameters only, we will assume that the relationships developed in Appendix D are used to obtain the values of the soft parameters for each choice of the hard parameters. More explicitly, for each choice of the hard parameters, we will take for the ring current the value that will give for the magnetic axis a minor radius $r_c = r_c$. This particular value of ring current will further be called the design value of the ring current. Using the
vertical field, the magnetic axis can then be centered in the toroidal coils, giving also $R_a = R_R$. This then makes the geometry, and the constraints resulting from it, a function of the hard parameters only.

We will now show how we can reduce the number of hard parameters, so that we can concentrate on only five of them: $n$, the number of periods; $r_c$, the displacement of the coil; $R_R$, the major radius of the ring; $b_c$, the bore of the coil; and $N$ the number of the coils.

Going back to Figure 4.3 where a configuration with $m \neq 1$ is shown, will easily convince us to take $m = 1$. A more solidly based argument is that taking $m \neq 1$ would increase the effects due to toroidality, compared to a machine with the same $n$ and $m = 1$.

In view of the fact that this is to be an experimental machine, one appealing property of which is that the magnetic axis can be easily moved by changing currents in the coils, it is important to keep this flexibility and thus important not to take any steps that would, without reason, reduce the radius of the coil. Using the parameter $\Delta$ as defined in Figure 4.15, we can write in general $a_c = r_c - \frac{4r}{a} - R_R - \Delta$. The coil radius $a_c$ will be largest when $\Delta = 0$, and we thus opt for this choice. The result is also that the coils can be attached to the circular ring, with no additional stand off piece in between. We take thus always

$$a_c = r_c - \frac{h_c}{2} - R_R$$  \hspace{1cm} (4.4)

We further have that there is, for a given configuration a relationship between the current in the toroidal coils, and the current in the ring. This is the relationship mentioned earlier and discussed in Appendix D.

Let

$$\frac{J_R}{I_c} = \lambda$$  \hspace{1cm} (4.5)

This can also be written as

$$\frac{J_R \pi r_R^2}{I_c w_c h_c} = \lambda$$  \hspace{1cm} (4.6)
Figure 4.15  Position of the toroidal coils with respect to the ring

Requirements that the coils do not interfere in the center (see Fig. 4.17 for the definition of the variables) results in

\[ R_e \Delta \phi = w_e \]  \hspace{1cm} (4.7).

With

\[ \Delta \phi = \frac{2\pi}{N} \]  \hspace{1cm} (4.8)

and

\[ R_e = R_R - r_c - a_e \]  \hspace{1cm} (4.9)

the equation (4.7) can be written as

\[ 2\pi(R_R - r_c - a_e) = N w_e \]  \hspace{1cm} (4.10)

We can further write \( a_e \) very simply in terms of \( b_e \) and \( h_e \). Indeed, we have

\[ a_e = b_e + \frac{h_e}{2} \]  \hspace{1cm} (4.11)
The four equations (4.4), (4.6), (4.10), (4.11) can be used to express four variables as a function of the others. For example, we can express \( \tau_R, \alpha_c, h_c \) and \( w_c \) as a function of the other parameters.

Having thus eliminated \( \alpha_c, \tau_R, h_c \) and \( w_c \) we are left with: \( n \) the number of periods, \( R_R \) the ring radius, \( r_c \) the displacement of the coils, \( b_c \) the bore of the coil, and \( N \), their number (and \( \alpha_c \) the modulation angle of the winding law).

Remember that we still have the scale factor for the dimensions so that we can reduce the number of parameters by one by taking the ratio of the dimensions. The parameters are then \( n, \frac{r_c}{R_R}, \frac{b_c}{r_c}, N \) and \( \alpha_c \). Note that we have taken the ratio \( r_c \) with respect to the ring radius \( R_R \), and the ratio of the bore \( b_c \) to the displacement of the coils \( r_c \).

There are some qualitative indications on the choice of \( n, \frac{r_c}{R_R}, \frac{b_c}{r_c}, N \). Those qualitative indications are given here only to give the reader some feeling for possible directions. We will address the issues quantitatively later on. A small value of \( n \) results in a simpler machine (see again Figure 4.3), but on the other hand helical symmetry is improved for a large number of periods. For the choice of \( \frac{r_c}{R_R} \), one expects that increasing this value will give larger values of \( \frac{r_c}{R_R} \) (for constant \( \frac{b_c}{r_c} \)) and thus possibly a larger plasma for the same overall size. A value of \( \frac{b_c}{r_c} = 1 \) gives the maximum coil radius for a given displacement of the coil. It is however a theoretical maximum as for \( \delta = \frac{b_c}{r_c} = 1 \) the ring has zero radius and the toroidal coils zero height (both are filaments). For a given size, the number of coils should be as small as acceptable, in order to increase access. The minimum will then be set by ripple requirements. The choice of \( \alpha_c \) is not so crucial since it is a semi-soft parameter. In order to be able to investigate winding laws of the magnetic axis with both positive and negative winding angle, the choice of \( \alpha_c = 0 \) would give maximum flexibility. The choice of \( \alpha_c \) could also be made such as to center the magnetic surfaces optimally in the coils (\( \alpha_c = \alpha_R \)). In a first configuration we would take \( \alpha_c = 0 \).
3.3.5. Summary

In this section we have introduced and defined the major parameters associated with the magnetic geometry of a stellarator with helical magnetic axis. We have divided the parameters in "hard" and "soft" parameters, and explained how we would go about finalizing the geometry and obtaining the geometrical constraints.

Results of numerical calculations were reported showing how parameters associated with the magnetic geometry can be changed by changing only the "soft" parameters, namely the vertical field and the ring current. A model was devised that gives the geometric data related to the magnetic axis and provides some simple analytical expressions relating the soft parameters to the geometry. This allows us to make the geometry function of the hard parameters only. We have further shown how we could reduce the number of hard parameters and briefly discussed qualitatively the choice of the remaining ones. Let us now turn to the quantitative discussion of those parameters.

3.4. Choice of the geometry and investigation of the related constraints

We will now discuss the issues more quantitatively. The choices will be dictated in part by geometric considerations (properties of the magnetic axis as a spatial curve, space constraints, ripple) and in part by required relations between ring current, coil current, number of periods and displacement of the coils. Optimization and trade-offs between plasma size and magnetic field, and properties related to MHD and transport also play a role in the choice of the parameters.

We have in the previous section explained how we take into account the dependence of the geometry on the soft parameters, and how we reduced the number of hard parameters to a manageable number. In what further follows we will often use a diagram of the number of periods $n$ versus $\frac{R}{\alpha}$, in which for
convenience $n$ is treated as a continuous variable. It should however be clear that only integer values are of actual significance.

3.4.1. Constraints for the magnetic axis

The magnetic axis is a spatial curve whose position $(R_c, r_a)$ and winding law $(\alpha_a)$ are only slightly influenced by the details of how the toroidal coils are built. The only important parameters are then the number of periods $n$, the displacement of the coil $\vec{h}$ and the winding law $\alpha_c$. Taking here for the purpose of discussion here $r_a = r_c$, $R_a = R_c$ and $\alpha_a = \alpha_c$ we can derive a constraint, purely from geometrical consideration, on $n, \vec{h}$, and $\alpha_c$.

The constraint result from the fact that the normal to the magnetic axis can have two distinctly different behaviors. The minor radius curvature can always be dominant (with the normal thus always pointing towards the ring) or, at some points on the inside of the torus, the major radius can start to dominate (with the normal then pointing towards the center of the machine). If the major radius curvature starts to dominate on the inside of the torus, there is a discontinuity in the value of the rotational transform, because of the discontinuity in the behavior of the normal. Indeed, if the normal points towards the ring, it makes a $2\pi$ rotation per period. In the case the major radius starts to dominate, the net rotation after a period will be zero. Since the rotational transform is measured from the normal, there is a discontinuous change of $2\pi$ per period in the value of the rotational transform when the behavior of the normal changes (see also [121]). This discontinuous switch delineates thus two regions, one where we can truly speak of a stellarator with helical magnetic axis, and one where the minor radius curvature is no longer dominant. In this second region, the total rotational transform becomes zero in the limit of very small $\vec{h}$, so that the charge separating drifts are no longer canceled. It is thus best to avoid this second region.

It is shown in appendix C that for the minor radius curvature to dominate we need
Figure 4.16  Regions in parameter space where the major radius curvature dominates.

\[
\left( \frac{n}{m} \right)^2 > \frac{1 - \frac{R_e}{R_\infty}}{\frac{R_e}{R_\infty}} (1 + \alpha_0)^2
\]  \hspace{1cm} (4.12)

Lines of constant \( \alpha_0 \) are shown in Figure 4.16. The allowable parameter space depends on \( \alpha_0 \), but is in the direction of larger \( n \), and larger \( \frac{R_e}{R_\infty} \). For illustrative purposes we have hatched in the drawing the forbidden space for \( \alpha_0 = 0 \).

3.4.2. Constraints from non-interference of the coil.

We have briefly used earlier the requirement that coils should not interfere on the inside, to obtain one relation that allowed us to eliminate a parameter. Here we will develop it in more detail because it also results in a maximum achievable value for \( \frac{R_e}{R_\infty} \). The geometry is shown in Fig. 4.17.

The ring current \( I_R \) results, for a given current density, in a minimum radius \( r_R \) for the ring.

\[
\pi r_R^2 J_R = I_R
\]  \hspace{1cm} (4.13)
Figure 4.17  Definition of some coil dimensions.
Similarly the toroidal coils need a minimum area \( w_c \times h_c \) to carry the current for a given density.

\[
w_c h_c J_c = I_c
\]  

(4.14)

In order for the toroidal coils not to interfere at the inside (assuming the coil to be wedged) we request that

\[
R_i \Delta \phi > w_c
\]

where

\[
\Delta \phi = \frac{2\pi}{N}
\]

(4.15)

\[
R_i = R_R - r_c - a_c
\]

(4.16)

In principle \( w_c \) could get arbitrarily thin, the necessary area being provided by increasing \( h_c \). However, increasing \( h_c \) decreases the bore of the coils. This trade-off will be considered later. To avoid the fact that the bore \( b_c \) would become too small, let us fix the ratio \( \frac{b_c}{r_c} = \delta \) to some value \( \delta = 0.5 \).

The value of the ring current depends on the size, the number of periods, the winding law etc... This has been discussed earlier and in Appendix D. To eliminate this dependence on the soft parameters we will use what we have previously called the design value of the current (this corresponds to the current for a magnetic axis centered at \( r_a = r_c \)). The ring current is then given to a good approximation by

\[
I_R = \frac{2\pi R B_0^*}{\mu_0} \frac{n (r_c/R)^2}{m(R)}
\]

(4.17)

Let us further take as a first approximation for the current in the toroidal coils

\[
B_0 2\pi R \sqrt{1 + \left( \frac{n r_c}{m R} \right)^2} = \mu_0 N I_c
\]

(4.18)

where \( B_0 \) is an average magnetic field, and \( 2\pi R \sqrt{1 + \left( \frac{n r_c}{m R} \right)^2} \) is the length of the helical line in the center of the coils under the assumption of a straight helix.
From the set of equations (4.13 - 4.15) we can solve for \( \frac{B_{\phi}}{R J_c} \).

We obtain the quadratic equation

\[
\frac{B_{\phi}}{R J_c} \sqrt{1 + \left( \frac{n r_c}{m R} \right)^2} - \frac{\mu_0}{R} \left[ 1 - \frac{r_c}{R} \left( \frac{3 + \delta}{2} - \frac{1}{2} \sqrt{\frac{2B_{\phi} n}{\mu_0 R J_R m}} \right) \right] 1 - \delta - \sqrt{\frac{2B_{\phi} n}{\mu_0 R J_R m}} \frac{r_c}{R} = 0 \tag{4.19}
\]

Choosing values for

\[
\delta = 0.5
\]

\[
J_c = 2 \times 10^7 A/m^2
\]

\[
J_R = 2 \times 10^7 A/m^2
\]

We can solve this equation for \( \frac{B_{\phi}}{R} \) in terms of \( \frac{n}{m} \) and \( \frac{J_R}{J_c} \). The result is shown in Fig. 4.18.

The lines in Fig. 4.18 delineate for a particular choice of \( \frac{J_R}{J_c} \) the regions where the coils will not interfere. For small \( \frac{J_R}{J_c} \) values we have wide coils, of small height, but for large \( \frac{J_R}{J_c} \), as the coils increase in size, and thus crowd more and more the center, the width has to be reduced (with a corresponding increase in height). Figure 4.19 shows the variation of \( \frac{B_{\phi}}{R} \) with \( \frac{J_R}{J_c} \) for fixed \( n = 3 \), as well as the relative distribution of the space between ring radius \( r_R \), height of the coil and bore of the coil.

It is clear from Figure 4.18 that interference of the coils will put a rather stringent constraint on the value of \( \frac{B_{\phi}}{R} \). Figure 4.18 was drawn for \( J_c = J_R = 2kA/cm^2 \) and \( \delta = 0.5 \). Changing the value of \( J_c \), \( J_R \) or \( \delta \) will change the value of \( \frac{B_{\phi}}{R} \) but does not change the location of the maxima. In fact if we take \( J_R = J_c \), Figure 4.18 can be normalized with respect to current density. The lines would then be lines of constant \( \frac{B_{\phi}}{J_c} \).

Since it is easier to relate to \( \frac{B_{\phi}}{R} \) than to \( \frac{B_{\phi}}{J_R} \), we will, for the purpose of obtaining numbers, continue to use \( J_R = J_c = 2kA/cm^2 \). One should keep in mind however, that the geometrical constraint is on \( \frac{B_{\phi}}{J_R} \) rather than on \( \frac{B_{\phi}}{R} \).
Figure 4.18 Maximum value of $\frac{E}{R}$ because of coil interference. We have assumed $J_R = J_C = 2 \times 10^7 A/m^2$ and $\delta = 0.5$. For small $\frac{L}{A}$ the value of $\frac{E}{R}$ decreases because below a certain point further decrease of $\frac{L}{A}$ and thus of $\frac{h}{R}$ can no longer be compensated by an increase in $\frac{W}{A}$. For fixed current density the current in the coil and the ring must decrease thus decreasing $\frac{E}{R}$. For large $\frac{L}{A}$ there is also a decrease in $\frac{E}{R}$ due to the fact that as the inner part of the coil gets closer to the center its width $w_c$ decreases more rapidly than its height can increase.

Notice that combining Figure 4.18 (interference of coils), with Figure 4.16 (behavior of the magnetic axis) already gives us clear indication about the constraints on $n$ and $\frac{L}{A}$ (for fixed values of $\delta$), shown in Fig. 4.20.

We have in this section fixed the value of $\delta$. In the next section we will discuss how things change when we allow $\delta$ to vary. Figure 4.20 will then change slightly
Figure 4.19 Maximum value of $\frac{B}{A}$ as a function of $\frac{r}{R}$ for $n = 3$, $J_R = J_c = 2 \times 10^7 A/m^2$ (top figure). Also shown is the relative fraction taken up by the ring and the toroidal coil as $\frac{r}{R}$ varies (bottom figure). We have assumed $\delta = 0.5$. 
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Figure 4.20  Combination of Figure 4.16 giving the regions where the minor radius curvature dominates with Fig. 4.18 giving the regions where the coils would interfere.

when we allow $\delta$ to change.

3.4.3. Effect of changing $\delta$

In the previous constraints we have not addressed the issue of plasma size. By choosing the bore of the coil to be a certain fraction of the coil displacement ($\delta = 0.5$) we had assumed to have some room left for the plasma. When we allow $\delta$ to change we are faced however with a complicated trade-off. Increasing $\delta$ increases the bore of the coils and allows thus more space for the plasma, but will reduce the achievable magnetic field.

Influence on the magnetic field

Indeed, as $\delta$ increases, we have to decrease the height ($h_c$) of the coils. As the width $w_c$ of the coils is set by interference near the center, the current in the toroidal coils has to go down if we fix the current density. The ring current,
Figure 4.21 Effect of changing $\delta = \frac{r_e}{r_c}$ on the distribution of the space between $r_R$ and $h_c$.

and thus the ring radius can then go down in the same proportion (Fig. 4.21).

This also will influence the space available for the height of the coils. The exact distribution of the space $(r_c - b_c)$ between the coil $(h_c)$ and the ring $(r_R)$ is discussed in Appendix E. The net result, is that at constant current density and overall size, if we decrease $\delta$, the magnetic field has to go down.

Influence on the plasma size

The actual increase of the plasma size when the bore of the coil increases can only be found exactly by running a computer code that gives the magnetic surfaces (puncture plots). It is however useful to identify the mechanisms that have an influence on the plasma size, and to obtain an approximate result. This will allow us to make a choice in the large parameter space $n$, $\frac{r_e}{r_R}$, $\frac{b_i}{r_e}$.
$N$, without having to scan this whole space numerically. There are three major factors.

The first is that we have to stay away a certain distance from the coils because of ripple considerations. We have taken here a simple, but quite accurate rule of thumb that surfaces of constant ripple are located at a distance $\Delta f_c$ from the coil, such that

$$\Delta f_c = \frac{\Delta \xi}{\xi}$$

where $\Delta \xi$ is the distance between the coils and $\xi$ a ratio depending on the value of the ripple (Fig. 4.22). This rule of thumb was checked against a model given in [100] where, to calculate the ripple for a tokamak in the $z = 0$ plane, the toroidal coils are replaced by two infinitely long parallel straight current filaments, located at the position of the inner ($r_1$) and the outer ($r_2$) leg of the coil. The ratio $\xi = \frac{\Delta \xi}{\xi}$ calculated from their data at constant ripple is indeed independent of $r_2$ and $r_1$, and only slightly dependent on the number of coils. For 4 coils and a 2% ripple, we obtain $\xi = 2.25$, for 6 coils $\xi = 2.05$ and for 12 coils $\xi = 1.83$. The rule was also checked against published data about ripple surfaces in tokamaks (see Fig. 4.22).

Defining the plasma size through $a_p = b_c - \Delta f_c$, we introduce the ratio $\eta = \frac{a_p}{b_c}$. This ratio can be related to the parameters $\xi$, $N$, $\frac{r}{b}$ and $\frac{b_c}{b}$ through

$$\eta = 1 - \frac{Q}{\xi N}$$

where $Q$ is a parameter defined in Appendix F. It depends on the number of periods $n$, the displacement of the coils $\frac{r}{b}$ and the bore of the coils $\delta = \frac{b_c}{b}$.

We have plotted in Figure 4.23 the value of $\eta = \frac{a_p}{b_c}$ as a function of the number of periods $n$ and $\frac{r}{b}$ for $N = 60$ and $\xi = 2$ (corresponding to a 2% ripple). It is clear that for this choice of $N$ and $\xi$ there is a limit above which there is no area to the right of the center of the coil for which the ripple is smaller than 2%.
Figure 4.22 Surface of constant ripple for TFR [122]. The surface with ripple 2% at \( z = 0 \) is located at a distance \( \Delta_{jc} = 128 - 112cm = 16cm \) from the inner side of the toroidal coil (at \( R = 128cm \)). TFR has 24 coils. The distance between the coils at \( R = 128cm \) is \( \Delta_{ic} = \frac{2 \pi \times 128cm}{24} = 33.5cm \). For the ratio \( \xi = \frac{\Delta_{ic}}{\Delta_{jc}} \) we obtain \( \xi = \frac{33.5}{16} = 2.09 \).

A second factor influencing the size of the plasma results from the fact that the plane of the coils is not perpendicular to the magnetic axis. The actual dimension of the plasma is related to the dimension of the plasma in the bore of the coil through the cosine of the angle of the magnetic axis with the \( \phi \) direction. This angle is the pitch angle given approximately in the general case (and exactly in the case of constant pitch winding law) by

\[
\tan p = \frac{n}{m} \frac{r_a}{R_a}
\]

Thus if we have an elliptical plasma with dimensions \( a_{p1} \) and \( a_{p2} \) in the bore of the coil at \( \theta = \pi \), the actual dimension is \( c_{p1} \) and \( c_{p2} \cos p \). This effect can be very large for large \( n \) and \( \frac{r_a}{R_a} \). Shown in Figure 4.24 is the value of \( \cos p \).
Figure 4.23 The parameter $\eta = \frac{\rho}{\rho_c}$ is a measure of the relative distance from the center of the coil to the radius where the ripple is 2%. The number of coils is $N = 60$.

Figure 4.24 The value of $\cos \rho$ relates the actual size of the plasma to its size in the plane of the coils.
Figure 4.25  For a highly elongated plasma the limit may become the ripple at top and bottom. The fact that the coils are not perpendicular to the magnetic axis then also starts to play a role in calculating the distance (in the plane of the coils) one has to stay away from the coil.
A third effect can arise when the plasma is highly elongated. In this case the limit may not be set by the ripple on the outside, but at the top and the bottom (Fig. 4.25). One should also notice that in this case, the fact that the coils are not perpendicular to the magnetic axis also starts to play an effect in calculating the distance one has to stay away from the coils. With $\xi = \frac{\Delta \alpha}{\Delta \phi}$, we have in fact to take $\Delta f \phi = \frac{\Delta \alpha}{\cos \phi}$ if $\Delta f \phi$ is measured in the plane of the coils.

Trade-off between magnetic field and plasma size

Having briefly discussed in the first part of this section (and more at length in Appendix E) how the magnetic field changes as we change $\delta$, the relative bore of the coils, and in the second part what factors affect the plasma size when $\delta$ changes we can now ask the question what effect this change has on our previous geometrical constraint (where we had taken $\delta = \text{constant}$) and how this affect the choice of the number of periods $n$ and displacement of the coil $\phi$.

A computer model was set up that incorporates the variation with $\delta$ of $\frac{H}{R}$, and of the plasma size. The variation of $\frac{H}{R}$ with $\delta$ is included, as explained in Appendix E. To calculate the plasma size we take into account the ripple and the $\cos \phi$ effect. The effect of the elongation on the plasma size was not incorporated, since in order to know what the elongation is, we would need first to obtain puncture plots, and this would defeat the purpose of obtaining some tendencies in the larger parameter space without a prohibitively large numerical load. The resulting model is of course crude, but it will still give us some clear indication as to the choice of $n$ and $\phi$.

The model was used to find for each combination of $n$ and $\phi$ the value of $\delta$ that would optimize some criterion. Recall that increasing $\delta$ increases the plasma size but decreases $\frac{H}{R}$. We have looked at several possibilities, optimizing $aB^2$, $aB$ or $a^2B$. The optimum choice for $\delta$ depend on what we optimize. But we found, interestingly enough, that for the optimum choice of $\delta$, the area in the $n$, $\frac{H}{R}$ parameter space where $aB^2$, $aB$ or $a^2B$ was maximum, did not depend on whether we optimized $aB^2$, $aB$ or $a^2B$. 
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To illustrate our model we refer to Figure 4.26. For the particular case of \( n = 2 \) and \( \frac{J}{\mu} = 0.39 \) we have plotted \( \frac{R}{\mu} \) and \( \frac{a}{\mu} \) as a function of \( \delta \). Recall that the variation is in fact on \( \frac{R}{\mu} \). We have assumed \( J = 2kA/cm^2 \) in the drawing, but scaling with \( J \) is straightforward. The figure shows clearly that when \( \delta \) increases, the allowable value of \( \frac{R}{\mu} \) decreases, while as \( \delta \) increases, the plasma radius increases. The solid line gives the value of \( aB^2 \) and shows the presence of an optimum at \( \delta = 0.45 \). Finding this value of \( \delta \) that optimize \( a^2 B \) can be done for each \( n \), and \( \frac{R}{\mu} \) so that for each combination of \( n \) and \( \frac{R}{\mu} \) we can identify an optimum \( \delta \), as well as a corresponding value of \( a^2 B \).

We show in Figure 4.27 for the case \( n = 2 \) and \( n = 3 \) how this optimum \( \delta \) varies as a function of \( \frac{R}{\mu} \). In the same plot is shown the value of \( \frac{R}{\mu} \), the value of \( \frac{a}{\mu} \) and the value of \( \frac{a^2 B^2}{\mu} \).

We see that \( aB^2 \) has a rather broad optimum around \( \frac{R}{\mu} = 0.4 \). If we were to have optimized \( aB \) or \( a^2 B \), rather than \( aB^2 \), the optimum value for \( \delta \) would change resulting in different values for \( \frac{R}{\mu} \) and \( \frac{a}{\mu} \), but the actual position of the maximum of \( aB \) or \( a^2 B \) for given \( n \) as a function of \( \frac{R}{\mu} \) does not change much.

Similarly we obtain for \( n = 3 \) a broad maximum, independent again of whether we optimize \( aB^2 \), \( aB \), or \( a^2 B \). It lies at slightly lower values of \( \frac{R}{\mu} \), in the range \( 0.33 < \frac{R}{\mu} < 0.42 \). It is however important to note that the values of the maxima for \( n = 3 \) is consistently about a factor 2 lower than the maxima for \( n = 2 \).

In terms of trade-off between plasma size and the constraint on \( \frac{R}{\mu} \) we can conclude from this model that there is a region in \( n \), \( \frac{R}{\mu} \) space where the constraints on \( \frac{R}{\mu} \) are the least stringent. In the case we optimize \( aB^2 \) the constraint on \( \frac{R}{\mu} \), for the optimum choice is shown in Figure 4.28. Note that for low \( n \) the value of \( \frac{R}{\mu} \) is larger in Fig. 4.28 than in Fig. 4.12. This is because the optimum \( \delta \) is lower than 0.5 (which was assumed in Fig. 4.12). For large \( n \) the opposite is true (\( \frac{R}{\mu} \) larger in Fig. 4.12), because the optimum \( \delta \) is larger than 0.5. Had we optimized \( aB \), the actual value of \( \frac{R}{\mu} \) in Figure 4.28 would change. The shape of the curve however not. The constraints on \( \frac{R}{\mu} \) would still be the least stringent.
Figure 4.26  Variation of the plasma size $\frac{a}{R}$ and of $\frac{B}{R}$ with the relative bore of the coil $\delta = \frac{b}{r_i}$. Assumed $J_C = J_R = 2 \times 10^7 A/m^2$, $N = 60$ and $\xi = 2$. 
Figure 4.27: Variation of $\delta$, $\delta_n$, $\delta_n$, and $\frac{aE^2}{R^2}$ with $\frac{r}{R}$ for $n = 2$ and $n = 3$. 
for \( n = 2 \), \( \frac{5}{R} \approx 0.4 \). Our model thus points to a choice of \( n = 2 \) and \( \frac{5}{R} \approx 0.4 \). This choice would also be acceptable in terms of the first constraint, related to the avoidance of the region where the major radius curvature may start to dominate. This is shown in Figure 4.29.

Our model says that the constraints on \( \frac{5}{R} \) are the least stringent in a certain region of the parameter space. In order to obtain the actual value of the constraint on \( \frac{5}{R} \), and also in order to take into account some other constraints, we will resort now to more detailed numerical calculations. The computer code that makes the puncture plots and calculates parameters associated with the magnetic geometry was kindly provided by P.A. Politzer.

Numerical calculations

We report here the more detailed calculations in two cases. This will allow us to calculate the actual \( \frac{5}{R} \) constraint, compare the results with our model and confirm the fact that the constraints on \( \frac{5}{R} \) are the least stringent for \( n = 2 \), \( \frac{5}{R} \approx 0.4 \). The two cases are one with \( n = 2 \) and \( \frac{5}{R} \approx 0.38 \) and one with \( n = 3 \) and \( \frac{5}{R} \approx 0.33 \).

In order to compare the numerical calculations with our model we also have to fix values of the ring current and the vertical field for the numerical calculations. Our simple model implicitly assumes \( \tau_a = \tau_c \), \( R_a = R_R \) and \( \alpha_R = 0 \), and we had taken for the ring current the value given by the approximate formula derived in Appendix D. The combination \( \tau_a = \tau_c \), \( R_a = R_R \) and \( \alpha_R = 0 \) is not achievable in practice. For our numerical calculations we have chosen, using the more refined model of appendix D, the current such that \( \tau_a \approx \tau_c \), and the vertical field such that \( \alpha_R = 0 \). We will then have that \( R_a > R_R \), and the current \( I_R \) is slightly lower than the design value calculated from the approximate formula. The choice is shown in Figure 4.30.

For the fixed position of the coil, coil current and vertical field, we investigated how the area of good magnetic surfaces changed when the bore of the coil was
Figure 4.28. Values of $\frac{B}{R}$, when we allow $\delta$ to vary. The choice of $\delta$ is such that for each $n$, $\frac{B}{R}$, the value of $aB^2$ is maximized.

Figure 4.29. Constraints related to the behavior of the magnetic axis, and constraints on $\frac{B}{R}$.
Figure 4.30  Choice of ring current $I_R$ and vertical field $B_v$ for $n = 2$, $\frac{r_a}{R} = 0.33$. 

changed, and we calculated, using the method outlined in Appendix F, what values of $\frac{r_a}{R}$ could be achieved. Results are shown in Figure 4.31, for $n = 2$ and $\frac{r_a}{R} = 0.38$. Our model predicted lower values of $\frac{r_a}{R}$ and larger values of $\varepsilon_p$. The reason for the higher values of $\frac{r_a}{R}$ is a result of the fact that for the numerical results we used a ring current of 2100 kA, lower than the ring current our approximate formula would give for $r_a = R$ (2680 kA). Thus as the ring, dimensioned for this smaller current can be smaller, more room is available for the height of the coils for a given bore, resulting in a larger achievable $\frac{r_a}{R}$. The reason for the smaller size for $\varepsilon_p$ is that for our choice of $B_v$ and $I_R$ the plasma is slightly shifted outward ($R_a > R_R$), and not centered as assumed in our model, thus leaving less space for well formed surfaces. The agreement between the slope confirms the validity of our method to approximate the plasma size.

We have also seen that although the optimum value of $\varepsilon$ predicted by our model depends on what was optimized, the region in $n$, $\frac{r_a}{R}$ space where we obtained
Figure 4.31 Value of $\frac{\beta}{R}$ and $a_p$ from the simple model and from numerical calculations ($n = 2, \frac{r}{R} = 0.39$)

Figure 4.32 Value of $\frac{\beta}{R}$ and $a_p$ from the simple model and from numerical calculations ($n = 3, \frac{r}{R} = 0.33$)
a maximum was insensitive to it. We can thus be reasonably confident that the model identifies properly the optimum region in the \( n \) versus \( n_R \) space. We observe a similar agreement for \( n = 3 \) and \( n_R = 0.33 \) (Fig. 4.23). The detailed numerical calculations also confirmed that achievable values of \( aB^2 \) for example are lower for the \( n = 3 \) case than for the \( n = 2 \) case.

The underlying reasons for this advantage are: at the same value of \( n_R \) the design current is smaller for lower \( n \) going as \( n(n_R)^2 \) giving thus a smaller cross section for the ring and thus more room for the height of the coils and a larger allowable \( B_R \). The length of the magnetic axis is also smaller \( (l_c \sim 2\pi R\sqrt{1 + \left( n_R^2 \right)^2}) \) resulting in a larger \( B \) for the same current in the toroidal coils. For a fixed number of coils, and fixed major radius of the ring (\( R_R \)), the ripple is smaller for lower \( n \), while the \( \cos p \) term is larger; those two effects allow a larger plasma radius. While at higher \( n \) values one would rather go to lower \( n_R \) values, this also decreases the radius of the coils and thus the space for the plasma. The numerical calculations and our understanding of the underlying reasons make us confident that \( n = 2 \) and \( n_R = 0.38 \) would be a good choice for the geometry. Other considerations, to be discussed in the next section, will finalize the choice of \( \delta \) and further confirm that the choice \( n = 2, n_R = 0.38 \) is also a good one on other grounds.

The final choice of \( \delta = \frac{k}{\sqrt{n}} \) and resulting constraint on \( B_R \) will be obtained from the numerical calculations from considerations related to well depth. This will be discussed now.

3.4.4. Constraints for the geometry resulting from MHD considerations

MHD equilibrium and stability is addressed here briefly, only in terms of its impact on the choice of the geometry. It will be addressed later in more detail to make a choice for the value of the dimensionless parameter \( \beta \).

The numerical calculations provided information on the well depth. Strangely enough it was found that, for everything fixed, except the bore of the coil, the well depth measured at constant radius would decrease and even disappear as the
bore of the coil decreased. This effect was traced back to the fact that changing the bore of the coil has a slight effect on the position of the magnetic axis. Decreasing the bore of the coil decreases $r_o$ and increases $R_o$. This results in a decrease in well depth. If we want to keep some well depth for the cases we have considered, the minimum $\delta$ for $n = 2$ and $\frac{r_o}{R} = 0.39$ is $\delta = 0.6$ corresponding to $\frac{r_o}{R} = 0.105$ and $\frac{R_o}{R} = 0.45$. For the case $n = 3$ and $\frac{r_o}{R} = 0.33$, the minimum is $\delta = 0.9$, corresponding to $\frac{r_o}{R} = 0.105$ and $\frac{R_o}{R} = 0.05$.

The situation for the well depth can be improved by taking $\alpha_e \neq 0$ or by reducing the design value of the ring current. Both measures reduce the flexibility of the machine, but still leave the advantage of the $n = 2$ system over the $n = 3$ system.

MHD equilibrium is discussed later in more detail. By limiting the pressure driven displacement of the plasma to some fraction of the bore of the coil, a value of $\beta$ equilibrium can be found. It is function of $n$ and $\frac{r_o}{R}$ and for each $n$, maximum for $\frac{r_o}{R} \approx \frac{1}{n}$. The maximum value decreases with decreasing $n$. Shown in Figure 4.33 is the region where $\beta$ equilibrium is maximum, as well as its actual value. In this respect a choice of large $n$ would be best if we wanted to achieve the highest possible $\beta$. If the purpose however is to test theoretically predicted $\beta$ limits, then a low value of $\beta$ is not a disadvantage.

In view of our approach to choose the geometry such that the geometrical constraint is the least stringent, while still being able to test the theory, the choice $n = 2$ and $\frac{r_o}{R} = 0.38$ is acceptable.

3.4.5. Constraints on the geometry resulting from transport considerations

Transport in a helical axis stellarator is discussed later in more detail. Here we want to address specifically the influence of the geometry on the easiness of achieving low $\nu$ values. The collisionality is the ratio of the connection length to the mean free path. The connection length is related to the geometry, while the mean free path is related to the plasma parameters. Can we, through
appropriate choices for the geometry, make it easier to obtain lower values of the collisionality? In essence we are asking, can we, for fixed values of the plasma parameters, make the achievement of low collisionality easier by influencing the connection length.

As \( n \) and \( \frac{L}{r} \) change, the connection length changes. The connection length is given by \( \frac{1}{\kappa} \), where \( \kappa \) is the torsion. To first approximation we have used for the torsion the value for a straight helix. This is justified by the following argument: what matters in the end is an average over many periods. The integral of the torsion is the rotational transform and cross check with numerical calculations have shown that as long as we avoid the region where the major radius curvature starts to dominate, the rotational transform (calculated from the integral of the torsion of the magnetic axis) agrees within 20% with the numerical calculations. The integral of the torsion was also found to be little influenced by the actual winding law of the magnetic axis therefore we checked whether using the value for a straight system would be appropriate, and found that this was indeed the case.
Intuitively, it is clear that for a fixed size, the connection length decreases as \( \frac{L}{R} \) decreases, and as the number of periods increases. This is shown in Figure 4.34, where we have plotted the value of the connection length (in arbitrary units, we are only interested in the relative measures). In order to get the smallest connection length, for fixed plasma parameters, one should go to high \( n \) number and low \( \frac{L}{R} \). In this drawing we have assumed fixed overall size (\( R_R = \text{constant} \)). If, however, we compare machines of constant magnetic field we have to increase the size when we go to higher \( n \) (because of lower value of \( \frac{L}{R} \) for higher \( n \)). This increases the absolute connection length for larger \( n \) machines. Taking this effect into account we obtain Figure 4.35, showing again, in arbitrary units, the connection length, now for constant \( B \) field. This drawing confirms that the choice \( n = 2, \frac{L}{R} = 0.38 \) is also, with respect to achieving easily a low collisionality, an appropriate choice.

3.4.6. Summarizing the section on the geometry

In the previous section we had introduced and defined the major parameters associated with the magnetic geometry of a stellarator with helical magnetic axis. We had divided the parameters as “hard” and “soft”, and explained how we would go about finalizing the geometry and obtaining the geometrical constraints.

In this section we have discussed the choice of the hard parameters based on constraints associated with the magnetic axis, constraints related to the interference of the coils, and plasma dimensions. It was found that going to lower \( n \) and high value of \( \frac{L}{R} \) would give an optimum choice, within the constraints. Further we have briefly discussed the choice of the geometry in terms of MHD equilibrium and stability. We have also shown how the geometry can influence the easiness with which one achieves low collisionality.

The intent of this section was to analyze and finalize the geometry of the experiment within a scale factor on size and magnetic field, and also to obtain the geometrical constraints. We succeeded in finalizing the geometry and have
Figure 4.34: Measure of the connection length (in arbitrary units) as a function of $n$ and $\frac{r}{R}$, for constant machine size.

Figure 4.35: Measure of the connection length (in arbitrary units) as a function of $n$ and $\frac{r}{R}$, for constant magnetic field. We have taken into account the fact that as $n$ and $\frac{r}{R}$ increases the allowable $\frac{q}{R}$ decreases, thus resulting in the need to increase $R$ for constant magnetic field.
chosen and justified the following parameters for the geometry: \( n = 2, \frac{r}{R} = 0.39, \frac{h}{R} = 0.255, N = 60. \) The value of other parameters can be calculated from this, and we obtain: \( \frac{r}{R} = 0.08, \frac{h}{R} = 0.055, \frac{w}{R} = 0.0314. \)

The other result from this section is the geometrical constraint: the magnetic field and the dimension cannot be chosen completely independently. They have, for our particular geometry, to fulfill the condition

\[
\frac{(\frac{B}{T})}{(2 \times 10^4 \text{A/m}^2)(\frac{R}{m})} \leq 0.45.
\]

Note that a constraint on \( \frac{B}{R} \) is not particular to this geometry. The value of 0.45 however, is. Toroidal system that are limited by space constraints in the center (as for example tokamaks), will have a similar constraint. The value will depend on the particular choices made for the geometry, and especially on the slimness of the coil, but not on the scale of the machine.

Indeed, take \( J \) the total Ampere-turns, and let it be equal to \( Jp^2 \), where \( p^2 \) is a measure of the area occupied by the coils in the center. Then using \( \int B \, dl = \mu_0 I \) we can calculate

\[
\frac{B}{J} = \frac{\mu_0 (\frac{p}{R})^2}{2\pi \frac{R}{m}}
\]

independent of the scale of the machine, but dependent on the square of the fraction of the major radius used to carry current. What is the value of \( \frac{B}{J} \) for some machines? Alcator A has \( B = 10T, R = 0.54m, J = 10.2 \times 10^7 \text{A/m}^2 \), and this results in

\[
\frac{(\frac{B}{T})}{(2 \times 10^4 \text{A/m}^2)(\frac{R}{m})} = 3.63.
\]

Alcator C with \( B = 14T, R = 0.64m, J = 11.8 \times 10^7 \text{A/m}^2 \) achieves

\[
\frac{(\frac{B}{T})}{(2 \times 10^4 \text{A/m}^2)(\frac{R}{m})} = 3.9.
\]
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JET, with $B = 2.7T$, $R = 3.05m$, $J = 2 \times 10^7 A/m^2$ obtains

$$\left( \frac{R}{1m} \right) \left( \frac{J}{2 \times 10^7 A/m^2} \right) \left( \frac{A}{m} \right) = 0.88.$$ 

As pointed out, the reason for this smaller value is not that JET is much larger than the Alcator machines, but because its coils are much slimmer than the Alcator coils.

Let us now investigate in more detail the choice of the dimensionless parameters.

3.5. Choice of the dimensionless parameters

3.5.1. Introduction

This section focuses on the choice of the dimensionless parameters $\beta$ and $\nu$. We will discuss transport, and the different regimes that occur in this type of machine. From this we obtain a range of values of $\nu$ that we would like to investigate.

Similarly, MHD equilibrium and stability is reviewed to identify the possible $\beta$ limits and be able to make a choice of $\beta$.

3.5.2. Transport and choice of $\nu$

This section on transport is needed to identify the different regimes that occur in a stellarator with helical magnetic axis. It is also needed later as a basis to estimate the heating power required for a given experiment.

Different transport regimes occur because, at different degrees of collisionality, the ratio of the mean free path of particles between collisions to the length of magnetic field inhomogeneities can take different values. In a tokamak, the variation of the magnetic field along the field lines arises to first order because of the rotational transform and the $1/\rho$ variation of the toroidal $B$ field. The inverse aspect ratio $\epsilon = \frac{\rho}{\rho_t}$ is a measure of the inhomogeneity while the connection
Figure 4.36 Tokamak neo-classical transport regimes

length is proportional to $qR$. The resulting transport regimes are the well known Galeev-Sagdeev regime, the plateau regime and Pfirsch-Schluter regime (Fig. 4.36).

To apply the same approach to a stellarator with helical magnetic axis let us first assume a straight helical solenoid. Even in a straight system the particles can be trapped in inhomogeneities of the magnetic field. Due to the rotational transform (the magnetic field lines lag with respect to the rotation of the normal to the magnetic axis) the magnetic field lines sample regions of high and low magnetic field. For a straight helical solenoid, the magnetic field on the magnetic axis is constant. The magnetic field away from the magnetic axis is modulated by a term $kr \cos \theta$ (similar to the term $\frac{q}{R} \cos \theta$ for the field modulation along a field line in a tokamak).

In this case the helical inhomogeneity takes the role of the toroidal inhomogeneity in a tokamak and one would expect intuitively that in the formulas for the different regions of tokamak transport, $\epsilon$ would be replaced by $kr$. Similarly
Figure 4.37 Neoclassical transport regimes for a straight helical axis stellarator

The role of the connection length \( qR \) in a tokamak is now replaced by \( \frac{\epsilon}{\kappa} \). The transformation of the neoclassical formulas for a tokamak was obtained in a more rigorous fashion by Kalyuzhnyj and Nemov [123] for a straight helical system and for distances close to the magnetic axis \((kr \ll 1, \kappa r \ll 1)\)

\[
\epsilon \rightarrow kr \\
\frac{r}{qR} \rightarrow \kappa r
\]

We thus obtain the same three regimes (Fig. 4.37). Those regimes are strictly valid only for a straight helical system.

The equivalence (in terms of drift orbits and transport) of a tokamak and a system having a helical symmetry, was proven in a much more general fashion (without the restriction \( kr \ll 1 \) and \( \kappa r \ll 1 \)) by Boozer [124, 125]. Equilibria which have identical drift orbits and associated transport, are called by him isomorphic. He proves that all system with one periodicity (including the tokamak and straight helical systems) are isomorphic, and that their transport coefficient can be written in a general way.
If we now turn the system into a torus but still want to minimize the toroidal effects we need that the toroidal inhomogeneity must be much smaller than the helical inhomogeneity. If the displacement of the banana due to toroidal drift, during a trapped collision time, is much smaller than the banana thickness, then the toroidal inhomogeneity can be completely neglected. This requires [123]

$$\nu > \frac{r}{R} \kappa_{\text{th}} \sqrt{kr}$$  \hspace{1cm} (4.20)

$$\left( \frac{n}{m} \right)^2 \gg \frac{R}{r_a}$$  \hspace{1cm} (4.21)

Under those conditions, the diffusion coefficient obtained for a straight helical system are also valid for a torus. Note however that the conditions are quite restrictive, and not valid on the magnetic axis.

If we now are in a regime where the drift of the bananas do start to play a role we have something analogous to the ripple diffusion and helical plateau of a stellarator. This was discussed by Nemov [126] and Kalyuzhnyj [127]. Turning a straight helical system into a torus has two important effects.

1/ The curvature and the torsion of the magnetic axis become modulated. For a low toroidality system \((\frac{n}{m})^2 \gg \frac{R}{r_a}\) and constant \(\frac{d\phi}{dr}\) the curvature and torsion are described by [126]

$$k = k_0 + \mu k_1 \cos \theta$$

$$\kappa = \kappa_0 + \mu \kappa_1 \cos \theta$$

where \(k_0, \kappa_0\) are the curvature and torsion for a straight system, and \(\mu\) is the small parameter \(\frac{R}{r_a} \left( \frac{m}{n} \right)^2 \ll 1\). Further

$$k_0 = \frac{\frac{1}{2} \left( \frac{n \tau_r}{m \tau_e} \right)^2}{1 + \left( \frac{n \tau_r}{m \tau_e} \right)^2} \quad \text{and} \quad k_1 = k_0 \left( \frac{n \tau_r}{m \tau_e} \right)^2 - 1 \left( \frac{n \tau_r}{m \tau_e} \right)^2 + 1$$

$$\kappa_0 = \frac{\frac{1}{2} \left( \frac{n \tau_r}{m \tau_e} \right)}{1 + \left( \frac{n \tau_r}{m \tau_e} \right)^2} \quad \text{and} \quad \kappa_1 = \kappa_0 \frac{1 - 5\left( \frac{n \tau_r}{m \tau_e} \right)^2 + 2\left( \frac{n \tau_r}{m \tau_e} \right)^4}{1 + \left( \frac{n \tau_r}{m \tau_e} \right)^2}$$

2/ The second effect is that, even on the magnetic axis, there is a modulation of the magnetic field. Only the first effect was considered in those articles.
This facilitates theoretical treatment, but can also be achieved in practice by choosing appropriately the current in the toroidal coils. Coils on the inside of the torus would carry less current than those on the outside.

The ripple diffusion coefficient is then formally derivable from that of a toroidal stellarator by replacing $\epsilon_i \to \frac{\epsilon}{R}$ and $\epsilon_h \to k_o r$ and by multiplying the diffusion coefficient by a factor $\lambda_c$ dependent on $\frac{B}{mR}$. The factor $\lambda_c$ can be found in [126].

Modulation of the angle of the magnetic axis in order to reduce the diffusion coefficient was also discussed by Kalyuzhnyj [127]. There is an optimal modulation of the magnetic axis given by $\theta = l\phi + k\omega \sin l\phi$ and $d = 3$, which reduces the diffusion coefficient by about 70% compared to the value for an unmodulated magnetic axis. He further shows that the value of $\frac{n_0 B}{m R}$ close to unity is the worst choice with respect to diffusion because the diffusion coefficient is maximum at about this value (note that $\frac{n_0 B}{m R} = 1$ may be an optimum choice for MHD equilibrium).

Defining $\nu$ such that $\nu = 1$ at the transition from banana to plateau regime, we have that, for our geometry, the transition between plateau and P.S. regime occurs at $\nu = 100$. The requirement that the influence of toroidal effects can be neglected (4.20) translates into $\nu > 1$. If we thus want to investigate the theory, while not being influenced by the toroidal effects, we need $\nu > 1$. This puts us in the plateau regime. A maximum on $\nu$, in order to stay in the same regime is $\nu = 100$. Note that this is higher than for a reactor, where $\nu \approx 0.1$. A reactor, because of the higher number of periods, will not be influenced by toroidal inhomogeneity, even at this low value of $\nu$. The actual choice of $\nu$ for the experiment, within the limits $1 < \nu < 100$, will be made later.

3.5.3. MHD equilibrium and stability, value of $\beta$

The equilibrium of a plasma in a toroidal magnetic field with non-planar axis has been treated by Shafranov [128, 129] and by Nagao et al [121, 130, 131]. The methodology adopted is to calculate the displacement of the magnetic axis resulting from the plasma pressure. The displacement has in general two
Figure 4.38 Values of $\beta$ equilibrium as a function of $n$ and $\frac{r}{R_0}$.

components, one along the normal (in the direction opposite to it) and one along the binormal. The value of $\beta$ equilibrium is limited by requesting that the maximum displacement should not exceed a certain fraction of the bore of the coil. For a small number of periods, the displacement is minimum (and thus $\beta$ equilibrium maximum) when $\frac{\Omega}{mR_0} = 1$. The actual values are shown in Figure 4.38 (adapted from [130]).

Zakharov [132] has addressed the question of stability of a plasma in stellarator with spatial magnetic axis. For a plasma without current, the stability against $m = 1, n = 0$ is guaranteed. For a low degree of shear, the plasma is weakly unstable against helical perturbations with $m \neq 0$ and $n \neq 0$ if the surfaces are circular. A D-shaped configuration of the magnetic surfaces can avoid this instability. Mond and Weitzner [133] have found that low shear systems with zero net current can be stable to interchange-like modes. They have also shown that for stability to be achieved, one needs

$$\alpha > \frac{\delta^2}{2(1 - \delta^2)} \quad (4.22)$$
where $\delta$ is the amplitude of the helical magnetic field associated with the $l = 2$ harmonic

$$\psi = k\left[\frac{1}{2} r^2(1 + \delta \cos 2\phi) + \ldots\right]$$

and $\alpha$ is a measure of the pressure gradient. For a given helical magnetic field $\delta$ the system may be unstable when the pressure is slowly increased from zero until the pressure is large enough to fulfill the condition (4.22). A weak magnetic well would be sufficient to stabilize this mode until the pressure terms achieve the stabilizing effects. The increase in stability at higher plasma pressures was already mentioned earlier in [134, 135] and is a result of the deepening of the magnetic well because of the displacement of the magnetic surfaces under the influence of the plasma pressure.

As a summary of this section we can say that in the system we have chosen, the plasma should be in equilibrium for $\beta$ values up to about 3%, while the presence of a slight magnetic well is sufficient to make it stable, a stability which is further improved by the presence of the plasma. The region of $\beta$ we may want to investigate, is thus limited to $\beta < 3\%$.

3.6. Application of the constraints

3.6.1. The four dimensionless parameters

Let us now go step by step through the constraints. We have chosen, as discussed in Chapter 2, to take $R$ and $B$ as scaling variables. The dimensionless parameters were $\beta$, $\nu$, $N_\lambda$ and $\frac{\rho}{\alpha}$ of which we will have to drop two in order to be able indeed to take $R$ and $B$ as scaling variables. Let us calculate of the dimensionless parameters.

The number of particles per Debye sphere is given by

$$N_\lambda = \frac{1.73 \times 10^2(T^3)^{3/2}}{(\frac{n}{10^6})^{1/2}}$$  \hspace{1cm} (4.23)
and the ratio of poloidal larmor radius to the size of the plasma radius is

\[
\frac{\rho_{\parallel}}{a} = \frac{\rho}{\kappa \tau_c a_p} = \frac{\rho}{\kappa \frac{a_p}{T}} = \frac{\rho 140}{R} = 0.0144 \frac{T}{R} \left( \frac{1}{e B} \right)
\]  

(4.24)

The plasma \( \beta \) is given by

\[
\beta = \frac{2\pi T}{P^2} = \frac{8.06 \times 10^{-5}}{B^2} \left( \frac{n}{10^{20}} \right) \left( \frac{T}{e} \right)
\]

(4.25)

and the collisionality by

\[
\nu_* = \frac{4}{3} \sqrt{\frac{n}{\pi \epsilon_o}} \frac{e^4}{(4\pi\epsilon_o)^2} \ln \Lambda \frac{qR}{\epsilon^3/2 T^2} = 2.063 \times 10^{-16} \frac{n}{T^2} \frac{R}{\epsilon^3/2 T^2}
\]

(4.26)

For the geometry we had \( \frac{T}{R} = 0.38 \), \( n = 2 \), \( \frac{T}{R} = 0.105 \). We will further assume here \( \tau_c = \tau_e \). We can evaluate the collisionality at half the plasma radius using the transformation of the formula as discussed in the transport section. We obtain

\[
\nu_* = 1.45 \times 10^6 \left( \frac{n}{10^{20}} \right) \left( \frac{T}{e} \right)^{-2} R
\]

(4.27)

We will take \( B \) and \( R \) as the scaling variables and \( \beta \) and \( \nu_* \) as the dimensionless parameters, to be considered as our experimental objective. From the previous section we had \( 1 < \nu_* < 100 \) and \( \beta < 3\% \). Fixing the choice of \( \beta \) and \( \nu_* \) will give, for varying \( R \) and \( B \), a family of similar machines (same experimental objective), among which the member with minimum scale can be found by applying the constraints.

Let us at first keep \( \beta \) and \( \nu_* \) explicitly in the equations giving the constraints (rather than including a number), so that we can, for various values of \( \beta \) and \( \nu_* \), see which constraints are really of importance in our case. To obtain the
constraints on \( B \) and \( R \), we need to solve the equations (4.25) and (4.27) for the density and the temperature in terms of \( \beta, \nu^* \) and the scaling variables \( B \) and \( R \), so that in the different constraints we can eliminate \( n \) and \( T \). We obtain

\[
\frac{n}{10^{26}/m^3} = 4.73 \left( \frac{B^4}{R^2 \beta^2 \nu^*} \right)^{1/3} \tag{4.28}
\]

\[
\frac{T}{e} = 2.62 \times 10^8 \left( \frac{R B^2 \beta}{\nu^*} \right)^{1/3} \tag{4.29}
\]

We will investigate the constraints resulting from the step by step method. We will express the constraints on \( B \) and \( R \) as a function of \( \beta \) and \( \nu^* \). To obtain a feeling for the importance of the constraint, we will insert the worst case values \( \nu^* \) and \( \beta \) within the limits, \( 1 < \nu^* < .100 \) and \( 0.3\% < \beta < 3\% \).

3.6.2. Constraints resulting from the first step

The first step was to consider under which conditions we could drop the two dimensionless constants \( N_\lambda \) and \( \tilde{\nu} \). This is needed so that the devices we consider, for varying values \( R \) and \( B \), are really similar.

Dropping \( N_\lambda \)

Using (4.28) and (4.29) we can calculate \( N_\lambda \)

\[
N_\lambda = 1 \times 10^7 \left( R^2 B \beta \nu^*-2 \right)^{1/3} \tag{4.30}
\]

The requirement \( N_\lambda > 2500 \) transforms (4.30) into

\[
R^2 B > 2.5 \times 10^{-12} \beta^{-1} \nu^2
\]

Within the limits \( 1 < \nu^* < 100 \) and \( 0.3\% < \beta < 3\% \) this constraint becomes the most stringent for \( \nu^* = 100 \) and \( \beta = 0.3\% \). Even using those values it is not a very stringent requirement

\[
R^2 B > 8.3 \times 10^{-6}
\]
Other constraints which we have discussed and result from properties that could be affected if we do not keep $N_\lambda$ constant, were related to the ratio Debye length/size of the plasma, and Debye length/ion larmor radius. The Debye length had to be smaller than the size of the plasma

$$\frac{\lambda_D}{a} < \frac{1}{10}$$

With

$$\frac{\lambda_D}{a} = 1.75 \times 10^{-5} (RB^{-1} \beta^{-1} \nu_*^{-1})^{1/3} < \frac{1}{10}$$

we obtain

$$\frac{R}{B} < 1.86 \times 10^{11} \beta \nu_*$$

Even with $\beta = 0.003$ and $\nu_* = 1$ this requirement is not stringent.

$$\frac{R}{B} < 5.6 \times 10^8$$

The ion larmor radius had to be larger than the radius of the Debye sphere. This resulted in

$$\frac{n}{10^{20}} \frac{2 \times 10^4}{B^2} > 1$$

or

$$B^2 R < 1 \times 10^{15} \beta^2 \nu_*$$

With $\beta = 0.003$ and $\nu_* = 1$ we obtain

$$B^2 R < 4 \times 10^7.$$ 

We thus see that, even when using in each case the worst assumption with respect to the choice of $\beta$ and $\nu_*$, it is quite justifiable to drop $N_\lambda$ as parameter.

Dropping $\frac{B^2}{a}$

Let us now look at the parameter $\frac{B^2}{a}$. We obtain

$$\frac{B^2}{a} = 0.74 \left( R^{-5} B^{-4} \beta \nu_*^{-1} \right)^{1/6}$$
Setting the requirement $\frac{\rho}{\epsilon} = \frac{1}{2}$ we obtain

$$R^{5/6}B^{2/3} > 1.48 \left( \frac{\beta}{\nu_*} \right)^{1/6}$$

with $\beta = 0.03$ and $\nu_* = 1$ we obtain

$$R^{5/6}B^{2/3} > 0.82$$

This is certainly a requirement we will have to take into account.

3.6.3. Constraints resulting from the second step

Neutrals

In terms of the influence of the neutrals we had the condition that the plasma must be impermeable for neutrals which resulted in

$$n\alpha > 1.6 \times 10^{17} \sqrt{\frac{T}{\epsilon}}$$

this translates into

$$B^2R > 0.027 \beta^{-1} \nu_*^{-1} \quad (4.31)$$

a very stringent requirement. Taking for example $\beta = 0.003$ and $\nu_* = 1$ we obtain

$$B^2R > 9$$

If we did allow the plasma to be permeable to neutrals (which is however questionable), we then needed that the temperature should be sufficiently low that collisions between charged particles would dominate over collisions with neutrals. The requirement $T < 400eV$ translates into

$$B^2R > 3.5 \times 10^{-3} \beta^{-1} \nu_* \quad (4.32)$$

Since both are limits on $B^2R$ we can see under which conditions one is more stringent than the other. Comparing (4.31) with (4.32) we can calculate that for $\nu_* > 2.77$ it is easier to fulfill the condition on $n\alpha$, while for $\nu_* < 2.77$ the condition on temperature would be less stringent, at least if we accept a permeable plasma.
Impurities

We have argued in chapter 2 that there does not seem to be a constraint on \( R \) or \( B \) from requirements related to impurities. The surface preparation and wall cleaning method is of much more importance. The presence of impurities will increase the power requirements and this will be taken into account later.

3.6.4. Constraints resulting from the third step

Here we investigate what constraints result from the actual possibility to achieve the parameters we want. We will look at two possible heating methods ECRH and ICRH, and also look at technological constraints related to current density and stress limits.

Constraints resulting from the heating method used

Let us now briefly look at the requirement for heating by ECRH. With \( \frac{\omega_{\text{ce}}^2}{\omega_{\text{ce}}^2} < \alpha \) (where \( \alpha = 1, 2, 4 \) depends on which wave is launched and from which side) we obtain

\[
\frac{0.097B^2}{10^{20}} > \frac{1}{\alpha}
\]

This results in

\[
B^2 R > \frac{1.2 \times 10^5}{\alpha^3} \beta^2 \nu_l
\]

It is interesting to compare this to the \( na \) limit

\[
B^2 R > 0.027 \beta^{-1} \nu_l^{-1}
\]

For \( \beta \nu_{l,2/3} > 6.15 \times 10^{-3} \alpha \) the limit set by accessibility of ECRH waves is more stringent than the constraint set by the impermeability requirement. Remember also that the use of ECRH may limit the maximum \( B \), because gyrotrons with frequency higher than 100Ghz do not exist yet.

The accessibility limit for the ICRH fast wave can be translated into

\[
B^{4/3} R^{5/3} > 0.026 \beta^{-2/3} \nu_l^{-1/3}
\]
which is not very stringent. A more stringent requirement will result from the need to confine the high energy tail. Another constraint when using ICRH is the result of the limited power density of the launching structure.

Let us now further investigate the necessary heating power. A small computer program was set up to calculate for the given geometry the losses from simple O-D equations. Several expressions for the confinement time can be used and the program also takes into account power lost by radiation (we have taken 0.1% Fe impurity and 1% Oxygen impurity). The expressions of the confinement time of a fast component (as for example an ICRH tail) can be chosen differently from the confinement time of the bulk particles. In the examples that follow we have taken for the bulk plasma a confinement time given by the Alcator scaling law, together with a neo-classical expression (Hinton-Hazeltine, appropriately translated for the helical axis stellarator) when this value is lower. For values of \( \nu < 1 \) we have taken the value at \( \nu = 1 \) (extended plateau).

In the case of ICRH heating we took a temperature of the tail 20 times the bulk temperature and an expression for the confinement time of the tail going as Hinton-Hazeltine with extended plateau. The power calculated from the confinement time of the bulk particles was corrected by an efficiency factor which we took to be

\[
\frac{1}{1 + \left( \frac{\nu}{\tau_f} \right)^5} \frac{1}{1 + \left( \frac{\nu \sqrt{20}}{a} \right)^5}
\]

to account for the fact that if the confinement time (\( \tau_f \)) of the fast particles is less than their slowing down time (\( \tau_s \)) they cannot give energy to the plasma. For the slowing down time we used the expression given by Rose and Clark [11]. The second factor is to correct for the losses of the fast particles if their poloidal larmor radius is larger than the plasma size.

In the case of ECRH heating we have used an efficiency correction factor given by
\[
\frac{1}{1 + \left(\frac{\tau_{eq}}{\tau}\right)^5} \cdot \frac{1}{1 + \left(\frac{\rho_e}{a}\right)^5}
\]

where \(\tau_{eq}\) is the electron-ion equilibrium time and \(\tau\) is the bulk energy confinement time (for which we used the Alcator scaling law and Hinton-Hazeltine with extended plateau). The first factor takes into account that if the electron-ion equilibration time is much larger than the bulk energy confinement time, the temperature of the electron population will be much larger than that of the ions resulting in a regime quite different from a reactor regime. The second factor is a way to take into account the constraint on \(\frac{\rho_e}{a}\).

It is clear that the values obtained for the power needed will only be approximate values. More detailed calculations are not warranted in view of large uncertainties in confinement times and scaling laws, especially for a machine as the helical axis stellarator. After all, one of the purposes of doing the experiment is exactly to obtain more information on the power needed.

Figure 4.39 shows for \(R = 2m\), \(\nu = 10\) the power needed as a function of \(B\), with \(\beta\) as parameter (ICRH). Figure 4.40, for the same dimension and heating method, shows the power as a function of \(B\) for \(\beta = 0.01\) with \(\nu = 0\) as parameter. The corresponding figures, in the case of ECRH are Fig. 4.41, Fig. 4.42.

Technological constraints

The geometrical constraint \(\frac{\beta}{2 \times 10^4 A/m^2} < 0.45\), can be translated in a \(R\) versus \(B\) diagram into requirements for current density. This is shown in Figure 4.43. The current density limits depend on the mode of operation (steady state, pulsed). We have therefore also shown in Figure 4.43 what mode of operation is needed to obtain the particular combination of \(B\) and \(R\).

Stresses are not an important problem in this type of machine. We know from the results of Appendix B, that in some cases, we can neglect the in plane moments of the toroidal coils. This is particularly so here because it is a large aspect ratio machine. The stresses resulting from in plane loads can then simply
Figure 4.39  ICRH Power function of $B$, for $\nu = 10$

Figure 4.40  ICRH Power function of $B$, for $\beta = 0.01$
Figure 4.41  ECRH Power function of $B$ for $\nu = 10$

Figure 4.42  ECRH Power function of $B$ for $\beta = 0.01$
Figure 4.43  Current density requirements and corresponding mode of operation

be calculated from

\[ \sigma = \frac{B^2 \alpha_c}{2\mu_0 h_c} \]

\[ = 0.2 \times 10^7 N/m^2 \times B^2 \]

For a limit of \( \sigma = 340 MPa \), full hard copper alone could take up the stresses up to \( B \approx 13 T \).

Larger stresses however arise from the interaction of the current in the ring with the toroidal field coils, giving overturning moments. Taking a simple \( \frac{1}{4} \) variation for the field due to the ring we obtain

\[ B = \frac{\mu_0 I_R}{2\pi r} \]

The force per unit length on the toroidal coils becomes

\[ F = \frac{\mu_0 I_R}{2\pi r} \times I_T \]

Using Fig. 4.44 we have

\[ z = \alpha_c \sin \theta \]

\[ r = \sqrt{z^2 + (r_c - \alpha_c \cos \theta)^2} \]
Figure 4.44  Calculation of the overturning moments on the toroidal coils.

We can then calculate the total overturning moment

\[ M = 2 \int_0^\pi \frac{\mu_0 I_R I_T}{2\pi r} \times a_c d\theta \times a_c \sin \theta \]

\[ = 2 \int_0^\pi \frac{\mu_0 I_R I_T a_c^2 \sin \theta d\theta}{2\pi \sqrt{(a_c \sin \theta)^2 + (r_c - a_c \cos \theta)^2}} \]

\[ = 8.4 \times 10^5 B^2 R^3 Nm \]

This results in the midplane near the coil in a stress \( \sigma = 46 \times 10^7 \times B^2 \) N/m², which for \( B > 0.84T \) is too high for copper only. Thus at least in the area near the circular ring the coil will need, under certain conditions, some structural material to reduces stresses in the copper below acceptable levels.

3.6.5. Application of the important constraints to define a design window

We have, until now, purposely delayed to make a final choice for \( \beta \) and \( \nu \), which we consider our experimental objective. This for the simple reason that, making a choice, without being fully aware of the constraints, may have resulted in no design window at all in the \( R, B \) diagram, or unrealistic power requirements.
Figure 4.45 Values of temperature and density, as a function of size and magnetic field, for $\beta = 0.01$ and $\nu = 10$

Figure 4.39 and Figure 4.40 show that, to have, for a machine with $R \approx 2m$, heating power requirements of the order of a $MW$, $\nu$ should not be much smaller than 10, while $\beta$ not larger than 1%.

If we are willing to accept larger power requirements, other choices would have been possible. But we will take here, to obtain definite values for the design window, $\nu = 10$ and $\beta = 1\%$. With those values we can calculate what the density $n$, and the temperature $T$ should be for similar machines. This is shown in Figure 4.45.

The power requirements can then be calculated as explained earlier, and result in Figure 4.46 for ICRH power and Figure 4.47 for ECRH power. The major constraints where the $\frac{\rho_s}{a}$ constraint, the $n_0$ limit, the accessibility of the ECRH layer, the availability of gyrotrons. Constraints that have already been shown in Figure 4.43 are the combination of geometrical constraints and current density. The constraints on $\frac{\rho_s}{a}$ were implicitly included by correcting the power needed.
by a factor that takes the losses into account if \( \frac{\alpha}{\epsilon} \) is too large. Shown in Figure 4.48 are the \( n \alpha \) limit, limits due to accessibility of the ECRH layer and the availability of gyrotrons (assumed 100 GHz).

It follows from Figure 4.48 that there are still choices possible with respect to the actual machine. Machine A \( (R = 6m, B = 1.75T) \) would be the minimum size machine if we used extraordinary wave at the second harmonic. Machine B \( (R = 1.2m, B = 3.5T) \) the minimum size if we used the extraordinary wave at the fundamental. If in addition we want the machine to be able to operate in steady state, then the minimum size is machine C \( (R = 4m, B = 1.8T, \) with extraordinary wave heating at the fundamental).

The final design is chosen based on the cost of the machines and the heating power. Within the constraints we will try to find the minimum scale machine, based on the minimum of this total cost. If only the cost of the machine had to be considered (because for example the heating power is already available), another final choice for the machine might result. Or, if we had in addition
Figure 4.47 ECRH Power function of size and magnetic field

Figure 4.48 Impermeability constraint, and accessibility requirement for electron cyclotron heating
to purchase the power supplies to energize the experiment, a different choice might result. The following section is an illustration on how we can, within the design window, make choices. We have assumed here on the one hand that the complete heating system has to be purchased. On the other hand we have assumed that sufficient energy is available on site (line, generator) that this is not an additional cost.

3.7. Final choice within the design window

In order to make the final choice, we will estimate the capital cost of the machine, and the heating power, both as a function of $R$ and $B$. The final choice is then the machine which, within the constraints, minimizes this cost. The cost of the machine is estimated as follows. We have developed a reference design for $R = 2m$, $B = 1.14T$, $I_R = 2100kA$ and $B_v = 0.105T$. Figure 4.49 gives the dimensions. Figure 4.50 shows a perspective drawing of the full machine and Figure 4.51 shows a cutaway view (our thanks to P. Roemer for providing the program that generated those plots).
Figure 4.50  Perspective drawing of the $n = 2$ helical axis stellarator reference case

Figure 4.51  Cutaway view
The cost of this machine is estimated by calculating for this reference design the weight of the copper and the steel needed for the coils (based on current density), and then multiply the weight by a generally accepted cost per weight. The cost of the vacuum chamber is based on the cost for machines of similar size and complexity. The cost for machines other than this reference design (thus for other values of $R$ and $B$), is obtained by scaling the cost of the components according to their weight as a function of size and magnetic field (using the relationship developed in chapter 3).

The current density needed to achieve $B = 1.14T$ and $R = 2m$ is $J = 2.5kA/cm^2$, in view of the constraint $\frac{4b}{2 \times 10^7 A/m^2} < 0.45$. An estimate of the cost of the toroidal field coils is then $1.61 m^3 \times 9 \times 10^3 kg/m^3 \times 30$ S/kg = $0.434 \times 10^6$$. The vertical coils were positioned on a pentagon, and the current in them was calculated, using a program (SOLVE) provided by John Aspinal, so as to obtain the required vertical field and to null the flux linked to the poloidal ring. The currents are (Fig 4.47) $1.38 MA$ in the central coil, $0.148 MA$ in the top and bottom coil and $-44.5 kA$ in the outer coils. Their resulting cost is $0.358 m^3 \times 9 \times 10^3 kg/m^3 \times 30$ S/kg = $0.096 \times 10^6$$. The cost of the ring is given by $1.055 m^3 \times 9 \times 10^3 kg/m^3 \times 30$ S/kg = $0.285 \times 10^6$$. The total cost of the coils is thus approximately $0.8 \times 10^6$.s.

For the structure we envisage a framework made of hollow circular beams, connecting the coils providing the vertical field to the central poloidal ring. (Fig. 4.52). The major load is the weight, and the cost of the total structure is estimated at $5.7 m^3 \times 7kg/m^3 \times 10^3 \times 26$ S/kg = $1 \times 10^6$.s.

For the vacuum chamber we would adopt circular bellows attached to rigid port sections. The rigid port sections would be located every fourth coil, and attached to the ring. This approach would allow, without major problems, to reposition the toroidal field coils, in order to change their winding law. An estimate, based on other machines of similar size and complexity is $1 \times 10^6$.s.

To scale those costs to machines of different size and field we have used for
Figure 4.52 Structure, showing how the poloidal coils are connected to the central ring at intervals of 4 toroidal coils.
the coils $1.0 \times 10^6 \times \left(\frac{R}{1.14T}\right)^2(\frac{R}{2m})^2$. For the structure we have taken that the section of the hollow beams should increase proportional to the weight of the coil system. Their length further increases linearly with the size. This gives us $1.0 \times 10^6 \times \left(\frac{R}{1.14T}\right)(\frac{R}{2m})^3$. For the vacuum chamber we have taken a scaling going as the $3/4$ power of the volume, thus giving $1 \times 10^6 \times (\frac{R}{2m})^{2.25}$. The scaling for the coils (and thus also of the structure) assumes constant current density. If the current density is increased from $2.5kA$ (which is necessary to achieve even higher $\frac{R}{A}$ values), the weight of the coils will go down. We have used the following scaling. If $\frac{R}{A} > \frac{1.14T}{2m}$ then the weight of the coils is reduced by $\frac{R}{A}^2 \frac{2m}{1.14T}$, which is proportional to the increase in current density needed, above $2.5kA/cm^2$. For lower values of $\frac{R}{A}$, we have reduced the current density (and correspondingly increased the mass) down to a limit of $2kA/cm^2$.

For large values of $B$ and $R$ more reinforcement will be needed, and as shown in Chapter 3 the mass will then scale as $R^3B^2$. We have taken this into account by multiplying the mass of the coils and the structure by $\left(\frac{R}{2m}\right)^2 \left(\frac{R}{1.14T}\right)$ for the case where $RB > 2m \times 1.14T$ (our reference design for which some structural material was needed for the coils). The resulting direct cost of the machine is shown in Figure 4.53.

The picture changes when we start taking into account the additional power. For ICRH we have taken a cost of $1\$/W and for ECRH a cost of $3\$/W.

Figure 4.54 shows the cost of the machine (capital and ICRH heating cost), as a function of size and magnetic field for $\beta = 0.01$, $\nu* = 10$. To minimize the total cost, one would go to a small, high field machine. If we require that the space needed for the antenna structures to launch the power (at $4MW/m^2$) should not exceed 10% of the total area we obtain a minimum size of $R \approx 1m$, and $B \approx 4T$. The total cost does not vary markedly if we go to $R = 1.4m$ and $B = 2.5T$. Since this last machine has better access we opt for this choice. The corresponding density and temperature are $T \approx 500eV$ and $n \approx 10^{20}/m^3$. The current density needed is $8kA/cm^2$, a value which can be achieved using a
Figure 4.53 Direct cost of the machine, function of size and field

pulsed liquid nitrogen cooled system.

The machine takes on a different format if we assume ECRF heating. Figure 4.55 shows the total cost in this case, together with the limits. Since the absorption of the ordinary wave at the second harmonic frequency ($\alpha = 4$) is insufficient at low temperature we have little choice but to use the extraordinary wave at the fundamental (launched from the high field side), however with the caveat that the wave may still need multiple reflections to be completely absorbed. The choice is then $R = 1.2m, B = 3.5T$. The current density needed would be $13kA/cm^2$.

3.8. Summary

In this chapter we have shown how we could develop the methodology guidelines and formulas developed in the previous chapters to our particular case. We have investigated in detail the geometry of the helical axis stellarator and explained how we would go about fixing the geometry. We have shown what the influence
Figure 4.54 Total cost for ICRF heated machine

Figure 4.55 Total cost for ECRF heated machine
is of the current in the ring and of the vertical field on parameters associated with the magnetic axis. Relationships were developed so that the geometry could be made function of the hard parameters only. We have then investigated how we could choose those parameters (especially the number of periods and the displacement of the coils). This resulted in the definition of the geometry and a constraint on $\beta^2$. Choosing then $\beta$ and $\nu$ we could investigate the constraints imposed on size and magnetic field. By further applying the plasma physics and technological constraints developed in the earlier chapters we have identified two possible minimum cost machines. The choice between them would depend on the heating method used.

Let us briefly highlight where some basic choices have been made and what the resulting effects were. We have chosen from the start the particular configuration for the helical axis stellarator (circular toroidal coils, a poloidal ring, and no topological link between both). We have also taken the center of the toroidal coils to be located on a helical line with $R_c = R_c$ and $r_c = \text{constant}$. Those choices have resulted in a rather stringent geometrical constraint, pushing the machine to a larger size. The underlying reason is that size of the coils on the inside of the ring is constrained by non-interference requirements. The constraint, because of ripple requirement, is on the outside coils. For a tokamak the ripple problem can be solved by increasing the size of the coils, without a very large effect on the overall size of the system. In this case however, an increase in the size of the toroidal coils results immediately in an increase in the size of the whole system. This could be alleviated for example, by using helical coils to make the magnetic geometry. If one wanted to stick with circular coils, less stringent constraints would result from a number of other choices: we could allow a topological link between the ring and the toroidal coils, we could shift the toroidal coils outward ($R_c > R_R$), we could take larger toroidal coils on the outside (to reduce the ripple there) while keeping small ones on the inside (in order not to increase the overall size), we could decrease the spacing of the coils on the outside (again to reduce the ripple there). The choice of the machine configuration has a very
important effect on its minimum size.

Other choices that have been made were the experimental objectives ($\beta = 1\%, \nu_\ast = 10$) and the choice of the heating method. Further when we have minimized the total cost we have included the capital cost of the machine and the heating system. We would obtain other minimum size machines had we chosen a different experimental objective, or had we included the cost of power supplies etc.. The method we have developed allows us to obtain values for the minimum scale machine, for the particular choices made. The impact of making a different set of choices can easily be gathered by reapplying the method to this new set.
5. Summary

5.1. Introduction

This thesis addresses the question of the constraints that set a minimum scale for a toroidal fusion experiment. A method was developed that identifies those constraints. The resulting constraints have been investigated in general for any particular toroidal experiment. In a second part we address the issue specifically for a stellarator with helical magnetic axis, and find its minimum scale.

The starting point of this thesis was a question asked during a discussion about the design of magnetic fusion experiments. "Why can't we build a 1 Gauss machine?" And as some apparently simple questions usually do, it posed an important problem. What in fact are the constraints that set a minimum scale for an experiment? The constraints on the scale of an experiment depend in part on what we want to achieve. We have chosen to concentrate on constraints for experiments investigating the plasma physics properties of toroidal concepts. The reason for this choice is threefold. One, the question of the constraints was specifically asked in this context. Two, the problem of investigating the plasma physics properties of some magnetic confinement concepts is particularly important and timely. It is important because fusion research should keep in mind the end product when assessing the potentiality of a concept as a
reactor candidate. Some concepts, possibly more reactor-friendly, but still in
the earlier stage of their development are presently disadvantaged by the fact
that little is known about their plasma physics properties. The problem is
also timely; we need to address the issue before we are definitively locked
into the tokamak/mirror alternative. The third reason is that the question
of the constraints that set a minimum scale is particularly relevant for those
experiments. Other type of experiments do not need the construction of a
new machine (one could use pure theoretical analysis, numerical analysis or
perform the experiments on existing machines, because they address concept
independent issues) or involve such a restricted and well-known set of constraints
(for ignition experiments: the Lawson criterion) that they need not be addressed
here. Construction of an experiment to test the plasma physics properties of a
concept is presently the only approach possible to the problem. Identification
of the constraints that set a minimum scale, in order to be able to perform the
experiment at minimum cost is then a key issue.

If we look at what the minimum scale is for an experiment, it implicitly assumes
that we can perform experiments that test the issues on a scale different from the
full size machine. This implicit assumption underlies all present experimental
effort. Indeed, no full scale reactor size machine exists yet.

Two approaches to investigate the plasma physics properties of a concept are
possible:
The first one is to rely on experiments only. We can the try to model the plasma
physics processes that occur in a reactor size experiment in a scale version. The
issue of relevance of the results of scaled experiments is then answered in the
same way that is used in other fields like hydraulics and aerodynamics: by the
use of similarity. This method is widely applied in those fields to obtain from
scaled versions (small models) results that can then be translated into results
of significance for the full scale object. The relevance of the scaled experiment
is justified based on the fact that, under some conditions, it models the same
processes as in the large version, and thus allows us to obtain information on
them. Sometimes the requirements are so stringent that no small experiments could be build.

A second approach is then to rely partly on theory. Small experiments may be used to check certain aspects of a theory. If this results in less stringent constraints for the experiment than the first approach, it may be a first, confidence building, step towards a second, larger experiment that then would model the plasma physics processes of a reactor. For this second approach too, when we look at the minimum size, we have to compare machines that fulfill the goal to the same extend. This again can be done by using the method of similarity.

The difference in applying the method of similarity for the first and second approach is only in the following: the family of machines, among which we choose the one which, within constraints, is the minimum scale member contains also the reactor, if we use the first approach. Using the second approach, we choose the minimum scale member among a family which does not contain the reactor. Each member of the family however, is similar in that it will test theory to the same extend.

Applying the method of similarity to plasma physics experiments automatically result in the constraints and limits that set a minimum scale for an experiment.

Three steps are necessary:

-identify the parameter space in which one or more of the dimensionless parameters can be dropped so that we have indeed some freedom in making an experiment (if the number of dimensionless parameters we want to keep constant equals the degrees of freedom, then only one experiment can be build, and there is no point looking for a minimum scale).

-identify the constraints resulting from factors that are not included in the similarity scaling.

-identify the constraints and limits on the possibility of actually obtaining the parameters mandated by similarity considerations.

In the first part of this thesis we investigate in more detail the method of
similarity and the constraints resulting from those three steps. The dimensionless parameters are derived, and we show how in order to obtain two free scaling parameters (a scale factor on the linear dimensions and a scale factor on the magnetic fields) we need to drop two of the dimensionless parameters. The constraints resulting from the three steps are investigated in general in terms of plasma physics constraints and technological constraints. It entails some theoretical analysis, analysis of experiments performed on existing machines and the development of relationships between a number of parameters. Additional constraints which can result from the particular geometry of a concept are not investigated in general.

For fixed values of the dimensionless constants we can then plot in a size versus magnetic field diagram, the constraints resulting from the three steps described earlier. If a design window can be identified in this diagram, then we can make a further choice based on minimum cost, minimum heating power etc...

The second part of this thesis is an application of the method to the particular case of a helical axis stellarator. There we first address in more detail the constraints that arise from the geometry of the helical axis stellarator. The general method is then applied to identify the design window within the constraints and this finally results in a minimum scale for this particular experiment.

Let us now turn to the dimensionless parameters and plasma physics constraints.

5.2. Plasma physics considerations

5.2.1. Dimensionless parameters

We make the following assumptions: the plasma is fully ionized, consists of only two species: electrons and ions, is in steady state and at rest. Based on those assumptions we can construct eight dimensionless parameters, for which we choose

- \( \nu \), the collisionality defined as the ratio between the connection length and the
electron mean free path

- $\beta$, the ratio of the plasma pressure to the magnetic pressure
- $\frac{r_i}{a}$, the ratio of the ion larmor radius in the poloidal field to the minor radius of the plasma
- $N_A$, the number of particles per Debye sphere
- $\frac{T_e}{T_i}$, the ratio of electron and ion temperature
- $\frac{n_e}{n_i}$, the ratio of electron to ion density
- $\frac{Z_i}{e}$, the ratio of ion charge to electron charge
- $\frac{m_i}{m_e}$, the ratio of electron mass to ion mass.

The ratio $\frac{T_e}{T_i}$ will be close to 1 for reactors as presently envisaged and should thus also be close to 1 for any experiment. Similarly, $\frac{n_e}{n_i}$ is always close to 1. Choosing hydrogen as the working gas, fixes $\frac{m_i}{m_e}$ and $\frac{Z_i}{e}$. This in fact leaves us with four dimensionless parameters to work with. Since we have only four degrees of freedom (size, magnetic field, plasma density and temperature), we have no freedom left in making a scaled experiment, if we want to keep the four dimensionless parameters constant. To have some additional freedom in making a scaled experiment, we will have to drop one or more of the dimensionless parameters. We then have to investigate what constraints result from not keeping one or more of the dimensionless parameters constant. This results in a first set of constraints.

5.2.2. Investigating the degrees of freedom by not keeping one or more of the dimensionless parameters constant

The number of particles per Debye sphere $N_A$ is related to the charge neutrality of the plasma. Not keeping $N_A$ constant is justified if its value is sufficiently large that charge neutrality can still be guaranteed. A quantitative value can be found by noting that the factor $\ln \Lambda$, in the formula for collision frequencies gives the dominance of the small angle collisions over the large angle collisions. The value of $\Lambda$ is 9 times the number of particles per Debye sphere [11].

Setting a minimum of $\ln \Lambda = 10$, so that small angle collisions are at least 10
times more frequent than large angle deflections, we obtain $N_\lambda > 2500$. Other constraints, related to Debye shielding and Debye length are: $\frac{\lambda_D}{a} \ll 1$, the Debye length must be much smaller than the size of the experiment and $\frac{\rho_i}{\lambda_D} \gg 1$, the ion larmor radius is larger than the Debye sphere. Not keeping $N_\lambda$ constant, while keeping it sufficiently large, can thus within certain limits be justified and gives us one degree of freedom. This is however usually not sufficient. As second parameter that we do not keep constant we can choose $\beta$, $\nu_*$ or $\frac{\rho_i}{\alpha}$.

Not keeping $\beta$ constant corresponds to a model where distortion of the vacuum fields by the presence of the plasma is neglected. Experiments however seem to indicate that this can have an important impact on transport. Not keeping $\nu_*$ constant would correspond to a model where we neglect the influence of collisions. It may be appropriate if we look at $\beta$ limits and are only concerned about the investigation of equilibrium and stability that is not influenced by the resistivity of the plasma. It thus seems best to keep $\beta$ and $\nu_*$ constant and drop $\frac{\rho_i}{\alpha}$ as parameter. We can drop $\frac{\rho_i}{\alpha}$ as parameter as long as the particles are indeed contained. This means $\frac{\rho_i}{\alpha} \ll 1$. The influence of $\frac{\rho_i}{\alpha}$ could also be gathered separately on an experiment by varying $a$ and $B$ for example within a limited range. In experiments that keep $\beta$ and $\nu_*$ constant the scaling of density ($n$) and temperature ($T$) with the free parameters size ($a$) and the magnetic field ($B$) is

$$n \sim a^{-1/3} B^{4/3}$$
$$T \sim a^{1/3} B^{2/3}$$

For a given choice of $\beta$ and $\nu$ we can thus plot in a $a$, $B$ diagram the density and the temperature and already draw in this diagram the constraints resulting from the fact that we did not keep $N_\lambda$ or $\frac{\rho_i}{\alpha}$ constant.

5.2.3. Effects not included in similarity scaling laws

Two major effects, not included in the similarity scaling laws, have been considered here: the presence of neutrals and the presence of impurities. Neutrals are present in the plasma simply as a result of thermodynamic
equilibrium between the atoms in their ionized state and their bound state (Saha equilibrium). Because most laboratory plasmas are optically thin, they are not in complete equilibrium with their radiation fields and the minimum level of neutrals is a result of equilibrium between radiative recombination and collisional excitation (Coronal equilibrium).

Additional sources of neutrals are penetration of neutrals from the edge, the need to refuel the plasma and heating by neutral beams. In order for the center of the plasma not to be influenced by neutrals coming from the edge, we need that \( n_a > 1.6 \times \frac{10^{17}}{m^2 e} \sqrt{E} \). There are strong theoretical [42, 43] and experimental [136] indications that neutrals from the edge have an important effect on \( \beta \) limits and transport. If this condition on \( n_a \) is not fulfilled then neutrals from the edge will penetrate to the center.

Assume as a minimum for the density of neutrals at the edge, the value arising from recombination for a plasma density one tenth the plasma density at the center and a temperature of 3eV. We can then calculate the level in the center resulting from penetration. For collisions between charged particles then to be 10 times more frequent than the collisions between charged particles and neutrals, the plasma temperature should be below 400eV (the collision time between charged particles increases with temperature, while the collision time with neutrals is approximately constant).

The need to refuel the plasma may introduce even higher level of neutrals. A simple model based on work from Podesta and Engelmann [39] allows us to calculate their level and also shows that the charged particle confinement time must be at least one order of magnitude larger than the energy confinement time in order to be able to neglect the effect of losses due to charge exchange on the energy balance.

Recently an important effect of heating by neutral beams was discovered [45–47]. The lowering of the charged states of impurities in the center because of charge exchange with the fast neutral particles result in an increase in radiation losses.
In the case of permeable plasmas, for the effect of neutrals to be minimized, we thus have to work at sufficiently low temperature, and with plasmas of sufficiently long confinement times.

Since the presence and effects of neutrals are connected to recycling and refueling, we have analyzed experimental results and tried to explain some of the seemingly different behaviors observed in different machines. This resulted in a simple model that can explain qualitatively those difference.

The second effect not included in similarity scaling laws is the presence of impurities. Impurities can be present in the plasma through several mechanisms: arcing, sputtering by ions and neutrals, evaporation. They can also be introduced through the original gas composition of the chamber prior to filling, by the plasma formation scheme and through neutral beams used to heat the plasma.

Impurities can have an effect on particles transport. In order for the collision time between charged particles to be at least a factor 10 lower than the collisions with impurities, the requirement is that $Z_{\text{eff}} < 1.1$. Impurities also increases losses through radiation and can affect drastically $q$ profiles when the plasma carries current. Since both Alcator (small high field tokamak) and Tosca (small low field tokamak) have operated at $Z_{\text{eff}} = 1$ there seems to be little correlation of the level of impurities with magnetic field. From their size we can also conclude that at least any size above $a = 0.1m$ is acceptable. The important factors are the temperature at the edge, and the wall conditioning. Rapid recycling of hydrogen at the wall result in a lower edge temperature, and thus less impurities. This can be achieved by Ti gettering (Tosca) or walls operated at $1N_2$ temperature (Alcator). Another method, that avoids the need of rapid recycling at the edge is the use of a divertor.

From this section we conclude that the effect of neutrals indeed may set a minimum on a combination of density and size of an experiment. Impurities however, do not directly put constraints on the size or magnetic field of an experiment.
5.2.4. Ability to obtain the parameters as dictated by similarity considerations

Several methods are available for plasma startup and it is always possible to find one that does not put any special constraints on size or magnetic field of an experiment. Heating methods however, do put rather stringent constraints.

Ohmic heating has a low density limit because of runaway problems, while for some concepts, there is some maximum on the combination of current, magnetic field and size because of MHD stability constraints (example \( q > 1 \) in a tokamak). Accessibility requirement for ECRH set a minimum magnetic field for a given plasma density. The actual relationship depends on which wave is used (ordinary, extraordinary). Condition for absorption of the wave are less stringent since multiple reflection on the chamber walls can result in complete absorption of the wave through multiple passes. At low density the equilibration time between electrons and ions may become so long that we obtain a plasma with very high electron temperature, but low ion temperature. Lower hybrid heating has a minimum cutoff density and a maximum for the combination of wave number temperature and density. ICRH has a minimum on density in terms of accessibility of the ion cyclotron resonance layer and because of the need to thermalize the ion tail that is produced. A minimum on the product of size and magnetic field is required because of the need to confine the fast particles before they thermalize. This last requirement is also valid for neutral beam heating. Thermalization of the fast particles will put some minimum on the product of density and size of the machine, while the need for tangential access too may put rather stringent constraints.

In this section on plasma physics constraints, we have, using the step by step method identified the three sets of constraints, and investigated from a general point of view their impact on the scale of an experiment. Other constraints arise from technological considerations and those are addressed in the next section.
5.3. Technological considerations

Two major technological constraints are current density limits and structural constraints. Other constraints can arise from the availability of stored energy, and the cost of the machine. In order to be able to address those issues in sufficient generality and obtain scaling laws with size and magnetic field (our two free parameters in the similarity method), we have developed a number of relationships between mass, stored energy and pulse length.

5.3.1. Current density limits

Current density limits depend on the choices made: steady state or pulsed, water or liquid nitrogen cooled or superconducting coils. The pulse length of an experiment (the equivalent pulse length, including ramp up and ramp down of the fields) puts it from the point of view of current density limits/heat removal capacity, for water cooled coils rather unambiguously in one of two classes: pulsed or steady state. For the pulsed mode \((r < 10\text{sec})\), it is best to use as much copper as possible and to dimension the cooling passage for heat removal between pulses. The current density is then \(J = 10 \frac{kA}{cm^2} \sqrt{r}\). For larger pulse length, the coil can be considered in steady state and larger cooling holes should be provided. The current density then is \(J = 2 \frac{kA}{cm^2}\). The use of liquid nitrogen cooled coils is only justified in the pulsed mode. Limiting the temperature rise to 15°C the current density is then \(J = 10 \frac{kA}{cm^2} \sqrt{r}\). Limits on current density for superconductors result from stability and protection requirements. A value that takes both constraints in account is given by

\[
J = \frac{10kA}{cm^2} \left[ \frac{E}{10^8 J} \right]^{-1/5}
\]

5.3.2. Structural constraints

Structural constraints will set a minimum amount of reinforcing steel in cases where the copper is not sufficiently strong by itself to carry all the loads. The minimum fraction of steel needed for reinforcement of toroidal coils is given by

\[
f_s = \frac{Bl_a}{\mu_0 N E_s A_{coil}} \left[ \frac{1}{4\pi} \frac{B_l}{\epsilon} - \frac{E_c}{j_c} \right]
\]
where $B$ is the magnetic field at the geometric center of the toroidal coils, $l_c$ is the length of the line that threads the geometric center of the coils, $N$ is the number of coils, $E_s$, $E_c$ are the elasticity modules of copper and steel respectively, $A_{coil}$ is the cross sectional area of one coil, $\varepsilon$ is the maximum allowable strain, $g_o$ can be considered as a geometric factor that depends on the shape of the coils and $j_c$ is the average current density in the copper. This formula can then be used to calculate the total mass of the toroidal coils.

We have also investigated how the structural mass scales with magnetic field. One would expect it to scale as $B^2$. If, however, stresses in the coils are dominated by moments, then it is possible that the structural mass scales as $B$. Whether moments are dominant or not in toroidal coils depends on their loading, their shape, but also very much on the way they are supported. For the particular case of circular toroidal coils we have developed a simple method (based on Fourier expansion of the load), to analyze their stresses, including internal and external reactions and found that by proper distribution of the net reaction force we can minimize the moments in the coils.

5.3.3. Stored energy

The stored energy of a set of toroidal coils can be easily calculated as the volume times $\frac{B^2}{\mu_0}$. In view of this simple formula it is tempting to look for a relationship between the stored energy in the coils and the mass of the system. Moon has proposed the scaling

$$\frac{M}{10^5 \text{kg}} = 1.37 \left(\frac{E}{1 \text{MJ}}\right)^{0.761}$$

The picture is however more complicated. In some limited, range the mass of the system can indeed scale as the stored energy. A system consisting mostly of current carrying copper will scale with a second power in the linear dimension and the first power of the magnetic field ($a RB$). The scaling of the mass of a pulsed system depends on the pulse length of the system as well as on the time constant of the coils. The time constant $\tau$ in turn depends on the copper mass
of the coils through a formula we derived

\[
\frac{\tau}{1s} = 0.093 \left( \frac{M_e}{10^6 kg} \right) \frac{g_E}{g_I} \left( \frac{1.92 \times 10^{-8} \Omega m}{\rho} \right)
\]

where \( R \) is the major radius of the coil set, \( \rho \) the copper resistivity, \( g_E \) and \( g_I \) geometrical factors depending on the shape of the coil. The problem of the mass of pulsed system can then be solved self-consistently and results for very short pulse length in a mass scaling as the stored energy while for longer pulses, the mass scales as \( aRB \).

The technical constraints and scaling relationship derived in this section provide useful tools when we investigate the design window in a size versus magnetic field diagram. The second part of this thesis is the application of the method, and resulting constraints to find the minimum scale for a stellarator with helical magnetic axis.

5.4. Application to the design of a stellarator with helical magnetic axis

5.4.1. Definition of the concept

A stellarator with helical magnetic axis is a particular type of stellarator that relies essentially on the torsion of the magnetic axis to provide a rotational transform. Several variations are possible. The particular one chosen is shown in Figure 5.1

The toroidal coils are simple circular coils in \( \phi = \text{constant} \) plane and they do not link the central poloidal ring. An additional set of poloidal coils provides a vertical field. Advantages of this concept are its experimental flexibility, its simple modular coils and possibly its potential of achieving high \( \beta \) values. Disadvantages are the highly complex geometrical form and the resulting constraints on the size and magnetic field.
5.4.2. Geometry

First of all the geometry has to be chosen. Two problems prevent us from taking the straightforward approach that we take the geometry to be the reactor geometry. The first one is that there is no recent detailed reactor design. The second one, more serious, is the following: if we make some estimates, based on the available theories for the geometry of a reactor, and take into account constraints, we would obtain for the experiment a rather large scale.

It was therefore felt that it would be more appropriate at first, to take the geometry such that those theories, upon which the geometry of a reactor would be based, could be tested under easier conditions. The approach to define the geometry has thus been to choose it such that the constraints resulting specifically from the geometry, would be the least stringent.

In order to achieve this, we have first divided the parameters upon which the geometry depend, on "soft" and "hard" parameters. The soft parameters being current in the coils, while the hard parameters are those that are less easily changeable once the machine is built (number of periods, ratio of coils size to
overall size, etc...). A relationship between the geometry and the soft parameters (current in the coils) was identified and used to make the geometry thus function of the hard parameters only. The choice of the hard parameters was then made such that the constraints resulting from the geometry were the least stringent.

The relationship between the soft parameters and the geometry is based on the assumption, confirmed by numerical calculations, that the magnetic axis is a helical line which can be defined as (Fig. 5.2)

\[ r = r_0 \]

\[ R = R_c \]

\[ n\phi = \theta + \alpha_c \sin \theta \]
Figure 5.3. Constraints on $\frac{B}{R}$ for fixed bore of the coils and $J = 2kA/cm^2$.

We have developed a simple model that explains the variations of $r_a$, $R_a$, $\alpha_a$ with the ring current and the vertical field. The model also gives some simple analytical estimates for the ring current $I_R$ and the vertical field $B_v$ to obtain $r_a = r_c$ and $R_a = R_R$, namely,

$$I_R = \frac{n2\pi B \phi}{\mu_0} \left( \frac{r_a}{R} \right)^2$$

$$B_v = -\frac{\mu_0 I_R}{2\pi R_c}$$

In a more refined version the model gives very accurately and efficiently the geometric parameters of the magnetic axis as a function of the ring current and the vertical field. Those relations allows us to make the constraints, specifically related to the geometry, function of the "hard" parameters only.

A first constraint is the following. In order to preserve as much as possible helical symmetry we need that the normal to the magnetic axis always points in the direction of the ring. This requires

$$\left( \frac{n}{m} \right)^2 = \frac{1 - \frac{x}{x_c}}{\frac{x}{x_c}} \left[ 1 + \sum \alpha_\ell \right]^2$$
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Other constraints are set by requirements of non-interference of the coils on the inside. For a fixed ratio of the bore of the coil to its displacement from the ring \((\delta = \frac{b_i}{r_i} = 0.5)\), the limits are shown in Figure 5.3. Note that the value of \(\frac{R}{r}\) drops drastically for low \(\frac{R}{r}\) value because of the presence of the ring, while at large \(\frac{R}{r}\) value the value drops too because of interference at the center. If we now allow the bore of the coil to vary and take into account the requirements of ripple on the outside, then the constraints become even more stringent.

The underlying reason is that size of the coils on the inside of the ring is constrained by non-interference requirements. The constraint, because of ripple requirement, is on the outside coils. For a tokamak the ripple problem can be solved by increasing the size of the coils, without a very large effect on the overall size of the system. In this case however, an increase in the size of the toroidal coils results immediately in an increase in the size of the whole system.

The size of the plasma is not only affected by ripple requirements, it is also affected by the angle between the magnetic axis and the plane of the coils. For a fixed value of \(\frac{R}{r}\), four effects tend to favor a lower \(n\) number.

1. the ring cross section can be smaller, since the ring current is proportional to \(n\). This gives more space for the toroidal coils and the plasma.
2. the toroidal magnetic field is larger, for the same number of coils and current in the coils since the length of the magnetic axis goes as \(2\pi R \sqrt{1 + \left(n \frac{R}{r}\right)^2}\).
3. the ripple is lower for the same number of coils at lower \(n\) number.
4. the angle between the tangent to the magnetic axis and the \(\phi\) direction is smaller, providing a better utilization of the coil.

It is true that when we go to larger \(n\), we have all incentive to go to lower \(\frac{R}{r}\) so that those four effects are less marked. Going to lower \(\frac{R}{r}\) however decreases the bore of the coils and thus the plasma size, for given overall size \((R)\).

Those considerations, together with constraints related to MHD and transport result in a choice for the geometry \(n = 2\), \(\frac{R}{r} = 0.38\), \(\frac{R}{r} = 0.255\). This finalizes the geometry. The constraint resulting from the geometry is the given by
\[
\frac{F}{17} \left( \frac{1}{2 \times 10^4 \text{A/m}^2} \frac{R}{1\text{m}} \right) < 0.45.
\]

Keeping in mind this constraint relating \( B, R \) and \( J \) we have thus now a machine whose size and magnetic field we can vary in order to apply similarity scaling laws.

5.4.3. Choice of the dimensionless parameters

Based on an adaptation of the standard neoclassical theory we have that, for our geometry, \( \nu = 100 \) at the transition between plateau and P.S. (if we define \( \nu \nu = 1 \) at the transition Banana-Plateau). In addition, in order to avoid effects due to toroidality, we need \( \nu > 1 \). MHD theory predicts, again for our geometry, a \( \beta \) equilibrium limit of about 3%. We will later choose \( \nu \) and \( \beta \) within the range \( 1 < \nu < 100 \) and \( \beta < 3\% \). By fixing those values, and applying the three steps constraints, when we vary \( a \) and \( B \) to find the minimum scale, we are comparing equivalent machines, machines that would test the theory to the same extent.

5.4.4. Application of the geometrical, plasma physics and technological constraints

The geometrical constraint \( \frac{n}{R} \left( \frac{2 \times 10^4 \text{A/m}^2}{1\text{m}} \right) < 0.45 \), can be translated in a \( R, B \) diagram into requirements for current density. In view of actual limits for the current density, this will set the possible mode of operation (if we want \( \frac{n}{R} > 0.45 \), then we need \( J > 2k\text{A/cm}^2 \), and only pulsed operation is possible). This is shown in Figure 5.4.

With \( \beta \) and \( \nu \) as dimensionless parameters; \( R \) and \( B \) as our degrees of freedom, we can express the density \( n \), and the temperature \( T \) as

\[
\frac{n}{10^{20}} = 4.73 \left( \frac{B^4}{R} \beta^2 \nu \right)^{1/3}
\]

\[
\frac{T}{e} = 2.62 \times 10^3 (RB^2 \beta \nu)^{1/3}
\]
It can be easily shown that, within the range $1 < \nu* < 100$, $0.3\% < \beta < 3\%$, dropping $N_\lambda$ as parameter does not result in stringent constraints on $R$, $B$. Dropping $\frac{\rho^*}{\nu^*}$ as parameter however result in the constraint.

$$R^{5/6}B^{2/3} > 1.48\left(\frac{\beta}{\nu*}\right)^{1/5}$$

The na limit (related to avoidance of a regime that may be dominated by neutrals from the edge) translates into

$$B^2R > 0.027\beta^{-1}\nu^{-1}$$

Heating methods will further narrow the design window. We have investigated two cases: the use of ECRH and the use of ICRH. Accessibility of ECRH waves requires $B^2R > \frac{1.2 \times 10^5}{\alpha^2} \beta^2 \nu*$, where $\alpha(= \frac{\omega_{pe}}{\omega_{ce}} = 1, 2, 4)$ depends on which wave is launched.

Based on estimates of power requirement, we have chosen the values $\nu* = 10$ and $\beta = 1\%$ for the dimensionless parameters. Power requirements for those values of $\beta$ and $\nu*$ are shown in Figure 5.5. The design window for a machine heated by ECRH is then shown in Figure 5.6. It follows from this figure that

![Figure 5.4](image)

**Figure 5.4** Current density requirements and corresponding mode of operation.
there are still choices possible with respect to the actual machine. Machine A \((R = 6m, B = 1.75T)\) would be the minimum size machine if we used extraordinary wave at the second harmonic. Machine B \((R = 1.2m, B = 3.5T)\) the minimum size if we used the extraordinary wave at the fundamental. If in addition we want the machine to be able to operate in steady state, then the minimum size is machine C \((R = 4m, B = 1.8T, \text{with extraordinary wave heating at the fundamental})\).

5.4.5. Finalizing the choice

In order to finalize the choice within the design window, we estimated the capital cost of the machine, and the cost of the heating system. The capital cost of the machine was calculated, for a reference design, from the weight of the components, and an accepted cost/weight factor. For other machines the cost was estimated by scaling the weight of the components appropriately with \(B\) and \(R\). The cost of the heating system was taken for ECRH to be $3/W.

The total cost of the machine is then shown in Figure 5.7. Within the constraints, the minimum cost machine would then be \(R = 1.2m, B = 3.5T, n = 2.5 \times 10^{20}/m^3, T = 650eV\) and about 2MW of ECRH power.

Other choices could have been made, for example if we also had to include the power supplies for the machine, or if we wanted a steady state machine. A similar approach for a machine heated by ICRF results in \(R = 1.4m, B = 2.5T\).

5.5. Recommendations

We have seen that concept specific geometrical constraints play an important role in the minimum scale of an experiment. It is tempting to think of a work that would concentrate on identifying those constraints for all the different concepts to complement our work. In our work we have concentrated on the method and looked mainly at concept independent constraints. The method we
Figure 5.5  Power requirements for a helical axis stellarator heated by ECRF waves as a function of size and magnetic field.

Figure 5.6  Design window for ECRH heated machines
Figure 5.7  Capital cost (machine and heating power) for a helical axis stellarator heated by ECRF waves as a function of size and magnetic field.

have developed, together with all the constraints, could then provide a complete design methodology for any toroidal experiment.

More in particular for the configuration we have chosen for the helical axis stellarator (circular toroidal coils, a poloidal ring, no topological link between both) may be the configuration one would prefer for a helical axis stellarator reactor. For an experiment however, one may be better advised to produce the magnetic configuration by using helical coils, or, if one still wanted to avoid using helical coils, consider the possibility of linking the toroidal coils with the
poloidal ring. The resulting geometrical constraints would be less stringent than those we obtained.
Appendix A. Current Density in Water Cooled Coils

We have set up a model to calculate the maximum allowed current density based on the heat removal capacity of water cooling, both under steady state and pulsed conditions.

Model

We consider a square conductor of dimensions \( L \), with an internal cooling channel, diameter \( d \) (Fig. A.1). We further define \( \ell = \frac{1}{2}(L - d) \), \( \ell \) being the distance from a side to the cooling channel. The heat generated within the copper per unit volume can be written as \( \rho J^2 \). The heat will increase the temperature of the copper and be removed by the cooling water.

Writing down a heat balance equation for the volume shown in Fig. A.2 we obtain

\[ \text{Figure A.1 Model of Conductor used} \]
\[ \rho J^2 \left( L^2 - \frac{\pi d^2}{4} \right) H = c_p \gamma \left( L^2 - \frac{\pi d^2}{4} \right) H \frac{dT_{copper}}{dt} + \left( T_{wall} - T_{coolant} \right) h \pi H d \]  

(A.1)

Figure A.2  Volume on which heat balance equation is written down.

where

- \( c_p \) is the heat capacity of copper in J/°C kg,
- \( \gamma \) is the density of copper in kg/m³,
- \( T_{copper} \) is an average copper temperature,
- \( T_{wall} - T_{coolant} \) is the temperature drop at the copper-coolant interface,
- \( h \) is the heat transfer coefficient in W/m²°C for water (turbulent flow) in round tubes.

The heat transfer coefficient \( h \) can be approximated by [101]

\[ h = 0.14 \left( 1 + 1.5 \times 10^{-2} \frac{T_{coolant}}{T_{wall}} \right)^{0.8} \]

where \( v \) is the fluid velocity in m/s, \( d \) is the cooling passage diameter in m, and \( T_{coolant} \) is the average water temperature in degrees centigrade. The
temperature rise in the copper is given by [1]

\[
\Delta T_c = \frac{W_v \ell^2}{2k}
\]  

(A.2)

where \(W_v\) is the local heat input density in watt/m\(^3\), \(k\) is the thermal conductivity of copper (\(3.86 \times 10^{-2}\) W/m\(^\circ\)C), and \(\Delta T_c\) is the temperature rise at the hot spot in \(^\circ\)C and is approximately equal to \(T_{copper} - T_{wall}\).

Defining \(\lambda = \text{Area copper/Total area} = \frac{L^2 - \ell^2}{L^2}\) we obtain

\[
\lambda \rho J^2 = \lambda c_p \gamma \frac{dT_{copper}}{dt} + (1 - \lambda) \frac{4}{d} (T_{wall} - T_{coolant}) h
\]  

(A.3)

\[T_{copper} - T_{wall} = \frac{\lambda \rho J^2 \ell^2}{2k}
\]  

(A.4)

This can be combined into

\[
\frac{dT_{copper}}{dt} + \frac{T_{copper}}{\tau} = \frac{\rho J^2}{c_p \gamma} (1 + \epsilon) + \frac{T_{coolant}}{\tau}
\]  

(A.5)

\[T_{wall} = T_{copper} - \frac{\rho J^2}{c_p \gamma} \epsilon \tau
\]  

(A.6)

where

\[
\epsilon = (1 - \lambda) \frac{4h \ell^2}{d \ 2k}
\]  

(A.7)

\[
\tau = \frac{\lambda}{1 - \lambda} \frac{d}{4h c_p \gamma}
\]  

(A.8)

The meaning of the two parameters \(\epsilon\) and \(\tau\) is as follows: \(\epsilon\) can be thought of as the ratio of temperature drop \(\Delta T_{copper}\) and \((T_{copper} - T_{coolant})\) in steady state. Indeed equating \(\Delta T_{copper} = \epsilon (T_{copper} - T_{coolant})\) we obtain \(\epsilon = (1 - \lambda) \frac{4h \ell^2}{\epsilon \ 2k}\) as defined.

In Fig. A.3 we have plotted the regions in which \(\epsilon\) can be neglected. For a given fluid velocity the value of \(\epsilon\) is given as a function of the dimensions of the conductor in Fig. A.4.
If we assume $\rho, c_p, \varepsilon, \tau$ to be independent of the temperatures and taking cycles where during a time $t_1$, $J$ is constant, while during a time $t_2$, $J$ is equal to zero, we can solve for the maximum temperature

$$T_{\text{copper}} = T_{\text{coolant}} + \frac{\rho \tau J^2}{c_p \gamma} (1 + \varepsilon) \frac{1 - e^{-t/\tau}}{1 - e^{-t_{1+2}/\tau}} \quad (A.9)$$

or we can calculate the maximum allowable average current density as a function of the other parameters.

$$J = \sqrt{\frac{c_p \gamma}{\rho \tau (1 + \varepsilon)} \left[ T_{\text{copper}} - T_{\text{coolant}} \right] \frac{1 - e^{-t_{1+2}/\tau}}{1 - e^{-t/\tau}}} \quad (A.10)$$

In view of the results of Figs. A.3 and A.4 it is completely justified to neglect $\varepsilon$.

The pulsed or steady state nature is contained in the factor $\frac{1 - e^{-t_{1+2}/\tau}}{1 - e^{-t/\tau}}$. We have plotted this as a function of $t_1$ and $t_2$ in Fig. A.5. Five regions can be readily identified and are indicated in the figure. It is clear that a major parameter, to decide whether an experiment in this respect is steady state or not, is $\tau$. Recalling from Eq. (A.8)

$$\tau = \frac{\lambda}{1 - \lambda} \frac{d}{4h} c_p \gamma \quad (A.8)$$

Substituting the value for $h = 0.14(1 + 1.5 \times 10^{-2})T_{\text{coolant}}^{0.8}$

we obtain

$$\tau = \left( \frac{\lambda}{1 - \lambda} \right) \frac{c_p \gamma}{0.56(1 + 1.5 \times 10^{-2})T_{\text{coolant}}} \frac{d^{1.2}}{\nu^{0.8}} \quad (A.11)$$

If we take $T_{\text{coolant}} \approx 30^\circ C$ then $1 + 1.5 \times 10^{-2}T_{\text{coolant}} \approx 1.5$. Further with $c_p \gamma \approx 3.97 \times 10^6 \text{ J/m}^3\text{C}$, we can investigate the independence of $\tau$ on $\nu, d, L$ (through $\lambda$). This is shown in Fig. A.6 for $\nu = 1 \text{ m/s}$. Increasing the fluid velocity will decrease the value of $\tau$ (Eq. (A.11)) with a 0.8 power.
Figure A.3  Region where $\epsilon$ can be neglected. The lower left corner is the region of laminar flow. In the center region the temperature drop wall fluid always dominates the temperature drop in the copper. In the upper right region the values of $\frac{1}{d}$ are shown for which the temperature drop wall-fluid equals the temperature drop in the copper. For smaller $\frac{1}{d}$ the wall-fluid temperature drop dominates.

In steady state ($t_2 \ll t_1$) the current density is given by

$$J = \sqrt{\frac{c_p \gamma}{\rho_f} (T_{copper} - T_{cooler})}$$  \hspace{1cm} (A.12)

This value is plotted in Fig. A.7 again for $v = 1 \text{ m/s}$ assuming a maximum
Figure A.4  Values of $\epsilon$ for $v = 2$ m/s. For $v$ smaller the value of $\epsilon$ becomes even smaller, so that the temperature drop $T_{\text{copper}} - T_{\text{fluid}}$ always dominates the temperature drop in the copper.
$T_{\text{copper}} - T_{\text{coolant}}$ of 50°C and with $\rho = 1.72 \times 10^{-8} \Omega \text{m}$. The dependence on velocity is a 0.4 power. Under pulsed conditions the current density can be increased by a factor

$$
\sqrt{\frac{1 - e^{-\frac{t_1 + t_2}{\tau}}}{1 - e^{-t_1 / \tau}}}
$$

Combining Fig. A.7 with the square root of the values given in Fig. A.5 allows us to calculate the current density for arbitrary conditions. A question one may ask is the following: assuming an experiment of given $t_1$, is it more interesting to choose a small $\tau$ (small $L$, large $d$) in order to increase $J \sim \sqrt{\frac{1}{\tau}}$, and work steady state $t_1 \gg \tau$, or to take a larger value of $\tau$, so that although the steady state value of $J$ is smaller, one can take advantage of the increase of

$$
\sqrt{\frac{1 - e^{-\frac{t_1 + t_2}{\tau}}}{1 - e^{-t_1 / \tau}}}
$$

To investigate this we have plotted in Fig. A.8 the value

$$
J = \sqrt{\frac{c_p \gamma}{\rho \tau}} \Delta T \left( \frac{1 - e^{-\frac{t_1 + t_2}{\tau}}}{1 - e^{-t_1 / \tau}} \right)
$$

for $t_2 \rightarrow \infty$ and $t_1 = 10 \text{ s}$.

If $t_1 \gg \tau$ this will give us the steady state value, if $t_1 \ll \tau$ it will give us the maximum allowable value, assuming only one pulse and infinite cooling time. It can be seen that for sufficient large $L$ it is indeed more interesting to decrease $d$, thus increasing $\tau$ and work in a pulsed mode. For small $\tau$ the opposite is true (it is better to work steady state by increasing $d$, thus reducing $\tau$).

In Fig. A.9 we have plotted the local current density (in copper only). This is a measure of how efficiently the copper is used, and using this criterium it is always better to go to steady state. The choice of $t_1 = 10 \text{ s}$ for the pulse length is intermediate between two extremes and thus also gives the two possible
Region $A$ $t_2 \ll t_1 \rightarrow$ steady state
Region $B$ $t_1 \gg \tau \rightarrow$ steady state
Region $C$ $t_1 < \tau$, $t_2 < \tau$ and $t_2 < t_1 \rightarrow$ steady state
Region $D$ $t_1 < \tau$, $t_2 < \tau$ and $t_2 > t_1 \rightarrow$ quasi steady state
Region $E$ $t_1 < \tau$, $t_2 > \tau$ pulsed operation

Figure A.5 Region of pulsed and steady state operation.
Figure A.6  Value of the parameter $\tau$ for a fluid velocity of 1 m/s.

Figure A.7  Maximum average current density under steady state condition for $v = 1$ m/s.
solutions, either steady state or pulsed. For \( t_1 = 100 \text{ s} \) one can see from Fig. A.10 that it is always interesting to go to steady state for a given \( L \). However, one can obtain the same average current density in pulsed mode by decreasing \( L \) and \( d \) (i.e., \( d = 3 \text{ cm}, L = 5.5 \text{ cm} \), steady state gives \( 2 \text{ kA/cm}^2 \) just as \( d = 0.2 \text{ cm}, L = 2 \text{ cm} \) will in pulsed mode). It can be seen from Fig. A.11 that the local current density goes down drastically in pulsed mode.

For \( t_1 = 2 \text{ s} \), Fig. A.12 shows that for given \( L \) it is more interesting to go to pulsed mode. The local current density indeed is nearly independent of \( L \) and \( d \) (Fig. A.13) and thus increasing \( d/L \) only brings down the average current density.

Increasing the fluid velocity decreases the value of \( \tau \) (with \( v^{-0.8} \)) and thus tends to favor the steady state option at lower values of \( t_1 \).

Conclusion

The pulse length of an experiment puts it, from the point of view of current density/heat removal capacity in the conductors, rather unambiguously in one of two classes: pulsed mode or steady state. For a pulse length smaller than about 10 s, it is best to work in pulsed mode and the maximum current density is given by \( J = \frac{\sqrt{\frac{\alpha T}{\rho_1}}}{\sqrt{\frac{\Delta T}{t_1}}} \) being \( J \approx 10 \text{ kA/cm}^2 \sqrt{\frac{15}{t_1}} \) maximum for \( \Delta T = 50^\circ \text{C} \) and \( \rho = 1.72 \times 10^{-8} \Omega \text{m} \). For a pulse length larger than about 10 s, a steady state current density of \( J \approx 2 \text{ kA/cm}^2 \) is a reasonable value for a conductor size of 5 cm × 5 cm.
Figure A.8 Maximum average current density (including upgrading when pulsed). \( t_1 = 10 \text{ s}, v = 1 \text{ m/s} \).

Figure A.9 Maximum local current density (including upgrading when pulsed).
Figure A.10  Maximum average current density (including upgrading when pulsed).  \( t_1 = 100 \, \text{s}, \, v = 1 \, \text{m/s}. \)

Figure A.11  Maximum local current density (including upgrading when pulsed).
Figure A.12  Maximum average current density (including upgrading when pulsed). $t_1 = 2\, s, v = 1\, m/s$.

Figure A.13  Maximum local current density (including upgrading when pulsed).
Appendix B. A Model for Stresses in Circular Toroidal Magnets

Introduction

Except for some notable exceptions, like the spheromak and the toratron most toroidal systems have, as one of their basic components, magnetic coils that provide the main toroidal field. This analysis was set up to calculate stresses in circular coils, as needed in Chapter 3. The model is kept sufficiently simple to investigate a wide range of possible structural support systems and the influence of the aspect ratio. We also wanted to clarify two points:

1. for some of the published reference designs, using circular coils, the structural weight scales as $B$, not $B^2$ [108]. Since in chapter 3 and 4 we use a relationship between mass and magnetic field, it was important to understand why these reference designs give $\text{Mass} \sim B$.

2. there has been some debate on the advantages and disadvantages of circular coils and "moment-free" D-shaped coils. The moment-free, D-shaped were found not to be moment free, while circular coils turned out not be dominated by bending stresses.

Since the toroidal coils make up a rather large fraction of the total system cost, both the conductor and magnet structure being significant cost items, large efforts have gone into optimizing their design.

There have been basically two approaches.

One approach considers the coils separately, neglecting the out of plane structure, and optimizes the shape of the magnet to reduce bending moments. The first
analysis by File, Mills, and Sheffield [137] which used a filament in a simple 1/R field, supported by a central cylinder, was later further refined by taking into account the finite thickness of the coils [138] and the ripple in the toroidal field [137, 139]. An attempt to consider not only the coil shape as the primary design parameter but also proper design of the center support structure in order to minimize in plane bending stresses, was presented by Ojalvo and Zatz [140].

A second approach has been to model the coils, together with the out of plane structure as a continuous rotationally symmetric shell. Gray, et al. approximated the shell by a membrane [141]. Bobrov and Schultz [142] used Reissner shell theory to analyze orthotropic shells of finite thickness and pointed out that choosing the shape of the coils so as to minimize bending stresses may not be the optimum strategy. The reason is that the additional circumferential length needed to give the coil its bending free shape may more than outweigh the material savings resulting from its bending free properties.

Because of the intrinsic difference in the two approaches, each approach has tended to concentrate on a different way to support the net inward force resulting from the magnetic load. A central column is necessary to take the net force when the coils are considered separately while the shell approach is easiest when one assumes this force to be completely taken up internally. The importance to distribute appropriately the load between both a shell structure and a central cylinder was evident from the design of the toroidal field coils for TFTR [143]. Montgomery [144] has pointed out that the natural bending free shape depends strongly on the way the coil is supported. It is thus important to have a model that can include both the effect of the out of plane structure as well as the reaction of a central column in taking up the net inward force.

The model presented in this appendix can achieve this. The coils are considered separately, but the effect of the out of plane structure is included by modeling the coils as beams on elastic foundation. The model is thus more complete than the first approach, and contrary to the second, allows us to give different properties to the coil and the out of plane structure.
Model

The coil is considered as a circular ring of isotropic properties, with an applied load given by the interaction of the coil current \( I \) and the toroidal magnetic field \( B \), for which we take a simple \( 1/R \) variation

\[
p(N/m) = \frac{BI}{2} = \frac{1}{2} \frac{\mu_0 NI^2}{2\pi R}
\]

In this formula \( N \) is the number of coils. With \( R = R_o + a \cos \theta \), where \( R_o \) is the major radius of the geometric center of the ring and \( a \) its radius (Fig. B.1), we can write this as

\[
P(\theta) = \frac{1}{2} \frac{\mu_0 NI^2}{2\pi R_o} \frac{1}{1 + \frac{a}{R_o} \cos \theta}
\]

or

\[
p(\theta) = p_o \frac{1}{1 + \epsilon \cos \theta}
\]

(B.1)

with

\[
p_o = \frac{1}{2} \frac{\mu_0 NI^2}{2\pi R_o} \quad \text{and} \quad \epsilon = \frac{a}{R_o}
\]

The fact that the coil is part of a three dimensional structure is taken into account by assuming a reaction force on the coil proportional to its displacement

\[
f(N/m) = ky
\]

(B.2)

---

Figure B.1 Model for a toroidal coil.
where \( f \) is the reaction force per unit length and \( y \) the displacement in the minor radial direction. The reaction constant \( k \) can be chosen appropriately to model a very strong interaction (Alcator Bitter plates) or a very weak one (coils not interconnected). Note that here \( k \) is assumed to be constant. Two different models are used for the central column, either a concentrated force or a distributed force. The distribution of the reaction between the elastic foundation, modeling the out of plane structure, and the central cylinder can be varied continuously.

The solution is derived from the known solutions of a circular ring on an elastic foundation, subjected to a concentrated force \( P \) (Fig. B.2).

From [145] we have

\[
y = \frac{Pr^3}{4\alpha \beta EI} \left( \frac{2\alpha \beta}{\pi \eta^2} - A \cosh \alpha \phi \cos \beta \phi + B \sinh \alpha \phi \sin \beta \phi \right)
\]

\[
M = -\frac{Pr}{2} \left( \frac{1}{\pi \eta^2} + A \sinh \alpha \phi \sin \beta \phi + B \cosh \alpha \phi \cos \beta \phi \right)
\]

\[
Q = -\frac{P}{2} \left[ (A - \beta B) \cosh \alpha \phi \sin \beta \phi + (\beta A + \alpha B) \sinh \alpha \phi \cos \beta \phi \right]
\]

\[
N = \frac{P}{2} \left( \frac{\eta^2 - 1}{\pi \eta^2} - A \sinh \alpha \phi \sin \beta \phi - B \cosh \alpha \phi \cos \beta \phi \right)
\]

where

\[
\eta = \sqrt{\frac{\tau^4 k}{EI}} + 1
\]

\[
\alpha = \sqrt{\frac{\eta - 1}{2}}
\]

\[
\beta = \sqrt{\frac{\eta + 1}{2}}
\]

\[
A = \frac{\alpha \cosh \alpha \pi \sin \beta \pi + \beta \sinh \alpha \pi \cos \beta \pi}{\eta (\sinh^2 \alpha \pi + \sin^2 \beta \pi)}
\]

\[
B = \frac{\alpha \sinh \alpha \pi \cos \beta \pi - \beta \cosh \alpha \pi \sin \beta \pi}{\eta (\sinh^2 \alpha \pi + \sin^2 \beta \pi)}
\] (B.3)
Figure B.2 Definition of angles, moments and forces. Also shown is the displacement \( y \) for a point force \( P \).

These results, which give \( y(\phi) \) for a force applied at \( \phi = \pi \), can also be considered as the displacement \( y \) at \( \pi \) for a force at \( \phi \) (Fig. B.3). If we take the force to be \( P = \ell(\phi) \, r \, d\phi \) and perform the integration we can find the displacement at \( \phi = \pi \) for a distributed force \( \ell(\phi) \). It can further be generalized by making the reference axis not vertical, but at an angle \( \psi \) (Fig. B.4). Still measuring \( \phi \) from this reference axis we can get the displacement at an arbitrary location, for an arbitrary distribution of the force, and more particularly for

\[
P = -p(\theta) r d\phi = -p_0 \frac{r d\phi}{1 + \epsilon \cos(\pi + \psi + \phi)}.
\]

We thus have

\[
y(\psi) = \int_{-\pi}^{\pi} -p_0 \frac{r d\phi}{1 + \epsilon \cos(\pi + \psi + \phi)} \times \frac{r^4}{4\alpha\beta EI} \times \left( \frac{2\alpha \beta}{\pi \eta^2} - A\cosh \alpha \phi \cos \beta \phi + B\sinh \alpha \phi \sin \beta \phi \right) d\phi
\]
In order to perform the integration we expand \( \frac{1}{1+\epsilon \cos \theta} \) in Fourier series as follows.

First use

\[
\frac{1}{1+\epsilon \cos \theta} = 1 - \epsilon \cos \theta + \epsilon^2 \cos^2 \theta - \epsilon^3 \cos^3 \theta + \epsilon^4 \cos^4 \theta \ldots
\]

then write the powers of \( \cos^n \theta \) in terms of \( \cos n\theta \) to obtain

\[
\frac{1}{1+\epsilon \cos \theta} = \frac{a_0}{2} + \sum_{n=1}^{\infty} a_n \cos n\theta
\]

with

\[
a_n = \sum_{i=0}^{\infty} (-1)^i \frac{\epsilon^{n+2i}}{2^{n-1+2i}} C\left(\frac{n + 2i}{n + i}\right)
\] (B.4)

The series to calculate the coefficients \( a_n \) (summation over \( i \)) converges rapidly each term being a factor

\[
\frac{\epsilon^2}{4} \frac{(n + 2i + 1)(n + 2i + 2)}{(n + i + 1)(i + 1)}
\]

smaller than the previous one.

For the Fourier series also, only a few terms are necessary as the leading coefficient of \( a_n \) is \( \frac{\epsilon^n}{2^n} \). Performing then the integration term by term finally

\[\text{Figure B.3 Solution at } \pi \text{ for force } P \text{ at } \phi.\]
\[ y(\psi) = -\frac{p_{0}r^{4}}{4a\beta EI}\left(\frac{2\alpha\beta}{\pi \eta^{2}} \times \frac{a_{0}}{2} \times 2\pi - A\text{ch}(\psi) + B\text{sh}(\psi)\right) \]

\[ M(\psi) = \frac{p_{0}r^{2}}{2}\left(\frac{1}{\pi \eta^{2}} \times \frac{a_{0}}{2} \times 2\pi + A\text{sh}(\psi) + B\text{ch}(\psi)\right) \]

\[ Q(\psi) = -\frac{p_{0}r^{2}}{2}\left((\alpha A - \beta B)\text{ch}(\psi) + (\beta A + \alpha B)\text{sh}(\psi)\right) \]

\[ N(\psi) = -\frac{p_{0}r}{2}\left(\frac{\eta^{2} - 1}{\pi \eta^{2}} \times \frac{a_{0}}{2} \times 2\pi - A\text{sh}(\psi) - B\text{ch}(\psi)\right) \] (B.5)

where

\[ \text{chc}(\psi) = \int_{-\pi}^{\pi} \cosh \alpha \phi \cos \beta \phi \left[\frac{a_{0}}{2} + \sum_{n=1}^{\infty} a_{n} \cos n(\pi + \psi + \phi)\right] d\phi \]

\[ = \sum_{n=0}^{\infty} a'_{n}\left[\frac{1}{[\alpha^{2} + (\beta - n)^{2}]} \left( (\beta - n)\cosh \alpha \pi \sin \beta \pi \cos n\psi + \alpha \sinh \alpha \pi \cos \beta \pi \cos n\psi \right) \right. \]

\[ \left. + \frac{1}{[\alpha^{2} + (\beta + n)^{2}]} \left( (\beta + n)\cosh \alpha \pi \sin \beta \pi \cos n\psi + \alpha \sinh \alpha \pi \cos \beta \pi \cos n\psi \right) \right] \] (B.6)

I have defined

\[ a'_{n} = a_{n} \text{ for } n \neq 0 \]

\[ a'_{0} = \frac{a_{0}}{2} \text{ for } n = 0. \]

---

**Figure B.4** The reference axis now becomes tilted at an arbitrary angle \( \psi \).
Similarly

\[
\text{shs}(\psi) = \int_{-\pi}^{\pi} \sinh \alpha \phi \sin \beta \phi \left[ \sum_{n=0}^{\infty} a_n' \cos n(\pi + \psi + \phi) \right]
\]

\[
= \sum_{n=0}^{\infty} a_n' \left[ \frac{1}{\alpha^2 + (\beta - n)^2} \right] \left( \alpha \cosh \alpha \pi \sin \beta \pi \cos n\psi - (\beta - n) \sinh \alpha \pi \cos \beta \pi \cos n\psi \right) + \frac{1}{\alpha^2 + (\beta + n)^2} \left( \alpha \cosh \alpha \pi \sin \beta \pi \cos n\psi - (\beta + n) \sinh \alpha \pi \cos \beta \pi \cos n\psi \right) \]

(B.7)

\[
\text{shc}(\psi) = \int_{-\pi}^{\pi} \sinh \alpha \phi \cos \beta \phi \left[ \sum_{n=0}^{\infty} a_n' \cos n(\pi + \psi + \phi) \right]
\]

\[
= \sum_{n=0}^{\infty} a_n' \left[ \frac{1}{\alpha^2 + (\beta - n)^2} \right] \left( -(\beta - n) \sinh \alpha \pi \cos \beta \pi \sin n\psi + \alpha \cosh \alpha \pi \sin \beta \pi \cos n\psi \right) + \frac{1}{\alpha^2 + (\beta + n)^2} \left( +(\beta + n) \sinh \alpha \pi \cos \beta \pi \sin n\psi - \alpha \cosh \alpha \pi \sin \beta \pi \cos n\psi \right) \]

(B.8)

\[
\text{chs}(\psi) = \int_{-\pi}^{\pi} \cosh \alpha \phi \sin \beta \phi \left[ \sum_{n=0}^{\infty} a_n' \cos n(\pi + \psi + \phi) \right]
\]

\[
= \sum_{n=0}^{\infty} a_n' \left[ \frac{1}{\alpha^2 + (\beta - n)^2} \right] \left( -\alpha \sinh \alpha \pi \cos \beta \pi \sin n\psi - (\beta - n) \cosh \alpha \pi \sin \beta \pi \sin n\psi \right) + \frac{1}{\alpha^2 + (\beta + n)^2} \left( +\alpha \sinh \alpha \pi \cos \beta \pi \sin n\psi + (\beta + n) \cosh \alpha \pi \sin \beta \pi \sin n\psi \right) \]

(B.9)

These formulas completely solve the problem for the loading forces. For the reaction forces we have investigated two cases.

1. A single reaction force applied at \( \theta = 0 \) or \( \theta = \pi \) (Fig. B.5). For this the formulas (B.3) can be used directly.
2. In order to model the reaction of a central column we have chosen a force
distributed as \( \sin^8 \frac{\theta}{2} \cos \theta \). The 8th power for the sin term is a compromise. A
higher power would give too peaked a distribution which would then not be
significantly different from a single force. For too low a power we obtain that the
effect on the outer section, between \( \theta = -\frac{\pi}{2} \) and \( \theta = \frac{\pi}{2} \) becomes important so
that we would not appropriately model a column in the center. This distribution
is plotted in Fig. B.6. In order to get the formulas for this case we have followed
the same procedure and expanded \( \sin^8 \frac{\theta}{2} \cos \theta \) according to

\[
\sin^8 \frac{\theta}{2} \cos \theta = -1 + 6 \cos^2 \frac{\theta}{2} - 14 \cos^4 \frac{\theta}{2} + 16 \cos^6 \frac{\theta}{2} - 9 \cos^8 \frac{\theta}{2} + 2 \cos^{10} \frac{\theta}{2}
\]

\[
= -0.2187 \cos \theta - 0.3828 \cos 2\theta - 0.2500 \cos 3\theta + 0.1133 \cos 5\theta
\]

\( (B.10) \)

Again term by term integration is performed and in fact the earlier formulas
\((B.5) - (B.9)\) apply, limiting the sum to \( n = 5 \) with \( a_n \) taken from \((B.10)\).

The magnitude of the reaction force (be it the single force or the distributed
force) is varied with a parameter \( \frac{frac}{fract} \) that measures what fraction of the total
net inward force, due to the magnetic loading, is taken up by the reaction, the
other fraction being taken up by the overall structure. The net inward force is
given by

![Figure B.5](image)

**Figure B.5** Position of the concentrated reaction.
\[ F_i = \int_{-\pi}^{\pi} \frac{-p_0 \cos \theta}{1 + \epsilon \cos \theta} \, r \, d\theta \]

\[ = 2\pi rp_0 \frac{1}{\epsilon} \left[ \frac{1}{\sqrt{1 - \epsilon^2}} - 1 \right] \tag{B.11} \]

For the single reaction force we apply

\[ F_r = f_{rac} \times 2\pi rp_0 \frac{1}{\epsilon} \left[ \frac{1}{\sqrt{1 - \epsilon^2}} - 1 \right] \]

to the circular ring at \( \theta = 0 \) or \( \theta = \pi \).

For the distributed force

\[ p_r = f_{rac} \times \frac{256}{49} r \frac{1}{p_0} \frac{1}{\epsilon} \left[ \frac{1}{\sqrt{1 - \epsilon^2}} - 1 \right] \sin^6 \frac{\theta}{2} \cos \theta, \]

where the coefficient of \( \sin^6 \frac{\theta}{2} \cos \theta \) is such that for \( f_{rac} = 1 \), the net outward force exactly equals the net inward magnetic force.

Results

Displacements, moments, transverse and tangential forces have been calculated for varying values of \( \eta \) (related to the stiffness of the structure \( k \) through

---

**Figure B.6** Distributed reaction force.
Figure B.7  Single force on the inside $\eta = 2 \epsilon = 0.45 \frac{\text{rac}}{1}, \frac{\text{rac}}{1} = 0.25$.

Figure B.8  Single force on the outside $\eta = 2 \epsilon = 0.45 \frac{\text{rac}}{1}, \frac{\text{rac}}{1} = 0.25$.

Figure B.9  Distributed force on the inside $\eta = 2 \epsilon = 0.45 \frac{\text{rac}}{1}, \frac{\text{rac}}{1} = 0.25$. 
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\[ \eta = \sqrt{\frac{t_f}{E_f} + 1}, \text{ and } \epsilon \text{ (inverse aspect ratio } \frac{R}{R} \text{). Some deformed shapes are shown in Figs. B.7 - B.9.} \]

Except in such extreme cases as where more than 50% of the net centering force is balanced by a single point force on the inside or on the outside, the transverse force \( Q \) is always less than 30% of the tangential force so that in our discussion we concentrate on moment and tangential force only. It is helpful to calculate the sum of the tangential force acting on both legs of the coil in the horizontal midplane, as in Fig. B.10. The value of \( N_1 + N_2 \) is equal to

\[ F_2 = \frac{\mu_o N_I^2}{4\pi} \log \left( \frac{1 + \epsilon}{1 - \epsilon} \right). \]

If there were no external force, and the coil had to take the total bursting force acting on it internally with hoop stresses then the theoretical minimum for \( N_1 \) would be

\[ N_1 = \frac{\mu_o N_I^2}{4\pi} \frac{1}{2} \log \left( \frac{1 + \epsilon}{1 - \epsilon} \right) \]

To within less than 10% (for \( \epsilon \) smaller than 0.5) this is equal to

\[ N_1 = \frac{\mu_o N_I^2}{4\pi} \frac{r}{R_o} \]

---

**Figure B.10** Tangential forces of the horizontal section.
Figure B.11  Normalized $N$ for a distributed reaction.

Figure B.12  Normalized $N$ for no external reaction.
which is the value one would obtain assuming a uniform pressure calculated from the current in the coil and half the magnetic field at the center.

The value of $N$ normalized for the case where the total reaction is taken up by a central cylinder (distributed force), is shown in Fig. B.11. If the net centering force is taken up internally we obtain the results of Fig. B.12. Except for the cases where more than 50% of the net centering force is taken up by a single force on the outer leg, the value of $N_1 \frac{18\pi N_1^2}{4\pi} \frac{1}{A_c}$ is always within 25% of 1.

The variation of moments is somewhat more complicated, as it is much more sensitive to $\epsilon$, $\eta$ and the fraction of the force taken up by an external reaction. Typical values of $M/\pi \delta^2$ as a function of $\eta$ and $\epsilon$ for the case of a bucking cylinder taking the total net centering force are shown in Fig. B.13. Figure B.14 assumes no bucking cylinder. The variation between no bucking cylinder and a bucking cylinder taking up all the net centering force is shown in Fig. B.15, for fixed $\epsilon$ and $\eta$. Figure B.16 gives the same for a single force. Some conclusions can be drawn for the variation of the moments. First, there is an optimal distribution of the net centering force between the reaction of the cylinder and the part taken up by the internal structure. The smaller the aspect ratio, the larger the optimal fraction is that should be taken up by a bucking cylinder. The moments are usually smaller for a larger aspect ratio, while a stiffer structure always gives smaller moments for any aspect ratio. By properly choosing the fractions taken up and the stiffness of the structure, it should be possible to keep $M/\pi \delta^2$ well below 0.02.

As both $N$ and $M$ vary (even though $N$ only varies slightly) we are interested in what the variation of the stresses will be once they are combined. Will stresses due to moments dominate or need the structure be designed essentially for stresses due to $N$?

It is important to make the distinction between stresses due to tangential force and stressed due to moments because they scale differently. And so will the total
Figure B.13 Normalized absolute value of the maximum moment for the case of a distributed reaction.

Figure B.14 Normalized absolute value of the maximum moment for the case of no external reaction.
amount of structural material necessary, depending on whether it is dimensioned for bending or tangential stresses.

For a tangential force, if the load quadruples (for a doubling of the magnetic field), the cross section and thus the weight have to quadruple if the maximum allowable stress stays the same. The structural material thus scales as $B^2$.

For moments, as $\sigma = \frac{6M}{bh^2}$ (where $h \times b$ are the dimension of the section of the coil, $h$ being measured in the radial direction), if the load quadruples the amount of material does not necessarily have to quadruple. By increasing $h$, keeping $b$ constant it is possible to keep the same maximum allowable stress with only twice as much material. The structural material in this case scales as $B$.

One way of distinguishing between dominance of tangential force or moments is by comparing the actual built $\frac{h}{r}$ of the coil with $\frac{6M}{N r}$.

Indeed let

$$\sigma_{\text{max}} = \frac{N}{A} + \frac{6M}{bh^2}$$

$$= \frac{N}{A} \left( 1 + \frac{6M}{N h} \right)$$

$$= \frac{N}{A} \left( 1 + \frac{6M}{N r} \cdot \frac{r}{h} \right).$$
Figure B.15  Normalized moment as a function of the fraction taken up by a distributed reaction.
Figure B.16  Normalized moment as a function of the fraction taken up by a point reaction.
If we call \( \frac{6h}{N r} = (\frac{h}{r})_o \), then if \( \frac{h}{r} > (\frac{h}{r})_o \) it means that the normal force dominates, thus giving a structural material weight scaling as \( B^2 \). If \( \frac{h}{r} < (\frac{h}{r})_o \), the moment dominates and by increasing \( \frac{h}{r} \) it is possible to have the structural material weight scale as \( B \). Of course this increase of \( \frac{h}{r} \) will be beneficial up to \( \frac{h}{r} = (\frac{h}{r})_o \) at which point the weight will start to scale as \( B^2 \). It is also possible that for reasons of access, or of power dissipation one would rather not increase \( h \). Then of course weight will scale as \( B^2 \). This can be represented schematically in Fig. B.17. Values of \( (\frac{h}{r})_o \) are given in Figs. B.18 and B.19. The negative values of \( \frac{frac}{fract} \) are for a single reaction force at \( \theta = 0 \) in both figures. Positive values of \( \frac{frac}{fract} \) are for a single force at \( \theta = \pi \) in Fig. B.18, and for a distributed force in Fig. B.19. For most present machines, the reaction force is provided by the wedging action of the nose of the coil or by a bucking cylinder. If the wedging action of the nose of the coil is considered as taking up the forces internally in a very local manner on the inside, then our model is not applicable because we have assumed that the reaction constant \( k \) is really constant along the periphery of the coil. Alternatively, we can view the vault of the coil casings on the inside as a central cylinder that provides a distributed central reaction on the coils. The model is then applicable and we are thus somewhat in between the case of a single central force \( (\frac{frac}{fract} = 0.4 \rightarrow 1.0 \) of Fig. B.18) and a distributed central reaction \( (\frac{frac}{fract} = 0.4 \rightarrow 1.0 \) of Fig. B.19). The radial build of the coil is usually not larger than \( h/r = 0.3 \). Thus in general we have \( \frac{h}{r} < (\frac{h}{r})_o \) and moments dominate. If however most of the centering force is taken up internally by a well distributed out of plane structure, without central reaction force or bucking cylinder, \( (\frac{h}{r})_o \) becomes small so that \( \frac{h}{r} > (\frac{h}{r})_o \) is easily satisfied, and the structure has to be dimensioned essentially for the tangential force.

Our analysis thus shows that a more solid distributed intercoil structure would be beneficial. It could take a larger fraction of the inward force thereby reducing the moments in the coil. We can write down for \( M / E \frac{r^2}{2} \) at the minimum approximately \( M / E \frac{r^2}{2} < \frac{h}{r} \). Since we had \( \frac{h}{r} \sim 1 \) we can write \( (\frac{h}{r})_o = \frac{6M}{r N} < \frac{h}{r} = 0.15 \). Thus for \( (\frac{h}{r}) > 0.15 \), the coil is not dominated by bending stresses.
Figure B.18 Value of $(h/r)_0$ as a function of frac for a single force.

Figure B.19 Value of $(h/r)_0$ as a function of frac for a distributed force.
Presently most of the net centering force is taken up by a bucking cylinder or by wedging of the nose of the coils only and $M/2r^2 \approx \frac{1}{2}$ so that $(\frac{h}{r})_o \approx \epsilon$. In order for the coil not to be dominated by bending stresses it is necessary that $\frac{h}{r} > \epsilon$, which is not fulfilled in most present cases.

It is interesting to note that our model confirms the fact pointed out by Bobrov and Schultz [142] that circular coils, when taking into account the structure that supports out of plane stresses, are not necessarily moment dominated. In their model no additional reaction force was included. This model goes further, in that it shows how circular coils may become moment dominated if most of the reaction force is taken up by an external reaction (single force or distributed force). It also shows that there is an optimum in the distribution of the centering force between the out of plane structure and a central bucking cylinder. This optimum, however, contrary to present practice, lies for circular coils in the direction of having a large fraction of the force being taken up by the out of plane structure. As of now the purpose of the out of plane structure is mainly to take up torques and overturning moments resulting from the interaction of poloidal coils with the current in the toroidal coils. Its usefulness in taking up the net centering force should be recognized.

The fact that the addition of a small central reaction reduces the bending moment in the coils can be understood qualitatively in the following way. Assume an infinitely rigid circular coil subjected to the magnetic forces without central support. The net inward force will be taken up through the elastic foundation by a rigid shift of the coil. It is easy to show that the net load on the coil then has a $\cos^2 \theta$ dependence meaning that the coil tries to deform into an oblong shape. The moment at $\theta = \pi$ is such that it tries to reduce the radius of curvature there. Adding a small outward central reaction has the opposite effect, thus decreasing the total moment. Recall further that in our analysis we have assumed $k$, the reaction due to the out of plane structure, to be constant. A continuous rotationally symmetric toroidal shell would have a larger $k$ (stiffer) near $\theta = \pi$ than near $\theta = 0$. How much larger depends on the aspect ratio. The
deformation of the toroidal shell is toward a D shape. The moment at $\theta = \pi$ is then such that it tries to increase the radius of curvature. This is already past the optimum as the addition of a central reaction would increase this moment.

Conclusion

A simple method has been devised for the analysis of circular beams on elastic foundations subjected to an arbitrary distribution of in plane loads. By expanding the load distribution in Fourier components, the method can be applied to any particular case. Using this method to analyze the magnetic load on toroidal coils we have shown that under certain circumstances circular coils can be dominated by bending stresses. It is then possible for the structural mass to scale with $B$ rather than $B^2$. We also have shown that the moments in the coils can be reduced by an appropriate distribution of the net centering force between a external reaction force (as from a central cylinder) and internal reaction (provided by the out of plane structure that makes from the toroidal coils assembly a torus).
Appendix C. Insight in the behavior of normal and binormal for a helical line wound on a torus

For a spatial axis given by \( \mathbf{r}(s) \) the Frenet formulas define and relate the tangent, normal and binormal as follows, (Fig. C.1).

Tangent \( \mathbf{t} \)

\[
\mathbf{t} = \frac{d\mathbf{r}}{ds}
\]  \(\text{(C.1)}\)

Normal \( \mathbf{n} \), radius of curvature \( \rho \)

\[
\frac{1}{\rho} \mathbf{n} = \frac{d\mathbf{t}}{ds}
\]  \(\text{(C.2)}\)

Binormal \( \mathbf{b} \)

\[
\mathbf{b} = \mathbf{t} \times \mathbf{n}
\]  \(\text{(C.3)}\)

Figure C.1  Tangent, normal and binormal for a spatial curve
Torsion $\frac{1}{\tau}$

$$-\frac{1}{\tau} \hat{n} = \frac{d\hat{b}}{ds} \quad (C.4)$$

As we further have

$$\frac{d\hat{n}}{ds} = -\frac{1}{\rho} \hat{t} + \frac{1}{\tau} \hat{b} \quad (C.5)$$

it is possible to view $\rho$ as a measure of the rate of rotation of the tangent in the $\hat{t}, \hat{n}$ plane, while $\tau$ would then be a measure of the rotation of the normal in the $\hat{b}, \hat{n}$ plane. It is important to understand the development further along to be able to visualize certain parameters. A helical line wound on a torus is a particular case for which those formulas apply.

$R_o$ is the major radius, $r_c$ the minor radius. The toroidal angle is $\phi$, while the poloidal angle is $\theta$.

The geometrical parameters are given by [117] for an arbitrary winding law $\phi(\theta)$. Defining $h(\theta)$ as follows

$$R_o \frac{d\phi(\theta)}{d\theta} = \frac{h(\theta)}{1 - \frac{r_c}{R_o} \cos \theta} \quad (C.6)$$

It is possible to calculate the radius of the curvature $\rho(\theta)$.

Figure C.2 Geometrical quantities for the stellarator with helical magnetic axis
\[
\frac{1}{\rho(\theta)} = \left( r_a^2 + h^2 \right)^{-3/2} \left( r_a^4 + r_a^2 \frac{dr}{d\theta} \right)^2 + 2r_a \frac{r_a^2 + h^2}{R_a - r_a \cos \theta} \frac{dh}{d\theta} \sin \theta \\
+ \frac{r_a^2 (r_a^2 + R_a^2 + 2r_a^2 \cos^2 \theta - 4r_a R_a \cos \theta) h^2}{(R_a - r_a \cos \theta)^2} \\
+ \left[ \frac{r_a (r_a \cos^2 \theta + 2r_a - 2R_a \cos \theta) + h^2}{(R_a - r_a \cos \theta)^2} \right]^{1/2}
\]

(C.7)

and the torsion

\[
\frac{1}{\tau(\theta)} = \left[ r_a^2 \frac{d^2h}{d\theta^2} + \frac{\left( r_a^3 \sin \theta + 3r_a \cos \theta (h \frac{dh}{d\theta}) \frac{dh}{d\theta} - r_a h^2 \frac{dh}{d\theta} \cos \theta \right)}{R_a - r_a \cos \theta} \right] \\
+ \frac{r_a^2 (R_a^2 - r_a^2) h^2 + r_a (3R_a - r_a \cos \theta) h^2 \frac{dh}{d\theta} \sin \theta}{(R_a - r_a \cos \theta)^2} \\
+ \frac{r_a (2r_a^2 - 2R_a^2 + h^2) \cos \theta - r_a^2 R_a h^3}{(R_a - r_a \cos \theta)^3}
\]

(C.8)

\[
\left[ r_a^4 + r_a^2 \left( \frac{dr}{d\theta} \right)^2 + 2r_a \frac{r_a^2 + h^2}{R_a - r_a \cos \theta} \frac{dh}{d\theta} \sin \theta \\
+ \frac{r_a^2 (R_a^2 + r_a^2 - 4R_a \cos \theta + 2r_a^2 \cos \theta) h^2}{(R_a - r_a \cos \theta)^2} \\
+ \left( r_a^2 \cos^2 \theta + 2r_a^2 - 2r_a R_a \cos \theta + h^2 \right) h^4 \right]^{-1}
\]

Insight in the motion of the normal can be gained by tracking the variation of certain angles which I define now. The tangent \( \overline{t} \) lies always in the plane defined by \( \overline{\epsilon_\theta} \) and \( \overline{\epsilon_\phi} \). The angle of \( \overline{t} \) with \( \overline{\epsilon_\phi} \) is called the pitch angle and is equal to

\[
\tan \theta = \frac{\frac{\overline{t}_\phi}{\overline{H}_t}}{\left( 1 - \frac{\overline{t}_\theta}{\overline{H}_t} \cos \theta \right) \frac{d\theta}{d\zeta}}
\]

(C.9)
Figure C.3 Geometrical representation of the winding law angle $\alpha$

The complement of this angle, which I call $\phi$ is the angle of the tangent $\vec{t}$ with $\vec{z}$. Note that a "constant pitch" winding law requires

$$\frac{d\phi}{d\theta} \sim \frac{1}{1 - \frac{x}{R_c} \cos \theta}$$

The proportionality constant can be obtained from a closure condition

$$\int_0^{2\pi} \frac{d\phi(\theta)}{d\theta} d\theta = \frac{m}{n} 2\pi$$

so that one obtains

$$\frac{\phi}{2} = \frac{m}{n} \tan^{-1} \sqrt{\frac{1 - \frac{x}{R_c} \tan \theta}{1 + \frac{x}{R_c} \tan \theta}}$$

The constant pitch is then given by

$$\tan p = \frac{n}{m} \frac{r_o}{R_a}$$

A simple winding law is given by

$$\phi = \frac{m}{n} \theta$$

We can generalize it by introducing the winding law angle $\alpha$, as follows

$$\frac{n}{m} \phi = \theta + \alpha \sin \theta$$

The angle $\alpha$, can to first order be seen as the angle between $\vec{z}$ and $\vec{z}$ at $\frac{\pi}{n}$, (this is a quarter period), as shown in Fig. C.3.
The direction of the normal is completely defined by its Euler angles $e_\alpha$ and $e_\beta$.

The angle $e_\alpha$ is the angle a vector starting out parallel to the $z$ axis has to rotate around the $z$ axis to become perpendicular to the plane containing the tangent $\mathbf{t}$ and the $z$ axis (Fig. C.4). The angle $e_\beta$ then, is the angle a vector parallel to the $z$ axis has to rotate around the $z'$ axis to end up parallel to the tangent.

It is sometimes easier to visualize the angles $c$ and $d$ (Fig. C.5). The angle $c$ is the angle between $\mathbf{e}_r$ and the normal $\mathbf{n}$. As it is easy to know the direction of $\mathbf{e}_r$ at each point, the knowledge of $c$ gives a good indication of the direction of the normal. The angle $d$ is roughly a measure of how much the plane containing $\mathbf{n}$ and $\mathbf{e}_r$ deviates from being a $\phi = \text{constant}$ plane.

Having defined those parameters, let us now assume a winding law of the form

$$\phi = \frac{m}{n} (\theta + \alpha \sin \theta) \quad (C.16)$$
Figure C.5  Definition of the angles c and d. The figure shows three intersecting planes and the torus. Plane A (unshaded), contains the vectors $\varepsilon_\phi$ and $\varepsilon_\theta$, and thus also the tangent $\vec{t}$. Plane B (shaded vertically) is a $\phi = \text{constant}$ plane, and thus contains $\varepsilon_r$ and $\varepsilon_\phi$. The plane C (shaded diagonally) is perpendicular to the tangent $\vec{t}$ and contains $\varepsilon_r$ and $\vec{n}$. The angle c is the angle between those two vectors ($\varepsilon_r, \vec{n}$). The angle d, defined as $\varepsilon_\alpha - \phi$ is also a measure of the angle between plane B and C, measured in the $z = 0$ plane.
Figure C.6 Projection of the winding law for different values of $\alpha$
Fig. C.6 shows a projection on the $x,y$ plane of the winding law for different values of $\alpha$.

From those drawings we can see that one of the constraints on the winding law will be $|\alpha| < 1$.

This can be generalized for a winding law of the type

$$\phi = \frac{m}{n} \left( \theta + \sum \left( \frac{a_i}{\ell} \right) \sin \ell \theta \right)$$

by requiring that $\frac{d\phi}{d\theta} > 0$ for all $\theta$.

Figure C.7 shows the variations of the normalized curvature $\frac{1}{\rho}$ and normalized torsion $\frac{1}{\tau}$ as a function of the angle $\theta$ for various values of $\alpha$. The normalization factors used, are the values for a straight helix.

$$\frac{1}{\rho_o} = \frac{1}{r_a \left( 1 + \left( \frac{m R_a}{n r_e} \right)^2 \right)}$$

$$\frac{1}{\tau_o} = \frac{m R_a}{n r_e \left( 1 + \left( \frac{m R_a}{n r_e} \right)^2 \right)}$$

The variation of the angle $\varphi$, which is the complement of the pitch angle, the angles $c$ and $d$ are shown in Figure C.8.

One can notice a marked difference between the behavior of the angle $c$ between the cases $\alpha = 0.3$ and $\alpha = 0.6$. Recalling that the angle $c$ is the angle between the normal $\vec{n}$ and $\vec{r}$ in the plane perpendicular to the tangent I have shown schematically in Figure C.9 what the difference is between the two cases.

In one case, at $\theta = 0$ the major radius curvature dominates, while in the other case, it is always the minor radius of curvature which dominates.

In one case the normal makes a complete $2\pi$ rotation, in the other not. The "dividing line" between the two possible behaviors depends on $\frac{a}{n}$, $\frac{R}{R}$ and the
Figure C.7  Variation of the curvature and the torsion. Both are normalized to the value for a straight helix.
Figure C.8  Variation of the angles q, c and d
angle of the winding law through (see Fig. C.10)

\[
\left( \frac{m}{n} \right)^2 = \frac{1 - \frac{r_e}{\chi_0}}{1 + \sum \alpha}^2
\]  

(C.20)

---

**Figure C.9** Difference in the behavior of the normal when minor radius curvature dominates or when major radius dominates
Figure C.10  Regions in parameter space where the major radius curvature dominates
Appendix D. Parametric variation of the geometric properties of the magnetic axis with ring current $I_R$ and vertical field $B_v$.

In order to be able to extend the numerical work reported in section 4.3.2 and obtain some feeling for the parameter variations it was imperative to understand the behavior. In addition there was a need for some analytical guidelines as well as for the possibility to investigate a broader parameter space without the need to resort to extensive numerical calculations.

The following model provides those analytical guidelines to a first order approximation, explains the major findings of the numerical work, and in a refined version obtains very efficiently the major geometrical parameters associated with the magnetic axis.

Recalling formula (C.9) the angle of the magnetic axis with $\phi$ is given by

$$\tan p = \frac{\frac{R_c}{R_k} \cos \theta}{1 - \frac{R_c}{R_k} \frac{d\phi}{d\theta}}$$  \hspace{1cm} (D.1)

Now we have that $\tan p$ at $\theta = 0$ and $\theta = \pi$ is also equal to

$$\tan p = \frac{B_{\theta}}{B_{\phi}}$$  \hspace{1cm} (D.2)

so that we can write, using $\frac{\pi}{2} \phi = \theta + \alpha \sin \theta$

At $\theta = 0$

$$\left( \frac{B_{\theta}}{B_{\phi}} \right)_c = \frac{\frac{\pi}{2} R_c}{1 - \frac{R_c}{R_k}(1 + \alpha)}$$  \hspace{1cm} (D.3)
At $\theta = \pi$

$$\left(\frac{B_\theta}{B_\phi}\right)_\pi = \frac{\frac{n}{m} \frac{r_\phi}{R_\phi}}{(1 + \frac{r_\phi}{R_\phi})(1 - \alpha_o)}$$

(D.4)

By eliminating $\alpha_o$, we obtain

$$2 = \frac{n}{m} \frac{r_o}{R_o} \left[ \frac{1}{1 - \frac{r_\phi}{R_\phi}} \left(\frac{B_\phi}{B_\theta}\right)_o + \frac{1}{1 + \frac{r_\phi}{R_\phi}} \left(\frac{B_\phi}{B_\theta}\right)_\pi \right]$$

(D.5)

while $\alpha_o$ can be written as

$$\alpha_o = \frac{1}{2m} \frac{n}{R_o} \left[ \frac{1}{1 - \frac{r_\phi}{R_\phi}} \left(\frac{B_\phi}{B_\theta}\right)_o - \frac{1}{1 + \frac{r_\phi}{R_\phi}} \left(\frac{B_\phi}{B_\theta}\right)_\pi \right]$$

(D.6)

Equation (D.5) gives a relation between $R_o$ and $r_o$ that has to be fulfilled. Note that the values of $\left(\frac{B_\phi}{B_\theta}\right)_o$ and $\left(\frac{B_\phi}{B_\theta}\right)_\pi$ also depend on the $R_o$ and $r_o$, so that the equation cannot be solved exactly in explicit form. However, by making some approximations it is possible. The toroidal field is produced by toroidal coils and the poloidal field is the sum of a component due to the ring current $I_R$, a component due to the toroidal field coils and the external vertical field $B_v$. Take $B_\phi$ to be a constant, and the poloidal field due to the ring to go as $\frac{1}{r}$. Further assume the ratio of the poloidal component $B_{\theta e}$ at $\theta = 0$ and $\theta = \pi$ due to the toroidal field coils and the $\phi$ component $B_\phi$ due to the same coils to be a constant. From this we obtain

$$\left(\frac{B_\theta}{B_\phi}\right)_o = \frac{B_{\theta e} - B_v + \frac{\mu_0 I_R}{2\pi r_o}}{B_\phi}$$

$$\left(\frac{B_\phi}{B_\theta}\right)_o = B_\phi \frac{2\pi r_o}{\mu_0 I_R} \frac{1}{1 + \frac{B_v - B_{\theta e}}{B_\phi}}$$

$$\approx B_\phi \frac{2\pi r_o}{\mu_0 I_R} \left(1 - \frac{B_{\theta e} - B_v}{\frac{\mu_0 I_R}{2\pi r_o}} \right)$$

(D.7)
Similarly

\[
\frac{(B_\phi)}{(B_\theta)} = \frac{B_\phi 2\pi r_\pi}{\mu_0 I_R} \left( 1 - \frac{B_{\theta c} + B_\nu}{\frac{\mu_0 I_R}{2\pi r_\pi}} \right) \tag{D.8}
\]

The condition (D.5) can then be written as

\[
2 = \frac{n}{m R_a} \left( \frac{B_\phi}{B_\theta} \right)_o + \frac{n}{m R_a} \left( \frac{B_\phi}{B_\theta} \right)_\pi + \frac{r_c^2}{m R_a^2} \left( \frac{B_\phi}{B_\theta} \right)_o - \left( \frac{B_\phi}{B_\theta} \right)_\pi
\]

or

\[
2 = \frac{n}{m R_a} \left( \left( \frac{B_\phi}{B_\theta} \right)_o + \left( \frac{B_\phi}{B_\theta} \right)_\pi \right) + \frac{r_c^2}{m R_a^2} \left( \frac{B_\phi}{B_\theta} \right)_o - \left( \frac{B_\phi}{B_\theta} \right)_\pi \tag{D.9}
\]

Substituting the values for \((\frac{B_\phi}{B_\theta})_o\) and \((\frac{B_\phi}{B_\theta})_\pi\) and using

\[
\tau = \frac{r_o + r_\pi}{2} \tag{D.10}
\]

\[
R = R_R + \frac{r_\pi - r_o}{2} \tag{D.11}
\]

We obtain

\[
2 = \frac{n}{m R_a} B_\phi \left[ \frac{2r_o - B_\theta_\pi}{\frac{\mu_0 I_R}{2\pi}} \left( 2r_o^2 + 2(R_a - R_R)^2 \right) + \frac{B_\nu}{\frac{\mu_0 I_R}{2\pi}} 4r_o(R_a - R_R) \right] + \frac{n}{m R_a^2} B_\phi \left[ 2(R_R - R_a) + \frac{B_\theta_\pi}{\frac{\mu_0 I_R}{2\pi}} 4r(R_a - R_R) + \frac{B_\nu}{\frac{\mu_0 I_R}{2\pi}} (2r_o^2 + 2(R_a - R_R)^2) \right] \tag{D.12}
\]

Which is approximately

\[
2 = \frac{n}{m R_a} B_\phi \left[ 2r_o - \frac{2B_{\theta c} r_o^2}{\frac{\mu_0 I_R}{2\pi}} \right]
\]

or
\[ \frac{m}{n} = \frac{r_a}{R_a} \frac{B_\phi}{2\pi r_a} \left( \frac{1}{1 + \frac{B_{\phi c}}{2\pi r_a}} \right) \]  
(D.13)

Note that this is similar to
\[ q = \frac{r_a B_\phi}{R_a B_\theta} \]  
(D.14)
except that \( B_\theta \) is now composed of a component due to the current \( I_R \) and a component from the toroidal coils. Solving (D.13) for \( r_a \)

\[ r_a = R_a \sqrt{\frac{\mu_0 I_R m}{2\pi R_a B_\phi n} + \left( \frac{m}{n} \frac{1}{2 B_\phi} \right)^2 + \frac{m}{n} \frac{1}{2 B_\phi}} \]  
(D.15)

To a first approximation we can take \( R_a = R_c \). This gives values for \( r_a \) in close agreement with the numerical results and shows it further to be function of the ring current \( I_R \) only (not the vertical field coils).

The way we obtain a second condition (in addition to the first (D.5) ) is by noting that, quite independent of the winding law, at \( \theta_a = \frac{\pi}{2} \) the total vertical field must be zero.

The total vertical field is the vertical field due to the ring, the external vertical field and a component from the toroidal coils.

In Fig. D.1, I show normalized the loci of constant vertical component due to a poloidal ring.

Together with formula (D.15) it can be used to obtain an first approximation of the values of \( r_a \) and \( R_c \) for a given current and vertical field. In Figures D.2 and D.3 I show how the combination of the two conditions leads to the appropriate values of \( R_a \) and \( r_a \).

It can be gathered from those figures why \( r_a \) changes very little with the vertical field, and also why \( R_a \) varies both with \( I_R \) and \( B_\psi \).
Figure D.1 Loci of constant vertical field component for a ring current, distances have been normalized to the radius of the ring, the magnetic field has been normalized to the product of the ring current and the radius of the ring.

An interesting analytical result is obtained by noting that for

$$\frac{B_v R_c}{I_R} = \frac{\mu_0}{2\pi}$$  \hspace{1cm} (D.16)

the locus where the total vertical field is zero is nearly a straight line at $R = R_c$. Thus for this value of the vertical field the major radius of the magnetic axis would be centered on the ring.

A very approximate value for $r_c$
Figure D.2  Combination of first and second condition

Figure D.3  Combination of first and second condition
\[ r_a = \frac{\mu_0 I_R R_c m}{2 \pi B_\phi n} \] (D.17)

is obtained by simplifying even more (D.15). Thus formulas (D.16) and (D.17) give rule of thumb calculations for \( I_R \) and \( B_\phi \) if one wants to achieve a helical solenoid with given \( r_a \) and \( R_a = R_R \).

While those results are quick and easy it is not completely justified to neglect the contribution to the vertical field at \( R = R_a \) due to the toroidal coils if \( R_a \neq R_c \) this for the simple reason that although the contribution is small, so is the vertical field and the component due to the poloidal ring.

A computer model was set up, so that in addition to be able to explain the trends I would also get results in better agreement with the numerical results. The methodology is the same as outlined above, but the correct fields rather then the simple approximation are used.

Using the exact fields along the lines \( \theta = 0 \) and \( \theta = \pi \) the combinations of \( R_a \) and \( r_a \) that fulfill the first condition are sought.

For each combination of \( R_a \) and \( r_a \) we know the point in space where \( \theta = \frac{\pi}{2} \). Taking into account the field of the solenoid we check if the total vertical field is zero. The single combination of \( R_a \) and \( r_a \) that fulfills both conditions is the value that correspond to the given \( I_R \) and \( B_\phi \).

In fact, to make the program more efficient, we first select the combination of \( R_a \) and \( r_a \) that fulfills \( B_{\text{tot}} = 0 \) by neglecting the contribution of the toroidal coils, then, keeping \( r_a \) constant \( R_a \) is slightly varied, taking into account the contribution of the toroidal coils, to find the new \( R_a \) which fulfills \( B_{\text{tot}} = 0 \).

Centering the coils on the magnetic axis increases the space available for the magnetic surfaces.

It is simple to include it in the model. After a first approximate evaluation of \( r_a \) and \( R_a \), the angle is changed, \( r_a \) is kept constant and \( R_a \) is reevaluated including
the fields of the solenoid with the modified modulation angle. By looping on the evaluation of $R_a$ and the angle $\alpha_c$, a convergent solution is very quickly found.

Results for $r_a$, $R_a$ in the case where $\alpha_c = \alpha_R$ are shown in Fig. D.4 and D.5. The angle $\alpha_R$ appears in Fig. D.6. The model reproduces here too the features noticed in the numerical calculations, namely that as the angle of the solenoid is changed, $r_a$, $R_a$ and $\alpha_c$ will vary, but $\alpha_R$ will stay very nearly constant.

The rotational transform calculated as an integral of the torsion is shown in Fig. D.7. The modulation angle of the magnetic axis is shown in Fig. D.8. Comparison of Fig. D.4 to D.7 with Fig. 4.9 to 4.12 shows excellent agreement of our model with the numerical calculations, except for the rotational transform.

There is a slight discrepancy ($< 20\%$) in the calculation of the rotational transform. The reason is the ellipticity of the surfaces, which also contributes to the rotational transform as one can see from formula (4.1) and is not included in the model. An eccentricity of 1.5 would give reasonably close agreement between the numerically calculated rotational transform and the one calculated from our model. The value of 1.5 corresponds with the shape of the flux surfaces as obtained by puncture plots.

The basis of our model is the assumption that the magnetic axis can be defined as

\[
\begin{align*}
\frac{n}{m} \phi &= \theta_a + \alpha_a \sin \theta_a \\
\tau &= r_a \\
R &= R_a
\end{align*}
\]

or in words that the magnetic axis can be modeled by a single harmonic for the angle with a constant minor and major radius. Based on this assumption we calculate three parameters $\alpha_a$, $r_a$, $R_a$ from three datapoints (the field at $\theta = 0$, at $\theta = \pi$ and $\theta = \frac{\pi}{2}$). That this assumption is realistic follows from the close agreement between our results and the numerical results. An additional check was made by applying a fast Fourier transformation to the coordinates of the magnetic axis as obtained from numerical field line following. For a particular case, $(R_R = 2m, r_c = 0.4m, \alpha_c = 0.4, I_R = 800kA, B_v = 0.04T, n = 3,$
Figure D.4  Variation of $r_c$ as a function of $B_v$ and $I_R$

Figure D.5  Variation of $R_c$ as a function of $B_v$ and $I_R$
Figure D.6  Value of $\alpha_R$ when $\alpha_c = 0$ and when $\alpha_c = \alpha_R$
Figure D.7  Rotational transform calculated as an integral of the torsion

Figure D.8  Modulation angle $\alpha_e$ of the magnetic axis
and 60 coils with $194365 \text{A/coil}$ we obtain for the Fourier transform of the coordinates of the helical axis in a cylindrical system $(R, 2, \phi)$

$$R = 2.0985 + 0.4031 \cos 3\phi - 0.00189 \sin 3\phi - 0.03915 \cos 6\phi + 0.004667 \cos 3\phi$$

$$z = 0.00191 \cos 3\phi - 0.4084 \sin 3\phi + 0.03982 \sin 6\phi - 0.00463 \sin 9\phi$$

$$\theta - 3\phi = 0.03 \sin 3\phi + 0.00608 \sin 6\phi - 0.001059 \sin 9\phi$$

We see that the amplitude of the harmonics higher than the first ($n = 3$) are an order of magnitude lower than the amplitude of the first harmonic, which justifies our assumption. We have also made a even more direct calculation. For the case $J_R = 900\text{kA}$, $B_v = -0.025T$, we first estimated $R_o$ as the average of $R$ at $\theta = 0$ and $\theta = \pi$. Calculating then from the cylindrical coordinates $r_o = \sqrt{z^2 + (R - R_o)^2}$ and performing a fast Fourier transform on $r_o$, we obtain $r_o = 0.42105 + 0.001969 \cos 3\phi$. The harmonic on $r_o$ is less than 0.5%. The underlying basic assumption of our model is thus completely justified.

Let us summarize: this simple model explains the variation of parameters associated with the magnetic axis of a helical axis stellarator. It provides analytical formulas which can be used as first estimates and in a more refined version obtains those parameters accurately and efficiently (a non-vectorized code on the Cray calculates a $32 \times 18$ mesh, 32 points for the current and 18 points for the vertical field, with adjustment of the toroidal coil so as to center the coil on the magnetic axis in, about 0.3 min).
Appendix E. Relationship between Ring Radius and Coil Height

This appendix briefly addresses the issue of how to allocate the space $r_c - b_c$ between the height of the coil $h_c$ and the ring radius $r_R$, taking into account the relationship between the current in the ring ($I_R$) and in the coil ($I_c$), the number of coils ($N$), the displacement ($\frac{r_a}{R}$) and the number of periods ($n$). In addition the requirements set by non-interference of the coils on the inside have to be met.

Let

$$h_c + r_R = r_c - b_c$$

and

$$R_i + \frac{h_c}{2} = R - r_c - b_c$$

Further we have

$$\frac{2\pi R_i}{N} = w_c$$

$$J_c = \frac{I_c}{w_c h_c}$$

$$J_R = \frac{I_R}{\pi r_R^2}$$

Set the ratio $\frac{I_R}{I_c} = \lambda$, where $\lambda$ can be calculated from the approximate formulas

$$I_R = \frac{2\pi RB\phi}{\mu_0} \left( \frac{r_a}{m \frac{R}{R}} \right)^2$$

$$B_c 2\pi R \sqrt{1 + \left( \frac{n \frac{r_c}{m \frac{R}{R}}}{2} \right)^2} = \mu_0 NI_c$$
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Alternatively one could use the actual currents obtained from a computer code that follows field lines and plots magnetic surfaces. We can eliminate from the equations \( w_c, h_c, r_R, R_c, J_R \) to obtain

\[
\frac{I_c}{J_c} (\lambda J_R + N) + \sqrt{\frac{I_c}{J_c}} \sqrt{\frac{\lambda J_c}{\pi J_R}} - (r_c - b_c) \left[ \frac{r_c - b_c}{2(R - 2r_c)} + 1 \right] = 0
\]

This can be solved for \( I_c \)

\[
\frac{I_c}{(R - 2r_c)^2} = J_c \left[ \frac{-\sqrt{\frac{\lambda J_c}{J_R}} + \sqrt{\frac{\pi J_c}{\pi J_R}} + \frac{2\pi (r_c - b_c)}{(R - 2r_c)} \left[ \frac{r_c - b_c}{2(R - 2r_c)} + 1 \right] (\frac{\lambda J_c}{J_R} + N) \right]^2
\]

The value of \( I_c \) can then be used to obtain

\[
\tau_R = \sqrt{\frac{I_R}{\pi J_R}} = \sqrt{\frac{\lambda J_c}{\pi J_R}} \sqrt{\frac{I_c}{J_c}}
\]

and

\[
h_c = r_c - b_c - \tau_R
\]

Those last two equations give the values of \( \tau_R \) and \( h_c \) that meet the constraints.
Appendix F. Relationship between number of coils, displacement of the coils, bore of the coils and plasma size.

We take here the simple approach that the plasma is centered in the coils. This is justified by the fact that the aspect ratio is larger on the outside, so that not much can be gained, as in a tokamak by pushing the plasma more to a region of lower ripple. The second reason is that, as is discussed elsewhere, the plasma has a tendency to position itself there for choices of ring current and vertical field that give a magnetic well.

Another simplifying assumption used here is the following: surfaces of constant ripple can be obtained by deducting from the radius of the coil a distance proportional to the distance between the coils (Fig. F.1). The proportionality constant depends on the value of the ripple. For $\xi = 3$ the ripple is about 10%, and $\xi = 2$ corresponds to about 2%.

With $\Delta_{ic}$ the intercoil distance and $\Delta_{fc}$ the distance from the coil we have

$$\xi = \frac{\Delta_{ic}}{\Delta_{fc}}$$

Defining the plasma radius $a_p$ as

$$a_p = b_c - \Delta_{fc}$$

and the ratio $\eta$ as

$$b = \eta b_c$$
We can write

\[(1 - \eta) b_c = \frac{\Delta_{ic}}{\xi}\]

or, using \(b_c = \delta r_c\)

\[(1 - \eta) \delta r_c = \frac{\Delta_{ic}}{\xi}\]  \hspace{1cm} (F.1)

we obtain

\[\xi = \frac{\frac{2\pi}{\mu} \sqrt{1 + 2(1 + \delta)^2 r^2 + (1 + \eta^2)(1 + \delta^2)(\frac{2\pi}{\mu})^2}}{\frac{2\pi}{\mu} (1 - \eta) \delta}\]

By writing this as follows
\[
\xi N(1 - \eta) = \frac{2\pi \sqrt{1 + 2(1 + \delta)\frac{r}{h} + (1 + \eta^2)(1 + \delta^2)(\frac{r}{h})^2}}{\frac{r}{h} \delta}
\]

we obtain on the left hand side a dimensionless number \(Q\) from which, given \(\xi\), and the fraction \(\eta\) we can calculate the number of coils needed. Or alternatively, for a given \(\xi\), and \(N\) we can calculate the value of \(\eta\).

We have plotted this number in Fig. F.2 to Fig. F.3 under two different formats. Figure F.2 gives for \(n = 2\) the value of \(Q\) as level lines in a diagram of \(\delta = \frac{b}{r}\) versus \(\frac{r}{h}\). Figure F.3 shows the value of \(Q\) as a function of \(\frac{r}{h}\) for different values of \(\delta = \frac{b}{r}\) as level lines. Fig. F.4 to F.5 use the same format for the number of periods \(n\) equal to 3 and Fig. F.6 to F.7 for \(n = 4\).

An example is shown in Figure F.4 Assume that we want \(\frac{r}{h} = 0.3\) and \(\delta = \frac{b}{r} = 0.5\), we obtain from the figure \(Q = 80\). With \(Q = \xi N(1 - \eta)\) this tells us that if we want \(\xi = 2\) (for 2% ripple) and \(\eta = \frac{r}{h} = 0.5\) then \(N\) should be equal to 80. The same information can be gathered from Figure F.5. (which can be considered also as showing the number of coils - if we fix \(\xi = 2\) and \(\eta = 0.5\) - as a function of \(\frac{r}{h}\)).

It may seem strange that \(Q\) decreases as \(\frac{r}{h}\) increases, for constant \(\delta = \frac{b}{r}\). The reason is that as \(\frac{r}{h}\) increases, the bore of the coil increases. While the absolute distance \(\Delta f\) increases as \(\frac{r}{h}\) increases, because the coils are further apart, this increase is slower than the increase of the bore of the coil. Thus \(\frac{Q}{N}\) increases faster than \(\frac{r}{h}\) or alternatively, if we keep \(\frac{r}{h} = \eta\) constant, the number of coils can be reduced.
Figure F.2 Value of $Q$ in $\frac{b_c}{r_c}$ versus $\frac{r_c}{R}$ diagram, for $n = 2$

Figure F.3 Value of $\delta$ in $Q$ versus $\frac{r_c}{R}$ diagram, for $n = 2$
Figure F.4  Value of $Q$ for $n = 3$

Figure F.5  Value of $\delta$ for $n = 3$
Figure F.6  Value of $Q$ for $n = 4$

Figure F.7  Value of $\delta$ for $n = 4$
Appendix G. Similarity and derivation of the number of independent dimensionless parameters for plasma physics

In this appendix we plan first to show the relationship between both methods discussed in the example in chapter 2, and we will identify in more detail a formalism that can be used with the second method to obtain the number of independent dimensionless parameters. Applying this formalism to the equations governing the plasma physics phenomena rigorously identifies the number of independent dimensionless parameters.

G.1. Relationship between the two models

Define $IV_1$ to be the number of independent variables according to the first method. The number of basic dimensions is $Dim$. The first method says that the number of independent dimensionless parameters ($IDP_1$) is

$$ (IDP_1) = IV_1 - Dim $$

The actual number of variables, and the number of basic dimensions depend on the choice of systems of units chosen. It is well known that there is an arbitrariness in the number of fundamental units and in the dimensions of any physical quantity in terms of those units (see for example Jackson [146]). The number of independent dimensionless parameters however, is not affected by this choice. The number of possible transformations, assuming all the independent variables $IV_1$ can be freely chosen, is then given by the number of dimensions. If some ($FX_1$) of the independent variables $IV_1$ however are fixed, or chosen as such (as in our example: taking $\mu$ and $\rho$ fixed, thus not changing the fluid),
the number of possible transformations ($TR_1$) is reduced accordingly. Thus

$$TR_1 = [IV_1 - FX_1] - IDP_1$$

Using the second method we have a set of equations $EQ_2$. Taking $V_2$ to be the total number of variables, dependent and independent, assuming at first that all can be changed, we will have a number $K_2$ of scaling variables. Requesting that the equations are invariable under transformation will yield a number of independent relations ($IR_2$) from which dimensionless variables can be constructed. The equations can then be written in the dimensionless form, yielding $EQ_2!$ relations between the dimensionless parameters (note $EQ_2!$ can be different from $EQ_2$ since homogeneous equations, as $\nabla \cdot \vec{v} = 0$ in our example do not give a relation).

The number of independent dimensionless parameters $IDP_2$ is then equal to

$$IDP_2 = IR_2 - EQ_2!$$

Note that taking some variables ($FX_2$) fixed can be done formally by adding $FX_2$ equations of the form $Variable = constant$. This will not change the number of dimensionless parameters since we now have $FX_2$ more relations for the $k$'s, but also $FX_2$ more equations

$$IDP_2 = (IR_2 + FX_2) - (EQ_2! + FX_2)$$

$$= IR_2 - EQ_2!$$

The number of transformations possible is equal to the number of $k$'s ($K_2$) minus the number of relationships between the $k$'s ($IR_2 + FX_2$). This gives

$$TR_2 = K_2 - (IR_2 + FX_2)$$

showing that the number of possible transformations is indeed affected by fixing $FX_2$ variables. With

$$IDP_2 = IR_2 - EQ_2!$$
we also obtain

\[ TR_2 = K_2 - (EQ_2' + FX_2) - IDP_2 \]

The relationship between the first and the second method follows from the equality of the number of dimensionless parameters and the number of transformations. This yields

\[ IV_1 - FX_1 = K_2 - (EQ_2' + FX_2) \]

giving us a way to count the number of independent variables for the first method:

\[ IV_1 = K_2 - EQ_2'. \]

G.2. Formalism for the second method

The formalism, using the second method is simple (the application of it however, may not be). First write down the set of equations governing the phenomena. Count all the variables \( K_2 \). Count the number of independent relations \( IR_2 \) for the k's resulting from the requirement that the equations are invariant under transformation. Count the number \( EQ_2' \) of equations that would result between dimensionless parameters from the set of equations. The number of independent dimensionless parameters \( IDP_2 \) then is

\[ IDP_2 = IR_2 - EQ_2' \]

The number of possible transformations \( TR_2 \) is

\[ TR_2 = K_2 - IR_2 \]

Fixing a number of parameters reduces the number of possible transformations \( TR_2 \).

G.3. Application to plasma physics

We can write down the Boltzmann equation for the ions and the electrons, and the Maxwell equation, in a simplified, suitable form for our dimensional analysis
(since the geometry has to be to scale, we only use one component for vector quantities). This results in

\[
\frac{\partial f_e}{\partial t} + v_e \frac{\partial f_e}{\partial x} + \frac{e_e}{m_e} (E + v_e B) \frac{\partial f_e}{\partial v_e} = \left( \frac{\partial f_e}{\partial t} \right)_e + h_e
\]  
(G.1)

\[
\frac{\partial f_i}{\partial t} + v_i \frac{\partial f_i}{\partial x} + \frac{e_i}{m_i} (E + v_i B) \frac{\partial f_i}{\partial v_i} = \left( \frac{\partial f_i}{\partial t} \right)_i + h_i
\]  
(G.2)

\[
\frac{\partial B}{\partial x} = 0
\]  
(G.3)

\[
\frac{\partial E}{\partial x} = \frac{1}{\varepsilon_0} \left( n_e e_e \int f_e dv_e + n_i e_i \int f_i dv_i \right)
\]  
(G.4)

\[
\frac{\partial E}{\partial t} = \frac{\partial B}{\partial t}
\]  
(G.5)

\[
\frac{\partial B}{\partial x} = \mu_0 (n_e e_e \int v_e f_e dv_e + n_i e_i \int v_i f_i dv_i) + \mu_0 J + \mu_0 \varepsilon_0 \frac{\partial E}{\partial t}
\]  
(G.6)

The notation is standard except for \(h_e\) and \(h_i\) which are to be considered as terms to model additional heating. In (G.6) we have also included a term \(\mu_0 J\) (for external currents), in order to easily obtain that, if there are currents in the plasma, they must scale the same way as external currents. This is needed because the geometry must not change.

Let us take the electric and magnetic field to be the sum of an imposed \((p)\) and a self-consistent \((s)\) field

\[
E = E_p + E_s
\]  
(G.7)

\[
B = B_p + B_s
\]  
(G.8)

and the particle distribution function to be defined completely by a temperature, and a drift velocity for each species.

\[
\frac{f_e}{\left( \frac{m_e}{2 \pi k T_e} \right)^{1/2}} = F_e \left( \frac{m_e (v_e - v_{oe})^2}{k T_e} \right)
\]  
(G.9)

\[
\frac{f_i}{\left( \frac{m_i}{2 \pi k T_i} \right)^{1/2}} = F_i \left( \frac{m_i (v_i - v_{oi})^2}{k T_i} \right)
\]  
(G.10)
Taking first the case considered in the body of the text namely, steady state, no motion \( v_{oe} = v_{oi} = 0 \), and no imposed electrical field \( E_p = 0 \). The equations reduce to

\[
\nu_e \frac{\partial f_e}{\partial x} + \frac{e_e}{m_e} (E + v_e B) \frac{\partial f_e}{\partial v_e} = \left( \frac{\partial f}{\partial t} \right)_e + \nu_e
\]

\[
\frac{f_e}{\frac{m_e}{2\pi kT_i}}^{1/2} = F_e \left( \frac{m_e v_e^2}{k T_i} \right)
\]

with a similar set for the ions and

\[
\frac{\partial E}{\partial x} = \frac{1}{\varepsilon_e} (n_e \varepsilon_e \int f_e dv_e + n_i \varepsilon_i \int f_i dv_i)
\]

\[
\frac{\partial B}{\partial x} = \mu_o J
\]

\[
E = E_s
\]

\[
B = B_p + B_s
\]

The total number of \( k \)'s equals 21. The number of independent relations between the \( k \)'s is 17, giving 17 dimensionless parameters. The number of equations between the dimensionless parameters is 8, giving \( 17 - 8 = 9 \) independent dimensionless parameters, one more than in the body of the text, since we have here assumed that we could heat the electrons and ions independently. They are \( \beta, \nu, N_a, \frac{e_i}{e}, \frac{m_i}{m}, \frac{n_i}{n}, \frac{T_i}{T} \) and \( h_i \). This set reduces to eight if we only heat electrons or ions.

The number of transformations is \( 21 - 17 = 4 \). Assuming only one heating method does not change this number \( 20 - 16 = 4 \). If we want to keep all the eight parameters constant, and since we can not scale the charge of the electron, the mass of the electron, \( \varepsilon_e \) or \( \mu_o \), we loose all possibility to make a transformation.

The same number of parameters can be derived using two fluid transport equations (continuity, momentum, and energy for ions and electrons) and Maxwell's equations. Extreme care must be exercised there to count the
independent relationship between the $k$, since the energy equation is obtained, as the momentum equation, from an integration of the Boltzman equation.

Let us now briefly discuss the case of a tokamak, where we do have a drift velocity $v_{ce}$ of the electron (assume $v_{ci} = 0$) and an imposed electrical field $E_p$. The equations (G.1) to (G.10) can be rewritten in steady state and yield a total number of 23 $k$'s. The number of independent relations between the $k$'s increases only by 1, while the number of equations does not change. Thus for a tokamak, assuming additional heating of the electrons and ions, the total number of independent dimensionless parameters is 11, one more than the case with $v_{ce} = v_{ci} = E_p = 0$. For this additional independent dimensionless parameter we can take

$$\xi = \frac{v_{ce}}{\sqrt{\frac{kT_e}{m_e}}}$$

the drift parameter.
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