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Chapter 1

Introduction

A problem that has long been of interest in astrodynamics is the determination of the two-body orbit having a specified time of flight which connects two position vectors. The geometry of this problem for the case of an elliptic orbit is shown in Fig. 1. The vectors \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) are the initial and final positions and the angle \( \theta \) between them is called the transfer angle. The straight line connecting the termini of \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) is called the chord and is of length \( c \). This problem was first addressed by the Swiss mathematician Leonard Euler. His work, which was published in 1743, developed equations to solve the problem for the case of a parabolic orbit. Euler showed that for a parabola, the time of flight is a function only of the sum of the lengths of the initial and final position vectors, \( \mathbf{r}_1 + \mathbf{r}_2 \), and the chord length, \( c \).

![Figure 1. Geometry of Lambert's Problem](image)

The next important contributor to this problem was the Swiss-German scholar Johann Heinrich Lambert. He independently derived Euler's solution for the parabolic orbit and extended it to include other conic sections such as the ellipse and the hyperbola. In his work *Insigniores orbitae Cometarum*
proprietaes published in 1751, he presented what is now referred to as Lambert’s theorem. He proved that the time of flight for an elliptic arc is a function only of the semi-major axis, $a$, and the quantities $r_1 + r_2$ and $c$. Lambert applied his work to the determination of the orbits of comets.\footnote{For his many contributions the two-point time-constrained orbital boundary value problem is commonly called Lambert’s problem.} For

Lambert’s proof of the theorem that bears his name was based on geometric considerations. A rigorous analytic treatment was presented by the French mathematician Joseph Louis Lagrange in 1778. He developed a simple expression for the time of flight as a function of the semi-major axis, $a$, and two parameters related to $r_1 + r_2$ and $c$. Both elliptic and hyperbolic orbits can be treated using these equations. Lagrange was also the first to note the geometric transformations of orbit implied by Lambert’s theorem. One of these transformations is essential to the new solution presented in Chapter 3.

The single most important advance in solving Lambert’s problem was presented by the German mathematician Carl Fredrich Gauss in his book *Theoria Motus* published in 1809. Gauss became interested in this problem in 1801 when he learned that astronomers had discovered a small body between the orbits of Jupiter and Mars.\footnote{This new body was believed to be the so-called “missing planet” predicted to lie between these two planets. Unfortunately, very little data were gathered about its orbit before it disappeared behind the sun. Gauss was intrigued by the problem of rediscovering this body when it emerged from behind the sun. Then only twenty-four years old, Gauss formulated the solution in terms of two unknown quantities simultaneously satisfying two algebraic equations at the solution point. The rediscovery of the asteroid Ceres, as it later came to be called, one year after its first observation at exactly the position predicted by Gauss’ equations won him instant recognition as Europe’s most outstanding mathematician.\footnote{Gauss’ solution is significant not only for its analytic ingenuity but also for its computational ease and accuracy. A detailed derivation of Gauss’ method is given in Chapter 2.} Gauss’ solution is significant not only for its analytic ingenuity but also for its computational ease and accuracy. A detailed derivation of Gauss’ method is given in Chapter 2.}

In the years following the publication of *Theoria Motus*, only minor improvements were suggested for the original method. Gauss’ solution continued to be used as a tool for orbit determination in astronomy. With the advent of ballistic missiles and artificial satellites in the 1950’s, the solution of Lambert’s problem became the concern of engineers and scientists developing new aerospace technologies. Advanced guidance techniques called for fast and reliable solutions in cases not often considered by astronomers. Gauss’ method was found to have several difficulties which precluded its implementation in guidance software. New solutions were developed, most of which involved
a Newton-Rapheson iteration process. (See, for example, Refs. 4–6.) The powered flight guidance program currently in use aboard the space shuttle employs such a scheme. Today, improved solutions of Lambert's problem are sought for application to spacecraft intercept and rendezvous problems, ballistic missile targeting problems, and interplanetary transfer problems.
Chapter 2

Gauss’ Method

GAUSS’ CLASSIC METHOD for solving Lambert’s problem can be developed from the basic equations of two-body motion. Although Gauss’ method applies to both elliptic and hyperbolic orbits, the following derivation will consider only elliptic cases.

Kepler’s equation relates the time of flight along an elliptic arc to the position as

\[ \sqrt{\frac{\mu}{a^3}}(t - r) = E - e \sin E \] (1)

where \( E \) is the eccentric anomaly, \( e \) is the orbital eccentricity, and \( r \) is the time of passage through pericenter. Write Kepler’s equation at the initial and final points as

\[ \sqrt{\frac{\mu}{a^3}}(t_2 - r) = E_2 - e \sin E_2 \quad \text{and} \quad \sqrt{\frac{\mu}{a^3}}(t_1 - r) = E_1 - e \sin E_1. \]

Then, subtracting these two equations and using trigonometric identities gives

\[ \sqrt{\frac{\mu}{a^3}}(t_2 - t_1) = E_2 - E_1 - e(\sin E_2 - \sin E_1) \\
= 2\left(\frac{1}{2}(E_2 - E_1) - e \cos \frac{1}{2}(E_2 + E_1) \sin \frac{1}{2}(E_2 - E_1)\right). \]

Define the quantities \( \psi \) and \( \phi \) as

\[ \psi = \frac{1}{2}(E_2 - E_1) \quad \text{and} \quad \cos \phi = e \cos \frac{1}{2}(E_2 + E_1) \] (2)

so that the time of flight equation can be written in terms of \( \psi \) and \( \phi \) as

\[ \sqrt{\frac{\mu}{a^3}}(t_2 - t_1) = 2\psi - 2\sin \psi \cos \phi. \] (3)

To eliminate \( \cos \phi \) from the time of flight equation, the relations between the true anomaly, \( f \), and eccentric anomaly

\[ \sqrt{r} \cos \frac{1}{2}f = \sqrt{a(1 - e)} \cos \frac{1}{2}E \quad \text{and} \quad \sqrt{r} \sin \frac{1}{2}f = \sqrt{a(1 + e)} \sin \frac{1}{2}E \] (4)

are used. The equations

\[ \sqrt{r_1r_2} \cos \frac{1}{2}f_1 \cos \frac{1}{2}f_2 = a(1 - e) \cos \frac{1}{2}E_2 \cos \frac{1}{2}E_1 \]

and

\[ \sqrt{r_1r_2} \sin \frac{1}{2}f_1 \sin \frac{1}{2}f_2 = a(1 + e) \sin \frac{1}{2}E_2 \sin \frac{1}{2}E_1 \]
are obtained by writing equations (4) at both points and multiplying. Adding the above relations and employing trigonometric identities yields

\[ \sqrt{r_1 r_2} \cos \frac{1}{2} \theta = a (\cos \phi - \cos \psi). \]  

(5)

Substituting for \( \cos \phi \) from equation (5) into the time of flight equation gives

\[
\sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = 2\psi - 2 \sin \psi \left( \cos \psi - \frac{\sqrt{r_1 r_2}}{a} \cos \frac{1}{2} \theta \right) \\
= 2\psi - \sin 2\psi + 2 \frac{\sqrt{r_1 r_2}}{a} \cos \frac{1}{2} \theta \sin \psi.
\]

The next step in the derivation is to eliminate the semi-major axis \( a \) from the time of flight equation. An expression for \( a \) is obtained by manipulating the equation of orbit for the ellipse

\[ r = a(1 - e \cos E). \]

(6)

Writing equation (6) at the initial and final points and adding yields

\[ r_1 + r_2 = a(1 - e \cos E_1) + a(1 - e \cos E_2) = 2a(1 - \cos \psi \cos \phi). \]

Rearranging to isolate \( a \), gives

\[ a = \frac{r_1 + r_2 - 2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta \cos \phi}{2\sin^2 \psi}. \]

(7)

At this point, Gauss introduced a quantity \( l \) defined by the equation

\[ 1 + 2l = \frac{r_1 + r_2}{2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta}. \]

(8)

The expression for \( a \) now becomes

\[ a = \frac{\sqrt{r_1 r_2} \cos \frac{1}{2} \theta}{\sin^2 \psi} ((1 + 2l) - \cos \phi) \\
= \frac{2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta}{\sin^2 \psi} (1 + \sin^2 \frac{1}{2} \psi). \]

(9)

Using equation (9) to replace \( a \) in the time of flight equation gives

\[ \frac{\sqrt{\mu} (t_2 - t_1)}{(2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta)^{\frac{3}{2}}} \left( \frac{\sin^3 \psi}{(1 + \sin^2 \frac{1}{2} \psi)^{\frac{3}{2}}} \right) = 2\psi - \sin 2\psi + \frac{\sin^3 \psi}{l + \sin^2 \frac{1}{2} \psi}. \]

Rearranging,

\[ \frac{\sqrt{\mu} (t_2 - t_1)}{(2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta)^{\frac{3}{2}}} = \frac{2\psi - \sin 2\psi}{\sin^3 \psi} (l + \sin^2 \frac{1}{2} \psi)^{\frac{3}{2}} + (l + \sin^2 \frac{1}{2} \psi)^{\frac{3}{2}}. \]
Again following Gauss, the quantities $m^*$ and $y$ are defined as

\[ m = \frac{\mu (\ell_2 - \ell_1)^2}{(2\sqrt{r_1 r_2} \cos \frac{1}{2} \phi)^3} \quad \text{and} \quad y^2 = \frac{m}{l + \sin^2 \frac{1}{2} \phi}. \quad (10) \]

In terms of $m$ and $y$, the time of flight equation takes the form

\[ y = \left( \frac{2\phi - \sin 2\phi}{\sin^3 \phi} \right) \frac{m}{y^2} + 1 \]

or

\[ y^3 - y^2 = m \left( \frac{2\phi - \sin 2\phi}{\sin^3 \phi} \right). \quad (11) \]

Gauss proved that $(2\phi - \sin 2\phi)/\sin^3 \phi$ is a hypergeometric function of

\[ z = \sin^2 \frac{1}{2} \phi = \sin^4 \frac{1}{4} (E_2 - E_1) \]

and that it can be expressed as a continued fraction. Specifically,

\[ \frac{2\phi - \sin 2\phi}{\sin^3 \phi} = \frac{1}{3F(3, 1; \frac{3}{2}; z)} = \frac{1}{4 - \frac{\frac{3}{2} z}{1 + \frac{\frac{3}{2} z}{1 - \frac{\frac{3}{2} z}{1 - \ldots}}}} \quad (12) \]

He next defined the function $\xi = \xi(z)$ by

\[ z - \xi = \frac{z}{1 + \frac{1}{2} \frac{z}{1 - \frac{1}{2} \frac{z}{1 - \ldots}}} \]

from which

\[ \xi = \frac{\frac{3}{2} z^2}{1 + \frac{3}{2} \frac{z}{1 - \frac{3}{2} \frac{z}{1 - \ldots}}} \quad \text{for} \quad -\infty < z \leq 1 \quad (13) \]

Then the hypergeometric function can be written in terms of $\xi$ as

\[ \frac{2\phi - \sin 2\phi}{\sin^3 \phi} = \frac{1}{\frac{3}{4} - \frac{9}{10} (z - \xi)}. \]

The time of flight equation becomes

\[ y^3 (y^2 - 1) = \frac{m}{\frac{3}{4} - \frac{9}{10} (z - \xi)} \]

*Gauss originally denoted this quantity as $m^*$.  
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using the above expression for the hypergeometric function. But \( z = m/y^2 - l \) from the definition of \( y \), equation (10), so that

\[
y^2(y - 1) = \frac{m}{\frac{1}{9} - \frac{r}{10}(\frac{m}{y^2} - l - \xi)}.
\]

Dividing both sides by \( y^2 \) yields

\[
y - 1 = \frac{\frac{m}{10(\frac{5}{6} + l + \xi)}y^2 - \frac{9}{10} m}{y^2 - h} = \frac{10}{9} h
\]

where \( h \) is defined by

\[
h = \frac{m}{\frac{5}{6} + l + \xi}.
\]

Finally, by clearing fractions, the time of flight equation becomes the cubic equation

\[
y^3 - y^2 - hy - \frac{1}{9} h = 0.
\]

The two equations which must be simultaneously satisfied at the solution point are

\[
\frac{m}{y^2} = z + l \quad \text{and} \quad y^3 - y^2 - hy - \frac{1}{9} h = 0
\]

where \( h \) depends on \( z \) through the function \( \xi \). These equations are often referred to as the two equations of Gauss.

A similar derivation can be made for hyperbolic orbits beginning with the hyperbolic form of Kepler's equation which uses \( H_2 \), a quantity analogous to the eccentric anomaly. Now \( \psi \) and \( \phi \) are defined as

\[
\psi = \frac{1}{2}(H_2 - H_1) \quad \text{and} \quad \cosh \phi = c \cos \frac{1}{2}(H_2 + H_1)
\]

and \( z \) becomes

\[
z = -\sinh^2 \frac{1}{2} \psi = -\sinh^2 \frac{1}{4}(H_2 - H_1).
\]

The resulting equations are identical to those obtained for elliptic orbits. It is interesting to note that the parabolic orbit corresponds to \( z = 0 \). This follows directly from the equations of parabolic motion for which

\[
m = l(1 + \frac{1}{3} l)^2
\]

In summary,

\[
z = \begin{cases} 
-\sinh^2 \frac{1}{4}(H_2 - H_1) & -\infty < z < 0 \quad \text{hyperbola} \\
0 & z = 0 \quad \text{parabola} \\
\sin^2 \frac{1}{4}(E_2 - E_1) & 0 < z \leq 1 \quad \text{ellipse}
\end{cases}
\]
To simplify the notation, define two dimensionless parameters $\lambda$ and $T$ which depend on the given geometry and time of flight for the problem. Consider the triangle whose sides are $r_1$, $r_2$, and the chord $c$ and let $s$ be the semi-perimeter of the triangle

$$s = \frac{1}{2}(r_1 + r_2 + c).$$  \hfill (17)

Then $\lambda$ is defined as

$$\lambda s = \sqrt{r_1 r_2} \cos \frac{1}{2} \theta \quad \text{or} \quad \lambda^2 = \frac{s - c}{s}. \hfill (18)$$

a quantity which depends only on the given geometry and varies between +1 and -1 as the transfer angle $\theta$ varies from 0 to $2\pi$. In particular, $\lambda$ is zero for a transfer angle of $\theta = \pi$. It is positive for transfer angles less than $\pi$ and negative for angles greater than $\pi$. Next, $T$ is defined as

$$T = \frac{\mu}{(s \lambda)^3} (t_2 - t_1) = \frac{8\mu}{s^3} (t_2 - t_1) \hfill (19)$$

and depends both on the geometry (through $s$) and the specified flight time. These parameters can be taken as inputs for any particular problem since they are simple functions of $r_1$, $r_2$, and $(t_2 - t_1)$.

The quantities $l$ and $m$ defined by Gauss can be expressed as functions of $\lambda$ and $T$. First, $l$ is dependent on the given geometry and is a function of $\lambda$ only. Specifically,

$$1 + 2l = \frac{r_1 + r_2}{2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta} = \frac{2s - c}{2s \lambda} = \frac{1 + \lambda^2}{2\lambda}$$

from which

$$l = \frac{(1 - \lambda)^2}{4\lambda}. \hfill (20)$$

Next, $m$ clearly depends on the time of flight as well as the geometry and is a function of both $\lambda$ and $T$.

$$m = \frac{\mu (t_2 - t_1)^2}{(2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta)^3} = \frac{\lambda^5 T^2}{(2\lambda s)^3} = \frac{T^2}{64\lambda^3}. \hfill (21)$$

The two equations developed by Gauss form the basis of a successive substitution procedure for solving Lambert's problem. An initial guess is chosen for $x$, such as $x = 0$. Then the continued fraction (13) is evaluated to obtain $\xi$. The coefficient $\delta$ is found from $\xi$ and the cubic equation (15) is solved for $y$. This value of $y$ is used in the equation defining $y$ written as $x = m/y^2 - l$ to obtain a new trial value of $x$. The entire process of evaluating $\xi$ and $\delta$ and solving for $y$ to obtain a new $x$ is repeated until $x$ ceases to change within some specified tolerance. Figure 2 shows plots of $T$ versus $-x$ for various values of $\lambda$.

The process of solving the cubic equation sometimes involves a choice among the real roots. Gauss presented guidelines for choosing the appropriate root which can be illustrated graphically.
Figure 2. Time of Flight as a Function of $-z$ Using Gauss' Method
A plot of $y = y(h)$ obtained from the cubic written as

$$h = \frac{y^2(y - 1)}{y + \frac{1}{6}}$$

is shown in Fig. 3. The branch of the cubic above the x axis where $y > 0$ represents cases of transfer angle $\theta < \pi$; the branches where $y < 0$ represent cases of transfer angle $\theta > \pi$. For $h < \frac{1-\sqrt{6}}{6}$ and $0 < h < \frac{1+\sqrt{6}}{6}$, there is only one real root of the cubic equation. Gauss noted that for $\theta < \pi$, both $h$ and $y$ are positive quantities. There is no ambiguity in the choice of roots for these cases since there is only one positive real root for $y$. The cases of elliptic and hyperbolic orbits are separated by the point $y = 1 + \frac{3}{4}l$ which corresponds to the parabola. This point moves along the upper branch of the cubic from $y = 1$ as $\lambda$ decreases from 1.

The situation is more complicated for $y < 0$. There is a singularity at the point $y = -\frac{1}{6}$. Also there are two negative real roots for $y$ when $h > \frac{1+\sqrt{6}}{6}$. For elliptic orbits, Gauss showed that the desired root is the one for which $y < -\frac{1}{6}$. The point $y = -\frac{1}{6}$ is the limiting case of the parabola for $\lambda = 0$. Gauss limited his discussion of hyperbolic cases to small values of $z$ for which he inferred that $y < \frac{1-\sqrt{6}}{6}$. He stated that at $y = \frac{1-\sqrt{6}}{6}$, $z = -0.79858$ but

"we are far from wishing to extend our method to such great values of $z".$

For hyperbolic cases where $y$ approaches $\frac{1-\sqrt{6}}{6}$ the successive substitution process must be carefully applied. Some initial values of $x$ may yield values of $h$ which are negative or for which the cubic has no negative real root for $y$. It may not be possible to find a new trial value for $x$. Even if a new value for $x$ is found, the iteration process may not return to the correct branch of the cubic equation.

The last step in the solution process is to determine the orbital elements from $x$ and $y$. An expression for $a$ is obtained from equation (9) using $\sin^2 \psi = 4x(1 - x)$

$$a = \frac{m \lambda \varepsilon}{2x(1 - x)y^2} = \frac{\lambda a(l + x)}{2x(1 - x)}.$$  \hspace{1cm} (22)

By combining the relations (4) at the initial and final points, $\sqrt{r_1 r_2} \sin \frac{1}{2} \theta = a \sqrt{1 - e^2} \sin \psi$. An expression for $p$ is found by squaring this and recalling that $p = a(1 - e^2)$. Therefore,

$$p = \frac{\sqrt{r_1 r_2} \sin^2 \frac{1}{2} \theta}{a \sin^2 \psi}.$$  \hspace{1cm} (22)

Substituting for $a$ from equation (9),

$$p = \frac{\sqrt{r_1 r_2} \sin^2 \frac{1}{2} \theta}{2 \cos \frac{1}{2} \theta (l + \sin^2 \frac{1}{2} \psi)}$$
Figure 3. Cubic Equation of Gauss' Method

\[ \frac{y^2(y-1)}{y+\frac{1}{6}} = h \]
and using the definitions of \( \lambda, y, \) and \( m, \) the final expression becomes

\[
p = \frac{y^2 r_1 r_2 \sin^2 \frac{1}{2} \theta}{2m\lambda s}.
\]  

(23)

This equation for \( p \) leads to an interesting physical interpretation of the variable \( y. \) Rearranging equation (23) to isolate \( y \) gives

\[
y^2 = \frac{2m\lambda s}{r_1 r_2 \sin^2 \frac{1}{2} \theta} = \frac{\mu p(t_2 - t_1)^2}{(r_1 r_2)^2 \sin^2 \theta}
\]

or

\[
y = \frac{\sqrt{\mu p(t_2 - t_1)}}{r_1 r_2 \sin \theta}.
\]  

(24)

Thus, from Kepler's second law, \( y \) is the ratio of the area of the sector bounded by \( r_1, r_2, \) and the elliptic arc to the area of the triangle formed by \( r_1, r_2, \) and the chord \( c. \)

A quantity of interest in most guidance problems is the velocity vector \( \mathbf{v}_1 \) of the two-body orbit corresponding to the initial position vector \( \mathbf{r}_1. \) Gauss did not give an equation for this quantity since he was involved with the determination of the orbits of comets and asteroids moving under the influence of gravity only. While the equations for \( a \) and \( p \) are sufficient for this application, the velocity \( \mathbf{v}_1 \) becomes important for controlling a spacecraft whose motion is influenced by its own propulsion system as well as gravity. It can be found from the given position vectors \( \mathbf{r}_1 \) and \( \mathbf{r}_2, \) and the orbital elements by introducing the Lagrangian coefficients. The position and velocity of any point on the orbit can be expressed in terms of the initial position and velocity by

\[
\begin{bmatrix}
\mathbf{r}_2 \\
\mathbf{v}_2
\end{bmatrix} = \begin{bmatrix}
F & G \\
F_t & G_t
\end{bmatrix}
\begin{bmatrix}
\mathbf{r}_1 \\
\mathbf{v}_1
\end{bmatrix}
\]  

(25)

Where \( F, G, F_t, \) and \( G_t \) are called the Lagrangian coefficients. These coefficients are given in terms of the orbital parameter and the transfer angle \( \theta \) below.\(^{10}\)

\[
F = 1 - \frac{r_2}{p} (1 - \cos \theta) = 1 - \frac{2r_2}{p} \sin^2 \frac{1}{2} \theta
\]

\[
G = \frac{r_1 r_2 \sin \theta}{\sqrt{\mu p}}
\]

\[
F_t = \frac{\sqrt{\mu}}{r_1 p} \left( \frac{1}{\sqrt{\mu}} \mathbf{r}_1 \cdot \mathbf{v}_1 (1 - \cos \theta) - \sqrt{p} \sin \theta \right)
\]

(26)

\[
G_t = 1 - \frac{r_1}{p} (1 - \cos \theta)
\]

Performing the matrix multiplication in equation (25) gives

\[
\mathbf{r}_2 = F \mathbf{r}_1 + G \mathbf{v}_1
\]

or, isolating \( \mathbf{v}_1,

\[
\mathbf{v}_1 = \frac{\mathbf{r}_2 - F \mathbf{r}_1}{G}
\]  

(27)
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The desired equation for \( v_1 \) is obtained by writing the Lagrangian coefficients \( F \) and \( G \) in terms of the input quantities and the final value of \( y \) from Gauss' method. First substitute from equation (23) for \( p \) into the relation for \( F \):

\[
F = 1 - \frac{2r_2 \sin^2 \frac{1}{2} \theta}{p} = 1 - \frac{4m \lambda \rho}{y^2 r_1}
\]

Next use equation (24) for \( y \) to find

\[
G = \frac{(t_2 - t_1)}{y}
\]

Substituting these two relations for \( F \) and \( G \) into equation (27) for \( v_1 \) gives

\[
v_1 = \frac{y}{(t_2 - t_1)} \left( r_2 - \left( 1 - \frac{4m \lambda \rho}{y^2 r_1} \right) r_1 \right)
= \frac{4m \lambda \rho - y^2 r_1}{y r_1 (t_2 - t_1)} r_1 + \frac{y}{(t_2 - t_1)} r_2
\]

(28)
Chapter 3

NEW METHOD

The new method of solving Lambert's problem presented here is based upon the geometric transformations of orbit implied by Lambert's theorem. This theorem can be expressed as

$$\sqrt{\mu}(t_2 - t_1) = f(a, r_1 + r_2, c)$$

(29)

and implies that the shape of the orbit can be changed without changing the time of flight provided $a$, $r_1 + r_2$, and $c$ are fixed.

3.1 Transformation of Orbit

If the termini of the position vectors $r_1$ and $r_2$, denoted $P_1$ and $P_2$, are fixed, the chord length $c$ is also fixed. The occupied and vacant foci $F$ and $F^*$ can be moved to change the shape of the orbit. The conditions that $r_1 + r_2$ and $a$ be held constant constrain the motion of $F$ and $F^*$ to lie along ellipses with foci at $P_1$ and $P_2$ whose major axes are $r_1 + r_2$ and $4a - (r_1 + r_2)$, respectively. Figure 4 shows a transformation of elliptic orbits from foci $F$ and $F^*$ to $F_1$ and $F_2$ as well as the ellipses representing allowable positions of $F$ and $F^*$.

Before describing the particular transformation of interest in the current problem, it is necessary to define the mean point of the orbital boundary value problem. The mean point, corresponding to radius $r_o$, is that point along the arc from $P_1$ to $P_2$ where the velocity vector, or orbital tangent, is parallel to the chord. It is easily shown that the mean points of all possible orbits connecting $P_1$ and $P_2$ are collinear. Furthermore, the eccentric anomaly of the mean point for an elliptic orbit is the arithmetic mean of the eccentric anomalies of the initial and final points. A similar relation holds for hyperbolic orbits, so that

$$E_o = \frac{1}{2}(E_2 + E_1) \quad \text{and} \quad H_o = \frac{1}{2}(H_2 + H_1).$$

Using the equations of orbit, the mean point radius is written

$$r_o = a(1 - e \cos \frac{1}{2}(E_2 + E_1)) \quad \text{and} \quad r_o = a(1 - e \cosh \frac{1}{2}(H_2 + H_1)).$$

(30)

The mean point of the parabolic orbit, $r_{op}$, connecting $P_1$ and $P_2$ can be simply expressed as

$$r_{op} = \frac{1}{2}(r_1 + r_2 + 2\sqrt{r_1 r_2} \cos \frac{1}{2} \theta)$$

(31)
so that the mean point radius of any orbit can be written in terms of \( r_{op} \) as follows\(^{11}\)

\[
  r_a = \begin{cases} 
    r_{op} \sec^2 \frac{1}{2} \psi & \text{ellipse} \\
    r_{op} \operatorname{sech}^2 \frac{1}{2} \psi & \text{hyperbola}
  \end{cases}
\]  

(32)

The transformation of orbit is now chosen so that the mean point radius \( r_a \) is perpendicular to the chord \( c \) as shown in Fig. 5. For an ellipse the mean point of the transformed orbit will be an apse, say pericenter. The transformed initial and final position vectors are therefore of equal length \( \frac{1}{2}(r_1 + r_2) \). Also, the new transfer angle is twice the true anomaly \( f \) of point \( P_2 \). Since the time of flight is constant and the mean point is pericenter, the time to travel along the transformed arc from \( r_a \) to \( P_2 \) is one half of the original flight time between \( P_1 \) and \( P_2 \). The simple form of Kepler's equation can be written for the arc from \( r_a \) to \( P_2 \)

\[
  \frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = E - e_a \sin E
\]  

(33)
where $e_*$ is the eccentricity and $E$ the eccentric anomaly at $P_2$ for the transformed orbit.\(^{12}\)

Figure 5. Transformed Version of Lambert's Problem

Several important quantities are invariant under the orbital transformation which permit the quantities describing the transformed problem to be related to those describing the original problem. One obvious invariant is the semi-perimeter $s$ which depends only on $r_1 + r_2$ and $c$. Similarly, $\lambda$ and $T$ are unchanged since $\lambda$ can be expressed in terms of $s$ and $c$ and $T$ in terms of $s$ and the time of flight. Lagrange showed that the expressions $\phi$ and $\cos \phi$ can be expressed in terms of $s$
and \( a \). Hence, \( \psi \) and \( \cos \phi \) are invariants. Since \( r_o \) is pericenter, the eccentric anomaly at \( P_2 \) for the transformed orbit is one half the difference between the eccentric anomalies at \( P_1 \) and \( P_2 \). Also, the eccentric anomaly \( E_o \) of the mean point for the transformed orbit is zero. Thus,

\[
\psi = \frac{1}{2}(E_2 - E_1) = E \quad \text{and} \quad \cos \phi = e \cos \frac{1}{2}(E_2 + E_1) = e_o.
\]  
(34)

Since \( \sqrt{r_1 r_2} \cos \frac{1}{2}\theta = \pm \sqrt{s(s-e)} \), another invariant is

\[
\sqrt{r_1 r_2} \cos \frac{1}{2}\theta = \frac{1}{2}(r_1 + r_2) \cos f
\]  
(35)

Two other invariants are the mean point radius and the mean point radius of the parabolic orbit. Specifically,

\[
r_o = a(1 + e \cos \frac{1}{2}(E_2 + E_1)) = a(1 + e_o)
\]  
(36)

and

\[
r_{op} = \frac{1}{2}(r_1 + r_2 + 2\sqrt{r_1 r_2} \cos \frac{1}{2}\theta) = \frac{1}{2}(r_1 + r_2) \cos^2 \frac{1}{2}f
\]  
(37)

Two important quantities which are not invariant under transformation are the orbital eccentricity and the parameter. Therefore, \( e_o \neq e \) and \( p_o \neq p \).

### 3.2 Two Equations of the Transformed Problem

Two equations analogous to the two equations of Gauss can be derived from the simple form of Kepler's equation for the transformed problem and the invariants of transformation. Rewriting equation (33) and substituting \( r_o/a \) for \((1 - e_o)\) gives

\[
\frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = \psi - \sin \psi + \frac{r_o}{a} \sin \psi.
\]

Expressing \( r_o \) in terms of \( r_{op} \) and using trigonometric identities, there results

\[
\frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = \psi - \sin \psi + \frac{2r_{op}}{a} \tan \frac{1}{2}\psi.
\]  
(38)

The semi-major axis \( a \) can be written as

\[
a = \frac{r_o}{1 - e_o} = \frac{r_{op}(1 + \tan^2 \frac{1}{2}\psi)}{1 - e_o}.
\]

To eliminate \( e_o \) from this expression, use the equation of orbit for the transformed problem \( r(1 + e_o \cos f) = p_o \) to obtain

\[
\frac{1}{2}(r_1 + r_2)(1 + e_o \cos f) = r_o(1 + e_o).
\]
Simplifying,

\[ e_s = \frac{\frac{1}{2}(r_1 + r_2) - r_o}{r_o - \frac{1}{2}(r_1 + r_2) \cos f} \]

so that

\[ 1 - e_s = \frac{2r_o - \frac{1}{2}(r_1 + r_2)(1 + \cos f) \cos f}{r_o - \frac{1}{2}(r_1 + r_2) \cos f} \]

Substituting from equations (32) and (37) for \( r_o \) and \( \frac{1}{2}(r_1 + r_2) \) yields

\[ 1 - e_s = \frac{2 \tan^2 \frac{1}{2} \psi}{\tan^2 \frac{1}{2} \psi + \tan^3 \frac{1}{2} f} \]

Using this relation in the equation for \( a \), there results

\[ a = \frac{r_{ep}(1 + \tan^2 \frac{1}{2} \psi)(\tan^2 \frac{1}{2} f + \tan^2 \frac{1}{2} \psi)}{2 \tan^2 \frac{1}{2} \psi} \]

Next, the quantity

\[ l = \tan^2 \frac{1}{2} f \]

is introduced so that

\[ a = \frac{r_{ep}(1 + \tan^2 \frac{1}{2} \psi)(l + \tan^2 \frac{1}{2} \psi)}{2 \tan^2 \frac{1}{2} \psi} \]

Substituting for \( a \) from equation (42) in the time of flight equation,

\[ \frac{1}{2} \sqrt{\mu(t_2 - t_1)} \left( \frac{2 \tan^2 \frac{1}{2} \psi}{r_{ep}(1 + \tan^2 \frac{1}{2} \psi)(l + \tan^2 \frac{1}{2} \psi)} \right) = \psi - \sin \psi + \frac{4 \tan^3 \frac{1}{2} \psi}{(1 + \tan^2 \frac{1}{2} \psi)(l + \tan^2 \psi)} \]

Rearranging,

\[ \sqrt{\frac{2\mu}{r_{ep}^3}} (t_2 - t_1) = \left( \frac{\psi - \sin \psi}{\tan^3 \frac{1}{2} \psi} \right)(1 + \tan^2 \frac{1}{2} \psi)^\frac{3}{2} (l + \tan^2 \frac{1}{2} \psi)^\frac{3}{2} + 4(1 + \tan^2 \frac{1}{2} \psi)^\frac{3}{2} (l + \tan^2 \frac{1}{2} \psi)^\frac{3}{2} \]

The quantities \( m \) and \( \nu \) are now defined by

\[ m = \frac{\mu(t_2 - t_1)^2}{8r_{ep}^3} \quad \text{and} \quad \nu^2 = \frac{m}{(1 + \tan^2 \frac{1}{2} \psi)(l + \tan^2 \frac{1}{2} \psi)} \]

Finally, using these definitions, the time of flight equation becomes

\[ \nu^2 - \nu^2 = \frac{1}{4m} \left( \frac{\psi - \sin \psi}{\tan^3 \frac{1}{2} \psi} \right) \]

At this point, the quantity \( z \) is defined as \( z = \tan^2 \frac{1}{2} \psi \). In terms of \( z \), the two equations which are analogous to the two equation of Gauss are

\[ \nu^2 = \frac{m}{(1 + z)(l + z)} \]

and

\[ \nu^3 - \nu^2 = \frac{1}{4m} \left( \frac{\psi - \sin \psi}{\tan^3 \frac{1}{2} \psi} \right) \]
The quantity \((\psi - \sin \psi)/\tan^3 \frac{1}{2} \psi\) can be shown to be a hypergeometric function of \(z\).

\[
\frac{\psi - \sin \psi}{\tan^3 \frac{1}{2} \psi} = \frac{4}{3} F(\frac{3}{2}, 2; \frac{5}{2}; -z)
\]

or, from the properties of hypergeometric functions\(^{13}\)

\[
\frac{\psi - \sin \psi}{\tan^3 \frac{1}{2} \psi} = -4 \frac{d}{dz} F(\frac{1}{2}, 1; \frac{3}{2}; -z)
\] (40)

where

\[
F(\frac{3}{2}, 1; \frac{5}{2}; -z) = \frac{\tan^{-1} \sqrt{z}}{\sqrt{z}} = \frac{1}{1 + \frac{z}{3 + \frac{4z}{9z + \frac{16z}{9 + \ldots}}}}
\] (47)

3.3 Introduction of a Free Parameter

The new method now takes a different path from that originally followed by Gauss. A great advantage of the simple form of Kepler’s equation, first noted by Gauss, is that a free parameter can be introduced. While Gauss used this property in his solution of Kepler’s equation only, it can be exploited for Lambert’s problem under the present orbital transformation. With the introduction of the free parameter \(\beta\), Kepler’s equation becomes

\[
\frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = (1 + \beta (1 - e_0)) P + (1 - e_0) Q
\] (48)

where

\[
P = \psi - \sin \psi \quad \text{and} \quad Q = \sin \psi - \beta P.
\] (49)

From equation (48) and basic trigonometric identities, \(P\) and \(Q\) are written as

\[
P = -4 \tan^3 \frac{1}{2} \psi \frac{dF}{dz} \quad \text{and} \quad Q = 2 \tan \frac{1}{2} \psi \left( \frac{1}{1 + z} + 2\beta z \frac{dF}{dz} \right)
\]

where \(F = F(\frac{1}{2}, 1; \frac{3}{2}; -z)\). But \(1 - e_0 = 2z/(1 + z)\) from equation (40), so that

\[
(1 - e_0) Q = \frac{4 \tan^3 \frac{1}{2} \psi}{(1 + z)(1 + z)} \left( 1 + 2\beta z(1 + z) \frac{dF}{dz} \right).
\]

The parameter \(h_1\) is defined as

\[
h_1 = 2\beta z(1 + z) \frac{dF}{dz}.
\] (50)
Hence,

\[(1 - e_0)Q = \frac{4 \tan^3 \frac{1}{2} \psi}{(1 + z)(1 + z)}(1 + h_1) = \frac{4y^2}{m} \tan^3 \frac{1}{2} \psi (1 + h_1) \tag{51}\]

and

\[(1 + \beta (1 - e_0))P = -4 \tan^3 \frac{1}{2} \psi \left( \frac{dF}{dz} + \frac{h_1}{(1 + z)(1 + z)} \right) \tag{52}\]

Substituting these two terms into Kepler's equation gives

\[\frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = 4 \tan^3 \frac{1}{2} \psi \left( \frac{y^2}{m} (1 + h_1) - \frac{dF}{dz} - \frac{h_1}{(1 + z)(1 + z)} \right).\]

Using \( a = (r_{ep}(1 + z)(1 + z))/2x \), equation (42), and the definitions of \( y \) and \( m \),

\[\frac{1}{2} \sqrt{\frac{\mu}{a^3}} (t_2 - t_1) = \frac{\sqrt{a(t_2 - t_1)}}{2 \left( \frac{2x}{r_{ep}(1 + z)(1 + z)} \right)^{\frac{3}{2}}} = \frac{4y^3}{m} \tan^3 \frac{1}{2} \psi.\]

With this final substitution, Kepler's equation becomes the cubic

\[\frac{y^3}{m} = \frac{y^2}{m} (1 + h_1) - \frac{dF}{dz} - \frac{h_1}{(1 + z)(1 + z)} \quad \text{or} \quad y^3 - (1 + h_1) y^2 + m \left( \frac{dF}{dz} + \frac{h_1}{(1 + z)(1 + z)} \right) = 0. \tag{53}\]

Note that if the free parameter \( \beta = 0 \), \( h_1 = 0 \) and equation (53) reduces to the previous cubic equation (45). To further simplify the notation, define

\[h_2 = -m \left( \frac{dF}{dz} + \frac{h_1}{(1 + z)(1 + z)} \right) \tag{54}\]

so that the cubic equation is written as

\[y^3 - (1 + h_1) y^2 - h_2 = 0. \tag{55}\]

### 3.4 Choosing the Free Parameter

The two equations analogous to those of Gauss expressed in terms of the free parameter are

\[y^2 = \frac{m}{(1 + z)(1 + z)} \quad \text{and} \quad y^3 - (1 + h_1) y^2 - h_2 = 0\]

where the definitions of \( h_1 \) and \( h_2 \) contain the free parameter \( \beta \). It is desired to choose \( \beta \) so that a successive substitution iteration will converge as rapidly as possible. To this end, \( \beta \) is chosen so that the first derivative, \( dy/dz \), of the cubic equation is zero at the solution point. (A detailed motivation for this choice will be presented in a later section.) Differentiating equation (53) yields

\[y(3y - 2(1 + h_1)) \frac{dy}{dz} - y^2 \frac{dh_1}{dz} + m \frac{d^2 F}{dz^2} + \frac{m}{(1 + z)(1 + z)} \frac{dh_1}{dz} + mh_1 \frac{d}{dz} \left( \frac{1}{(1 + z)(1 + z)} \right) = 0.\]
The second and fourth terms are eliminated since equation (44) holds at the solution point. Setting \( dy/dx = 0 \) gives

\[
\frac{d^2 F}{dx^2} + h_1 \frac{d}{dx} \left( \frac{1}{(1 + x)^{l + 1}} \right) = 0
\]

as the equation determining \( h_1 \) and hence \( \beta \). Performing the differentiation in the second term,

\[
\frac{d^2 F}{dx^2} - \frac{h_1(1 + 2x + l)}{(1 + x)^2(l + x)^2} = 0
\]

or

\[
(1 + x)^2 \frac{d^2 F}{dx^2} - \frac{h_1(1 + 2x + l)}{(l + x)^2} = 0
\] (56)

To find the derivatives of \( F \), first note that \( F \) satisfies Gauss' differential equation for hypergeometric functions:

\[
2x(1 + x) \frac{d^2 F}{dx^2} + (3 + 5x) \frac{dF}{dx} + F = 0.
\] (57)

Replacing the second derivative of \( F \) in equation (56) using equation (57) gives

\[
(1 + x) \left( (3 + 5x) \frac{dF}{dx} + F \right) + \frac{2x(1 + 2x + l)}{(l + x)^2} h_1 = 0.
\] (58)

To evaluate the first derivative of \( F \), two other properties of hypergeometric functions are employed.\(^{14}\)

First,

\[
\frac{dF}{dx} = \frac{1}{2x} \left( F(1, \frac{3}{2}; \frac{3}{2}; -x) - F \right).
\]

Next,

\[
F(1, \gamma; \gamma; -x) = \frac{1}{1 + x} \quad \text{for any } \gamma
\]

so that the first derivative of \( F \) is

\[
\frac{dF}{dx} = \frac{1}{2x} \left( \frac{1}{1 + x} - F \right).
\] (59)

Define the functions \( G \) and \( \xi \) using the continued fraction for \( F \), equation (47),

\[
F = \frac{1}{1 + zG} \quad \text{and} \quad G = \frac{1}{3 + 4z\xi}.
\] (60)

Hence,

\[
G = \frac{1}{3 + \frac{4z}{5 + \frac{9z}{10z}}} = \frac{1}{3 + \frac{4z}{5 + \frac{9z}{10z}}}
\]

and

\[
\xi = \frac{1}{z + \frac{9z}{10z}} = \frac{1}{1 + \frac{\frac{1}{z} \frac{9z}{10z}}{1 + \frac{\frac{1}{z} \frac{9z}{10z}}{1 + \cdots}}}
\]

for \(-1 \leq z < \infty\) (61)
Substituting for $F$ in terms of $G$ in equation (59) yields
\[
\frac{dF}{dz} = \frac{1}{2z} \left( \frac{1}{1 + z} - \frac{1}{1 + zG} \right) = -\frac{1}{2} \frac{(1 - G)F}{1 + z}.
\]
But
\[
1 - G = 1 - \frac{1}{3 + 4\xi} = 2(1 + 2z\xi)G
\]
and
\[
FG = \left( \frac{1}{1 + zG} \right) \left( \frac{1}{3 + 4z\xi} \right) = \frac{1}{\left( 1 + \frac{z}{3 + 4z\xi} \right)(3 + 4z\xi)} = \frac{1}{3 + z(1 + 4\xi)}
\]
so that
\[
\frac{dF}{dz} = -\frac{(1 + 2z\xi)FG}{1 + z} = \frac{-(1 + 2z\xi)}{(1 + z)(3 + z(1 + 4\xi))}.
\]
(62)
The first term of equation (58) can be written as
\[
(1 + z) \left( 3 + 5z \right) \frac{dF}{dz} + F = (1 + z) \left( F - \frac{(3 + 5z)(1 + 2z\xi)FG}{1 + z} \right)
\]
using equation (62) for $dF/dz$. Simplifying,
\[
(1 + z) \left( 3 + 5z \right) \frac{dF}{dz} + F = FG((1 + z)(3 + 4z\xi) - (1 + 2z\xi)(3 + 5z))
\]
\[
= -2zFG(1 + \xi + 3z\xi)
\]
\[
= -\frac{2z(1 + \xi(1 + 3z))}{(3 + z(1 + 4\xi))}
\]
Now the determining equation for $h_1$ becomes
\[
\frac{-2z(1 + \xi(1 + 3z))}{(3 + z(1 + 4\xi))} + \frac{2z(1 + 2z + \ell)h_1}{(1 + z)^2} = 0.
\]
Hence
\[
h_1 = \frac{(1 + z)^2(1 + \xi(1 + 3z))}{(1 + 2z + \ell)(3 + z(1 + 4\xi))}.
\]
(63)
This equation implicitly contains a choice of the free parameter $\beta$. An explicit expression for $\beta$ can be obtained by substituting for $dF/dz$ from equation (62) in equation (50) for $h_1$ and setting the result equal to that of equation (63) above. This step is not necessary since the quantity of interest here is the cubic coefficient $h_1$. Finally, $h_2$ is found from equation (62) for $dF/dz$ and the above equation for $h_1$.
\[
h_2 = \frac{m}{1 + z} \left( \frac{1 + 2z\xi}{3 + z(1 + 4\xi)} - \frac{(1 + z)(1 + \xi(1 + 3z))}{(1 + 2z + \ell)(3 + z(1 + 4\xi))} \right)
\]
or, simply
\[
h_2 = \frac{m(1 + (z - \ell)\xi)}{(1 + 2z + \ell)(3 + z(1 + 4\xi))}.
\]
(64)
The derivation can be extended to include parabolic and hyperbolic orbits by using

\[ z = \begin{cases} 
-\tanh^2 \frac{1}{4}(E_2 - H_1) & -1 < x < 0 \\
0 & \text{parabola} \\
\tan^2 \frac{1}{4}(E_2 - E_1) & 0 < x < \infty 
\end{cases} \]

Note that for parabolic motion,

\[ m = l(1 + \frac{1}{4}s)^2. \]  (65)

The new \( l \) and \( m \) are similar to those defined by Gauss in that they are functions of the given geometry and flight time for a particular problem. To express \( l \) and \( m \) in terms of \( \lambda \) and \( T \), recall that \( \sqrt{r_1r_2}\cos \frac{1}{2} \theta \) is a transformation invariant. Isolate \( \cos f \) using equation (35) so that

\[ \cos f = \frac{\sqrt{r_1r_2}\cos \frac{1}{2} \theta}{\frac{1}{2}(r_1 + r_2)} = \frac{2\lambda s}{2s - c}. \]

Using trigonometric identities to relate \( \cos f \) to \( \tan^2 \frac{1}{2} f \) gives

\[ \cos f = \frac{1 - \tan^2 \frac{1}{2} f}{1 + \tan^2 \frac{1}{2} f} = \frac{1 - l}{1 + l} = \frac{2\lambda s}{2s - c}. \]

Rearranging to isolate \( l \),

\[ l = \frac{s - c + s(1 - 2\lambda)}{s - c + s(1 + 2\lambda)} = \frac{\lambda^2 + 1 - 2\lambda}{\lambda^2 + 1 + 2\lambda} = \left(\frac{1 - \lambda}{1 + \lambda}\right)^2. \]  (66)

To express \( m \) is terms of \( \lambda \) and \( T \), rewrite equation (37) for \( r_{op} \) in terms of \( \lambda \) and \( s \).

\[ r_{op} = \frac{1}{2}(2s - c + 2\lambda s) = \frac{1}{4}s(1 + \lambda)^2. \]

Using the above equation for \( r_{op} \) in the defining equation of \( m \) yields

\[ m = \frac{\mu(t_2 - t_2)^2}{8\left(\frac{1}{4}\right)^3 s^3(1 + \lambda)^6} = \frac{8\mu(t_2 - t_1)^2}{s^3(1 + \lambda)^6} = \frac{T^2}{(1 + \lambda)^6}. \]  (67)

3.5 The New Iteration Process

A new iteration process can be formulated based on equations (44) and (55). First an initial value is chosen for \( x \). Then the continued fraction, equation (61), is used to obtain \( \xi \) and the two coefficients of the cubic, \( h_1 \) and \( h_2 \), are computed from equations (83) and (64) using \( \xi \). Next, the cubic equation (55) is solved for \( y \) and a new value of \( x \) is obtained from equation (44). While Gauss' defining equation for \( y \) contained a linear term in \( x \), equation (44) is quadratic in the new \( x \). There are two
values of $x$ corresponding to a value of $y^2$. Specifically,

$$\frac{1}{2} \left(-1 + i \pm \sqrt{(1 - l)^2 + \frac{4m}{y^2}}\right).$$

The choice of sign in the above relation becomes apparent when it is recalled that the range of $x$ is $-1 \leq x < \infty$. Therefore, the $+$ sign is chosen and the new value of $x$ computed from

$$x = \frac{1}{2} \left(\sqrt{(1 - l)^2 + \frac{4m}{y^2}} - 1 + l\right)$$

The iteration continues as outlined above until the values of $x$ and $y$ converge within some specified tolerance. Figure 6 shows plots of $T$ versus $x$ for the new method.

It now remains to find expressions for the orbital elements in terms of the new $m$, $x$, and $y$. A simple relation for the semi-major axis $a$ is obtained from equation (42), $a = r_x(1 + x)(1 + z)/2z$. Recalling that $(1 + z)(1 + x) = m/y^2$ and $r_x = \frac{1}{4}s(1 + \lambda)^2$, this becomes

$$a = \frac{r_x m}{2xy^2} = \frac{ma(1 + \lambda)^2}{8xy^2}.$$  \hspace{1cm} (68)

The expression for the parameter $p$ is developed using two results from the derivation of Gauss' method, namely $\sqrt{r_1 r_2} \sin \frac{1}{2} \theta = a \sqrt{1 - e^2} \sin \psi$ from which

$$p = \frac{r_1 r_2 \sin^2 \frac{1}{2} \theta}{a \sin^2 \psi}.$$ 

Using basic trigonometric identities, replace $\sin^2 \psi$ with $4z/(1 + x)^2$, where $z = \tan^2 \frac{1}{2} \psi$, to obtain

$$p = \frac{r_1 r_2 (1 + x)^2 \sin^2 \frac{1}{2} \theta}{4az}.$$ 

Substituting from the previously derived equation for $a$ gives

$$p = \frac{2r_1 r_2 y^2 (1 + x)^2 \sin^2 \frac{1}{2} \theta}{ms(1 + \lambda)^2}. \hspace{1cm} (69)$$

It is important to note that equations (68) and (69) are expressions for the semi-major axis and the parameter of the original orbit. The distinction need not be made for $a$ since it is a transformation invariant. However, the parameters of the original orbit and the transformed orbit are not the same.

An expression for the initial velocity vector $v_1$ can be found using the equation for $p$. From the previous chapter, the initial velocity vector can be written as

$$v_1 = \frac{r_2 - Fr_1}{G}.$$  \hspace{1cm} (27)
Figure 6. Time of Flight as a Function of x Using the New Method
where

\[ F = 1 - \frac{2r_2}{p} \sin^2 \frac{1}{2} \theta \quad \text{and} \quad G = \frac{r_1 r_2 \sin \delta}{\sqrt{\mu p}}. \]

Substituting from equation (69) for \( p \) in the equations for \( F \) and \( G \) gives

\[ G = \sqrt{\frac{2m^2 \mu}{y(1 + z)}} (1 + \lambda) \quad \text{and} \quad F = 1 - \frac{m \delta (1 + \lambda)^2}{r_1 \delta^2 (1 + z)^2}. \]

The equation for \( G \) is simplified by substituting from equation (67) for \( m \)

\[ G = \frac{4(t_2 - t_1)}{y(1 + z)(1 + \lambda)^2}. \]

Putting the new relations for \( F \) and \( G \) into equation (27) for \( v_1 \) yields

\[
\begin{align*}
\nu_1 &= \frac{y(1 + z)(1 + \lambda)^2}{4(t_2 - t_1)} \left( r_2 - \left( 1 - \frac{m \delta (1 + \lambda)^2}{r_1 \delta^2 (1 + z)^2} \right) r_1 \right) \\
&= \frac{(1 + \lambda)^2}{4(t_2 - t_1)} \left( y(1 + z)(r_2 - r_1) + \frac{m \delta (1 + \lambda)^2 \delta}{r_1 \delta^2 (1 + z) r_1} \right) \quad (70)
\end{align*}
\]
Chapter 4

Details of the New Iteration

The two parts of the iteration procedure using either Gauss' method or the new method which require the greatest amount of computation are the evaluation of the continued fraction for \( \xi \) and the solution of the cubic equation. Various techniques for accomplishing these tasks in the new method are presented in this chapter. First, a brief description of a "top-down" method for evaluating continued fractions is given. Next, a method of improving the convergence of the continued fraction for large values of \( x \) is developed. Finally, three methods for solving the cubic equation are discussed.

4.1 Evaluating the Continued Fraction

The method of evaluating the continued fraction presented below is based on a formulas attributed to Euler which converts the fraction into an equivalent series. Consider the continued fraction

\[
c = \frac{a_1}{b_1 - \frac{a_2}{b_2 - \frac{a_3}{b_3 - \frac{a_4}{b_4 - \ldots}}}}
\]

(71)

A recursive algorithm for evaluating \( c \) to any desired precision is described by the equations

\[
\delta_n = \frac{1}{1 - \frac{a_n}{b_n} \delta_{n-1}}
\]

(72)

\[
u_n = u_{n-1} (\delta_n - 1) \quad \text{for } n = 2, 3, 4, \ldots
\]

\[
\frac{p_n}{q_n} = \sum_{i=1}^{n} u_i
\]

where \( \delta_1 = 1 \) and \( u_1 = a_1/b_1 \). The iteration is continued until that value of \( n \) is reached for which \( u_n \) is within some specified tolerance at which point \( c \approx p_n/q_n \). This is called a "top-down" method since each step \( n \) of the iteration reaches down one level further in the continued fraction for the values of \( a_n \) and \( b_n \).

The iteration can be further simplified if a formula for generating \( a_n \) and \( b_n \) from the previous values \( a_{n-1} \) and \( b_{n-1} \) can be found. Consider the expression for \( \xi(x) \) repeated below

\[
\xi = \frac{\frac{1}{x}}{1 + \frac{\frac{1}{x}}{1 + \frac{\frac{1}{x}}{1 + \ldots}}}
\]

(61)
Clearly, \( b_n = 1 \) for all \( n \). Let \( a_n = a_{Nn}/a_{Dn} \) for \( n = 2, 3, 4, \ldots \). The sequence \( a_{Nn} = 9, 16, 25, \ldots \) is generated by

\[
a_{Nn} = a_{N(n-1)} + (2n + 1)
\]

(73)

while the sequence \( a_{Dn} = 35, 63, 99, \ldots \) is generated by

\[
a_{Dn} = a_{D(n-1)} + 4(2n + 1)
\]

(74)

with \( a_{N1} = 4 \) and \( a_{D1} = 15 \). To evaluate \( \xi \) using equations (72), use

\[
\begin{align*}
\mu_1 &= \frac{a_1}{b_1} = \frac{1}{5} \\
b_n &= 1 \\
a_n &= \left( \frac{a_{N(n-1)} + (2n + 1)}{a_{D(n-1)} + 4(2n + 1)} \right)^x
\end{align*}
\]

for \( n = 2, 3, 4, \ldots \)

4.2 Improving the Convergence of the Continued Fraction

The range of convergence for the continued fraction representing \( \xi \) is \(-1 \leq x < \infty \). The efficiency of the iteration method used to evaluate \( \xi \) is measured by the number of continued fraction levels required and is greatly dependent on the value of \( x \) being considered. The iteration converges most rapidly for small values of \( x \), near \( x = 1 \). The number of levels required in the evaluation increases as \( x \) gets larger. The convergence properties can be improved for large \( x \) by relating the original \( \xi(x) \) to \( \xi(\eta) \) where

\[
\eta = \frac{\sqrt{1 + x} - 1}{\sqrt{1 + x} + 1}
\]

(75)

Note that \( \eta \) approaches +1 as \( x \) approaches \( \infty \).

Recall that \( F(\frac{1}{2}, 1; \frac{3}{2}; -x) = (\tan^{-1} \sqrt{x})/\sqrt{x} \) from which

\[
\frac{1}{\tan \frac{1}{2} \psi} = F(\frac{1}{2}, 1; \frac{3}{2}; -\tan^2 \frac{1}{2} \psi) \quad \text{and} \quad \frac{1}{\tan \frac{1}{4} \psi} = F(\frac{1}{2}, 1; \frac{5}{2}; -\tan^2 \frac{1}{4} \psi)
\]

Isolating \( \psi \) gives

\[
\psi = 2 \tan \frac{1}{2} \psi F(\frac{1}{2}, 1; \frac{3}{2}; -\tan^2 \frac{1}{2} \psi) = 4 \tan \frac{1}{4} \psi F(\frac{1}{2}, 1; \frac{5}{2}; -\tan^2 \frac{1}{4} \psi).
\]

Therefore

\[
F(\frac{1}{2}, 1; \frac{3}{2}; -\tan^2 \frac{1}{2} \psi) = \frac{2 \tan \frac{1}{2} \psi}{\tan \frac{1}{2} \psi} F(\frac{1}{2}, 1; \frac{5}{2}; -\tan^2 \frac{1}{4} \psi)
\]

(76)

From trigonometric identities,

\[
\frac{\tan \frac{1}{2} \psi}{\tan \frac{1}{2} \psi} = \frac{1}{\sec \frac{1}{2} \psi + 1} \quad \text{and} \quad \tan^2 \frac{1}{4} \psi = \frac{\sec \frac{1}{4} \psi - 1}{\sec \frac{1}{4} \psi + 1}
\]
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or in terms of \( z = \tan^2 \frac{1}{4} \psi \),
\[
\frac{\tan \frac{1}{4} \psi}{\tan \frac{1}{4} \psi} = \frac{1}{\sqrt{1 + z} + 1} \quad \text{and} \quad \tan^2 \frac{1}{4} \psi = \frac{\sqrt{1 + z} - 1}{\sqrt{1 + z} + 1} = \eta.
\]

Denoting \( F(x) = F(\frac{1}{4}, 1; \frac{1}{2}; -\tan^2 \frac{1}{4} \psi) \) and \( F(\eta) = F(\frac{1}{4}, 1; \frac{1}{2}; -\tan^2 \frac{1}{4} \psi) \), equation (76) becomes
\[
F(x) = \frac{2}{\sqrt{1 + z} + 1} F(\eta). \tag{77}
\]

Since \( G(z) \) is defined by \( F(x) = 1/(1 + z G(z)) \), equation (77) can be written as
\[
\frac{1}{1 + z G(z)} = \frac{2}{\sqrt{1 + z} + 1} \left( \frac{1}{1 + \eta G(\eta)} \right). 
\]

Rearranging,
\[2(1 + z G(z)) = (\sqrt{1 + z} + 1)(1 + \eta G(\eta)).\]

Isolating \( G(z) \) in the above equation and using \((\sqrt{1 + z} - 1)(\sqrt{1 + z} + 1) = z\) yields
\[
G(z) = \frac{1}{2(\sqrt{1 + z} + 1)} (1 + G(\eta)). \tag{78}
\]

But \( \xi(z) \) is defined by \( G(z) = 1/(3 + 4 \xi(z)) \), so that
\[
\frac{1}{3 + 4 \xi(z)} = \frac{1}{2(\sqrt{1 + z} + 1)} \left( 1 + \frac{1}{3 + 4 \eta \xi(\eta)} \right)
= \frac{2}{\sqrt{1 + z} + 1} \left( \frac{1 + \eta \xi(\eta)}{3 + 4 \eta \xi(\eta)} \right)
\]

Rearranging gives
\[5 + 8 \xi(z) = (\sqrt{1 + z} + 1) \left( 3 + \frac{\eta \xi(\eta)}{1 + \eta \xi(\eta)} \right).\]

Finally, isolating \( \xi(z) \) yields
\[
\xi(z) = \frac{1}{8(\sqrt{1 + z} + 1)} \left( 3 + \frac{\xi(\eta)}{1 + \eta \xi(\eta)} \right). \tag{79}
\]

To evaluate \( \xi(z) \), first compute \( \eta \) from equation (75) and obtain \( \xi(\eta) \) using the continued fraction (81). Then equation (79) gives \( \xi(z) \) from \( z, \eta, \) and \( \xi(\eta) \).

Table 1 is a comparison of the average number of continued fraction levels required to compute \( \xi(z) \) to eight significant digits directly versus using the intermediate result \( \xi(\eta) \) for various values of \( \lambda \) and \( T \). A substantial improvement in convergence is seen throughout the entire table when the continued fraction is evaluated using \( \eta \). The direct method of computing \( \xi \) always requires a greater number of levels, sometimes exceeding 150, to obtain \( \xi \) to the desired accuracy. The right half of
Table 1. Number of continued fraction levels needed to compute $\xi$ to eight significant digits directly vs. using $\xi(n)$ ($\xi(2n+1)$, $\xi(n)$).

<table>
<thead>
<tr>
<th>$T$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda=0.9$</td>
<td>1.35</td>
<td>1.27</td>
<td>1.24</td>
<td>1.22</td>
<td>1.21</td>
<td>1.20</td>
<td>1.19</td>
<td>1.19</td>
<td>1.19</td>
<td>1.20</td>
<td>1.21</td>
<td>1.22</td>
<td>1.23</td>
<td>1.24</td>
<td>1.25</td>
<td>1.26</td>
<td>1.27</td>
<td>1.28</td>
<td>1.29</td>
</tr>
<tr>
<td>$-0.8$</td>
<td>1.02</td>
<td>1.03</td>
<td>1.04</td>
<td>1.05</td>
<td>1.06</td>
<td>1.07</td>
<td>1.08</td>
<td>1.09</td>
<td>1.10</td>
<td>1.11</td>
<td>1.12</td>
<td>1.13</td>
<td>1.14</td>
<td>1.15</td>
<td>1.16</td>
<td>1.17</td>
<td>1.18</td>
<td>1.19</td>
<td>1.20</td>
</tr>
<tr>
<td>$-0.7$</td>
<td>0.88</td>
<td>0.90</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>1.01</td>
<td>1.02</td>
<td>1.03</td>
<td>1.04</td>
<td>1.05</td>
<td>1.06</td>
<td>1.07</td>
</tr>
<tr>
<td>$-0.6$</td>
<td>0.75</td>
<td>0.77</td>
<td>0.78</td>
<td>0.79</td>
<td>0.80</td>
<td>0.81</td>
<td>0.82</td>
<td>0.83</td>
<td>0.84</td>
<td>0.85</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
<td>0.89</td>
<td>0.90</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>0.64</td>
<td>0.66</td>
<td>0.67</td>
<td>0.68</td>
<td>0.69</td>
<td>0.70</td>
<td>0.71</td>
<td>0.72</td>
<td>0.73</td>
<td>0.74</td>
<td>0.75</td>
<td>0.76</td>
<td>0.77</td>
<td>0.78</td>
<td>0.79</td>
<td>0.80</td>
<td>0.81</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>$-0.4$</td>
<td>0.54</td>
<td>0.55</td>
<td>0.56</td>
<td>0.57</td>
<td>0.58</td>
<td>0.59</td>
<td>0.60</td>
<td>0.61</td>
<td>0.62</td>
<td>0.63</td>
<td>0.64</td>
<td>0.65</td>
<td>0.66</td>
<td>0.67</td>
<td>0.68</td>
<td>0.69</td>
<td>0.70</td>
<td>0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>$-0.3$</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td>0.52</td>
<td>0.53</td>
<td>0.54</td>
<td>0.55</td>
<td>0.56</td>
<td>0.57</td>
<td>0.58</td>
<td>0.59</td>
<td>0.60</td>
<td>0.61</td>
<td>0.62</td>
<td>0.63</td>
</tr>
<tr>
<td>$-0.2$</td>
<td>0.36</td>
<td>0.37</td>
<td>0.38</td>
<td>0.39</td>
<td>0.40</td>
<td>0.41</td>
<td>0.42</td>
<td>0.43</td>
<td>0.44</td>
<td>0.45</td>
<td>0.46</td>
<td>0.47</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.51</td>
<td>0.52</td>
<td>0.53</td>
<td>0.54</td>
</tr>
<tr>
<td>$-0.1$</td>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.34</td>
<td>0.35</td>
<td>0.36</td>
<td>0.37</td>
<td>0.38</td>
<td>0.39</td>
<td>0.40</td>
<td>0.41</td>
<td>0.42</td>
<td>0.43</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>0.0</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.25</td>
<td>0.26</td>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.34</td>
<td>0.35</td>
<td>0.36</td>
<td>0.37</td>
</tr>
<tr>
<td>0.1</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.25</td>
<td>0.26</td>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
</tr>
<tr>
<td>0.2</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.25</td>
<td>0.26</td>
<td>0.27</td>
</tr>
<tr>
<td>0.3</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.25</td>
</tr>
<tr>
<td>0.4</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>0.5</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>0.6</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>0.7</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>0.8</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>0.9</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
</tr>
</tbody>
</table>

*Over 150 levels required to compute $\xi(2n+1)$. Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.*
the table, where $T$ is between 1 and 20, represents larger values of $x$. Computing $\xi$ using $\eta$ requires 10 or fewer levels in this region while computing $\xi(x)$ directly often requires over 20. Both methods take a larger number of levels to converge in the upper left corner of the table since $x$ and $\eta$ are both approaching $-1$, the lower limit of convergence of the continued fraction. Although some extra manipulations are necessary to obtain $\xi(x)$ from $\xi(\eta)$, this method is significantly more efficient due to the computational saving in evaluating the continued fraction.

### 4.3 Solving the Cubic Equation

The cubic equation which must be solved for $y$ using the new method is

$$y^3 - (1 + h_1)y^2 - h_2 = 0. \quad (58)$$

This can be interpreted graphically using the transformation $y = (1 + h_1)w$. Substituting this expression for $y$, the cubic equation becomes

$$w^3 - w^2 = w^2(w - 1) = \frac{h_2}{(1 + h_1)^3}.$$  

A plot of $w$ versus $h_2/(1 + h_1)^3$ is shown in Fig. 7. Compare this graph to Fig. 3 which shows a similar plot of the cubic in Gauss’ method. There are multiple real roots for $w$, and hence $y$, only in the small region $-\frac{3}{2} < h_2/(1 + h_1)^3 < 0$. For most problems of practical interest, the quantity $h_2/(1 + h_1)^3$ is positive and there is only one real root for $w$. This corresponds to a value of $y > 1 + h_1$. If there are three real roots of the cubic, the value of $y$ is chosen so that $w$ lies along the upper branch of the curve, $w > \frac{3}{2}$. This choice represents the maximum of the three roots for $y$. Note that there is no need to distinguish cases of transfer angle less than or greater than 180 degrees. In all cases, the desired root lies along the upper branch of the cubic. The point $w = 1$ where the curve intersects the $w$-axis represents the case of a parabolic orbit with $\lambda = 0$.

#### Analytic Solution of the Cubic Equation

The cubic equation can be solved analytically using the transformation

$$y = \frac{(1 + h_1) - 2|1 + h_1|x}{3} \quad (80)$$

After some algebraic manipulations the cubic becomes

$$4x^3 - 3x = b \quad (81)$$
Figure 7. Cubic Equation of New Method

\[ w^2(w - 1) = \frac{h_2}{(1 + h_1)^3} \]

\[ w = \frac{v}{1 + h_1} \]
where
\[ b = \frac{-\left(27b_2 + 2(1 + h_1)^3\right)}{2|1 + h_1|^3}. \] (82)

First, consider cases where \( b \) is non-negative. When \( b \geq 1 \), a form of Cardan's solution for cubic equations is applied. The single real root for \( x \) is found from
\[ x = \frac{1}{2}(u + \frac{1}{u}) \quad \text{where} \quad u = \left(b + \sqrt{b^2 - 1}\right)^{\frac{1}{3}}. \]

When \( 0 \leq b < 1 \), there are three real roots for \( x \). If the single positive root is denoted \( x_1 = \cos \gamma \), then
\[ 4x_1^3 - 3x_1 = 4\cos^3 \gamma - 3\cos \gamma = b. \]

From trigonometry \( \cos^3 \gamma - 3\cos \gamma = \cos 3\gamma \), so that \( \gamma = \frac{1}{3} \cos^{-1} b \). The two negative roots for \( x \) are found from \( x_2 = -\cos\left(\frac{\pi}{3} + \gamma\right) \) and \( x_3 = -\cos\left(\frac{\pi}{3} - \gamma\right) \). Cases of negative \( b \) are handled similarly by setting \( x = -Z \). The cubic equation (81) then becomes
\[ 4Z^3 - Z = -b. \]

Thus for \( -b \geq 1 \), or \( b \leq 1 \), the sole real root is \( Z = \frac{1}{2}(u + \frac{1}{u}) \) where \( u = \left(-b + \sqrt{-b^2 - 1}\right)^{\frac{1}{3}}. \)

For \( 0 < -b < 1 \), or \( -1 < b < 0 \), the three real roots are \( Z_1 = \cos \gamma, Z_2 = -\cos\left(\frac{\pi}{3} + \gamma\right), \) and \( Z_3 = -\cos\left(\frac{\pi}{3} - \gamma\right) \) where \( \gamma = \frac{1}{3} \cos^{-1}(-b) \). Once all the real roots for \( x \) are obtained, the corresponding values of \( y \) are computed from equation (80). If there are multiple real roots, the maximum value is chosen for \( y \).

Another analytic solution of the cubic is possible if \( h_2/(1 + h_1)^3 \) is positive. There is only one real root for \( y \) in this case. Substitute the following transformation equation
\[ y = \sqrt[3]{\frac{3h_2}{1 + h_1}} \frac{1}{z} \] (83)

into the cubic equation to obtain
\[ \left(\frac{3h_2}{1 + h_1}\right)^{\frac{1}{3}} \frac{1}{z^3} - \frac{h_2}{z^2} = h_2. \]

Multiplying by \( \left((1 + h_1)/3h_2\right)^{\frac{1}{3}} \) gives
\[ \frac{3}{z^3}\left[1 - z\sqrt{\frac{(1 + h_1)^3}{3h_2}}\right] = \sqrt{\frac{(1 + h_1)^3}{3h_2}}. \]

Rewriting as a cubic equation in \( z \) yields
\[ \frac{1}{3}z^3 + z = \sqrt{\frac{3h_2}{(1 + h_1)^3}} \] (84)
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Cardan's solution can be applied directly to this cubic equation. If \( b \) is defined as

\[
b = \frac{3}{2} \sqrt[3]{\frac{3h_2}{(1 + h_1)^3}} = \sqrt[3]{\frac{27h_2}{4(1 + h_1)^3}}
\]

then

\[
x = (\sqrt[3]{b^3 + 1} + b)^\frac{1}{3} - (\sqrt[3]{b^3 + 1} - \frac{1}{\sqrt[3]{b^3 + 1}})^{\frac{1}{3}}
\]

An improved algebraic expression for \( x \) is obtained using \( a = (\sqrt[3]{b^3 + 1} + b)^\frac{1}{3} \) from which

\[
x = \frac{2ab}{1 + a + a^2}
\]

It can be seen from the defining equations for \( x \) and \( b \) that the solution of the cubic obtained from this method lies along the upper branch of the curve in Fig. 7. The final value of \( y \) is found from equation (83) after \( x \) is computed using equation (86) or (87). This method can be employed in most problems of practical interest; the restriction on \( h_2/(1 + h_1)^3 \) excludes only cases of large transfer angle, \( \theta \) approaching \( 2\pi \), and small flight times.

Newton-Raphson Iteration

An algebraically simpler procedure for solving the cubic is the well-known Newton-Raphson iteration method. An initial guess for \( y, y_0 \), is chosen. Successive values of \( y \) are generated from

\[
y_{n+1} = y_n - \frac{y_n^2 - (1 + h_1)y_n^2 - h_2}{3y_n^2 - 2(1 + h_1)y_n}.
\]

The numerator of the second term on the right is the value of the cubic at \( y_n \) while the denominator is the first derivative of the cubic with respect to \( y \) at \( y_n \). The iteration is complete when \( y_n - y_{n-1} \) is within some specified tolerance. This iteration for \( y \) must be performed during each step of the overall iteration for \( z \). On the first iteration for \( z \), the choice of \( y_0 \) depends on the values of the coefficients \( h_1 \) and \( h_2 \). Referring to Fig. 7, a value of \( y_0 = \frac{3}{2}(1 + h_1) \) is chosen if \( h_2/(1 + h_1)^3 \geq -\frac{4}{7} \)

while \( y_0 = 0 \) is selected when \( h_2/(1 + h_1)^3 < -\frac{4}{7} \). On each subsequent iteration for \( z \), the initial value \( y_0 \) depends on the value of \( y \) from the previous iteration. If the last value of \( y \) is negative and the the new values of \( h_1 \) and \( h_2 \) are such that \( h_2/(1 + h_1)^3 > -\frac{4}{7} \), then \( y_0 \) is again chosen to be \( \frac{3}{2}(1 + h_1) \). This is done to avoid using the Newton-Raphson technique in the region where the derivative of the cubic changes value rapidly. The new \( y_0 \) is set equal to the previous value of \( y \) if that value is positive. This greatly reduces the number of iterations required to obtain \( y \).
Solution using a Continued Fraction

A third method of solving the cubic equation can be developed which employs a continued fraction. First, consider the transformation

\[ y = \frac{2}{3}(1 + h_1) \left( \frac{b}{x} + 1 \right) \]  

where

\[ b = \sqrt{\frac{27h_2}{4(1 + h_1)^3}} + 1 \]  

(89)

Substituting this expression for \( y \) in the cubic equation, there results

\[ \frac{8}{27}(1 + h_1)^2\left( \frac{b}{x} + 1 \right)^3 - \frac{4}{9}(1 + h_1)^3\left( \frac{b}{x} + 1 \right)^2 - h_2 = 0. \]

Separating terms containing \( x \) from the constant terms gives

\[ \left( \frac{b}{x} + 1 \right)^2 \left( 2\left( \frac{b}{x} + 1 \right) - 3 \right) = \frac{27h_2}{4(1 + h_1)^3}. \]

From the definition of \( b \) the term on the right is seen to be \( b^2 - 1 \). Now in terms of \( b \) and \( x \) the cubic equation becomes

\[ \left( \frac{b}{x} + 1 \right)^2 \left( 2\frac{b}{x} - 1 \right) = b^2 - 1 \]

or, rearranging

\[ x^3 - 3x = 2b \]  

(91)

If the value of \( b \) is confined to the range \( 0 < b < 1 \), trigonometric functions can be substituted for \( x \) and \( b \) in the cubic. Specifically, if \( x = 2 \cos \frac{1}{3} \gamma \), then

\[ 4 \cos^3 \frac{1}{3} \gamma - 3 \cos \frac{1}{3} \gamma = \cos \gamma = b \]

Using trigonometric identities to relate \( \cos \frac{1}{3} \gamma \) and \( \cos \gamma \) to \( \sin \frac{1}{3} \gamma \), \( \delta \) and \( x \) become

\[ x = 2 \cos \frac{1}{3} \gamma = 2(1 - 2 \sin^2 \frac{1}{3} \gamma) \quad \text{and} \quad \sin^2 \frac{1}{3} \gamma = \frac{1}{2}(1 - \cos \gamma) = \frac{1}{2}(1 - \delta). \]

The expression for \( x \) can be written as

\[ x = 2 \left(1 - (1 - \delta) \left( \frac{\sin^2 \frac{1}{3} \gamma}{\sin^2 \frac{1}{3} \gamma} \right) \right) \]

by multiplying the second term in parentheses by \( \frac{1}{2}(1 - \delta) / \sin^2 \frac{1}{3} \gamma = 1 \). Let \( K = \sin \frac{1}{3} \gamma / \sin \frac{1}{3} \gamma \). Then \( K \) can be expressed as the ratio of two hypergeometric functions of \( \sin^2 \frac{1}{3} \gamma \).

\[ K = \frac{1}{2} F\left( \frac{2}{3}, \frac{1}{3}; \frac{1}{3}; \sin^2 \frac{1}{3} \gamma \right) \]

}\[ \frac{3}{3} F\left( \frac{2}{3}, \frac{1}{3}; \frac{1}{2}; \sin^2 \frac{1}{3} \gamma \right) \]
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This method can be extended to include values of \( b \geq 1 \) by using hyperbolic functions. In these cases,

\[
x = 2 \cosh \frac{1}{2} \gamma = 2 \left( 1 - (1 - b) \left( \frac{\sinh^2 \frac{1}{2} \gamma}{\sinh^2 \frac{1}{2} \gamma} \right) \right),
\]

and

\[
K = \frac{\sinh \frac{1}{2} \gamma}{\sinh \frac{1}{2} \gamma} = \frac{1}{3} \frac{P\left( \frac{1}{2}, \frac{1}{3}; \frac{1}{3}; -\sinh^2 \frac{1}{2} \gamma \right)}{F\left( \frac{1}{2}, \frac{1}{3}; \frac{1}{3}; -\sinh^2 \frac{1}{2} \gamma \right)}.
\]

Since \( -\sinh^2 \frac{1}{2} \gamma = \frac{1}{2}(1 - b) \), \( K \) is a function of

\[
u = \frac{1}{2}(1 - b) = \begin{cases} 
\sin^2 \frac{1}{2} \gamma & 0 \leq b < 1 \\
-\sinh^2 \frac{1}{2} \gamma & b \geq 1
\end{cases}
\]

\( K \) can be expanded into a continued fraction as shown below\(^7\)

\[
K(u) = \frac{1}{3 - \frac{1}{4u} - \frac{1}{9 - \frac{40u}{15 - \frac{70u}{21 - \ldots}}}}
\]

Also the final expression for \( x \) is

\[
x = 2\left( 1 - (1 - b)K^2(u) \right).
\]

To solve the cubic, first compute \( b \) from the coefficients \( h_1 \) and \( h_2 \) using equation (90). Next, evaluate the continued fraction for \( K(u) \) using \( u = \frac{1}{2}(1 - b) \). If \( K(u) \) is written as

\[
K(u) = \frac{1}{1 - \frac{1}{k_2 u} - \frac{1}{k_3 u} - \frac{1}{k_4 u} - \ldots}
\]

then the coefficients \( k_n = k_{Nn}/k_{Dn} \) for \( n = 2, 3, 4, \ldots \) can be related to the \( k_{n-1} \) coefficients. The numerator sequence \( k_{Nn} = 4, 40, 70, \ldots \) is generated from

\[
k_{Nn} = \begin{cases} 
k_{N(n-1)} + 6(2n - 1) & n = 2, 4, 6, \ldots \\
k_{N(n-1)} + 12(2n - 1) & n = 3, 5, 7, \ldots 
\end{cases}
\]

with \( k_{N1} = -2 \). The denominator sequence \( k_{Dn} = 27, 135, 315, \ldots \) is generated from

\[
k_{Dn} = k_{D(n-1)} + 36(2n - 1) \quad n = 2, 3, 4, \ldots
\]

with \( k_{D1} = -9 \). Thus, to evaluate \( K(u) \) with the top down method, use

\[
\begin{align*}
b_m &= 1 \\
&n = 1, 2, 3, \ldots
\end{align*}
\]
\[ a_n = k_n u = \begin{cases} 
\frac{k_{N(n-1)} + 6(2n - 1)}{k_{D(n-1)} + 36(2n - 1)} u & n = 2, 4, 6, \ldots \\
\frac{k_{N(n-1)} + 12(2n - 1)}{k_{D(n-1)} + 36(2n - 1)} u & n = 3, 5, 7, \ldots 
\end{cases} \]

and \( u_1 = a_1 / b_1 = \frac{1}{8} \) in equations (72). Having computed \( K(u) \), the value of \( x \) is obtained from equation (93) and \( y \) is computed using \( b \) and \( x \) in equation (80).

Although this method requires a significant amount of computation, it has the advantage that it does not involve a choice among multiple roots for \( y \). The desired value of \( y \) is generated automatically. Since \( b \) must be a real number, the solution is restricted to areas where \( h_2/(1 + h_1)^3 \geq -\frac{1}{8} \). When \( 0 \leq b < 1 \), \( -\frac{1}{8} \leq h_2/(1 + h_1)^3 < 0 \) and when \( b \geq 1 \), \( h_2/(1 + h_1)^3 \geq 0 \). Therefore, referring to Fig. 7, it can be seen that this method gives the values of \( y \) which lie along the upper branch of the cubic. A minor disadvantage of this method is that it cannot be applied in cases where \( h_2/(1 + h_1)^3 \leq -\frac{1}{8} \). While no final solutions for \( y \) lie in this region, some intermediate steps in the overall iteration may fall in this region.
Chapter 5

Comparison of Gauss' Method and the New Method

5.1 Results

While the derivations of Gauss' method and the new method for solving Lambert's problem are different, the final equations are very similar. Figure 8 lists the key equations for each method. Both involve the simultaneous solution of two equations, one a cubic in \( y \), for \( x \) and \( y \). However, \( z \) and \( y \) are defined differently for each method. In Gauss' method, elliptic orbits correspond to \( 0 < z \leq 1 \) and hyperbolic orbits correspond to \( -\infty \leq z < 0 \). For the new method, elliptic orbits occur in the range \( 0 < z < \infty \) while the range \( -1 \leq z < 0 \) includes all hyperbolic orbits. Parabolic orbits are represented by \( z = 0 \) in both methods. The variable \( x \) in the new method is simply related to the quantity \( x \) in Gauss' method using trigonometric or hyperbolic function identities.

Figures 9 and 10 show flowcharts of the successive substitution procedure for Gauss' method and the new method respectively. The dimensionless parameters \( \lambda \) and \( T' \) are considered as inputs. For any specified \( \lambda \) and \( T' \), the new method requires more algebra for each iteration since there are two coefficients to be found for the cubic equation and equation (44) is quadratic in \( z \). There is no need to test the value of \( \lambda \) as in Gauss' method since the new equations are valid for \( -1 < \lambda \leq 1 \).

The efficiency of either procedure is measured by the number of iterations necessary to compute \( z \) to a given accuracy.

Tables 2 and 3 show the number of iterations required to compute \( z \) using Gauss' method to eight and twelve significant digits respectively. The initial value of \( z \) used to generate these tables was

\[
  z_0 = \begin{cases} 
    0 & \text{parabola, hyperbola} \\
    \frac{(1-\lambda)^2}{2(1+\lambda^2)} & \text{ellipse}
  \end{cases}
\]

Cases of elliptic and hyperbolic orbits are easily distinguished by comparing the value of \( m \) to that of the parabolic orbit given by equation (16). The initial value of \( x \) for elliptic orbits corresponds to a circular orbit. Note the rapid convergence of Gauss' method in the lower left corner of the tables. In this region, \( x \) is near 0 and the transfer angle is small. Gauss' method was designed for problems of this type. The quantity \( \xi \) was defined to be of order \( x^2 \) so that it is small for small \( x \). Indeed,
Gauss' Method

\[ l = \frac{(1 - \lambda)^2}{4\lambda} \quad m = \frac{\tau^2}{84\lambda^3} \]

\[ z = \begin{cases} 
\sin^2 \frac{1}{4}(E_2 - E_1) & -\infty < z \leq 1 \\
\sinh^2 \frac{1}{4}(H_2 - H_1) & \end{cases} \]

\[ h = \frac{m}{\frac{5}{8} + l + \xi} \]

\[ \xi = \frac{\frac{2}{65} z^2}{1 + \frac{2}{65} x - \frac{18}{65} x} \]

\[ y^3 - y^2 - hy - \frac{1}{2} h = 0 \]

\[ \frac{m}{y^2} = z + l \]

New Method

\[ l = \left(\frac{1 - \lambda}{1 + \lambda}\right)^2 \quad m = \frac{\tau^2}{(1 + \lambda)^6} \]

\[ z = \begin{cases} 
\tan^2 \frac{1}{4}(E_2 - E_1) & -1 \leq z < \infty \\
-\tanh^2 \frac{1}{4}(H_2 - H_1) & \end{cases} \]

\[ h_1 = \frac{(1 + z)^2 (1 + \xi (1 + 3z))}{(1 + 2z + 3)(1 + z(4\xi + 1))} \]

\[ h_2 = \frac{m(1 + \xi (x - l))}{(1 + 2z + 3)(1 + z(4\xi + 1))} \]

\[ \xi = \frac{1}{1 + \frac{1}{65} x} \]

\[ y^3 - (1 + h_1)y^2 - h_2 = 0 \]

\[ \frac{m}{y^2} = (1 + z)(l + z) \]

Figure 8. Key equations of Gauss' Method and the New Method
Figure 9. Flowchart of the Iteration Process using Gauss' Method
Input $\lambda$ and $T$

Compute $l$ and $m$

$$l = \frac{(1 - \lambda)^2}{1 + \lambda}, \quad m = \frac{T^6}{(1 + \lambda)^6}$$

Choose initial value of $x$

$$x = x_0$$

Evaluate continued fraction for $\xi$

$$\xi = \frac{1}{1 + \frac{1}{2}x_m \frac{1}{1 + \frac{1}{2}x_m \frac{1}{1 + \cdots}}}$$

Compute coefficients of cubic equation

$$h_1 = \frac{(1 + x_m)(1 + \xi(3x_m + 1))}{(1 + 2x_m + l)(3 + x_m(1 + 4\xi))}$$

$$h_2 = \frac{m(1 + \xi(x_m - l))}{(1 + 2x_m + l)(3 + x_m(1 + 4\xi))}$$

Solve cubic equation for $y$

$$y^3 - (1 + h_1)y^2 - h_2 = 0$$

Compute new value of $x$

$$x_{n+1} = \frac{1}{2}\left(\sqrt{(1 - l)^{2m} + \frac{4m}{y^3} - (1 + l)}\right)$$

$$N \quad |x_{n+1} - x_n| \leq \text{tolerance?}$$

EXIT

Figure 10. Flowchart of the Iteration Process using the New Method
\( \xi = 0 \) when \( z = 0 \). The coefficient of the cubic, \( h \), is nearly independent of \( \xi \) for small \( z \) so that \( y \) is nearly constant.

A major disadvantage of Gauss' method is the singularity at \( \lambda = 0 \) shown in Tables 2 and 3. This follows immediately from the equations for \( m \) and \( l \), which are undefined at \( \lambda = 0 \). This corresponds to the case of 180-degree transfer angle, \( \theta = \pi \). Another disadvantage is the non-uniform behavior over the range of \( \lambda \) and \( T \) considered. While convergence is rapid for \( \lambda \) near +1 and small \( T \), there is an increase in the number of iterations for cases with positive \( \lambda \) and larger values of \( T \). These are cases where \( z \), and hence \( \xi \), is becoming significantly greater than 0 and no longer has negligible effect on \( h \). When \( \lambda \) is negative, there is a substantial increase in the number of iterations. Gauss' method converges for all elliptic cases considered but sometimes requires over 100 iterations. For most hyperbolic cases, Gauss' method fails to converge. This is due to difficulties in solving the cubic equation discussed in Chapter 2. In comparing Table 3 with Table 2, it is seen that only one or two more iterations are needed to obtain the next four significant digits in the lower left corner of the table where \( z \) is small. The difference becomes greater for positive \( \lambda \) as \( T \) increases and for all negative \( \lambda \).

The new method was designed to converge rapidly for any case independent of the value of \( z \). The near uniform convergence behavior of the new method is seen in Tables 4 and 5; these tables show the number of iterations needed to compute \( z \) to eight and twelve significant figures using the new method for the same range of \( \lambda \) and \( T \) considered for Gauss' method. The initial value chosen for \( z \) was identical to that used for Gauss' method. In particular,

\[
    z_o = \begin{cases} 
        0 & \text{parabola, hyperbola} \\
        l & \text{ellipse}
    \end{cases}
\]

where \( z_o = l \) corresponds to a circular orbit. Ellipses and hyperbolas were distinguished by comparing \( m \) to that of the parabolic orbit, equation (65). The singularity at \( \lambda = 0 \) has been removed from the new method by redefining \( m \) and \( l \). The rapid convergence in the lower left corner of the tables noted using Gauss' method is retained using the new method. Note also that there is no significant difference in convergence for positive or negative values of \( \lambda \). Perhaps the most important advantage of the new method is revealed by comparing the difference in the number of iteration steps needed to obtain twelve versus eight significant digits. As Tables 4 and 5 show, only one more iteration is necessary to obtain four more significant figures in all cases.

The definitions of \( m \) and \( l \) for the new method show that there is a singularity at \( \lambda = -1 \). This corresponds to a 360-degree transfer angle, \( \theta = 2\pi \), which is not of great practical interest. It is instructive, however, to investigate the behavior of the new method for values of \( \lambda \) approaching -1.
Tables 6 and 7 show the number of iterations required for convergence to eight and twelve significant figures in cases where \( \lambda \) varies between \(-0.90\) and \(-0.99\). The uniform behavior extends to these cases except for a narrow region near \( T = 5 \). The increase in the number of iteration steps in this region is not the result of a poor initial guess for \( z \) but rather an inherent property of the physical problem. The number of iteration steps approaches a maximum when the solution of the problem approaches the minimum energy orbit for a given value of \( \lambda \). The minimum energy orbit connecting two position vectors \( r_1 \) and \( r_2 \) is defined to be the orbit having semi-major axis

\[
a_m = \frac{1}{3}a = \frac{1}{4}(r_1 + r_2 + e)
\]

Table 8 shows the values of \( T \) as well as the number of iterations required for convergence for minimum energy orbits where \( \lambda \) varies from \(-0.90\) to \(-0.99\). Inspecting the final values of \( y \), \( h_1 \), and \( h_2 \) in these cases reveals that the solution of the cubic approaches the point of transition between one negative real root and three real roots \( (w = \frac{3}{2} \) in Fig. 7).

Difficulties have also been found near the minimum energy orbit when using a Newton-Raphson technique to solve Lambert’s problem. In the formulation given by Lancaster and Blanchard\(^{18,19}\) and Battin\(^6\), the quantity \( T \) expressed as a function of the chosen iterated variable has a change in curvature in this region when \( \lambda \) is near \(-1\). This can cause the iteration process to diverge. Lancaster and Blanchard recommend changing from the Newton-Raphson method to a regula falsi technique in this area. Although it performed less efficiently, the new method successfully converged in all test cases both near and at the minimum energy orbit with no change in the procedure or choice of initial value for the iterated variable.
Table 2. Number of iterations required to compute $x$ to eight significant digits using Gauss' method.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$ = 0.9</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>67</td>
<td>210</td>
<td>190</td>
<td>167</td>
<td>151</td>
<td>134</td>
<td>95</td>
<td>132</td>
<td>141</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.8</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>60</td>
<td>88</td>
<td>85</td>
<td>81</td>
<td>73</td>
<td>68</td>
<td>78</td>
<td>82</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.7</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>44</td>
<td>52</td>
<td>52</td>
<td>49</td>
<td>48</td>
<td>54</td>
<td>57</td>
<td>59</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.6</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>32</td>
<td>35</td>
<td>35</td>
<td>34</td>
<td>39</td>
<td>42</td>
<td>43</td>
<td>45</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.5</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>24</td>
<td>26</td>
<td>19</td>
<td>29</td>
<td>32</td>
<td>34</td>
<td>35</td>
<td>37</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.4</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>27</td>
<td>28</td>
<td>30</td>
<td>30</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.3</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.2</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>22</td>
<td>23</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>$\lambda$ = 0.1</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>19</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

0.

<table>
<thead>
<tr>
<th>S I N G U L A R I T Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 4 4 5 5 6 6 6 6 5 5 5 7 9 11 13 13 14 14 16 17</td>
</tr>
<tr>
<td>0.2 3 4 4 4 5 5 5 5 4 4 7 9 10 11 13 13 14 14 15</td>
</tr>
<tr>
<td>0.3 3 3 3 3 4 4 4 4 4 4 6 8 10 10 11 12 12 13 14</td>
</tr>
<tr>
<td>0.4 3 3 3 3 3 3 3 3 3 3 5 7 9 10 10 11 12 12 13</td>
</tr>
<tr>
<td>0.5 2 3 3 3 3 3 3 3 3 3 5 6 8 8 9 10 10 11 11</td>
</tr>
<tr>
<td>0.6 2 3 3 3 3 3 3 3 3 3 5 7 7 7 8 9 9 10 11</td>
</tr>
<tr>
<td>0.7 2 2 3 3 3 3 3 3 3 3 4 5 7 7 8 8 9 10 10</td>
</tr>
<tr>
<td>0.8 2 2 2 2 2 2 2 2 2 2 3 3 3 4 5 6 6 7 8 8 8 9 9</td>
</tr>
<tr>
<td>0.9 2 2 2 2 2 2 2 2 2 2 3 3 4 5 6 6 7 8 7 8 8 8 9 9</td>
</tr>
</tbody>
</table>

*Gauss' method does not converge.

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 3. Number of iterations required to compute $x$ to twelve significant digits using Gauss' method.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.9</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>67</td>
<td>333</td>
<td>351</td>
<td>337</td>
<td>332</td>
<td>331</td>
<td>333</td>
<td>335</td>
<td>339</td>
</tr>
<tr>
<td>-0.8</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>78</td>
<td>143</td>
<td>151</td>
<td>154</td>
<td>158</td>
<td>161</td>
<td>164</td>
<td>168</td>
<td>171</td>
</tr>
<tr>
<td>-0.7</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>61</td>
<td>84</td>
<td>91</td>
<td>96</td>
<td>99</td>
<td>103</td>
<td>106</td>
<td>109</td>
<td>112</td>
</tr>
<tr>
<td>-0.6</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>45</td>
<td>58</td>
<td>63</td>
<td>67</td>
<td>70</td>
<td>73</td>
<td>77</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>-0.5</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>33</td>
<td>43</td>
<td>47</td>
<td>51</td>
<td>54</td>
<td>57</td>
<td>59</td>
<td>61</td>
<td>63</td>
</tr>
<tr>
<td>-0.4</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>27</td>
<td>33</td>
<td>38</td>
<td>41</td>
<td>44</td>
<td>46</td>
<td>48</td>
<td>50</td>
<td>51</td>
</tr>
<tr>
<td>-0.3</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>43</td>
<td>24</td>
<td>21</td>
<td>17</td>
<td>22</td>
<td>25</td>
<td>28</td>
<td>30</td>
<td>34</td>
</tr>
<tr>
<td>-0.2</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>t</td>
<td>110</td>
<td>35</td>
<td>25</td>
<td>19</td>
<td>15</td>
<td>17</td>
<td>22</td>
<td>25</td>
<td>28</td>
</tr>
</tbody>
</table>

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 4. Number of iterations required to compute $\mathbf{x}$ to eight significant digits using the new method.

<table>
<thead>
<tr>
<th>$\lambda=0.9$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 5. Number of iterations required to compute $x$ to twelve significant digits using the new method.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>-0.8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>-0.7</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>-0.6</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>-0.5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>-0.4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>-0.3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>-0.2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>-0.1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.0</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.6</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>0.8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>0.9</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 6. Number of iterations required to compute $x$ to eight significant digits using the new method for $\lambda$ near $-1$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-.99$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>14</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.98$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.97$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.96$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.95$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.94$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.93$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.92$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.91$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$-.90$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 7. Number of iterations required to compute $x$ to twelve significant digits using the new method for $\lambda$ near $-1$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$T=0.1$</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>11.0</th>
<th>13.0</th>
<th>15.0</th>
<th>17.0</th>
<th>19.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.99$</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.98$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>13</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.97$</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.96$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.95$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.94$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.93$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.92$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.91$</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$-0.90$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Entries to the left of the dotted line represent hyperbolic orbits; those to the right of the dotted line represent elliptic orbits.
Table 9. Number of iterations to compute $x$ to 8 significant digits for the minimum energy orbit when $\lambda$ is near $-1$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$T_m$</th>
<th>Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.99</td>
<td>5.7207928</td>
<td>15</td>
</tr>
<tr>
<td>-0.98</td>
<td>5.4924803</td>
<td>12</td>
</tr>
<tr>
<td>-0.97</td>
<td>5.3204298</td>
<td>11</td>
</tr>
<tr>
<td>-0.96</td>
<td>5.1779966</td>
<td>10</td>
</tr>
<tr>
<td>-0.95</td>
<td>5.0547895</td>
<td>9</td>
</tr>
<tr>
<td>-0.94</td>
<td>4.9454451</td>
<td>9</td>
</tr>
<tr>
<td>-0.93</td>
<td>4.8467569</td>
<td>9</td>
</tr>
<tr>
<td>-0.92</td>
<td>4.7566233</td>
<td>8</td>
</tr>
<tr>
<td>-0.91</td>
<td>4.6735735</td>
<td>8</td>
</tr>
<tr>
<td>-0.90</td>
<td>4.5965290</td>
<td>8</td>
</tr>
</tbody>
</table>
5.2 Graphic Interpretation of the Iteration Process

The results given in the previous section show that the choice of the free parameter $\beta$ described in Chapter 3 does improve the convergence properties. To see why this is so, consider the successive substitution process which involves the simultaneous solution of two equations for both Gauss' method and the new method. Figure 11(a) shows a plot of two arbitrary functions $y_1(x)$ and $y_2(x)$; the intersection of these two curves is the solution point. To find the solution by successive substitution, start by choosing an initial value $x_0$ and finding the corresponding value $y_1(x_0)$. Next, $y_1(x_0)$ is used to obtain a new value of $x$ by locating the point where $y_2(x) = y_1(x_0)$. The new value of $x$ is again used to evaluate $y_1$ and $y_2$, in turn, is used to find another trial value for $x$. The process is repeated until an $x$ is found for which $y_1(x) = y_2(x)$. On the graph of Fig. 11(a), this process is represented by the horizontal and vertical dotted lines. The number of iterations needed to converge to the solution point corresponds to the number of "steps" formed by these lines, each iteration consisting of one vertical and one horizontal segment. It is seen that the curvature of the functions $y_1(x)$ and $y_2(x)$ greatly influences the number of iterations. Suppose, for example, that $y_1(x)$ is a constant as shown in Fig. 11(b). In this case, the solution point would be reached in one iteration step since for any $x_0$, $y_1(x_0)$ equals $y_2(x)$ at the solution point.

By choosing the free parameter $\beta$ such that $dy/dx = 0$ for the cubic equation (55) at the solution point, the new method seeks to flatten this curve around the solution point. Gauss' method, on the other hand, achieves a flattening of the cubic equation (15) only for small values of $x$ near $x = 0$. To illustrate this, graphs similar to Fig. 11(a) will be presented for several pairs of $\lambda$ and $T$ for both Gauss' method and the new method. For each method, the function $y_1(x)$ is the cubic equation for $y$, either equation (15) or equation (55), and the function $y_2(x)$ is the defining equation for $y$, either equation (10) or equation (44). First consider cases of transfer angle less than 180 degrees, or positive $\lambda$. Figure 12 shows the plots for an elliptic orbit where $\lambda = +0.90$ and $T = 2$ while Fig. 13 shows plots for a hyperbolic orbit where $\lambda = +0.70$ and $T = 0.80$. These are cases where $T$ is small, $x$ is near 0, and Gauss' method converges rapidly. Notice the similarity in plots for each method and the near constant value of the cubic. Figure 14 shows a case of an elliptic orbit where $\lambda = +0.10$ and $T = 20$. For this large value of $T$, the quantity $x$ in Gauss' method is sufficiently far from zero so that the cubic is no longer constant but slopes downward near the solution point. This causes an increase in the number of iterations for convergence. The cubic curve for the new method behaves in the opposite manner; it is sloping downward near $x = 0$ but flattens around the solution point. Plots for two cases where $\lambda = 0$ are shown for the new method in Fig. 15 Gauss' method is
singular for these cases, but the new method displays a nearly horizontal cubic curve around the solution point.

Now consider cases of transfer angle greater than 180 degrees, or negative $\lambda$. Figure 18 shows a case of an elliptic orbit where $\lambda = -0.90$ and $T = 15$. Gauss' method converges for this case but requires almost 100 iterations for eight significant figures. The reason for this is apparent from Fig. 18(b); the solution point is close to $x = 1$ where both curves are nearly vertical and gradually meet at the solution point. Clearly having the cubic equation flat near $x = 0$ is of no advantage in this case. The new method takes fewer iterations since its cubic equation is flat near the solution point. Notice that the region where the cubic of the new method has three real roots begins to appear on the graph. The method would still converge if a different $z_0$ was chosen since the value of $y$ on the upper branch of the cubic is chosen where possible. Two alternate iteration paths are shown in Fig. 18(c) for $z_0 = 0$ and $z_0 = l$. Figure 17 shows plots for a case of a hyperbolic orbit with $\lambda = -0.90$ and $T = 0.90$ where Gauss' method fails to converge. The reason for this is seen in the position of the branches of the cubic in Fig. 18(a). In this case, the iteration process oscillates in the broad region around $z = 1$ although the solution is obviously in the region $z < 0$. While the new method converges as expected, it is interesting to note that the region around the solution point where the cubic equation is flat is becoming smaller.

Figure 18 is a graph of the new method for the case of the minimum energy orbit with $\lambda = -0.95$. Here the region where the cubic is flat has condensed to a point and the curve peaks rather than flattens near the solution point. Also, the solution point has moved very close to the point of transition from one negative real root to three real roots for the cubic equation. This accounts for the increase in the number of iteration steps near the value of $T$ for the minimum energy orbit. It is a similar peaking effect which causes problems for the Newton-Raphson approach. Lancaster and Blanchard\textsuperscript{10} give a plot of $T$ versus the chosen iterated variable for $\lambda$ near $-1$ in which the curves are approaching a cusp in the neighborhood of the minimum energy orbit. The first derivative used in the Newton-Raphson iteration process ceases to exist for $\lambda = -1$ at the minimum energy orbit.
Figure 11. Graphic Interpretation of the Iteration Process
\[ \cdots \cdots \cdots \cdots \cdots y^3 - y^2 - hy - \frac{1}{9} h = 0 \]

\[ y^2 = \frac{m}{\ell \times x} \]

SOLUTION POINT

Figure 12. Iteration Paths for the Elliptic Orbit with \( \lambda = +0.9 \) and \( T = 2 \)
Figure 12. Iteration Paths for the Elliptic Orbit with $\lambda = +0.9$ and $T = 2$ (Cont'd)
\[
\cdots\cdots\cdots\ y^3 - y^2 - hy - \frac{1}{2} h = 0
\]

\[
y^2 = \frac{m}{k + x}
\]

Figure 13. Iteration Paths for the Hyperbolic Orbit with \( \lambda = +0.7 \) and \( T = 0.80 \)
\[ y^2 - (1 + h_1) y^2 - h_2 = 0 \]
\[ y^2 = \frac{m}{(1 + x)(2 + x)} \]

(b) New method

Figure 13. Iteration Paths for the Hyperbolic Orbit with \( \lambda = +0.7 \) and \( T = 0.80 \) (Cont'd)
\[ y^2 = \frac{m}{\epsilon + x} \]

\[ y^2 - y^2 - hy - \frac{1}{g} h = 0 \]

Figure 14. Iteration Paths for the Elliptic Orbit with \( \lambda = -0.1 \) and \( T = 20 \)
Figure 14. Iteration Paths for the Elliptic Orbit with $\lambda = \pm 0.1$ and $T = 20$ (Cont'd)
\[ y^2 - (1 + h_1) y^2 - h_2 = 0 \]

\[ y^2 = \frac{m}{(1 + x)(2 + x)} \]

(a) Hyperbolic orbit with \( T = 1.0 \)

Figure 15. Iteration Paths for Orbits with \( \lambda = 0 \) Using the New Method
(b) Elliptic orbit with $T = 5.0$

Figure 15. Iteration Paths for Orbits with $\lambda = 0$ Using the New Method (Cont'd)
Figure 16. Iteration Paths for the Elliptic Orbit with $\lambda = -0.9$ and $T = 15$
\[ y^3 - y^2 - hy - \frac{1}{8} h = 0 \]
\[ y^2 = \frac{m}{\epsilon_1 + x} \]

(b) Curves of Gauss' method for 0.9 < x < 1.0

Figure 16. Iteration Paths for the Elliptic Orbit with \( \lambda = -0.9 \) and \( T = 15 \) (Cont'd)
Figure 16. Iteration Paths for the Elliptic Orbit with $\lambda = -0.9$ and $T = 15$ (Cont'd)
\[ y^2 - y^2 - \frac{1}{g} h = 0 \]

\[ y^2 = \frac{m}{x + x} \]

(a) Curves for Gauss' method showing the solution point

Figure 17. Iteration Paths for the Hyperbolic Orbit with \( \lambda = -0.9 \) and \( T = 0.90 \)
Figure 17. Iteration Paths for the Hyperbolic Orbit with $\lambda = -0.9$ and $T = 0.90$ (Cont'd)
\[ \gamma^3 - (1 + h_1) \gamma^2 - h_2 = 0 \]

\[ \gamma^2 = \frac{m}{(1 + x)(k + x)} \]

Figure 17. Iteration Paths for the Hyperbolic Orbit with \( \lambda = -0.9 \) and \( T = 0.90 \) (Cont'd)
Figure 18. Iteration Path for the Minimum Energy Orbit with $\lambda = -0.95$ Using the New Method

\[ y^2 = \frac{m}{(1 + x)(2 + x)} \]
Chapter 6

Conclusions

The new method of solving Lambert's problem presented in the previous chapters closely parallels Gauss' elegant method, but is superior to it. This method is designed to converge rapidly for any given geometry and time of flight. It retains all the original advantages of Gauss' method and is applicable to a wide range of problems of practical interest. The convergence properties of the iteration process are nearly uniform; the amount of computation needed to compute a solution to any specified accuracy is about the same for all cases. A major advantage is that only a small increase in the number of iterations is required to increase the precision of the solution.

The only restriction in using this method is that it is singular for the case of a 360-degree transfer angle. The convergence properties are not greatly affected by this singularity even in cases which are close to a 360-degree transfer. It should be noted that the singularity for 360-degree transfer angles occurs for most Newton-Raphson schemes. Also, the new method can be used without modification in cases near the 360-degree transfer angle minimum energy orbit where a Newton-Raphson scheme must be abandoned.

In most guidance applications, this method appears to be an attractive alternative to present Newton-Raphson iteration schemes for solving Lambert's problem. There is no need to find specific starting values for different input parameters. The best initial guess was found to be the parabolic orbit for a parabola or a hyperbola and a circular orbit for an ellipse. If Lambert's problem is to be solved at sequential intervals of time, additional computation time could be saved by using the solution from the previous time step as the starting guess for the present time. Further testing is recommended to better compare this new method to currently implemented solutions of Lambert's problem.
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