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ABSTRACT

This study investigates the role of syntactic chains,
more specifically "O-chains," in grammatical theory. Very
roughly speaking, a "O-chain" is a set of positicns sharing
the same semantic role, or "0-role," wherein each higher member
of the chain "binds" each lower member. "Binding" is assumed
to consist of C-command and coindexing. A central hypothesis
of this study, expressed as the "Unity of Indexing Hypothesis,"
asserts that the notion of "binding" relevant to the formation
of 0-chains is exactly the same notion of "binding" relevant
to the conditions on anaphora, Chomsky's (198la) "Binding Con-
ditions" (BC's).

In the first two chapters, this study is put into the
wider context of recent research, and several central princi-
ples are introduced, defined, and individually motivated, most
notable among these, ©-chains and the UIH. Additional princi-
ples that interact directly with 0-chains, such as Case inher-
itance, the Empty Category Principle, and the 0-Criterion, add
a range of diagnostic consequences to the formation (or non-
formation) of O-chains in a given context. Moreover, since the
UIH requires that binding for ©-chain formation correlate with
binding for the BC's the ill-formedness of a wide range of
otherwise possible analyses is predicted. The remainder of
this research assesses the consequences of the UIH in contexts
where formation of a 0-chain, independently required by other
principles, such as the Case Filter and the 0-Criterion, would
create an instance of binding that violates the BC's.

In Chapter III, for example, it is argued that there is
no 0-chain relation between it and § in the construction com-
monly known as "It-Extraposition." This conclusion leads to a
revision of the Case Filter, the introduction of the "Case
Realization Conditions," the motivation of an additional prin-
ciple excluding S's from Casemarked 0-chains, and the postula-

tion of the "external 0-set," an analysis which permits the



assignment of an "external" O-role to either preverbal sub-
jects or VP-adjoined subject (both sisters of VP).

In Chapter IV, the consequences of the UIH are exa-
mined with respect to there-sentences in English and imper-
sonal constructions in many languages. In these contexts, it
will be argued, the Case Filter requires that a ©-chain be
formed to permit Case inheritance, but the resulting 06-chain
contains a violation of the BC's. The mediation of this
conflict results in what is commonly known as the "Definite-
ness Restriction," or, as I shall call it, the "Definiteness
Effect" (DE). Chapter IV demonstrates that the distiibution of
the DE correlates exactly with the formation of "unbalanced"
O-chains of this sort.

An attempt to explain why unbalanced 6-chains can be
saved by indefiniteness, s opposed to some other property, is
developed in Chapter V, and the formal expression of the
definite/indefinite distinction is further motivated and inte-
grated within a theory of the LF component.

Given the above analysis, the absence of the DE ought
to correlate exactly with the absence of an unbalanced ©-chain.
Precisely this implication is examined with respect to free
inversion in Italian, where no DE holds. Contrary to most
recent accounts, I shall demonstrate that no unbalanced ©-chain
need be formed to permit postverbal definite subjects in
Italian, as no Case inheritance is required to satisfy the Case
Filter (rather NOM(inative) Case is assigned directly to the
postverbal position by the effect of the "Free Inversion Para-
meter") and O-assignment to the postverbal subject is direct
under the "external 0-set" proposal mentioned above. It is
also demonstrated that 'free inversion' and 'missing subjects'
result from separate parameters rather than from a single so-
called "PRO-drop Parameter," and that the four types of possi-
ble languages predicted by the existence of separate parameters
are in fact evidenced among the Romance languages. The para-
meter responsible for missing subjects, the NOM-drop Parameter,
is then extended to German wherein only expletive subjects can
be missing, exactly as predicted by the revised inventory of
empty categories proposed in Chapters II and VI, and the assump-
tion that German lacks clitics parallel to those in Romance
languages.
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Chapter I

1.0. Grammatical Theory and Syntactic Theory.

Since the earliest work in generative grammar, a pre-
requisite for any theory of syntax has been the postulation
of a basic set of syntactic relations in terms of which
hypotheses about the structure of universal grammar can be
stated. 1Indeed the postulation of these formal syntactic
relations themselves represents a highly significant claim
about the 'notation' of universal grammar, especially since
the rich interdependencies typical of natural language must be
expressed in terms of these relations.

This research is, for the most part, an inquiry into
one of the newest members of the vocabulary of primitive syn-
tactic relations, the notion 'X is coindexed with Y,' and
the 'theory of indexing' that has sprung up around it. 1In
particular, I shall construct and motivate a theory of 'syn-
tactic chains' which avoids some of the recent extensions of
the relation 'X is coindexed with Y' to independent styles of
indexing. If the theory developed here is correct, then with
respect to syntactic chains, syntactic theory need not be
enriched, nor its generality weakened, by the introduction of
additional primitive indexing relations.

The business of constructing and defending this theory
of chains begins in the next chapter, but first it is neces-
sary to provide a context for this project by being more
explicit about what is meant by a 'theory of grammar,' and

by reviewing some recent developments in syntactic theory that



Chapter II

2.0. Indexing and Syntactic Chains.

Now that the context of this research is somewhat
clearer, I turn to the relations and interdependencies to which
the rest of this work is devoted, namely, those relations and
interdependencies that are stated on, or intecpreted from,
syntactic chains resulting from the distribution of indices
in a given derivation.

I shall begin this inquiry into indices with a short
sketch of their development as a formal device within gramma-
tical theory of the last twenty years or so. 1In section 2.2,
I will introduce binding theory and 0-theory, two central
developments of Chomsky's (198la) Government-Binding approach
that rely crucially on coindexing relations, and I will pro-
pose the Unity of Indexing Hypothesis, which represents a
significant restriction on the descriptive power of indexing
relations in grammatical theory. The notion "syntactic chain"
is then develped in 2.3. In 2.4, the relations between syn-
tactic components of grammar, as they are regulated by
Chomsky's (198la) Projection Principle, are discussed from the
point of view of the theory of indexing and syntactic chains
that is developed in this chapter. Section 2.4 also introduces
and modifies Chomsky's "functional definitions of empty cate-
gories." 1In section 2.5, my treatment of syntactic chains is
extended to interactions with constraints in the LF component,
particularly the Empty Category Principle. The chapter con-

cludes with a brief summary.
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will figure prominently or at least periodically in the rest of

my discussion.

1.1. The Theory of Grammar.

The goal of linguistic theory is to provide an accurate
characterization of the innate human language faculty, commonly
known as "universal grammar" (UG). Chomsky (198la) has
described the basic problem posed by this goal as follows:

The theory of UG must meet two obvious conditions. On

the one hand, it must be compatible with the diversity of
existing (indeed, possible) grammars. At the same time,
UG must be sufficiently constrained and restrictive in the
options it permits so as to account for the fact that each
of these grammars develops in the mind on the basis of
quite limited evidence . . . it is a near certainty that
fundamental properties of the attained grammars are rad-
ically underdetermined by the evidence available to the
language learner and must therefore be attributed to UG
itself (p. 3).

I shall assume universal grammar to be a set of
principles that hold of every language (universal principles
of grammar) and a set of yes/no options (parameters) that
break up the classes of possible languages into intersecting
sets. The language learner is presumed to have the universal
principles of grammar (UPG's) at birth, as well as a schema
of parameters that have marked and unmarked values. In
learning a language 'X,' the language learner must fix the
values for all of the parameters of X on the basis of the
limited data to which he is exposed, and acquire a lexicon
for X (also presumably constrained by UPG's and parameters).

The final state linguistic competence of a native speaker of

X includes knowledge of the lexicon of X (Lx) and the values
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for the parameters of X (Px); the rest of the native speaker's
knowledge of X should follow from the interaction of Px and

Lx with the UPG's. This interaction iscalled the "core gram-
mar of X."

One highly successful strategy for uncovering proper-
ties of UG has been the detailed study and comparison of adult,
or "final state" grammars for given natural languages (which,
at the relevant level of abstraction, may be thought of as
exemplified core grammars). Comparative study of final state
grammars has grown increasingly fruitful in recent years as
detailed, theoretically informed work on particular languages
has accumulated, and as the increasing sophistication of lin-
guistic theory has permitted more specific cross-linguistic
hypotheses to be constructed and tested. Within this frame-
work of research, UG itself has emerged, methodologically
speaking, as the abstraction from final state grammars of
principles true of all possible final state grammars. Under
the idealization proposed in Chomsky (10€5), particularly the
assumption that language is instantaneously acquired, it follows
that the UPG's of the final state abstraction form a model of
the innate (initial state) human language faculty. Parameters,
from this point of view, are formal properties that hold of
classes of final state (again, read "core") grammars.

Part of the focus of this thesis, particularly Chapter
VI, will be to examine the formal properties of some of the

parameters that distinguish the Romance languages both from



each other, and from the Germanic languages.

The central theme of this research, however, concerns
properties of universal grammar, namely, the theory of syn-
tactic chains, the properties of syntactic chains, and the
theory of syntactic relations, especially the theory of index-

ing, within which these chains are defined.

1.2. The Vocabulary of Syntactic Relations.

The primitive vocabulary of syntactic relations, some
of which date back to structuralist grammars, may be stated
quite informally as in (1).

1) Primitive Syntactic Relations
a) X is (string) adjacent to Y
b) X is in configuration with Y (e.g., sister, daughter)
c) X shares the feature [+F] with Y
d) X is coindexed with Y
Every syntactic relation or interdependency is expressed in
terms of one or more of these primitive formal relations.

For example, adjacency is held to be crucial for the
operation of rules of contraction, such as those in (2) and (3).

2a) *I probably'm sick

b) I'm probably sick

3a) *I wan' John'na leave

b) I wanna leave
Though these issues are more complex than they seem at first
(cf. 2.4.1 fo~r discussion), and though appeal to a more
abstract notion of adjacency than string adjacency is required,

the role of adjacency in these matters is uncontroversial.

The feature-sharing relation is commonly appealed to
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in attempting to explain the parallel behavior of syntactic
constituents on the basis of the fact that they are of the

same type. Any treatment of nouns or noun phrases assumes

that these elements are identifiable due to the categorial

features they bear. 1In most recent accounts, Chomsky's

(1970) system of syntactic categorial features is assumed.

4) N v
noun + -
preposition - -
adjective + +
verb - +

Behavior common to verbs and prepositions, for example, is
that they assign Casemarking, whereas adjectives and nouns are

generally assumed not to assign Case.l

Adjectives and verbs,
however, more often act as predicates than nouns and preposi-
tions. I shall thus assume the feature system in (4), but
cf. van Riemsdijk (1980), Jackendoff (1977) and Stowell (1981)
for further discussion and references.

Configurational relations have played a particularly
prominent role in recent theoretical developments, especially
the X system, government and C-command.

The basic idea of X theory, introduced in Chomsky
(1970) and further developed in the references cited above, is
that the rewriting relationw X + Y is constrained as to the
possible values for the syntactic features of X and Y. For a
given lexical category, [aN,BV], every node dominating [aN,BV]
up through a certain number of dominating nodes must bear the

same categorial features. Thus in the diagram below of an NP,

it is assumed that there are two "projections," N and N, of the
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"head" N.

2

5)

Z|

det.
N PP
the princess of Cleves
The highest projection of a head "X" is the "maximal projec-
tion of X." These sorts of relations, of course, are expressed
in terms of a combination of configurational and feature-
sharing relations. Further extension of this sort of relation
might be to define "complement of" as being, say, "sister of
X" as opposed to, say, "sister of XMaX v 1In later chapters I
will discuss some further configurational definitions of
this nature.
"Government" is a configurational relation that has
been at the center of many new theoretical developments. I
shall assume the following formulation, due essentially to
Aoun and Sportiche (1981).
6) Government
a governs y in a structure [B cee Y ses® oeae¥Y ..., where
i) a = X°
ii) Where ¢ is a maximal projection, ¢ dominates «
if and only if ¢ dominates vy.
I depart from the Aoun and Sportiche definition in my inter-
pretation of "maximal projection," however. Consider the
definitions in (7) and (8).
2

7) Base Maximal Projection

XN is the base maximal projection of X° if n is the
highest value for the category X in the base.
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8) Maximal Projection

A maximal projection of X is the highest projection
of X°, XD, where X' is base maximal

9)

>,ﬂ

=<
03

The notion assumed by Aocun and Sportiche corresponds to 'base
maximal' projection, and thus X governs Y and W in their account,
but X does not govern Z because X and Z do not share all the
same base maximal projections. Under the interpretation
adopted here, the maximal projection in question is uniquely
the node that dominates Z.3 It follows from (6) that

10) Maximal projections are absolute barriers to govern-
ment.

Thus in diagram (11), X does not govern any daughter of Y if
Y is a maximal projection.

11)

/x Y\Y
z/\y

The basic idea incorporated in this definition is that a head

X

governs all of its complements within the domain of its own
maximal projection, but does not govern those within the
domain of any other maximal projection.

Government interacts with many subtheories of grammar,
including Binding Theory, Case Theory, and the ECP, all of

which will be discussed in the course of my presentation, but
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here it is possible to illustrate one simple instance where
the consequence of government in (10) has an effect. Case
assignment is generally assumed to be constrained by govern-
ment (Rouveret and Vergnaud (1980), Chomsky (1980)). Thus
a verb which assigns Accusative Case must govern an NP in
order to assign Case to that NP successfully. Consider (12).
12a) John believed him/*he

b) John believed [z he/*him was innocent]

c) [g For IS him to leavel] was foolish
Under the assumption that S is the maximal projection of
INFL4, believe does not govern the pronoun in (12b), since a
maximal projection intervenes between believe and the pronoun.
In (12c), however, the prepositional complementizer for is
within S, and can govern the subject of the infinitive, just
as a verb can govern its object as in (1l2a).

Finally I adopt a notion of C-command very similar to
that of Aoun and Sportiche (1981), which I formulate as in
(13).5

13) C-Command
e¢ C-commands B if the first maximal projection
domingting o also dominates B8, and o does not
contain B8.
A typical example of the operation of C-command concerns the
contrast in (14).
l4a) *He likes the woman [3 who kissed John]
b) The woman [g who kissed EQEE][VP liked him]
It is well known that a name cannot be coreferent with a pro-

noun that C-commands it. 1In (14b), the first maximal projec-
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tion dominating John is the S within the subject relative
clause, while in (l14a), the first maximal projection dominat-
ing he is the matrix §, and the matrix S, of course, dominates
everything in the sentence. Thus he C-commands the name Johan
in (l4a), and he and John must be disjoint in reference,
whereas him and John can corefer in (14b) because neither

NP C-commands the other (cf. Lasnik (1976) and Reinhart (1976)).
C-command is also considered to be a crucial factor for deter-
mining quantifier scope, a matter that will be touched on in
Chapters II and V.

The variety of relations definable on the primitive
syntactic relations in (1) is already vast, and permits a
great deal of descriptive precision. Any addition to the
class of primitive syntactic relations is therefore to be
avoided, since it increases the class of possible syntactic
relations that éan be expressed. The primitive relation
'X is coindexed with Y' will be viewed from this perspective
in the next chapter, where syntactic relations that depend

crucially on coindexing are defined.

1.3. From Systems of Rules to Systems of Principles.

As Chomsky (198la) has pointed out, the recent shift
in focus from systems of rules to systems of principles is
perhaps the most striking and most promising theoretical
development of the last decade. There are a number of new
directions of research resulting from this research, some of

which enhance the explanatory role of syntactic relations in
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ways relevant to the analysis of indexing in the next chapter.

The shift from rules to principles had its origin, in
part, in the formulation of general constraints on transforma-
tions, such as those in Ross (1967). Nonetheless, most
investigation that followed still aimed at the discovery of
rules characterizing constructions and generalizations across
the latter, such as the Complex Noun Phrase Constraint. The
unification of some of these generalizations under more
abstract principles, such as subjacency and opacity (the
Tensed S Condition and the Specified Subject Condition), in
Chomsky (1973) marked a change of focus toward abstract
theorems and their empirical consequences, rather than, or in
addition to, the more data-driven sorts of generalizations
across descriptive rules that characterized much of earlier
research.

Another part of this shift, however, was the abandon-
ment of the hypothesis that all semantic interpretation is at
D-structure. Under the latter hypothesis (Katz and Postal
(1964)), it had to be assumed that transformational rules
could not apply so as to produce the wrong output at surface
structure. Many of the complexities of transformational rules
and phrase structure rules were then justified as a means of
avoiding the generation of ungrammatical strings after seman-
tic interpretation. The shift to surface interpretation in
the early seventies (cf. Jackendoff (1972) and Chomsky (1972))

made it possible to marshal general interpretive constraints
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to rule out overgeneration, that is to say, the idea emerged
that the constraints of one component might filter out the
over-abundant production of other components.

The first casualty of this shift were complex trans-
formational rules, both in terms of their structural descrip-
tions (which limited the contexts where they could apply),
their obligatory or non-obligatory character, and their
ordering with respect to one another. Chomsky's (1976) intro-
duction of "minimal factorization," and finally the even
simpler "Move a" in Chomsky (1980), places the burden of
explanation on general principles rather than on specific
rules encoding constructions.

It should be noted, however, that although Move a
obliterated ordered transformational rules, it did not vitiate
(indeed it enhanced) the claim that derivations have begin-
nings and ends and pass through distinct levels at which
major principles hold. Thus the ordering of rules largely
gave way to the ordering of components and levels, and to the
means by which one level is mapped onto another. A very sim-
plified version of the Chomsky and Lasnik (1977) model is
presented below.

15) D-structure
Move «
S-structure
(Phonetic Form) PF LF (Logical Form)
Filters Opacity

Surface Structure Quantifier Interpretation
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An important aspect of the overgeneration/filtering
approach that emerged in Chomsky and Lasnik's work is the role
of conspiracies in ruling out the various ungrammatical
members of paradigms generable by base rules and Move a. While
many of the particular filters and results achieved by con-
spiracies between filters that they proposed have since been
derived by more general principles (e.g., the that-e Filter,
see Chapter II), the conspiratorial force of interacting syn-
tactic principles has since become a major theoretical focus.

Notice, however, that emerging also in this shift from
rules to principles, and out from behind the secondary syntac-
tic relations such as government and C-command, is a new
explanatory role for the basic vocabulary of syntactic rela-
tions. For example, the primitive relation of configuration
is now, in effect, conditioned by X Theory, thus allowing a
vastly decreased class of possible phrase structures, yet
dominance and sisterhood remain central relations increasingly
associated with diagnostic properties precisely because of
the impoverished descriptive power of base rules. In some
recent studies, base rules have been virtually eliminated
altogether in favor of the interaction of other principles
and components, thereby increasing the explanatory force of
configurationality.

Although it is beyond the scope of this study, this dis-
cussion could be extended considerably with respect to languages
for which it has been claimed that configurationality is not a

relevant primitive relation, i.e., the suggestion is that con-
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figurationality is parameterized (Hale (1979)). Though I am
skeptical about the claim that 'non-configurational languages'
exist (though it seems plausible that minimally configurational
languages do, cf. Hale (1982)), the fact that such a parameter
could be proposed exemplifies the new explanatory role of the
primitive syntactic relations as they have become more closely
identified with diagnostic properties.

To forecast, once again, the preoccupations of the
next chapter, the same sort of reasoning will be applied to the
primitive relation of coindexing, in that rules that specific-
ally require ccindexing will be (or rather have been) pretty
much eliminated, and the presence of indexing patterns in the
form of syntactic chains will be associated with diagnostic
properties. The intera~tion among principles that filters the
output of possible coindexing relations will then determine
the distribution of the properties diagnostic of coindexing,
and thus coindexing, like configurationality, will also emerge

as a primitive relation with an interesting explanatory force.

1.4. Subtheories of Grammar: Case Theory.

I turn now to the internal organization of the par-
ticular theory of syntax that I shall be assuming, revising,
extending, and, indirectly, defending in the chapters to come,
the "Government-Binding Theory" (GB) developed in Chomsky
(1979c) and (198la). GB consists essentially of a number of
subtheories and the interaction of these subtheories with the

levels and components of grammar. Each of these subtheories
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consists of a principle or cluster of principles, some defin-
itions, and sometimes a particular syntactic relation or set
of syntactic relations.

Many of these subtheories, including 0-theory, binding
theory, and indexing theory will be introduced in the next
chapter, while government theory and X theory have already been
discussed. Some other subtheories, such as control theory
(determining the antecedent of PRO) and bounding theory (the
issues surrounding subjacency) will be touched upon later, but
are cf no direct concern to the central issues of this research.

This leaves one subtheory, about which I shall have
guite a bit to say in later chapters, in need of exposition.
The subtheory I have in mind is Case theory, first introduced
in Rouveret and Vergnaud (1980) and Chomsky (1980) both build-
ing on the ideas of J.-R. Vergnaud (1978). Casc theory is of
special interest in that it provides a good illustration of
the interaction of the primitive syntactic relations as they
are synthesized within a particular subtheory of grammar.

The basic insights behind Case theory are threefold.
First it is the perception that having or not having Case
features is a syntactically significant property beyond having
a particular Case feature in some context and not some other
Case feature. Second it is the idea that certain configura-
tional contexts are Case assigning contexts and others are
not, and finally it is the observation that lexical NP's
lacking Case features, given a set of Case assigning contexts,

are ungrammatical at the level of S-structure, or at least at
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some level after Move a. Thus Case theory touches on config-
urationality, feature-sharing, and the ordering of levels.
Adjacency too is relevant to Case assignment, as I shall
illustrate shortly, and in the next chapter, coindexing will
be shown to interact with Case theory as well.
It is generally assumed that Casemarking occurs or is
assigned in the following contexts (from Chomsky (1980)).
16) Case Assignment Contexts
a) NP is oblique when governed by P and certain
marked verbs
b) NP is okjective when governed by V
c) NP is nominative when governed by tense
The role of government has already been illustrated in (12),
but it may be added that adjacency also appears to play a role.
Consider the following examples.
17a) John wanted (*very much) Harry to leave
b) John wanted very much *(for) Harry to leave
c) Bill read (*quickly) the book
It seems that when Harry is not adjacent to want or the Case
assigning prepositional complementizer for, the sentence fails,
just as it does when the direct object is separated from the
verb by an adverb in (17c) (cf. Chomsky (1980) , Stowell (1981)).
This failure may then be atrributed to the Case Filter, which
may be stated as in (18).
18) Case Filter
*NP [-Case] if NP is lexical (applies at S-structure)
The failure of Case assignment in (17) then predicts the pat-

tern of ungrammaticality.
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The motivation for the Case Filter is extensive. It
motivates, for example, obligatory movements, such as those
in passive and raising constructions which need no longer be
distinguished by construction specific transformations, as
illustrated expecially by (1l9c).

19a) Jacki was killed e;
b) Jack; seemed e; to hate fish
c) Jack; was believed e; to hate fish
The generalization captured by the Case Filter also extends
to infinitives.
20) It is impossible *(for) John to leave
If no prepositional complementizer is available, then the
subject position of an infinitive cannot be Case assigned at
all, as in an infinitival indirect question.
21) I don't know who (*John) to trust
Also, a number of instances where Case assigning formatives
must be inserted also fall under the generalization captured
by the Case Filter, as in the complement position of NP's
and AP's.
22a) the destruction * (of) Rome
b) Bill is proud *(of) Mary
Additional results of this sort have been pointed out by Rouv-
eret and Vergnaud (1980) with respect to the insertion of a
in causative constructions, and some extensions of this rea-
soning have been applied to instances of clitic doubling and
other clitic configurations in a number of studies (cf. Aoun

(1979), Jaeggli (1980), Borer (1981), Elliott (1982) and
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references cited in these works).

Thus Case theory has strong empirical motivation, and
involves the primitive syntactic relations of configurational-
ity, adjacency, and feature-sharing (+Case vs. -Case NP's).

In the next several chapters, the relation of Case theory to
indexing relations and syntactic chains will play a crucial
role in my discuscion, and the interaction between Case theory
and other subtheories of grammar, particularly binding theory

and 0-theory will be examined in detail.
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FOOTNOTES: Chapter I

l. When referring to morphological "Case" and to the theory
of "Case" (introduced in 1.4), the word "cCase" will be capital-
ized, as has become common practice, so as to avoid confusion

with the word "case" meaning "instance" or "class of examples."
2. This terminology is first introduced in Safir (1981Db).

3. This definition differs from that of Chomsky (198la) in
that C-command, as he formulates it, is crucially a part of the
definition of government, though he uses the interpretation of
'maximal projection' that I have called 'base maximal.'
Chomsky's definition of C-command is reproduced below.
C-command (p. 166)
¢ C-commands 8 if and only if

i. o does not contain B

ii. Suppose that Yy seer Yq is the maximal sequence such
that
a. Yp = o,
b. y. = al

c. yi immediately dominates y;,;

Then if 6§ dominates a, then either (I) 8 dominates B8,
or (II) 6§ = y; and y; dominates 8.

If 'maximal projection' as it is defined in (8) is the correct
notion for the definition of government, then (with (8)) the
definition of government in (6) has the same empirical coverage
as using 'base maximal' in (6) and adding Chomsky's definition
of C~command. It should be noted, however, that a more formal
definition of 'base maximal' would have to encode (ii.a-c) of

Chomsky's definition of C-command in order to express the
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requirement that every projection between the head and the
base maximal one is of the same type.

The empirical coverage of (6) using 'maximal projec-
tion' as in (8) is intended to allow for the possibility of
post-verbal wh-extraction from VP-adjoined positions in
Italian, which is also a result of Chomsky's definition, but
not Aoun and Sportiche's definition. The principle relevant
to this prediction, the Empty Category Principle, will not be
introduced until the next chapter, but I return to this matter

in note 5.

4. Cf. Safir (1981b) for an argument to this effect. To my
best knowledge, the first scholar to propose that INFL is the

head of S was Ken Hale in his 1977 class lectures.

5. This treatment of C-command differs from that of Aoun and
Sportiche with respect to the proviso 'c does not contain B8,'
which, as they point out, might follow from the 'i over i'
condition; see their paper for details. This issue will not
concern us here.

An issue that could arise, however, concerns whether or
not C-command uses the notion 'maximal projection' or 'base
maximal' projection. TIf 'base maximal' is used for C-command,
but not for government, then there may be a way to distinguish
contexts where an element is governed (daughter of a maximal
projection derived by adjunction) but not C-commanded. 1In the
diagram in (9), this would mean that Z is governed, but not

C-commanded by X, while Y and W are both governed and C-
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commanded by X. This difference between C-command and govern-
ment might be exploited to account for the difference in
Italian between grammatical post-verbal extraction from VP-
adjoined positions or direct object position, on the one hand,
and ne-cliticization on the other, which is a construct that is
only possible when the clitic binds an element in a direct
object NP, but not an element in a VP-adjoined NP (cf. Chapter
VI for discussion and references). If this direction is cor-
rect, it would mean that ne-cliticization depends on C-command,
while extraction possibilities by wh-movement are only depen-
dent on government relations (i.e., "proper government" and

the ECP, which are discussed in the next chapter). I shall not
pursue the: possible distinction between C-command and govern-

ment just described in this study, however.



Chapter II

2.0. Indexing and Syntactic Chains.

Now that the context of this research is somewhat
clearer, I turn to the relations and interdependencies to which
the rest Sf this work is devoted, namely, those relations and
interdependencies that are stated on, or interpreted from,
syntactic chains resulting from the distribution of indices
in a given derivation.

I shall begin this ingquiry into indices with a short
sketch of their development as a formal device within gramma-
tical theory of the last twenty years or so. In section 2.2,
I will introduce binding theory and ©6-theory, two central
developments of Chomsky's (198la) Government-Binding approach
that rely crucially on coindexing relations, and I will pro-
pose the Unity of Indexing Hypothesis, which represents a
significant restriction on the descriptive power of indexing
relations in grammatical theory. The notion "syntactic chain"
is-then develped in 2.3. 1In 2.4, the relations between syn-
tactic components of grammar, as they are regulated by
Chomsky's (198la) Projection Principle, are discussed from the
point of view of the theory of indexing and syntactic chains
that is developed in this chapter. Section 2.4 also introduces
and modifies Chomsky's “funétional definitions of empty cate-
gories." 1In section 2.5, my treatment of syntactic chains is
extended to interactions with constraints in the LF component,
particularly the Empty Category Principle. The chapter con-

cludes with a brief summary.
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2.1. 1Indexing in Generative Grammar: Historical Sketch.

Indices have long been used as mere descriptive
markers for indicating 'coreference.' Differences in corefer-
ence interpretation, for example, have commonly been expressed
by means of indexing, as in (1l).

la) Johnj told Billj hej was sick.
b) Johni told Billj hej was sick.

Used in this way, indices and the coindexing relation had no
special formal status in grammatical theory. This situation
began to change when the first theories of coreference were
attempted within the generative framework (e.g. Langacker
(1969), Lees and Klima (1963), Postal (1970) and Ross (1967)).
In these early accounts within Standard Theory, conditions
on 'Pronominalization transformations' required that identical
NP's in deep structure could be replaced by pronouns if cer-
tain structural and linear relations held ('precede' and
'command,' for example). A prominent part of the program of
Standard Theory, however, was the Katz-Postal Hypothesis, the
assumption that transformations could not be permitted to
change meaning. Thus the output of transformational rules
had to preserve the identity relations stated at deep structure.
Constraints, however they were formulated, ruled out cases
where identity relations, expressed explicitly or implicitly
with indices, were not preserved by transformational rules.

As interpretivist theory was introduced, the treatment
of coreference played a central role (cf. Jackendoff (1972)).

This approach allowed pronouns to be inserted at D-structure,
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and permitted transformations to apply without reference to
meaniug. The class of possible coreference relations could
then be determined at S-structure without crucial reference to
indices. With the introduction of 'traces' in Chomsky (1973),
and 'proper binding' in Fiengo (1974), the role of indices
began to gain substance in interpretivist 'Extended Standard
Theory.' Nonetheless, as late as Lasnik (1976) indices are
treated more or less as descriptive, while the notion 'core-
ference' is conditioned by 'precede' and structural relations
(Lasnik's 'Kcmmand').

Discussion of indexing as a formal device in interpre-
tivist theory is made explicit as a 'theory of indexing' for
the first time in Chomsky (1977). In that theory, indices
are introduced in the base and propagated by movement, which
leaves behind a coindexed empty category. The moved element
carries its index with it, cancelling out any index that might
be generated on the empty position that it is substituted for.
Thus the D-structure of (2b) is (2a).

2a) ey

J
b) John; was seen e;

was seen Johni

The coindexing in these cases expresses the fact that John is
still bearing the grammatical relation and selecticnal restric-
tions assigned to its D-structure position. The indices gener-
ated by wh-movement were also used to form LF representations
of quantifier/variable relations. Thus (3a) was translated
into (3b).

3a) Which man; did John see ej
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3b) for which x, x a man, John saw x
Insofar as rules of grammatical interpretation apply to repre-
sentations that crucially include indexing, indices become,
from this point on, a formal device with explanatory
potential.

By the time that Chomsky (1977) appeared, the parallel
between constraints on anaphora and conditions on traces had
already been well developed (cf. Chomsky (1973,1975)). The
opacity conditions first introduced in Chomsky (1973) are
explicitly assumed .0 apply to representations invoiving coin-
dexing in Chomsky (1977) where the notion "involves X and Y"
is taken to mean "assigns [+anaphoric to il]" (p. 75) for rules
of construal as well as for the coindexing resulting from
movement. The notion of 'proper binding,' first introduced
by Fiengo (1974) and later Chomsky (1975) was also seen as a
condition on both traces and anaphors, and, after Reinhart's
(1976) notion of C-command (cf. Chapter I) was incorporated
into it (as, for example, by May (1977)), it has been under-
stood simply as the requirement that "binding," more or less
as Chomsky (1980) describes it below, must hold of the elements
in question.

We say that an anaphor o is bound in B if there is a
category C-commanding it and coindexed with it in B;
otherwise o is free in B (p. 10).

The basic characteristics of current theories of
indexing are all now introduced. Indices originate in D-
structure. They are propagated by coindexing associated with

movement. Coindexation indicates coreference or translates



36

into quantifier/variable relations. Proper binding is a
condition on anaphors like traces, reflexives and reciprocals.
The opacity conditions are stated as conditions on coindexing
relations. Coindexing resulting from movement also preserves
D-structure grammatical relations. These are the properties
of the theory of indexing, all of them more or less explicit
in Chomsky (1977) (except proper binding), that we shall be

tracing further.

2.2. The Unity of Indexing Hypothesis.
This is an appropriate point to pause and consider some
of the relations and interdependencies expressed so far.
4) Coreference

If « and B are NP's and they are coindexed, then they
are coreferent.

I intend this to be a completely neutral statement of corefer-

ence as a diagnostic property of coindexing, as I shall not be

examining the semantic notion "coreference" any further. The

notation of "binding" I assume is just a restatement of Chom-

sky's definition quoted above without any reference to anaphors.
5) Binding

If o is coindexed with B and o C~commands 8, then o
binds 8.

The bindi..g relation will play a central role in almost every
issue I shall discuss, either because it must hold, or because
it must not hold, in a given context.

One set of principles that regulates the pattern of

possible binding contexts is the Binding Conditions, Chomsky's
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(198la) reformulation of the opacity conditions.
6) The Binding Conditions (hereafter, the BC's)
a) An anaphor must be bound in its governing category.
b) A pronoun must be free in its governing category.
c) A name (or variable) must be free.
I will take "governing category" to mean 'the NP or S in which
an element is governed,' but see Brody (1981), Chomsky (198la)
and Aoun (1980). Principle (A) of the BC's is illustrated
in (7).
7a) *The men; expect Mary to kill each other;
b) *John; seems that Bill killed ej
In both cases an anaphor is unbound in the S that contains its
governor (in both cases, the verb kill). Principle (B) is
illustrated in (8).
8a) *Johnj hates himj
b) Johnj expects Mary to hate himj
In (8a), the pronoun him is bound in its governing category by
John, but not in (8b), where John is outside the S containing
the governor of him (the verb hate). Principle (C), a
descendant of Lasnik's (1976) treatment, accounts for the
examples below.
9a) *He; saw Johnj
b) *He; said Mary saw Johnj

c) Mary says hej is honest, but I think the bastard; is
a liar.

d) *He; says the bastard; is a liar.
In (9a,b), the name John is bound, and Principle (C) excludes

both sentences. Examples (9c), where the epithet the bastard
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is not C-commanded by he (even though they are coindexed), con-
trasts with (9d4), where the epithet, which acts like a name, is
bound. The impnortant point for our present discussion, however,
is that the BC's are crucially stated on binding, and thus

they are crucially stated on indices as well.

Another set of principles that requlates the appropri-
ate contexts for binding is Chomsky's (1981) 0-Criterion (cf.
also Borer (1980)), a descendant of Freidin's (1978) 'Func-
tional Uniqueness' and 'Functional Relatedness' conditions.l
Informally, the ©6-Criterion can be stated as (10).

10) The 0-Criterion (provisional)

a) Every argument must be assigned a unique 8-role.
b) Every €-role must be assigned to a unigque argument.

The notion "argument" includes referential expressions ("R-
expressions"), which are NP's generally thought of as 'refer-
ential' in some relevant sense, such as names, definite
descriptions and variables (see below). Other elements rounding
out the class of "arguments" include pronouns and lexical
anaphors (like each other, himself, etc.) as well as the

empty element "PRO" (see below). A "0-role" is a semantic
argument of a predicate such as theme, agent or goal to use

the "thematic relations" terms of Gruber (1965) and Jackendoff
(1972). A given predicate has a certain number of such 0-roles,
and it assigns a given 0-role to a specific position, according
to the information supplied by its lexical entry. Thus a verb
like kill assigns an agent 0-role to its subject position and

a theme2 O-role to its direct object position. Positions
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assigned a 0-role by a given predicate are called @-positions.

Now one function of traces is to relate a moved element
to its position in D-structure. By virtue of the coindexing
resulting from movement, S-structure interpretation can cor-
rectly relate an argument to the position where its 0-role is
assigned. If this relation is not established, then the 0-
Criterion (hereafter, the 0-C) applies to rule out the sentence
because the displaced NP is without a 0-role. Consider the
example in (11).

11) Johnj was killed e;

In a passive sentence, the subject 0-role is suppressed by a
morphological rule (cf. Williams (1981), Chomsky (1981b) for
some recent discussions), and so only the direct object posi-
tion is a ©-position. The argument John must have a 0-role,
but it is not related to any 0-position at any point in the
derivation if the indexing in (1l1), as is possible, is base-
generated. Thus John has no 6-role, and the 0-C is violated.

Another sort of ©0-C violation occurs when the same
0-role is assigned to two arguments. Consider the representa-
tions in (12).

12a) e; seems John: to have killed Billk

i 3
b) Johny seems e; to have killed Billy
c) Johny seems Billy to have killed ey

Examples (a), (b) and (c) can be taken to be consecutive steps
in a derivation. Example (a), if it were permitted to reach
the surface without alteration, would be excluded by the Case

Filter mentioned in the last chapter (and to which we will
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return) since John is not related to a Casemarked position.
Example (b) is gr~ammatical because both John and Bill are
assigned Case, and John is related to a O-position, while Bill
occupies a O-position. Example (l2c) is plausibly well-formed
with respect to the Case Filter, since Bill binds a Cased
position (as does who in "Who; did Bill see e;"). In order

to rule out (l2c), it is necessary to assume that John has no
©@~role, since it can no longer be related to its O-position.
One couid imagine a different assumption however. Suppose

that a 0-role were simply a feature assigned to an argument in
D-structure that could be carried along subsequently by movement
without being related back to its point of origin. Then (1l2c)
would be grammatical, since both John and Bill receive 0O-roles
in D~structure which they carry with them subsequently.
Obviously, the 'carry along' theory makes the wrong prediction,
since (1l2c) is ungrammatical. Thus an argument must be related

3 Relations

back to a 0-position if the 0-C is to be satisfied.
of this sort, let us call them "O@-chains," thus rely crucially
on coindexing, and since the 6-C is a condition on ©-chains
(as will be stated more precisely in 2.3), it follows that both
the 0-C as well as the BC's rely crucially on the coindexing
relation.

Now we may ask whether or not the coindexation relations
that are relevant to the BC's are the same as those that are
relevant to the 6~C. The simplest theory would certainly seem

to be one in which the same coindexing relation that forms

@-chains is also the coindexing relation regulated by the BC's,
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relations are the core of the descriptive power of grammatical
theory, though as these primitive relations are increasingly
associated with diagnostic properties, as in the case of
configurationality, these relations also enter into principles
with explanatory force. Any imaginable relation, however,

can receive a formal expression in terms of indexing if a

new style of indexing can be introduced for each new kind of
relation. 1In effect, this virtually reduces coindexing to the
level of a purely descriptive device. Although a slightly
more explanatory proposal would be the claim that some limited
number of index types is innately available to the language
learner, clearly the most plausible hypothesis is the simplest
one: There is only one type of index. I shall call this view
of indices the "Unity of Indexing Hypothesis." TIf this
hypothesis is correct, then when a child determines that a
relation of coindexing holds between two constituents, a
variety of consequences concerning the possible patterns of
coindexation, as well as the syntactic and semantic effects
these patterns induce, is immediately deducible. Put another
way, the Unity of Indexing Hypothesis firmly establishes the
link between the relation 'X is coindexed with Y' and a wide
range of diagnostic properties.

Naturally, as is always the case when the descriptive
power of grammatical theory is limited, independently motivated
principles and relations must be appealed to to take up the
slack. The primitive vocabulary of syntactic relations includ-

ing adjacency, configuration, and feature sharing already pro-
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other things being equal. Nonetheless, it is possible that
the simplest theory is not the right one. One can imagine,
for example, that there might be a system in which ‘'binding"
can be defined on another sort of index, call them 'ultra-
scripts' as opposed to the normal 'subscripts,' and that
'binding' can hold between NPa and NPb with respect to sub-
scripts, but not with respect to ultrascripts, as in (13).
13) A

’,//“\\\\

INPa; /B\
c kNPb,

One could then define 'binding' as a relation interpreted
'with respect to subscripts' or 'with respect tc ultrascripts,'
where the two notions deal with quite separate domains. For
example, one might claim that 'ultrascript binding' holds
between two NP's with respect to the formation of a ©0-chain
without any entailment as to whether or not one NP binds the
other with respect to the Bindina Conditions. This theory,
which permits 'ultrascript relations' thus loses the general-
ization of 'binding' across 0-chain formation and coreference
relations. A system very much like the 'ultrascript theory'
has indeed been proposed and argued for in Chomsky (198la).
Is a unified theory of indexing possible?

Before answering the latter question, it is worth con-
sidering what is at stake in more general terms. In the last
chapter I illustrated how some grammatical interdependencies

and relations are stateable in terms of adjacency, configur-

ation, or feature comparison. These primitve syntactic
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vide, 1 shall argue, sufficient descriptive power to capture
some of the generalizations that have recently been stated in
terms of auxiliary indices parallel to ultrascripts. Insofar
as the impoverishment of indexing schemes shifts the burden
of description to the other members of the basic vocabulary
of syntactic relations, the explanatory force of these other
syntactic relations is enhanced.

Thus it seems that the Unity of Indexing Hypothesis
(hereafter, the UIH) is, methodologically speaking, a highly
desireable constraint, since if it is correct, it permits us
to construct a model of syntactic theory that is both more
explanatory (from the point of view of the linguist) and more
simple (with respect to the learning task). One way of stating
the UIH is as in (14).

14) Unity of Indexing Hypothesis

Suppose that o« and B are in a relation aRB such that
a and B are

a) 1in configurational relation Y
b) share the features X
c) are in the adjacency context 2
and d) o and B are coindexed
Then if (a), (b), and (c) hold of relation R' for
YR'6, and y is coindexed with &, then YRS.
The basic idea expressed here is that two relations which both
include the notion 'X is coindexed with Y' cannot be distin-
guished from each other on the basis of coindexing, other things
things being equal. Put as simply as possible, (14) amounts

to the following claim. — e

14') There is only one type of indexing.

To see how the UIH excludes certain distinctions, consider (15).



15a) J b) J
X: K xi///A\\\‘K
i
+F L/\y +F L/\ Yl
+Ft +F

In (a) and (b), x and y are both [+F] (suppose [+F] = NP-
hood), x and y are in the same configurational relation (x
C-commands y) and x® and y are nonadjacent. Now let us pick
the relation 'binds' (for which adjacency is irrelevant) so
that xBy. Since there is no configurational distinction
between the structures in (l15a) and (15b), and the two elements,
X and y, bear the same feature (although this too is irrele-
vant), there can be no way in which 'binding' in (15a) differs
from 'binding' in (15b). Thus all coindexing relations reduce
to 'coindexing,' which is interpreted unambiguously. (Note
also that (13) is therefore contradictory and uninterpretable.)

- To return to the issue that sparked this discussion,
the UIH requires that if x binds y with respect to ©-chains,
then it must be the case that x binds y with respect to the
BC's, since both the BC's and 8-chains (as we shall see in the
next section) refer to the notion 'binding.' Almost all of my
discussion concerns the viability of this particular predic-
tion of the UIH.

The last issue is perhaps more clear if illustrated

with a natural language example. Consider the strings in (16).

15a) e is [a a man in the room]

b) There; is [  a man; in the room]

1 a 1

Let us assume that Stowell (1978) is correct when he argues
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that (l6a) is the D-structure for (l6b), where a is a 'small

clause'4

and a man gets its O-role from in the room. I assume
further that the verb BE does not assign Case in this context
(but cf. 4.4). As introduced in Chapter I, the Case Filter
requires that every lexical NP must have Case at S-structure.
Let us assume that the Case Filter is satisfied if a lexical
NP is in a O0-chain with Case. This means that a man must form
a 0-chain with a Cased position that has no 0-role of its own,
such as the subject position containing there (inserted, let
us suppose, at S-structure). I shall return to all of these
assumptions in later sections, but‘for the moment, all that is
important is that the Case Filter requires a man to be in a
O0-chain with there, and so there and a man must be coindexed.
Moreover, there binds a man in this ©6-chain because there C-
commands a man.

Now let us assume further, as is generally done, that
a man counts as a 'name' with respect to the BC's, which apply
at S-structure. This means a man falls under Principle (C)
of the BC's, which requires that names be free. It follows
that (16b) should be, contrary to fact, thoroughly ungramma-
tical, since a man is bound by there.

An attempt to solve this dilemma appears in Chomsky
(198la) (cf. also Burzio (1981l) and Stowell (1981)). These
writers assume that a special coindexing called 'superscript-
ing' holds between there and the NP it binds in (16b). Super-
scripting is exactly like subscripting with respect to forming

@-chains, but if there C-commands some NP and there and the
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NP are cosuperscripted, then there "BINDS" the NP (in Chomsky's
terminology) but there does not "bind" the NP since "binding"
is only possible with subscripts. If only binding, but not
BINDING, is relevant to the BC's, it follows that a man is not
bound in (16b), and is therefore "free," although it is BOUND
by there with which it is cosuperscripted.

17) Therel is a man! in the room.

The alert reader will see immediately that the 'super-
scripts' of the above-mentioned writers are exactly parallel
to 'ultrascripts.' Indeed Chomsky appeals to just the sort
of distinction between (12a) and (12b) excluded by the UIH
when he distinguishes "binding" from "BINDING." Thus either
the dilemma concerning there sentences remains unsolved, or
the UIH appears to be falsified.

Dilemmas like those involved with there sentences
arise systematically due to the constraint on syntactic rela-
tions imposed by the UIH. In the chapters that follow, I
shall demonstrate that in every case where superscripting has
been proposed to avoid some sort of violation, a more explan-
atory account can be constructed either from the remaining
vocabulary of syntactic relations described above, or from
independently motivated principles I shall introduce. The
dilemma arising with respect to there sentences, for example,
is examined in Chapters IV and V, while it-extraposition is
treated in Chapter III, and PRO-drop is treated in Chapter VI.
In all of my analyses, however, the notion '0O-chain' will

play a central role, and so it is to this notion that I now
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turn.

2.3. Syntactic Chains.

In this section, the 'syntactic chains' that will be
of interest to us in the remainder of this study are defined,
and the properties of these chains, particularly those of
O-chains, will be examined and motivated.

"Syntactic chains" in the sense I shall be using the
terms here, are first introduced in Chomsky (198la). Chomsky
introduces "Grammatical Function Chains" as records of
derivational history after the application of Move a. Each
position in the chain, in this view, records a point of the
derivation at which the head of the chain (the moved element,
in this case) bore some grammatical function ('subject-of,'
object-of,' etc.) that it may not directly bear at S-structure.
The notion of 'syntactic chain' is not limited to instances of
Move a¢, however, as is shown by the case of there sentences
(to which I shall return in Chapters IV and V), but is, in
effect, simply an extension of the notion 'local binding'
which I shall define shortly. It follows that syntactic
chains, since they rely crucially on the coindexing required
by binding relations, are creatures of the theory of indexing,
and are therefore constrained by the UIH in the fashion
described in the previous section.

Before the relevant notions can be defined, however,
‘a little more terminology must first be introduced. In the

last section I defined @-positions as in (18).
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18) A O-position is a position to which a given predicate
assigns a given 0-role.
The following set of definitions is based on the definition
of 0-position in (18) (but essentially following Chomsky
(1981a)).

19) A non-0-position (0-position) is any position that is
not a 0-position.

20) An A-position is any position that can be a 0-position
for some predicate.

21) A non-A-position (A-position) is any position that is
not an A-position.

Each type of position is represented in (22).
22) [§[COMP who;]1[s e; was seen ei]]

The direct object position in (22) is a 0-position for the
theme O-role of seen, while the subject position, which is
also empty, is a ©-pcsition, since passivized verbs assign no
subject 0-role. As the subject position can be assigned a
0-role by other predicates, such as the active form see, the
subject position is also an A-position. The position of who
in COMP, on the other hand, is never assigned a ©-role directly
by any predicate; therefore COMP is both a ©-position and a
A-position.

Now let us look more closely at the notions of 'bind-
ing' that will be pertinent to the definitions of syntactic
chains. As remarked above, the UIH excludes the existence of

different binding relations distinguished only on the basis of

indices, but nothing prevents the formulations of binding
relations that are distinct with respect to some other syn-

tactic relation, such as configuration. Chomsky's (1981la) dis-
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tinction between 'A-binding' and 'A-binding' exemplifies a
distinction of this type.

23) If o binds B and @« 1is in an A-position, then «
A-binds B.

24) If a binds B and ¢ 1is in an A-position, then «

An example of A-binding is the binding relation between the
subject trace in (25) below, and the lexical anaphor each
other in direct object position. The matrix subject position
A-binds both its trace and each other, since it is also in
an A-pesition.

25) They; seem [g e; to love each other;]
Binding from COMP in (22) and (26) below is A-binding.

26) Whoj did John see ej
It is assumed that A-binding is the relevant notion for the
BC's. This cannot be otherwise if we assume that variables,
such as wh-traces, are treated just like names with respect to
the BC's, and thus fall under Principle (C).° Since Principle
(C) requires that names be 'free,' unless we assume that this
means 'A-free,' it would follow that all variables are
excluded. The last binding relation that is of interest to
us here is 'local binding' as it is defined in (27).

27) Local Binding

o is locally bound by B if B binds a¢ and there is
no y such that B binds y and y C-commands a.

Thus in (25), the trace is the local binder for each other,
since there is no other binder of each other that is C-

commanded by the trace. They is the local binder of the trace
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in (25), but they is not the local binder of each other, since
they C-commands the trace, and the trace binds each other.®

Finally we can bring these definitions to bear on the
formulation of "syntactic chains" or, as I shall call them,
"S-chains."

28) S-chain

An S-chain is a sequence of A-positions Ay, ..., A
such that for each i <n, A; locally binds A;, ;-

i
S-chains as such will be of little interest to us in what
follows, but given the definition of S-chains, the following
definition, which is of much more use, is simplified.7’8
29) ©O-chain

A ©-chain is the maximal portion of an S-chain con-
taining one and only one O-position.

It is perhaps worthwhile to remark here that all of the defin-
itions of this section derive from the notions '6-position’
and 'binding' defined above, and that even these notions are
decomposable into more primitive ones (e.g., binding reduces

to coindexing and C-command) that lead us back to the basic
vocabulary of syntactic relations introduced in Chapter I.

(I shall return to O-positions from this point of view in the
next section.)

Now that I have gone to some trouble to define these
chains, it is time to return to the reasoning that motivated
them. As was discussed in the last section, the 0-C as it is
stated in (10) doés not capture the fact that an argument must
be related back to its point of origin in those derivations

where Move a is involved, as was illustrated in (12). The
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relation between the argument and its point of origin is,
after all, what the notion 0-chain was introduced in order to
capture. Thus it seems that the 6-C is not to be thought of
as a principle that holds of arguments and 0-roles, but rather
as a principle that holds of a relation between arguments and
0-positions, i.e., of ©0-chains. 1Indeed the part of the defin-
ition of 0-chain that distinguishes it from an S-chain recalls
part of the 0-C stated in (10), namely, the uniqueness of the
O~-position in the 0-chain recalls the uniqueness requirement
on the 0-role associated with an argument. The 0-C can there-
fore be simplified to the formulation in (30).

30) The 0-Criterion

a) Every argument must be in a 0-chain.

b) Every 0-chain must contain one and only one
argument. :

It follows that if a predicate specifies in its lexical entry
that it has a 6-position, then that 0-position is in a ©-chain
by definition (29), and the 0-chain in question must be well-
formed with respect to the 6-C. In (1l2c) (repeated below), for
example, John is not in a 0-chain, since it is not coindexed
with a O6-position; thus it is excluded by the 0-C.

12¢) John;

]
In (31) below, the 0-C excludes the passive version of (31la)

seems Billk to have killed ex

in (31b), since the passive of indicate allows conly one 0-
position, and there are two arguments: the NP his guilty
remarks and the S, that John was apologetic.

31la) His guilty remarks indicated that John was apologetic.

b) *[His guilty remarks]; were indicated [that John was
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apologetic];
3l1)c That John was apologetic was indicated (by his
guilty remarks)
In the next chapter, the role of clausal arguments is dis-
cussed in detail, but I shall argue in particular that S need
not be assigned Case, unlike NP's. Suppose then that this is
correct. It then follows that the Case Filter cannot be
responsible for excluding (31b), and if his guilty remarks
and the S are coindexed to form a 6-chain, then only part
(30b) of the 0-C excludes (31b) (as opposed to the well-
formed passive in (31c)). Thus one very interesting property
of 0-chains is that the 6-C holds of them.

It is worth noting that any version of the 6-C that
results in a one-to-one matching of arguments and @-positions
(and all of the accounts cited have this property) rather than
a one-to-one matching of arguments and 0-roles is to be pre-
ferred. To see why this is so, consider (32).

32a) John was killed.

b) John ate.

In (32a), the sentence is interpreted as having an unspecified
agent. The effect of passive morphology, then, is not to
suppress the agent 0-role, but rather to suppress the function
of the subject as a 0-position. The presence of the agent
0-role then accounts for the unexpressed agent reading. Many
recent treatments of passive make this distinction (e.g.,
Bresnan (1981), Chomsky (198la,b), Williams (1981)). The con-

sequence of the distinction betwren suppressing the 0-role and
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suppressing the 0-position is that the agent 0-role is not
assigned to any argument, which is a violation of the 0-C as
stated in (10), but not as it is stated in (30).9 Similarly,
the unspecified, but understood, direct object of eat ('ate
something') may be, once again, a 0-role without a 0-position.

Another property of 6-chains that will figure promi-
nently in the chapters to come is the fact that a lexical NP
in a Caseless position can pass the Case Filter if it is in
a 0-chain that contains a Casemarked position. Chomsky
(198la) calls this property 'Case inheritance.'

In Chomsky (1980) it was assumed that wh-NP must be
Casemarked to avoid the Case Filter, and so Case assignment
was incorporated into the formulation of Move o when a wh-word
is moved from what is otherwise a Casemarking position. The
notion that a wh-NP inherits its Casemarking from the position
which it binds follows from the assignment of Case to indices
as proposed by Aoun (1980). Following Chomsky (198la), but
for slightly different reasons, I shall assume that elements
in A-positions do not undergo the Case Filter (as discussed
in the next chapter) and I will restrict the domain of Case

10 to 0-chains.

inheritance, again following Chomsky,
33) Case Inheritance

If NPa is in a 0-chain containing a Casemarked posi-
tion, then NPa has Case.

In order to extend the parallel between Case and 6-role,
under the assumption that both of these are assigned to the

index of a ©-chain, Chomsky suggests further that, to be



54

'visible' (cf. Aoun (1982)) for O-assignment, a 0-chain must
be headed by PRO or an NP with Case. (PRO is introduced in
the next section, but I assume with Chomsky (1980) that it is
an ungoverned pronominal anaphor.)
34) (= Chomsky's (1981a), (18), p.334)
Suppose that the position P is marked with the 0-role
RandC = (a;, ..., ap) is a chain. Then C is assigned
R by P if and only if for some i, a; is in a position
P and C has Case or is headed by PRb.
Chomsky then incorporates (34) into the ©-C, with the result
that if (34) is not satisfied, a chain cannot be assigned
a 0-role, and the 0-C is violated. 1In the next chapter the
inclusion of a Case requirement on 0-chains will be rejected,
but I shall adopt the assumption that C:se inheritance and
0-roles are properties of O-chains.

Now let us return to Case inheritance. The principal
sorts of examples that justify Case inheritance are there
sentences, like (1l6b), repeated below, wherein I have thus
far assumed that the post-BE NP is in an uncasemarked position
(but cf. Chapter IV) which inherits Case by coindexation from
the subject position.

16b) There; is a man; in the room.
Since there is in a O-position (the predicative verb BE does
not assign a subject @-role, cf. Chapter IV) which is also
an A-position, there and a man can form a grammatical O-chain
together containing one argument (a man) and one O-position

(the position of a man as the subject of the small clause that

also contains the prepositional phrase in the room). In Chap-
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ters IV and V, Case inheritance will be extended to a wide
range of examples in several languages, and in Chpater VI,
further refinements of Case inheritance are proposed, but
examples like (l6b) suffice to illustrate the point that
Case inheritance can occur in a ©-chain.

Evidence that Case inheritance cannot occur outside

a 0-chain is easy to come by.ll

Take, for example, (35b,c),
in which we might suppose that he could inherit Case from its
controller John.
35a) John; hoped PRO; to leave.
b) *John; hoped he; to leave.
c) *John; hoped he; to be killed ej
In both (35c) and (35b), he 'heads' (is the highest member of)
a 0-chain that contains no Cased position. Since John is in
a separate O6-chain, it follows that he cannot get Case by
inheritance, and so both (35b) and (35¢) are excluded by the
Case Filter.12
Thus the principal properties of 0-chains are (A) that
the 08-C holds of them and (B) that Case inheritance is possible
within them. Both of these properties, particularly the latter,
will be developed at length in other chapters. With respect
to the UIH, however, the deductive structure of the theory is
drawn tighter, since (A) and (B) are now diagnostic properties
with respect to any given pattern of indexing which either

results in the formation of a 0-chain or strands an NP out-

side of a ©-chain.
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2.4.0. Indexing and Empty Categories.

This section will be concerned with the taxonomy and
distribution of empty categories, the relations between com-
ponents as regulated by the Projection Principle, and the
assignment and distribution of indices in the various com-
ponents. As these issues are gquite inter-related, I shall not
be able to develop them in a neat linear sequence, and so the
reader is requested to bear with a certain modicum of redun-

dancy.

2.4.1. The Functional Definitions of Empty Categories.
Up to this point, I have used the terms "trace,"
"PRO," and "empty category" without too much elaboration. His-
torically, and it is a short history, their origins are dis-
parate. Traces were introduced in Chomsky (1975) to preserve
the derivational history of a given structural description at
S-structure, as discussed earlier vii:h respect to 0-chains.
PRO was introduced to account for instances of control in
contexts where self-deletion was not plausible (in Chomsky and
Lasnik (1977)). 1In an example like (36a), try is a verb that
never allows an overt subject for the infinitive, hence a rule
deleting the formative x-self under identity with the subject
had to be obligatory, whereas it is not obligatory for verbs
like want.
36a) John tried [g PRO to leave]
b) John wanted [g (himself) to win]

By assuming the element PRO is present in (36a), it is possible
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to state opacity effects without appealing to self-deletion
{cf. also Chomsky (1975)) in contexts where overt subjects can
never appear. Self-deletion, however, is implausible in cases
of arbitrary interpretation, such as (37).

37a) [PRO being the best] is a giddy feeling.

b) It is impossible [PRO to leave]

Abandoning both sclf-deletion and the assumption that PRO is
always in complementary distribution with lexical NP's, it is
possible to generalize across the contexts where subjects <an
be missing, the typical cases being infinitives and gerunds.
The introduction of Case theory in Vergnaud (1978), Rouveret
and Vergnaud (1980) and Chomsky (1980) made it possible to pre-
dict that lexical NP's could not appear where Case is not
assigned, as in the examples above. It was assumed also,
since PRO had to share the features of its controller, it had
to have features, i.e., intrinsic content. With the intro-
duction of the BC's in Chomsky (1979a,1979¢c), it was shown to
follow that PRO had to be ungoverned, under the assumption
that PRO is intrinsically both pronominal and anaphoric. The
reasoning proceeds as follows: if PRO is pronominal, then it
must be free in its governing category, but if PRO is ana-
phoric, then it must be bound in its governing category. PRO
can only escape the contradiction of (A) and (B) of the BC's
therefore, if it has no governing category. Subsequently, in
Chomsky (198la) it was assumed that PRO counts as an argument
for the 0-C, otherwise the subject 0-position of kill is with-

out an argument in (38).
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38) [PRO to kill fish] is unpleasant.,
Thus PRO is treated as non-lexical (to escape the Case Filter),
as an argument (to satisfy the 0-C), and as a pronominal ana-
phor (with respect to the BC's).

Now let us turn to trace. Trace was also treated as
having intrinsic properties, the only important one of which
was that it marked the site from which something had moved. 1It
was noticed, however, that the trace of NP-movement had differ-
ent effects from those produced by wh-movement. The classic
examples are in (39).

39a) Who do you want to visit?
b) Who do you wanna visit?
The second sentence is unambiguous, while in the first, you
can be the visitee or the visitor. It was proposed in Light-
foot (1976) and Chomsky and Lasnik (1977) that traces block
contraction (want to -+ wanna), while PRO does not, thus account-
ing for the difference (where wh-extraction from the subject
position is possible, so is the ambiguity). Pullum and Postal
(1978) , however, pointed out that if (40) is a raising con-
struction, then contraction can occur across traces.
40a) John used e to be late every day.
b) John usta be late every day.
Jaeggli (1980a) answered Pullum and Postal by observing that
Case theory makes the relevant distinction, since wh-traces
are always Casemarked terminal elements (Rouveret and Vergnaud
(1980)), and NP-traces and PRO are not. It is assumed more

explicitly in Aoun (1982) that Case is a phonological feature,
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and it is the criterion for 'visibility' in the phonological
component (PF). wh-traces had already been distinguished
from NP-traces by Chomsky (1975), where he had argued that
variables are inserted in the place of wh-traces in logical
form, and likewise in the LF representation of other quanti-
fiers.

With the introduction of the Pisa system in Chomsky
(1979a,1979c), variables were treated as intrinsically like
names (cf. also Chomsky (1980)), and therefore had to be A-free
(as discussed earlier). NP-traces were treated as intrinsic-
ally anaphoric in order to distinguish them from PRO (which
is also pronominal). This distinction was also partially
expressed by the assumption that PRO, unlike trace, had
intrinsic agreement features. With the advent of o-theory,
variables are again treated as names, in that they count as
arguments, while NP-traces, unlike lexical anaphors, are
treated as non-arguments.

As Chomsky (1981a) observes, however, some empirical
and conceptual problems arise with respect to the assumption
that the distinctions between empty categories is stated in
terms of intrinsic properties. For example, treating PRO,
but not trace, as having agreement featﬁres would predict
that wh-extraction from subject position of a tensed clause
would not result in subject verb agreement with the wh-phrase.

41) Which men did you say are/*is going to the opera
More importantly, the distribution of trace and PRO seems com-

plementary, since PRO must appear in ungoverned cor.texts (due
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to the BC's) and trace must appear in 'properly governed' con-
texts (due to the Empty Category Principle, to be introduced
below). For these reasons, Chomsky proposes that these
phonologically null NP's, NP-trace, wh-trace (variables) and
PRO should not be treated as distinct elements defined on the
basis of intrinsic features, but rather as the same element
defined simply by context.

In order to achieve this result, Chomsky assumes that
all empty NP's have what he call "¢-features." ¢-features are
those features of person, number and gender associated with
simple pronouns such as we, she, it, etc. The following are
Chomsky's (198la) 'functional definitions bf empty categories'
(cf. p. 330).

42a) a is a variable if and only if it is locally A-bound
and in an A-position.

b) If a is an empty category and not a variable, then it
is an anaphor.

c) o is pronominal if and only if o« = [yp F,(P)] where
P is a phonological matrix and F & ¢ and either 1i.
or ii.

i. a is free
ii. o ie locally A-bound by B with an independent
0-role.
In (43), all of the empty categories mentioned above appear.
43) Whoj [a; wanted [bj to be kissed cjl]

Suppose that the lower case letters all represent empty cate-
gories. Starting from the bottom, ¢ is not a variable, since
it is locally A-bound by b. Thus ¢ is an anaphor. It also

fails to e pronominal, since it is neither A-free nor A-bound

by an element with a separate 0-role. It follows that ¢ is only
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anaphoric (NP-trace). Like ¢, b is anaphoric because it is
not locally A-bound, but unlike ¢, b is A-bound by a which has
a separate O-role. It follows that b is PRO, a pronominal
anaphor. Finally, a is a variable as it is locally A-bound.
One significant result of these definitions is that the

pronominal and anaphoric properties of PRO follow from them,
and then the BC's can predict the distribution of PRO. 1In
(43), PRO (b) is ungoverned and therefore licit. Compare (43)
with (44).

14) *John killed e .
Since the empty category is not a variable, it must be ana-
phoric, and since it is A-free, it must be pronominal. As PRO
is governed in (44), however, it follows that the BC's exclude
it. Thus the existence and distribution of PRO is predictable

from general principles.

2.4.2. Expletive Empty Elements.

Some rather subtle questions arise with respect to the
above typology of empty elements, and one such question will
have an important place in the analyses of succeeding chapters.
One of the assumed properties of PRO is that it counts as an
argument with respect to the 0-C. Chomsky (198la) assumes

further, however, that there also exists an expletive PRO,

that is to say, an element with all the properties and
distribution of PRO, except that it does not count as an argu-
ment with respect to the ©-C. Thus expletive PRO is limited

to chains wherein an argument is otherwise included. No
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instance of expletive PRO is discussed in English or French,
but this element plays a crucial role in Chomsky's analysis
of the 'PRO-drop' phenomenon, which I will discuss critically
in Chapter VI. 1In this short section, my principal concern is
to show that the assumption that expletive PRO exists leads
systematically to false empirical predictions, and should bhe
modified in favor of another type of empty expletive element,
namely, governed expletive [e].

My discussion begins with an observation made by Rizzi
(1980). French has a form of adverbial gerund that may or
may not have an overt subject.

45a) Ayant mangé, Marie est partie.
"Having eaten, Marie left"

b) Marie ayant tué le chat, l'enfant n'avait rien a
faire.

"Marie having killed the cat, the child had nothing
to do"

It seems natural to assume, as does Rizzi, that the subject of
these gerunds is PRO when the subject is not overt, and the
same assumption is standard for English gerunds and infinitives,
as stated earlier. Rizzi notes, however, that French adverbial
gerunds are ungrammatical whenever the missing subject is an
expletive element (example from Rizzi (1980)).

46) *Etant clair que Jean ne viendra plus, nous pouvons
partir,

"Being clear that Jean will not come again, we can
leave"

Rizzi proposes that the ungrammaticality of (46) is due to a

requirement that adverbial gerundives always have controllers
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for PRO, and since it is not possible for an expletive empty
element to be controlled, (46) is excluded. It is worth con-
sidering whether this property is exclusively true of expletive
PRO, and if so, why.

To begin let us consider further whether or not the
subject position of adverbial gerunds is indeed a context where
PRO must be controlled by some argument of the matrix sentence.
Notice first that the same construction appears in English,

and that the same sorts of contrasts can be observed.

47a) (While) munching on a fig, John broke a tooth.
b) Mary having eaten, we decided to go directly to the
movies.

c) *Being obvious that John was late, we decided to go
to the movies.

a) It being obvious that John was late, we decided to
go to the movies.

One difference between French and English in this respect,
however, is that English has a full pronominal lexical element,
it, which can appear in these contexts, while the French
equivalent, the subject clitic il, is limited to contexts
where Nominative Case is assigned. Since French has no full
lexical pronominal, it follows that PRO must always appear in
13

French where in English, it can be inserted.

48a) *(It) seeming that the king had been executed, any-
thing appeared possiblel4

b) *(It) being clear that John was late, we decided to
go to work.

Extending Rizzi's claim about French to English, we might

attribute the impossibility of expletive PRO in these contexts
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to the fact that it cannot be controlled.

If it is true that the subject of a gerundive adver-
bial has to be controlled, however, then this notion of con-
trol must refer to a fairly abstract representation that
includes missing passive agents (49a), the subjects of elided
clauses (49d), the PRO (?) possessor of mind and perhaps some
sort of dative argument of obvious.

4%9a) Before PRO making-a big decision, every option must
be considered.

b) Without PRO ever testing a single example, it's
obvious how things will turn out.

c) While PRO smiling warmly at such odious children,
ingenious methods of torture come to mind.,

d) A: How do you manage to live so well on your salary?

B: PRO making $50,000 a year in kickbacks, it's a
cinch!

All of these examples allow the 'arbitrary reading' for PRO,
and indeed this is the only possible reading, as no other overt
NP is available as an appropriate controller. The examples in
(49) have ungrammatical counterparts in (50).

50a) *Before seeming that John was late, a big birthday
party was planned.

b) *Without ever seeming that John was guilty, it was
obvious how the military court would decide.

c) *While appearing that the children would stay, ingen-
ious methods of torture came to mind.

d) A: How do you avoid getting caught?

B: *Being obvious that I'm a hopeless coward, no one
suspects me.

In cases where a lexical NP can be inserted at all, it can save

the sentence (as in (50b)), but otherwise these examples are
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unredeemable. Similar results obtain with infinitival sen-
tential subjects.

51) *(For it) to seem that John is guilty would upset
Mary.

Thus in all of these contexts, arbitrary PRO is possible, but
expletive PRO is not.

The same results are extendable to French in contexts
with infinitival sentential subjects and adverbial infinitives
parallel to temporal adverbial gerunds in English.

52a) D'étre élu par une majorité serait surprennant-
"To be elected by a majority would be surprising"

b) *De sembler que Jean serait élu par une majorlte
- --serait surprennant. - - ——

"To seem that Jean would be elected by a majority
would be surprising"

53a) Avant de prendre une décision 1mportante, toute
possibilité doit &tre consideré.

"Before making an important decision, every possi-
bility must be considered"

b) *Avant de semblerqueJEan etait coupable, il etait
évident qu'il serait condamné.

"Before seeming that John was guilty, it was obvious
that he would be condemned"

As shown by the possibility of arbitrary interpretation,
related perhaps, to highly abstract controllers, the ungram-
maticality of the French and English examples above cannot be
attributed to the absence of available controllers. In fact,
it seems that the ungrammatical results are only unexpected
if it is assumed that expletive PRO exists. If there is no

such thing as expletive PRO, or to put it another way, if PRO
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always counts as an argument, then every time PRO appears it
must be the unique argument of a ©-chain. 1In all of the ungram-
matical examples, therefore, PRO and the clausal argument of
seem, be obvious, sembler, é€tre clair, etc., are competing for

a single O-position, and so these sentences are excluded by

the 0-C.

If expletive PRO does not exist, the next natural
question to ask is if there is any expletive empty element at
all. I believe there is evidence that such an element exists,
although most of it will be presented in other sections (cf.
especially 2.4.4, 5.1.3, and Chapter VI). It is instructive,
however, to consider one such context briefly.

The case I have in mind is that of subject position in

French when a subject clitic (SCL) is present. Consider (54).

54a) Marie parle b) Elle parle
S S
NP/IL\‘IFL\VP NP"/‘/II\IIFL\V"P
v
Marie parle e elle-parle

Let us simply assume for the sake of argument that the struc-
ture hypothesized for (54b) is correct, where the SCL elle is
treated as a slot on a verb, and where INFL assigns Nominative
Case to either the subject or to the SCL, but not to both. An
analysis based on these assumptions will be developed in
Chapter VI.

The issue relevant to my inquiry is to determine the

status of the empty element in (54b). We have already deter-
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mined one property of this element: it lacks Case. In Jaeg-
gli (1980b), it is assumed that if INFL does not assign Case
to the subject, then INFL does not govern the subject, in
some sense. Jaeggli then concludes that when the SCL appears,
the empty category in subject position is PRO. Let us
adopt Jaeggli's hypothesis provisionally.
Another relevant fact about the empty category in
(54b) is that it is distinguishable from wh-trace and the
trace of Stylistic Inversion (cf. 4.2 and Appendix I for dis-
cussion and references). Consider the construction that
Kayne (1972) calls 'Subject Clitic Inversion' (SCL Inversion).
In order for SCL Inversion to be grammatical, some element must
be present in subject position that is distinct from the traces
just mentioned.
55a) *Qui; ej est-elle arrivée?

b) *Quand e; est-elle arrivée Marie?

c) Quand e est-elle arrivée?

d) Quand Marie est-elle arrivée?
In (55a), the subject has been questioned, leaving a trace in
subject position. In (55b), both Stylistic Inversion and SCL
Inversion have applied, and the former again leaves a trace in
subject position. Yet the empty category in (55¢c) yields a
grammatical output parallel to (55d) . 'If the empty category in
(54b) and (55¢) is PRO, then it is distinguished in an appro-
priate way from the Cased traces left by wh-movement and
Stylistic Inversion, which, following Kayne (1980), are both

variables at LF (but see Appendix I).
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Notice that I am assuming the existence of an empty
category in subject position in (54b) and (55¢). This pro-
posal is consistent with Chomsky's (198la) proposal that in
universal grammar, the subject node is always obligatory in
the base expansion for S.

To summarize then, the empty category in (54b) and
(55c) exists, it is not a variable, it lacks Case, and it
appears to be governed in certain contexts although I have
assumed that it is PRO.

Now notice further that if the empty element in subject
position in (54b) and (55c) is PRO, then expletive PRO must
exist to occupy the subject position when an expletive subject
clitic appears.

56a) Il semblait que Jean était coupakle.
"It seems that Jean is guilty”
b) Quand semblait-il que Jean était coupable?

"When did it seem that Jean was guilty"
If expletive PRO does not exist, however, as argued above,
then it follows that the examples in (56) should be excluded
by the 6-C. If PRO is always an argument, then the PRO and
the clausal argument of sembler are competing for a single
0-role. As the examples in (56) are grammatical, I must assume
that either expletive PRO exists, but its distribution is condi-
tioned by some additional principle, or that some other
expletive empty element fills the subject position, and this
other element is regulated and/or defined by some additional

principle. (On the appropriate level of abstraction, these
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options may reduce to the same thing.)

Now we have seen that in all of the gerundive and
infinitival contexts above, expletive empty subjects are
excluded. A simple way to state this fact is (57).

57) An expletive empty category must be governed.
Since PRO is always ungoverned due to the BC's, it follows
from (57) that expletive PRO does not exist. Now since we have
need of an empty category for the subject position in examples
like (54b), (55c¢), and (56a,b), we are forced to the most
natural assumption with respect to these structures, namely,
the assumption that the subject position is governed by INFL.
Thus governed expletive [e], assuming that it can be appro-
priately defined, is the element that appears when an exple-
tive empty element is required.

The purpose of this short section has been to show
that expletive empty elements are limited to governed contexts,
though much of the evidence for this view must await theoret-
ical elaborations to be introduced below. I turn to these

elaborations directly.

2.4.3. Relations between Components.

Now it is possible to integrate the theories of
indexing and empty categories into the componential model of
the grammar presented in Chapter I and slightly elaborated

below.
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58) D-structure
Move a
| 0-C
S-structure BC's
Case Filter
PF LF
l l
wanna Contraction QR
Surface structure LF-structure

Let us begin by considering the relations between D-
structure and S-structure. Recall that in Chomsky's first
'theory of indexing' discussed above, it is assumed that
indices are introduced at D-structure. Movement from one
position to another by substitution erases the index of the
base generated empty category and replaces it with the index
of the moved category.
was killed John,

]
b) Johnj was killed e

59a) ej
As soon as Chomsky's explicit theory of indices appeared,
however, it was pointed out by Bach (1977) that (59b) could
be base generated with the appropriate indexing, and that if
this is so, no rule of substitution is required. At the time
of Bach's observation, it was not clear that there were
appropriate independent principles to rule out the overgener-
ation of such free indexing, but since the advent of princi-
ples such as those that apply at S-structure in (58) above,
it might be supposed that Bach's suggestion could be adopted.
Let us take this issue as a point of departure.
Independently, there is reason to believe that both

indexing and coindexing should be permitted without movement.
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60) Tom; hates himself;
In (60), Tom must be coindexed with himself, or the BC's are
violated. 1In (59b), John must be in a Casemarked position,
but by the 06-C, it must be in a ©-chain, hence it must be
coindexed with the empty NP object. Moreover, the empty NP
object in (59b) has to be bound, since it counts as a pro-
nominal anaphor if it is not A-bound by John; hence, it would
be governed PRO, excluded by the BC's. Thus it appears that
we might be able to allow free indexing (restricting our
discussion to A-positions) and to use the S-structure con-
straints in (58) to rule out the overgeneration that would
result. We might then ask if'there is any reason at all to
suppose that substitution operations are a property of Move
ac. However, this matter is resolved, the answer will depend
in part on another issue, namely, the issue of where indices
are introduced in the course of a derivation.

The latter questions bear on the appropriate formula-
tion of Chomsky's (1981) 'Projection Principle.' Informally
put, Chomsky's Projection Principle (PrP) says that at every
syntactic level, D-structure, S-structure, and LF-structure,
the lexical properties of predicates must hold. The 1lexical
properties of central relevance are 0-assignment and sub-
categorization, although I shall only be concerned with the
former here (cf. Chapter III for relevant discussion). The
requirement that 0-assignment be done in the same lexically
specified way at every level has the immediate consequence

that traces must exist, or else the 0-C cannot be satisfied.
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Recall that it was pointed out (in 2.2) that example (12) pro-
vided evidence that an argument must be related back to a
@-position, and that 6-marking was not simply 'carried along.'
If 0-assignment must be to the same syntactic position at
every syntactic level, then the ‘'carry along' theory is
impossible for a principled reason.

A stronger hypothesis, also proposed by Chomsky, is
that the PrP requires further that the 0-C hold at every level.
This is stated informally in (61).

61) The 6-C and the lexical properties of 0-assignment
hold at every syntactic level,

This means that a 0-position must be in a 0-chain that is
well-formed at D-structure with respect to the 06-C. Now the
question of where indices are introduced into the derivation is
crucial. Consider (59b). If indices can be freely generated
at D-structure, it follows that (John,e), if coindexed, can be
a well-formed ©-chain at D-structure. If such indices are not
introduced at D-structure, then John cannot be related to a
0-position, and is thus excluded by the 0-C at D-structure.

The only well-formed D-structure of John was killed under the
'no indexing at D-structure' hypothesis is (59a), if the 0-C
must be satisfied at D-structure according to the PrP. If
(59a) is the D-structure of John was killed, however, then
(59b) can only be an S-structure representation. This does not
mean that the indexing of (59b) is generated by movement (dis-
sociating coindexing from movement). The indexing of (59b)

might be introduced by free indexing at S-structure. It does
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follow, however, that John must move to whatever 5-position it

occupies at s-structure, -°

The properties of the theory just
described, call it Theory A, are listed below.
62) Theory A

a) No indexing at D-structure

b) ©-C holds at every level (61)

c) Move o includes substitution rules, but not

coindexing

d) Free indexing at S-structure
One can imagine quite a number of opposing theories that can
be constructed by altering any one of the assumptions of
Theory A. It is not useful here to pursue all of the lines
of reasoning that would be required to determine if any vari-
ant of Theory A is to be preferred, but at least Theory A
limits the class of possible D-structures in an interesting
way (as compared, for example, with a theory that lacks (62b)
and/or permits free indexing at D-structure). Let us there-
fore use Theory A as a place to start, and motivate changes in
it based on further investigation.

Now notice that Theory A does not jibe with the theory
of empty categories proposed above. If there is no indexing
at D-structure, then in a sentence like (63), the contextual
definitions of empty categories indicate that both empty cate-
gories are PRO at D-structure, as they are both A-free and
A-free.

63) e to be kissed e is thrilling.
Since PRO must count as an argument with respect to the 0-C

(if infinitives in control contexts are to be grammatical at

all), it follows that the 0-C is violated at D-structure because
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the matrix empty category is PRO and not in a @-chain. Let
us call this the 'PRO problem.' The PRO problem only arises
for the strong form of the PrP, and not for the weaker form
of the PrP that only requires that 0-assignment hold at every
level.

To put it another way, the PRO problem only exists
because the lack of indexing at D-structure makes it impossi-
ble to distinguish the argument status of a PRO in a ©-position
from a PRO in a ©-position with respect to the contextual
definitions of empty categories (EC's). We cannot conclude
that the contextual definitions do not applf at D-structure
for the reasons mentioned above (PRO must exist as an argument
at D-structure in infinitives with O-position subjects). The
following statement suffices to solve the problem.

64) An empty category is optionally an argument.
(64) seems an optimally simple statement. It follows from (64)
that if PRO is treated as an argument, then the 0-C will rule
it out at D-structure unless it is in a O-position. Thus if
PRO is in a non-0-position at D-structure, then it must be
expletive (= nonargument). We have already seen that expletive
EC's must be governed (57), and so (64) allows expletive PRO
(EPRO) to appear where it is governed in (65),

65) e was killed John. (D-structure)
but not in (63). 1In (63), the subject position of the passive
sentence is ungoverned, as well as being a non-0-position out-
side a O-chain (it bears no index at D-structure), and so (57)

should rule it out at D-structure. The obvious move is to
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make (57) an S-structure principle and permit the derivation
of (63) in (67).

66) An expletive empty element must be governed at
S—-structure.

67a) EPRO to be kissed PRO is thrilling (D-structure)

b) PRO,; to be kissed ey is thrilling (S=structure)

So far then, we may conclude that expletive EC's exist and
that their distribution is regulated by (66) and the 0-C. I
will return to the distribution of EC's in the next section.

At this point, the introduction of indices into the
componential model is maximally simple: index freely at
S-structure. The next question to ask is whether Move a
affects the pattern of indexing between D-structure and S-
structure.

Some evidence bearing on this issue has recently been
put forward by Chomsky (1982) in his reanalysis of a phenome-
non first studied by Taraldsen (1982). Consider, for example,
(68).

68) What; did John [file t;][without reading ej]
Descriptively speaking, the position marked by tj:is the trace
of wh-movement and e is a 'parasitic gap' which is understood
to be bound to what in the same way tj is. One characteristic
property of parasitic gaps, is that the trace cannot C-command
the gap nor vice versa.

69) *Who; [t; said that John [liked e;]]

This first property follows from the contextual definitions of

empty categories interacting with the BC's, since e; is A-bound
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by the trace, which has a separate ©-role. Therefore e; is
pronominal and anaphoric, i.e., PRO, and the BC's exclude it
in this context because it is governed. 1In order for the
gap to be well-formed then, its local binder must be in an
A-position.

70) Which antelope; [did the lion [wound t;] [before

killing e;]l

In (70), both trace and the gap have which antelope as their
local A-binder. The 90-C is not violated even though two A-
chains (an A-bound 0-chain) cross. Thus a second property
of parasitic gaps is that they are only parasitic A-bound
gaps, or else the contextual definitions will treat them as
PRO (A-bound by a separate 0-role), and the BC's exclude them
from governed contexts.

Another property of parasitic gaps is that they can
appear in positions inaccessible to movement, which I assume
to be constrained by subjacency.16
any gentleman [who. t.

J ]
knew ei]][VP wouldn't tell ti] in front of relatives]

71) the juicy stories which, [S[NP
The object of knew can be a parasitic gap, though regular wh-
movement from the same position is blocked.

72) *the juicy stories whichi [N any gentleman who knew

p
t;] wouldn't lie

Chomsky notes further that it is independently necessary to

relate bhase generated wh-words to A-positions in islands in

resumptive pronoun structures.

73) ?the boy who; Mary knows the car his; father drives
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Examples like (73) are totally ungrammatical if his is not
understood as bound to who. Chomsky suggests that this is
simply due to the fact that there is no vacuous quantification,
and so the wh-word, which acts like a quantifier in this sense,
(cf. Chomsky (1976)), must be coindexed with his or quantifi-
. . 17
cation 1s vacuous,.
As Chomsky notes, however, free indexing at S-structure
will generate (72) as grammatical as well as (71) and (73).
The problem is that a non-movement derivation for (72) becomes
possible with free indexing at S~-structure and base generation
of the wh-word, since the wh-word can be connected to the
base-generated gap without movement. All of the correct pre-
dictions of subjacency are thus lost.
Chomsky preserves the force of subjacency by making
the following assumptions.18
74a) Free indexing of only A-positions at S-structure
b) Move a entails coindexing between the moved element
and its trace
c) Free indexing of all positions at LF-structure
d) The constraint against vacuous quantification applies
: at LF-structure
This means that a base-generated wh-word cannot bear an index
at S-structure. It follows that the empty category in a
movement inaccessible position will be A-free, and therefore
a governed PRO as in (72) above and in the schematic diagram
below.lg
75) wh ... lyp +-- €3 ---1 (S-structure)
Since the BC's apply at S-structure, (75) is excluded. The

same configuration is grammatical if the empty category is
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replaced by a pronoun, however, as in (73) (modulo a variation
in acceptability). 1In cases like (73), the pronoun is well-
formed at S-structure as long as it is free in it governing
category. At LF-structure, where the ban against vacuous
quantification applies, the wh-word must be, and can be, coin-
dexed with the pronoun. If the wh-word arrives in COMP by
movement, then it obeys subjacency, and binds a variable in
that subjacent démain. Free indexing of A-positions at S-
structure then permits a parasitic gap to bear an index

matching the wh-word, as in the derivation in (76).

76a) ... wh ... Y - D-structure
b) whi cee €5 ... ce. € ... Move «
c) whi cee €5 ... ces B .. S-structure

This, then, is the system of Chomsky (1982).

One question that arises inconsidering a system like
that in (74) is whether or not there need be any indexing at
D-structure. Theory A assumes that there is none in order to
limit the class of possible D-structures. The analysis of
parasitic gaps only shows that wh-words and their traces must
be coindexed by S-structure. It need not be assumed that
there is any indexing already available at D-structure, as
it might be the case that indexing is either introduced on
both elements by Move &, or simply that the A-position trace
is assigned an index freely at S-structure, while Move «
assigns an index only to the moved element.

There is;, however, empirical motivation for assuming

that indexing is introduced at D-structure (although it turns
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out that the properties of Theory A are preserved). Consider
the following examples.
77a) John lost his/*my way.

b) John stubbed his/*my toe.

c) Quentin quit his/*my job.

d) Don doffed his/*my cap.

e) Willy waved his/*my hand at the problem.
Idioms such as those in (77) are known to require that the
possessive pronoun agree with the subject of the same predicate.
Naturally, if this is expressed as indexing, it can be assumed
to hold at whatever level indices are introduced. Suppose
that this relationship holds at S-~structure, under the
assumption that indices are first introduced at this level,
and items like the x of x's way in (77a) are simply marked as
anapunoric with respect to the idiomatic interpretation of the
verb lose, that is to say, the possessive pronoun is treated
as a lexical anaphor on a par with each other or himself. If
the possessive pronoun is treated as a lexical anaphor then
it need not be stipulated to agree with the subject of the
same predicate, as the BC's insure that it must be bound in
its governing category. Like reciprocals, for example, these
idioms cannot be passivized in a simple sentence.

78a) *Themselves/each other were killed (by the men).

b) *His toe was stubbed (by Sam).

c) *His way was lost (by Larry).

d) *His job was quit (by Quentin).

e) *His hat was doffed (by Don).
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78f) *His hand was waved (by Willy) at the problem.
All of the examples in (78) are out under the idiomatic inter-
pretations (if not completely) just like other lexical ana-
phors as in (78a). These possessive idiom pronouns differ
systematically from lexical anaphors, however, in at least one

very important respect. Consider the paradigm in (79).

themselves

79a) They expect {

b) *John expects his way to be lost.

c) *John expected his toe to be stubbed.

d) *Quentin expected his job to be quit.

e) *Don expects his hat to be doffed.

f) *Willy expects his hand to be waved at the problem.
It seems that the pronoun of possessive idioms must be
related to the subject of the predicate that selects them,
and not to any other subject.

Now we might conclude from this that possessive idiom
pronouns are bound to the subject 0-position, and that when
passive suppresses this 0O-position, the possessive idiom can-
not be bound. This account, however, is merely descriptive,
and the parallel with lexical anaphors is abandoned because
the position of the antecedent is stipulated.

Instead let us pursue the idea that these possessive

20 at D-structure and

idiom pronouns (PIP's) act like anaphors
must be appropriately bound at that level. This idea requires,
however, that at least some indexing be present at D-structure.
Suppose that indexing is permitted at D-structure in the

following sense.
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80) Only O-positions are assigned indices at D-structure
(80) wil have the same consequences with respect to the appli-
cation of the 06-C at D-structure that 'no indexing at D-
structure' had in Theory A, since no 9-chains can be formed
that have more than one member (recall that a 0-chain can have
only one 0-position, and ©0-positions cannot be indexed under
(80)). Now the constraint on the distribution of PIP's can be
stated without having to specify that there is any special
relationship between the PIP and the subject 0-position.

81) Principle (A) of the BC's holds for PIP's at
D-structure.

To see how these hypotheses rule out passives like those in
(78), consider the D-structure of (78e) in (82).
82) e was lost his way.

Since the PIP must be bound, it follows that its only possible

antecedent is the subject empty category. The subject is not

a O-position in a passive sentence, however, and so it follows

from (80) that the subject position cannot bear an index.

Thus the subject position is not a binder for the PIP, and

(82) fails at D-structure due to (8l). In the active cases

like those in (77), however, the subject is a 0-position, can

bear an index under (80), and can satisfy (8l) just in case

the index on the subject position matches that of the PIP.21
The advantage of this account is that it follows from

(80) and (81) that there are no passives of anaphoric PIP's

and no special statement about the nature of the antecedent

for such anaphors need be stipulated. Only (81) is a state-
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ment peculiar to these idioms, and it has the form of a general
condition on anaphors normally stated at another level. Sup-
pose then that (81) is the right stipulation about anaphoric
PIP's. Why should it hold at D-structure instead of applying
at S-structure where other lexical anaphors are analyzed?
Recall that the Projection Principle requires that the lexical
properties of predicates should hold at every level. Since
the anaphoric status of these PIP's is a property assigned by
a given predicate (as there are PIP's that are rot anaphoric,
as in fn. 20 above), we might suppose that this property
must hold at every level, including D-structure. Normal
reflexives, which are not specifically selected by a given
predicate, do not fall under the PrP. It follows that regular
lexical anaphors need not be analyzed at every level in the
same way as anaphoric PIP's. Thus the argument based on ana-
phoric PIP's provides evidence both for a separate level of
D-structure with indexed ©-positions, and for the PrP, which,
under the appropriate interpretation, predicts that (81) should
hold at D-structure.
To return to our main line of ingquiry, the system of
indexing that emerges from these considerations is as follows.
83) Indexing Theory B
a) Only O0-positions are indexed at D-structure
b) Move a 'carries along' the D-structure index of
the moved category
c) Free indexing of A-positions at S-structure
d) Free indexing at LF-structure

I assume that none of the rules of Theory B involves reindex-

ing, i.e., there are no index-changing rules (but cf. Higgin-
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botham (1980) for discussion of reindexing rules in LF). 1In
the remainder of this study, I shall rely essentially on
Theory B as stated above, although parts of it will be slightly

elaborated in later chapters.

2.4.4. Expletivity and the Inventory of Empty Elements.

In the last section, empty categories (EC's) were per-
mitted to be expletive or not (64) just so long as they are
governed at S-structure (66). While these assumptions suffice

to permit the existence of expletive PRO (EPRO) at D-structure

to solve the PRO problem (connected with the discussion of
(63) and (65)), they do not yet permit the existence of an
expletive empty element at S-structure where the BC's rule
out pronominal anaphors in governed positions, expletive or not.
As argued earlier, however, some such expletive empty element
must exist at S-structure in French when a subject clitic
appears. How can expletive empty categories be permitted to
exist at S-structure and what determines their distribution?
The problem that arises is that expletive EC's, like
other EC's, ought to be susceptible to the functional defini-
tions of empty categories in (42). For example, the con-
straint on vacuous quantification rules out the possibility
that an expletive empty category could be a variable, but if
an EC is not a variable, then it follows that it is an ana-
phor by (42b). Expletive anaphoric EC's are already a fami-
liar feature of the theory, since all anaphoric traces are

expletive. If anaphoric traces were not expletive, then any
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®-chain that cantained one would have more than one argument22

and be excluded by the ©-C. But let us suppose that we are
considering an expletive EC that is free--unlike pure anaphoric
traces, which are A-bound by a member of the same 0-chain. 1If
the expletive EC is free, then (42c) should apply as well as
(42b), and so the element in question should be EPRO. An
expletive PRO of this sort is excluded by the BC's at S-
structure, since by (66) expletive PRO must be governed at
S-structure.

Notice, however, that a pure pronominal EC, if it were
to exist, would not be automatically excluded by the BC's at
S-structure in governed positions. An expletive empty element
of this sort would be parallel to lexical expletive pronouns
like it in it seems that S. If expletive empty pronouns are
to exist, bhowever, something must prevent the contextual
definition of anaphor from applying to them. The following
revised definition of 'empty anaphor' replaces (42b).

84) If o is an empty category in a O-chain and it is not
a variable, then it is an anaphor.

The italicized portion of (84) indicates where it departs from
(42b) . The basic idea behind the revision in (84) is to dis-
tinguish two classes of empty expletive categories. On the
one hand, there are EPRO and anaphoric trace which only occur
in 0-chains, and on the other hand, there is the pure pro-
nominal empty category (EXE) which can only occur outside a
©-chain, and therefore must always be expletive (or violate

the 6-C).
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The new definition of empty anaphors in (84) now changes
our perspective on the PRO problem at D-structure discussed in con-
nection with examples (63) and (65) in the last section. There
it was assumed that EPRO could be present at D-structure, thus
avoiding a ©6-C violation that would arise with argument PRO.
Given the definition in (84), EPRO cannot exist at D-structure,
since EC's not in O-positions are not in ©-chains (hence, they
cannot be anaphoric) and EC's that are in O-positions cannot be
expletive (or the 0-C is violated). Rather the D-structure
non-0-positions must be filled by EXE or the 0-C is violated.

Besides resolving the PRO problem, EXE now provides us
with an appropriate element to fill subject position in French
when a subject clitic appears, although there is a clear pre-
diction that EXE cannot participate in a @-chain. This pre-
diction will have important consequences for my discussion of
PRO-drop in Chapter VI, as well as for my treatments of
Quantifier Lowering (next section) and it extraposition
(Chapter III).

The existence of expletive PRO seems impossible from
what I have developed so far, as it is excluded by the func-
tional definitions and the 0-C at D-structure, and by the BC's
and (66) at S-structure. Though an instance of EPRO will be
shown to exist in 5.1.2 due to a relaxation of the BC's at
S-structure, for the moment let us assume that it is excluded.

The inventory of empty categories thus includes EXE,23
argument PRO, variable and anaphoric trace. This system

matches, in part, the distribution of lexical argument types,
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as shown by the diagram below.

85) Lexical Pronominal Anaphoric Empty
name - - variable
each other - + NP-trace
it + - EXE
) + + PRO

This system differs from that of Chomsky (198la) in that in
this system (85), EXE exists and expletive PRO does not.

(85) differs from Chomsky (1982) in that in his system, an
element called 'pro' (cf. also Burzio (1981l)), a pronominal
empty category, is permitted to be either an argument (like
she) or an expletive (like it). 1In (85), 'pro' must always

be expletive. At the end of Chapter VI, where NOM-drop is
discussed, I will argue that an 'urgument pro-like' element
does exist in some languages, but for now I shall simply adopt
the system in (85), each empty element of which has been moti-

vated in this chapter.

2.5.0. Constraints at LF-Structure.

Although I have mentioned that the 6-C applies at
every level (by virtue of the PrP) and that the BC's apply
at S-strurture, I have not discussed, except in passing, the
LF component and the constraints that apply there. In this
section I shall introduce the most well-known constraint
claimed to apply at LF-structure, the Empty Category Principle
(ECP), and argue that its domain of application is restricted
to 6-chains. This restriction on the ECP will permit the
existence of EXE, which will be further motivated, and show

that the BC's should apply at LF-structure as well as at S-
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structure.

2.5.1. The Domain of the ECP.
The ECP was first introduced by Chomsky (1979c¢) in
order to account for the that e effect.
86a) Whoj did John say [3 that ej left]
b) Who; did John say [g e; left]
The history of the treatment of the that e effect and the
developments that led to Chomsky's proposing it are discussed
in Chapter VI in relation to PRO-drop. Here it is enough to
understand how the ECP is supposed to operate. Chomsky's
statement of the ECP is as follows.
87) ECP: [e] must be properly governed.
I shall take 'proper government,' defined in (88), to refer to
the notion of government defined in Chapter I.

88) «a properly governs B if a governs B and

a) a 1s lexical or
b) o is coindexed with B.

(88) differs little from Chomsky's original formulation, if
'lexical' is understood here to include almost any category
but INFL. This means that the subject of a tensed sentence
is never properly governed if governed by INFL alone (but
cf. the discussion of ECP in Chapter VI). If the subject is
empty, it must be completely ungoverned, as it is in an infini-
tive, if it is to be well-formed.

89) [g PRO to leave] is dangerous.
Since the ECP does not apply to ungoverned PRO in (89), the

ECP must be slightly amended, as in (90) (cf. Chomsky's
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(1981la) 'Generalized ECP').

90) ECP: If [e] is not PRO, then it must be properly
governed,

Now let us return to the contrast in (86). Since the
subject of a tensed sentence is governed by INFL, but not
properly so, it follows that the subject in (86) must be
properly governed by some other element. As proposed by
Kayne (1980) (but cf. Pesetsky (1978) and Aoun, Hornstein
and Sportiche (1980) for alternatives that will serve as well),
the trace left in COMP by successive cyclic wh-movement must
C-command the subject in order to govern it (let us suppose}),

a property that only holds if that is not present to create
a branching COMP node, as in (91la), the representation of (86a).
9la) *Who; did John say [glcomp ei thatllg e; leftl]]

b) Who ; did John say [ e that][S Mary likes ei]]

Q[CCMP i
Thus that must be absent or the ECP is violated. As direct
objects are properly governed by V, no ECP violation ensues
for (91L).

The ECP emerged as a much more general constraint in
the work of Kayne (198la). Kayne noted that a wide range of
subject/object asymmetries could be related to preposition
stranding facts if prepositions do not count as proper gover-
nors.

92a) *Quii Jean a-t-il pensé a e;
"Who Jean did-he think of"
b) A quij Jean a-t-il pensé e;

English differs from French in than English allows reanalysis
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(cf. Weinberg and Hornstein (198l)) which treats the string
V P as a verb in the relevant contexts.
93) Who; did John [, talk to] e;
If the preposition is not reanalyzed with the verb, then the
P is insufficient as a proper governor. Thus temporal adver-
bial prepositions, which cannot be reanalyzed with verbs (pre-
sumably because these temporal adverbial PP's hang from S
instead of VP), cannot be stranded.
94) *What timej did John leave at ej
Kayne also extended the ECP to certain cases of quantification
(formerly accounted for by the NIC, cf. Kayne (1979b)).
95a) Je ne veux que ku voie personne.
"I do not wish that you see anyone"
b) *Je ne veux que personne vienne.
"I do not wish that anybody come"
Under the assumption that LF-movement, May's (1977) QR, applies
to personne, the LF-structure representations of (95a) and
(95b) are (96a) and (96b), respectively.
96a) [ personne; [g Je ne veux [g que [g tu voie ejll]]
b) *[g personne;j [g Je ne veux [§ que [g e; viennellll
While the object trace is properly governed by the verb in
(96a), the subject trace in (96b) is not. If the ECP is
responsible for this contrast, and let us suppose that it is,
then the ECP applies at LF-structure.
Summarizing so far, the ECP applies to empty categories
other than PRO at LF-structure, and prepositions do not count

as proper governors (unless they are reanalyzed with verbs).
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Notice, however, that there are contexts where the

ECP appears not to apply. Consider the following example.

97) At what time did Mary say that John murdered Bill
Notice that (97) can have two interpretations, one where the
question concerns the time of the murder, and one where it
concerns the time of Mary's statement. Now if the failure of
reanalysis in (94) is due to the fact that P cannot be
reanalyzed when an adverbial PP hangs from S, then the
representation of the narrow scope reading (the time of the
murder) is presumably (98).

98) [ At what timei][S did Mary say [zl e; that]

COMP S "COMP

[g John [yp ---1lpp €51111

Notice, however, that the PP trace is not properly governed,
as it is clear that the trace in CCMP is no more a proper
governor in this case than it is in (91) above. Moreover, if
INFL governs the S-daughter subject, then it certainly governs
the S-daughter PP. Thus the narrow scope reading ought to be
impossible, and yet clearly it is not.

In order to restrict the domain of the ECP so that it
does not apply in (98), but does apply in all of the standard
cases, I make the following proposal.

99) The ECP only applies to members of ©-chains.
Now'it is reasonable to suppose that the S~daughter position
of the adverbial PP is not a 0-pcsition, as no verb selects
for a time adverbial. If the adverbial S-daughter . :ition
is never a 0-position, then it is never an A-position (cf.

Chapters III and VI). It then follows that if the adverbial
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PP 1s not in an A-position, then it cannot be in a 06-chain,
and the ECP does not apply to it. 1In the case of (94), by
contrast, the preposition at is assigning a 0-role to its
object. Thus the prepositional object is a O-position, and
is therefore in a 0-chain. It follows that the ECP rules out
the preposition stranding cases where reanalysis does not
apply. The same account extends to NP time adverbials.

100) Which day of the week did John say that Mary was busy?
The trace of which day under the narrow scope reading is not
properly governed,24 just as in (98) and (9l1la). For the same
reason as (98), but not (%la) or (94), it is exempted from
the ECP, i.e., the trace of the NP time adverbial is not in
a 0-position. (Presumably NP time adverbials are interpreted
as such intrinsically, as must be said for an NP adverbial,
for example.zs) Thus (99) generalizes across NP and PP cases,

and is not just a property of PP's.26

2.5.2, ECP and EXE.

Given the analysis of EX¥E in the last section, we may
now ask if it is susceptible to the ECP. The clear prediction
of (99) is that it is not, since EXE, though it is always
governed (by (57)), is never in a ©-chain (due to the inter-
action of the BC's with the definition of empty anaphors in
(84)). The sort of example where EXE cén appear is not avail-
able in English at S-structure (for reasons discussed in Chap-
ters III and V), but there does exist a context for EXE in LF-

structure where it becomes possible to test whether or not
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the ECP applies to it.

The context I have in mind is Quantifier Lowering,
first discussed by May (1977). May noticed that sentences
like (101) have two interpretations.

101) Some senator is likely to speak at the rally
These interpretations are roughly paraphrased in (102).

102a) There is some senator such that it is likely that he
will speak at the rally.

b) It is likely that some senator will speak at the
rally.

The wide scope interpretation for some senator in (l02a) 1is
derived easily enough by applying QR to (101l) to produce the
appropriate LF-structure in (103).
103) [g Some senator; [g e; is likely [g e; to speak at
the rallyll]
In order to derive the narrow scope interpretation of (101l) in
(102b) , May proposed that the quantifier some senator could be
lowered into S-adjoined position in the lower sentence undex
the assumption that QR (or Move Q) is defined freely as (104).
104) QR: Adjoin a quantified phrase to S.
The narrow scope interpretation is thus derived by an instance
of QR which adjoins the subject of (101) to the lower S as
in (105).
105) e(ij) is likely [g some senatorj [g ej to speak at
the rallyl]
(The index on the matrix subject trace is left optionally by

movement, assuming that QR ‘is parallel to the convention for
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Move o in (83b)).

Now we may ask if (105) is a well-formed representa-
tion at LF-structure. Notice that the EC in matrix subject
position is governed by INFL (since it is a tensed sentence),
but not properly governed. Thus the FCP ought to exclude it
unless (99) is correct. Notice further, however, that the
operation of lowering has created ar A-position, thereby
breaking the 0-chain that connected the matrix subject to the
subject of speak. The lower subject is now a 0-chain con-
sisting of only one member, a variable which is properly

governed by some senator.?’

The matrix subject is a non-0-
position, and is not part of an S-chain that contains a
0-position. It follows that the matrix empty subject must be
expletive, or the 0-C is violated, and it must be EXE (a pure
pronominal), since the contextual definition of anaphor cannot
apply to it (cf. (84)). As a pure pronominal, EXE is well-
formed, then, with respect to both the BC's and the 6-C. If
the ECP applies to all empty categories, however, then the
structure in (105) would be excluded by ECP and ECP alone.
Since (105) is a grammatical interpretation for (101), the
ECP must not apply to EXE, exactly as predicted by the claim
that the ECP does not apply to elements not in ©-chains (99).
Now notice also that Quantifier Lowering fails when
the matrix subject is a 0-position. There is no lowered inter-
pretation for some senator in (106).

1l06a) Some senator is glad to speak at the rally.

b) e(;y is glad [g Some senator; [q e; to speak at
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the rally]]

(I am abstracting away from the distinction between S and S in
(105) and (l06b) for the subordinate clause, as it plays no
role in my discussion.) Since the matrix subject position is
a O-position in (106b), it follows that the EC cannot be
expletive, or else the 6-C would be violated; because the EC
is free, and not a variable, it must be argument PRO. If
argument PRO is licit in a governed position at LF-structure,
we would expect at least one reading of (106b) (where the
index i is not copied) to be that some arbitrary person is
glad that some senator will speak at the rally. No such inter-
pretation is possible. This is surprising, as the ECP does not
apply to PRO. A very natural move to rule out (106b), however,
is to make the following assumption.28

107) The BC's apply at both S-structure and LF-structure.
Under (107), a PRO generated by lowering, as in (106b), will
be excluded by the BC's at LF-structure because PRO is governed.
EXE in (105), on the other hand, is licit with respect to the
BC's precisely because it is only pronominal (thanks to the
revision of the definition of empty anaphor in (84)).

To summarize so far, the existence of a pure pronominal,
expletive empty element in a non-0-position (EXE) in (105)
contrasts with argument PRO in a O-position in (106b) with
respect to their well-formedness vis-a-vis the BC's at LF-
structure. The ECP applies to neither element, but for dif-
ferent reasons; the ECP does not apply to PRO by stipulation,

and it does not apply to EXE because EXE, like an adverbial
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variable, does not participate in a O0-chain. I conclude
that the ECP applies to 9-chain members (99) and that the
BC's apply at LF-structure as well as at S-structure (107).
The latter result will play a crucial role in the formula-
tions of Chapter Vv, but in this section, our main concern is
the non-application of the ECP to EXE.

A question immediately arises as to the status of
traces of expletive elements in contexts where the ECP is
usually supposed to apply. Consider, for example, the fol-
lowing instances of raising, where (108a) and (108b) contrast.

108a) John; is likely [g e; to leave]

i
b) *John; is appropriate Iglg e; to leavel]

It is assumed that raising predicates like be likely have the
property of deleting the S boundary of their complements (cf.
Rouveret and Vergnaud (1980)). Thus be likely, given the
definition of government in Chapter I, properly governs the
subordinate subject position in (108a) because it governs the
lower subject (the lower subject shares all the same maximal
projections as likely, once the maximal projection 'S' is
deleted) and it is a lexical category (either an adjective or
a reanalyzed verb, cf. Kayne (198la)). Be appropriate, on the
other hand, is not an S-deleting predicate, and so it does not
govern the lower subject, as the S boundary intervenes. Thus
the anaphoric trace in (108b) is excluded because it is not
properly governed, while the anaphoric trace in (108a) is
properly governed by be likely, and is thus well-formed. With

the ECP analysis of (108) in mind, consider (109).
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109a) It(i) is likely [S (1) to seem that John is guilty]
b) *It(i) is appropriate [glg e(;) to seem that John is
guilty]]

In (109), the subject of seem is a non-0-position and is not
in a 0-chain (for arguments that it and S cannot form a 6-
chain together, see Chapter III), whether it is coindexed
with the subordinate subject position or not (it is also in
a non-9-position). Thus it is predicted that the ECP applies
to the subordinate subject trace in neither example in (109).
The contrast in (109) must therefore be captured another way.

Notice, however, that nothing new need be said to pre-
dict the contrast in (109) without appealing to the ECP.
Recall that expletive empty elments must be governed (57).

The subject traces in (l109) are EXE. It follows that if EXE
is ungoverned in (109b), and it is, it is excluded, while
EXE in (109a) is well-formed.

The explanation of the contrast in (109) on the basis
of (57) shows that applying the ECP to EXE in (109) is redun-
dant, since (57) is independently motivated. As it has proved
a useful strategy in grammatical theory to minimize redundancy,
the limitation of the ECP to ©-chains, besides making the cor-
rect empirical predictions with respect to the distribution of
adverbial variables and lowering contexts, also removes a
redundant explanation of the contrast in (109), and is thus
to be preferred to the overgeneral formulation of the ECP in

(87).
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2.5.3. The Dowain of the ECP: Further Consequences.

The proposal that the ECP be restricted to 0-chains
was first made in a slightly diferent form in Safir (1981la).
Since that time, May and Gueron (1982) have exploited this
idea in their analysis of extraposition from NP and QP. In
order to understand why the ECP as revised in (99) is advan-
tageous within their approach, however, it is necessary to
present some of their analytic assumptions.

The central idea in May and Gueron's paper is that the
distribution of extraposition from NP or QP depends on the
well-formedness of their LF-structure representations. At
LF-structure, they propose, the NP or QP head must C-command

29

its complement. Simplifying their analysis somewhat, let

us assume that complement clauses of this sort, be they
extraposed or result clauses, are attached to S,30 as in
the bracketing below (in this instance, a result clause).

110) John told so many people about the show that it made
Mary nervous

S

—’*——*~____,.—-——_______“—_~._

S S

——*”’—”"\\\“*~

NP VP that it made Mary nervous

—-———'“———_—‘\\\~“‘-.

v PP

N /\
\ NP

John told so many people about the show

In order for (110) to be well-formed at LF-structure, May and
Gueron argue, the head of the extraposed clause must undergo

QR, which then adjoins the head to S, where it C-commands the
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the clause which must be in its scope (under the Aoun and
Sportiche definition, cf. Chapter I).

111) [glg so; g John [yp told [yp e; many people] about

the show]]] Sl
The strategy of their analysis is to explain the distribution
of result clauses as a consequence of the limitations QR
places on the head, which must move to a C-commanding position,
and its trace at LF-structure. (Whether the result clause or
extraposed clause is generated i.n place or moved from deep
structure complement position does not bear cruci:lly on the
issue.)
The interaction of the ECP with their analysis con-

cerns whether or not the ECP applies to certain traces left
by instances of QR and not to others. Consider, for example,

the contrast in (112) (from May and Gueron).

112a) I told her that so many people attended last year's
concert that I made Mary nervous.

b) *I told her that many people attended last year's
concert that made Mary nervous.

May and Gueron take the success of coreference ia (1ll2a) to
mean that the extraposed result clause hangs from matrix S
(cf. £n. 30) where her does not C-command Mary, while in
(112b) , the extraposed clause hangs from the subordinate S,
and coreference fails accordingly, due to Principle (C) of
the Binding Conditions (the pronoun her C-commands .'ary). If
the result clause hangs from the highest S, however, in order
to C-cemmand its complement in LF-structure, then so must

move to “he highest clause. This sort of movement of so
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ought to be excluded, however, since it involves extraction
from an ungoverned position, as shown by the diagram in (113)
(irrelevant details omitted).

113) S

S S

r’/”\\\\s that I made Mary nervous

NP VP
V/NrP\ g
COMP/\ s
NP/\ VP

so. I told her that [ei many people] attended last
year's condert

The essential idea is that since so is not an NP, it is not
in a 0-chain, and therefore the ECP does not apply to it.
Compare (ll2a) to the following contrast from May (forth-
coming) .

114) So many peoplei did I tell her (*that) e, attended

last year's concert that I made Mary nervous.

Thus the that e effect holds when the whole NP is extracted,
but if only the QP so (or perhaps so many) is extracted by

QR,31

the the ECP does not apply because a QP is not part of
a 0-chain.

Following up the same sort of reasoning, May (forth-
coming) also notes the contrast in (115), which I have adapted

slightly.

115a) Almost as much caviar was eaten at the party as I
thought that e smoked salmon would be.
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'115b) *Almost as much caviar was eaten at the party as I
though that e would be.
Once again, the full NP-trace in a thematic position is
excluded, whereas the QP trace, which is not part of a 6-chain,
is unaffected by ECP.

Some potential objections to this analysis arise with
respect to French, however. Kayne (198la) has argued that
the following contrasts concerning gaps controlled by nega-
tion or en are regulated by the ECP, as the ungrammatical
post-prepositional cases show (parallel to preposition
stranding in (92)).

lle6a) Marie n'aime pas [NP[a e] de gargons]
"Mary does not likg boys"
b) *Marie ne pense pas a [yp!, el de gargons]
"Marie does not think about boys"

117a) Marie en a 1lu [ trois [u ell

NP
"Marie of them has read three"
b) *Marie en a pensé a [yp trois [, ell
"Marie of them has thought of three"
118a) Marie en aimait [NP la soeur [a el]
"Marie of her liked the sister"

b) *Marie en pensait a [yp la soeur [ ell]

P
"Marie of her thought of the sister"

Let us assume that Kayne is correct in attributing all of

these examples to the ECP (extending his argument to genitive

en in (118)). If the larger NP is the only category which

constitutes a member of a ©-chain, then it is predicted that
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all the examples in (116) through (118) should be grammatical
with respect to ECP, as a is only a subpart of a member of a
O@-chain, and not a member of the ©0-chain itself. The last of
these cases is not problematic in this repsect, however,
since o« in (118) is in fact a genitive prepositional phrase
(e.g., la soeur de Jean "Jean's sister") which, assuming
genitive de is only inserted in NP's to provide Case for a
complement, may be seen as a 0-position of the head noun.32

It then follows that the ECP applies to o in (118), and, under
the appropriate formulation of proper government, predicts

the contrast.

The contrasts in (116) . .. (117), on the other hand,
require a slight, but natural, extension of the notion 'mem-
ber of a 6-chain,' namely, the head of a member of a ®-chain
must be counted as a member cf a O0-chain with respect to the
application of the ECP. This immediately extends ECP to
(117), for example, since o in (1l1l7) is most plausibly N
(trcis livres). In (l116), it must be assumed that a is the
structural head of the NP as well, even though this position
is typically filled with gquantifier words which, unlike
English, are separated from the N head by a preposition
(e.g., beaucoup de gargons "many boys"). This explanation
then extends to the following sort of examples immediately
from Kayne (1981a)).33

119a) Combien est-ce gqu'elle a [e d'argent]

"Howmuch is it that she has (of) money"

b) *Combien est-ce que [e d'argent] se trouve dans le



102

coffre?

"How much is it that of money is found in the
safe"

The treatment of most quantifiers as N heads in French
predicts that French comparatives should contrast with English
examples like (11l5a). Just such a contrast exists, as illus-
trated by (120b), which in turn contrasts with examples where
34

the gap is in object position, as in (l20a).

120a) Jean a invité plus ge femmes que Marie (ne) pens-
ait gu'elle a invite (e de gargons]

"Jean invited more women than Marie thought that
she had invited men"

b) *Jean a invité (beaucoup) plus de femmes que Marie
(ne) pensait que [e de gargons] ont demander de
venir

?"Jean invited (many) more women than Marie thought
that boys had asked to come"

The contrast between (120b) and its relatively grammatical

English translation,35

in fact, suffices to show that the
ECP applies to the French quantifier trace, which acts like
an N head, but not the English quantifier, which, unlike
French, is notanN head.

To conclude, limiting the domain of application of the
ECP to members of 0-chains is empirically motivated by (A) the
existence of adverbial variables that are not properly gov-
erned, (B) the existence of EXE, which is not properly
governed (specifically in lowering contexts, but as we shall
see, elsewhere as well), (C) the less redundant explanation

of the absence of raising in examples like (109b), (D) the

possibility of so-extraction by QR in the English result
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clause cases, and (E) the contrast between the NP-internal
trace of comparatives in French, which is susceptible to ECP,
and the NP-internal trace of comparatives in Engl:sh, which

is not.

2.6.

The goal of this chapter has been to construct a
theory of indexing and syntactic chains constrained by the
Unity of Indexing Hypothesis. Within this theory, I have
argued that the ECP applies within a domain I have called a
'0-chain, ' and not to elements outside of 0-chains, such as
adverbi. i variables and expletive [e]. Thus the range of
possible indexing patterns for a given structure is severely
limited, since every choice of indexing will have clear
empirical consequences with respect to ECP, the 0-C, the BC's
and the Case Filter based on whether or not a 0-chain is
formed. The UIH, by limiting the vocabulary of syntactic
relations in a very significant way, reinforces the empirical
predictions entailed by constraints on 0-chains, since these
constraints can no longer be circumvented by special indexing.

It may well be that the UIH is simply too strong, as
it rules out a wide variety of indexing proposals that extend
well beyond the range of cases discussed in this thesis. The
focus of this research, however, is on syntactic chains, and
within this domain, I believe that I can show that the UIH is

not only tenable, but likely to be correct.
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FOOTNOTES: Chapter II
1. Chomsky adds (1l0b), in effect, to Freidin's conditions.

2. Strictly speaking, the object of kill is not a theme in
Jackendoff's sense, as all of the cases he discusses are
instances where the object semantically undergoes movement
(e.g., with verbs like push). 1In the loose sense in which
thematic relations are used with respect to the 0-C, it may
be simply assumed that the object of kill is a theme because

it undergoes an action.

3. Cf. 2.4.3 where this result is derived from the Projection

Principle.

4. Cf. Williams (1974). For recent discussion and references,

cf. Chomsky (198la) and Stowell (1981).

5. Unless variables are treated as anaphors. Cf. Chomsky

(1980), Aoun (1982).

6. One can imagine a ternary structure XYZ where each element
C-commands the others (but see Kayne (1981lc)) and each element
binds the others, but by (27), none of these elements has a

-

local binder. So far as I know, the situation does not arise.

7. This definition has a peculiar, and probably undesireable,

consequence discussed in note 12.

8. Elements of these definitions are similar to Chomsky's

(198la) definition of "chain," though neither (28) nor (29)
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corresponds to Chomsky's definition. Chomsky's definition
does not refer to O-positions at all. 3ee Chomsky's discussion,

pp. 332-334.

9. If a passivized verb only fails to have an external
O0-position, rather than failing to have an external 6-role,
then one may think of the agentive preposition by as providing
an auxiliary external 6-position when VP does not assign one.
This would explain why agentive by cannot appear with verbs
that have no external 0-role, or already have one assigned.

i. *John fell by Mary.

ii. *John killed Bill by Mary.

J0. Chomsky (198la) does not use the term "6-chain," nor the
notion of 'O-chain' as I have defined it here, but the effect
of his definitions is similar with respect to Case inheritance.

Cf. note 17, Chapter II.

11. This does not mean that a wh~-word does not have the
Casemarking of its extraction site, as in Who(m) did you give
it to?. If nouns are inserted with Case and their Case is
checked at S-structure, it may not be necessary to check the
Case of the wh-phrase, but only the Case of its extraction
site (i.e., the variable). For some discussion of Case-
checking, see 3.1. If this view is correct, then it is not
necessary to assume that wh-phrases 'inherit' Case in the same

way that NP's in ©-chains do.

12. In example (35c), (John,he) is actually a ©-chain by the
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definition in (29), and is excluded by the 0-C. Some slight
adjustment of 'maximal portion' in (29) may be required to
avoid a 0-chain 'reaching down' below the O0-position in the
O-~chain.

i. A ©O-chain is the maximal portion of an S-chain above
and including one and only one 0-position.

Thus in ii., (John,PRO) could count as a 9-chain and be
excluded unless i. is the correct definition.

ii. Johnj hoped [g PRO; to be killed ej]
No issues of particular interest arise in this connection,
ard so I shall ignore this more precise point in subsequent

discussion.

13. I am making no special assumptions about how Case is
assigned to the subject of a gerund (adverbial or not) in
French or English, except that the Case assigned is not com-
patible with subject clitics in French. This may be because
the Case assigned is not Nominative, or because gerundive
morphology is incompatible with clitics. With respect to how
Case is assigned in gerunds, cf. Reuland (1980) and Aoun and

Sportiche (198l) for opposing views.

14. My use of the notation *(x), whether thz star is on the
left or right, indicates that the presence of x is necessary
for the sentence to be grammatical. When this notation is
used for the first word of a sentence, the star is placed to
the right of the parentheses, as in (48), to avoid the inter-

pretation that the whole sentence is ungrammatical with or
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without the item in parentheses. The notation (*x) means that

if x is present, then the sentence is ungrammatical.

15. This is not as obvious for complex adjectival structures.

Cf. Chomsky's discussion (198la), pp. 308-~314.

16. Subjacency is introduced in Chomsky (1973) as a condition
on movement rules. It is proposed by Freidin (1978) and Koster
(1978b) that subjacency may in fact be a constraint on repre-
sentations, and a proposal with similar effects appears in
Bresnan and Grimshaw (1978). Kayne (198la) suggests that sub-
jacency can be subsumed under ECP, but he does not explain
wh-island effects, such as the S/S parameter proposed by

Rizzi (1978), and the Complex NP Constraint is handled by a

special stipulation.

17. This is not exactly accurate for the relative clause cases,
since it is not clear that the relative operator counts as a
quantifier in the same sense that, say, a wh-question operator
does. This is noted by Chomsky (1982), who suggests that rela-

tive clause predication cannot be vacuous either.

18. In a very recent paper, Kayne (1982b) proposes a "con-
nectedness"”" principle, subsuming ECP, and defending the view
that parasitic gaps are not an argument for subjacency as a
condition on rules. I shall not discuss these new proposals

here (cf. also Pesetsky (1982)).

19. One can imagine, however, a structure where a base gener-
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ated wh-word is coindexed with ungoverned PRO at LF-structure.
i. *a boy who; it is impossible PRO; to run

If the Case Filter applies only at S-structure, as I am assum-

ing in this study, then it is not obvious as to why i. is

ungrammatical. I leave this guestion unanswered.

20. There are some possessive idioms that do not treat the
PIP as an anaphor. For example, in my dialect, blow x's cool
can involve two people, and similarly burn x's bridges.

i. P?Every time she makes a nasty comment, she/it blows
my/John's cool.

ii. ?After she finally left him, he really burned her
bridges by suing for divorce.

Speakers who accept the above sentences also allow passives in
simple sentences with these idioms.

iii. ?Mary's/her bridges were burned

iv. ?By that time, John's/his cool was totally blown
These possessive NP's seem to act just like x's book for any
other predicate, i.e., blow x's cool and burn x's bridges do
not seem to place any restriction on 'x' other than that it
cannot be null. Thus the possessive pronoun can be free or
bound depending on arbitrary indexing and the BC's at

S-structure.

21. It is not obvious why the whole NP x's way should not
count as a governing category for x, but this is true quite
independently of PIP idioms. I thus leave the matter aside.

i. The men liked each other's work.
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22. One could imagine a case where the head of a 9-chain (the
highest member) is expletive and a lower member is an auaphoric
trace that counts as the argument of the 0-chain. It is rea-
sonable to suppose, however, that a non-argument can never

be an antecedent for an argument anaphor.

23. Cf. Pesetsky (1982) for an interesting application of EXE
(as it was proposed in Safir (198la)) to problems in Russian

syntax.

24. In Baltin's (1981l) account, traces left by adverbial PP's
and NP's count as properly governed if INFL is taken to be a
proper governor for elements which it selects, C-~commands
{under a 'first branching node' definition) and governs. The
subject position under this reasoning, is not properly
governed by INFL, since the subject is not selected by INFL.
Baltin extends this treatment to account for the clause-
boundedness of PP extraposition. Although the account pre-
sented here does not achieve the latter result, Baltin's
proposal, on the other hand, is not extendable to the treat-
ment of EXE in 2.5.2. A theory combining the advantages of

both analyses remains a topic for future research.

25. It need not be concluded from this that the trace of

which day of the week or at what time, an adverbial NP and an
adverbial PP, respectively, are nnt variables, although strictly
speaking, the definition of variable in (42a) requires that

variables are found in A-positions. The reason for the A-
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position requirement was to avoid the consequence that traces
in COMP could count as variables. I leave this matter open.
I do assume that only variables in A-positions count
as arguments, however, otherwise the wh-fronted NP time
adverbials would leave variables that count as arguments, and
these arguments would be excluded by the 0-C, since they are
not in O-chains (i.e., if they are not in A-positions, then

they cannot be in 6-chains).

26. Cf. Jaeggli (1980b) who suggests that the ECP does not

apply to PP traces.

27. This variable is not Casemarked, but since the Case
Filter applies at S-structure, and not at LF-structure, this
problem does not arise here, as pointed out to me by Hagit

Borer (personal communication). Cf. note 19, however.

28. This proposal is due to Aoun (1982), though I do not
necessarily adopt his development of this proposal, which has

only just appeared.

29. This C-command requirement at LF-structure is due in vari-
ous forms to Liberman (1974) and also Rouveret (1978), who
develops the analysis of result clauses in some detail. CE¢£.

May and Gueron (1982) for further references.

30. Williams (1975) first proposed that NP-extraposed clauses
hang from S, but he did not distinguish these from it-

extraposition in this respect. 1In Reinhart (1980) and Baltin
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(1978) , however, the position of the clause extraposed from
NP, which hangs from S is distinguished from the position of
the extraposed clausal argument, which hangs from VP. Cf£.
also Gueron (1980) and Taraldsen (1982).

With respect to result clauses, I am simplifying the
analysis of May and Gueron for purposes of presentation. They
actually claim that result ciauses are daughters of S. This
distinction will not play a role in my discussion, but cf.

their paper for details.

31. One may well ask why i. is ungrammatical, since it is not
an ECP violation.

i. *So many did I tell her (that) [e people] attended,
that ... ’

This seems to be due to some sort of left branch condition
(cf. Ross (1967)) on movement in syntax, but not LF. There is
no subject/object asymmetry in these cases.

ii. *So many did John like [e people], that ...

32. For a discussion of the subtypes of en cliticization within
2 recent framework, cf. Haik (1981). Cf. also Couguaux (1981)

for an analysis of the distribution of en cliticization.

33. Kayne's (198la) analysis of combien extraction is re-
examined by Obenauer (1981), who points out that combien
extraction combined with Stylistic Inversion (cf. 4.2 and
the Appendix) of the remaining subject constituent is more
acceptable than the uninverted structure.

i. ?*Combien; dis-tu que [e; de filles] voulaient partir
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"How many did you say of women wanted to leave"
ii. ?2Combien; dis-tu que ey voulaient partir [e; de
filles]j
Obenauer suggests that combien extraction is better in ii.
because the stylistically inverted NP, [e de filles], is in
VP, and is therefore governed by V. Though this is quite
compatible with my claim that the trace of combien is subject
to ECP, I shall argue in the Appendix that Stylistic Inversion
results in an S-adjoined subject, and not VP-adjoined. Exam-

ples like ii. are left unexplained in the account presented

in the Appendix, however.

34. For a recent discussion of French comparatives, cf.

Milner (1978).

35. These judgements are not so clearcut for Parisian French
speakers, for whom (120b) is either '??' or '?,' but for
Québecois speakers, the contrast between (120a) and (120b) is

sharp. Cf. Kayne (198la), note 9, for a pertinent detail.



Chapter III

3.0. Case Theory and Clausal Complements.

Now that a fairly explicit theory of 0-chains and their
properties has been introduced and constrained by the Unity
of Indexing Hypothesis, it is possible to examine a number of
constructions where theoretical considerations can inform our
choice of analytic approach. Since a wide range of empirical
consequences may be expected to follow in every instance
where a syntactic relation or interdependency is expressed in
terms of indexing, it should be fairly easy to permit, exclude
or require a given indexing pattern on the basis of general
considerations, especially when conditions on O-chains are
brought into play.

In this chapter, for example, I shall develop an
analysis of Casemarking and clausal arguments that is largely
determined by the theory of ©0-chains already adopted. 1In
particular, I shall reject the claim that the relation between
it and an 'extraposed' clause is one of coindexing that forms
a 0-chain (as suggested in Chomsky (198la)). If these ele-
ments were coindexed, I shall argue (in section 3.1), the
result would be an 'unbalanced ©-chain' which would always
be excluded by the conditions on 0-chains. Instead I shall
propose (in section 3.2) that it and S, in those instances
where they are related at all, are not related by coindex-
ation, but by membership in a ‘'configurational set.' I shall
also argue that S's need not be assigned Case in any context.

These results are shown tc indicate that Chomsky's (1981la)
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proposal to derive the Case Filter from the 0-C is inappro-
priate, and that the Case Filter should be reformulated as a
condition on lexical NP's in A-positiong. This formulation of
the Case Filter, under an independently motivated interpre-
tation of 'lexical NP,' will then be shown to derive the
result that a variable must be Casemarked (in section 3.3).

In 3.4, an additional principle is introduced, which, inter-
acting with the rest of my account, explains the distribution
of clausal arguments on the basis of the fact that they can-
not appear in Casemarked O-chains at all. The results are

summarized in 3.5.

3.1. Case and the 0-Criterion.

In Chapter I, I assumed that the Case Filter of
Rouveret and Vergnaud (1980) and Chomsky (1980) applies at S-
structure to all lexical NP's. As discussed in Chapter II,
however, Chomsky (198la) proposes that Case is a condition
on the well-formedness of ©-chains; that is to say, ©-chains
without Casemarking are not 'visible' to O-assignment unless,
it must be added, they are headed by PRO (cf. (34) of Chapter
11), as‘étated informally below.

1) A 0-chain must have Case or be headed by PRO.
The reference to PRO is required because the constraint is
stated on 0-cheins, and at least some 0-chains have to be
headed by PRO ('PRO to eat fish is dangerous'). The fact
that Case inheritance is a property of 0-chains, as discussed

in the last chapter, adds plausibility to the idea that 0-chains
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rather than individual NP's, have to have Case. Moreover, it
is possible to derive (2) from (1).

2) Variables must be Casemarked.
I shall present evidence for (2) in a later section, but given
the contextual definitions of empty categories, it follows
from (1) that whenever a variable heads a 0-chain, it must be
Cased because it is not PRO. This will then rule out examples
like (3).

3) *Who; was it impossible e; to win

Now notice that if (1) is part of the 6-C, then it

follows by the strong formulation of the PrP that a 6-chain
must be Cased or headed by PRO at every level. In order to
permit 0-chains to pass this requirement at D-structure, Chom-
sky assumed that NP's are lexically inserted with Case and
are 'checked' at S-structure (cf. also Jaeggli (1978)) to
certify that they are in an appropriate context to bear the
Case they are lexically inserted with.

4) The Casemarking of NP's inserted at D-structure is
checked at S-structure,

What Case checking does not insure, however, is that a lexical
NP must have Case. If we assume only (4), and not (1), a
lexical NP without Case can be inserted in a position where
no Case is assigned or inherited at S-structure. The absence
of Case features on the lexical NP in question will match its
Caseless context, and (5) is generated.

5) *John to win would be surprising.

(5) is only ruled out by (1), since John is Caseless (or else
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it is excluded by (4)) and it heads a one member @-chain (in
the subject O-position of win).

Notice, however, that any device of Case-checking will
have to have access to Case inheritance information. In order
to determine that the Casemarking on a man in (6) is appro-
priate, for example, Case-checking must have access to the
fact that a man is in a 0-chain with whatever Casemarking is
pertinent.

6) There; is a man; in the room.
Thus the notion 'Case inheritance' is required independently
of (1).

With these considerations in mind, let us adopt (1)
provisionally and examine some of its consequences, the most
perspicuous of which is (7).

7) Elements that are not in 0@-chains need not be assigned
Case.

An immediate question arises with respect to semantically
empty elements, such as weather it.

8) It is raining.

9) (For)* it to rain would be depressing.
It seems that weather it must be in a 0-chain if (9) is to be
accounted for by (1). Chomsky suggests that weather it should
be treated as a "quasi-argument," that is, an argument spe-
cially selected by a particular predicate as having a particu-
lar form. He notes that the quasi-argument weather it can, on
occassion, count as a controller (but cf. 2.3).

10) Ity rained before PRO; snowing.
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Thus weather it acts like an argument with respect to the
0-C, and therefore it must satisfy (1) as desired.

The expletive it of 'it-extraposition,' however, cannot
be treated as a quasi-argument, since its distribution is
almost entirely predictable independent of any particular
predicate (but see below), and it does not count as a control-
ler in the same way as weather it, as shown in (ll).l

11) *Iti seemed that John was guilty after PRO; appearing
that he had a strong motive.
But expletive it must appear in Casemarked positions just like

weather it.

12) (For)* it to be true that Mary is quirky would be
delightful.

If (1) is correct, then it follows that it in (12) must be in
a O0-chain, presumably linked with the clause following true.
Now it is noticed in Chomsky (198la) that ©-chains in
which the argument is not the head of the chain require
special treatment, since if the head A-binds the argument
and the argument is a name, then Principle (C) of the BC's is
violated.2 For this reason (among others), superscripts,
described in Chapter II, were introduced, and the BC's were
thereby circumvented. Under the Unity of Indexing Hypothesis,
however, superscripts are excluded. It follows that 6-chains
that contain an argument that is not the head be excluded by
the BC's. ©O-chains of this type will be described as follows.

13) A O-chain is 'unbalanced' if it contains an argument
that is not the head of the chain.

It is clear that a 9-chain headed by expletive it
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(it,S) fits the description in (13). Moreover, it appears
that S's act like names with respect to Principle (C).
l4a) That John is guiltyi bothered the man who knew iti
b) *Iti bothered [NP the man who knew [that John was
guiltyl,]
Thus we are faced with a dilemma. If expletive it is to be
treated as a 0-chain member linked to a clausal argument in
order to insure that (1) applies to it, then an unbalanced
O-chain is formed that ought to be excluded by the BC's.
Either we must revise (1), which requires the formation of
a (it,S) O6-chain, or we must reject the UIH as too strong a
constraint to place on syntactic chains in natural language
grammars.
It would be unfortunate to have to abandon as general
a constraint on syntactic relations as the UIH, and so the
natural prejudice is to favor the UIH over (l). Fortunately,
we need not rely on our prejudices; there are firm empirical
motivations for rejecting (1) independent from prediction (7),
although these considerations will lead us to reject (7) as
well. 1In section 3.3., this reasoning will guide us to a
more descriptively adequate restriction on the distribution
of Caseless NP's which has the added advantage of being con-

sistent with the UIH.

3.2. S Complements.
So far I have not discussed the role of clausal argu-

ments with respect to (l). 1In Chomsky (198la) the issue is
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treated as potentially problematic, as it is not obvious
that S's must have Case to be assigned a 0-role. Chomsky cites
the following examples (p. 337).
15a) ‘my belief that Bill is intelligent.

b) John; is believed t; to be intelligent,

c) John; seems t; to be intelligent.
Since nouns do not assign Case, the clause in (1l5a) is Case-
less, and since raising predicates do not assign Case either,
the same must be said of the clauses in (15b) and (15c).

In this section I shall argue that clausal complements
not only fail to fall under the genr-alization in (1), but that
otherwise puzzling facts can be explained systematically if
clausal arguments cannot appeér in a Casemarked 0-chain. This
conclusion will lead us to abandon (1) altogether, and to
replace it with a principle that is neither stated on ©@-chains
nor on the 0-C, but on A-positions.

In Chomsky (198la), clausal arguments were assumed to
be capable of receiving a 0-role without being in a 0-chain.
This is necessary because membership in a 'chain' is restricted
by Chomsky's definition of 'chains' to NP's. Nonetheless, in
cases of 'it extraposition,' such as (16), it is assumed that
the S after obvious is in a chain with it, both because it must
be in a chain to fall under (1), and because S must be related
to a 0-position, which is presumably the subject position in
(16) .

16) 1It; is obvious [that Betty is beautiful]j
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Thus it appears that S's must be allowed to participate in

0-chains (though I shall argue against this view lai.. ), and

that they may simply be exempted from (1) in certain circum-

stances. Let us adopt this modification as a place to begin.

17) An S may be in a 0-chain, but it need not satisfy (1)

if it is in a O-position and certain other conditions
are met.

3.2.1. Must S be Casemarked?

Stowell (1981) attempts to integrate clausal arguments
into a theory that assumes (1) and (17). Thus, generally speak-
ing, S's must be in a Casemarked chain in order to bear a
O0-role. Naturally, the force of such a claim will depend, in
part on how extensive the 'other conditions' of (17) are
required to be.

Stowell argues that tensed clause complements to
nominals, for example, fall under a different generalization;
they are not arguments at all. He notes examples like the
following (p. 199).

18a) Andrea guessed that Bill was lying.
b) John claimed that Bill would win.
c) Paul explained that he was temporarily insane.
19a) Andrea's guess that Bill was lying.
b) John's claim that he would win.
c) Paul's explanation that he was temporarily insane
Stowell observes that the interpretation of the S complements
in nominals differs from their interpretation as verb comple-

ments. As verb complements, the S's are interpreted as
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abpositives; that he was temporarily insane constitutes Bill's
explanation, but it does not constitute the act of Bill's
explaining. Stowell contrasts these cases with true 'action
nominals' (cf. Lees (1960)) wherein the infinitival complement
bears a 90-role with respect to the predicate in both the verb
and the corresponding nominal (p. 200).
20a) Jack attempted to finish on time.
b) Jack pretended to be my friend.
c) Jim refused to go swimming.
2la) Jack's attempt to finish on time.
b) Jack's pretense to be my friend.
c) Jim's refusal to go swimming,
He then concludes that a theo}y that requires S's to have
Case predicts that the S complements of nominals cannot be
arguments if they don't have Case, hence they must be apposi-
tives. Let us suppose, for the sake of argument, that this is
so.

Certainly the generalization that Stowell has discov-
ered is an interesting one, but I do not believe it should be
captured entirely by the fact that nouncomplement S's cannot
be assigned Case. As Stowell's own examples show, infinitives
like those in (21) can act as 0-role bearing arguments even
though they are not assigned Case, and so something special
must be said about action nominal complements or about infini-
tives in general (Stowell chooses the latter approach).3 Sto-
well's claim, however, only concerns tensed complements, and

is stated in (22).
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22) No derived ncminal assigns Case to a tensed clause
complement.

Notice, however, that (22) is too strong, as the following
examples show.

23a) Jobn's proof that the fly is a mammal amused the
experts.

b) The clearest indication that the bank was in trouble

came _from an unexpected_ source.

c) Confirmation that the cheese wouldn't sell reached
gloomy stockholders yesterday.

It seems that all of these nominals can or must have a 'con-
sequent' reading, that is to say, the proposition of the S
complement is the consequence of the content of the nominal.
To bring out this distinction, we can use Stowell's test for
the appositive reading, namely, the possibility of separating
the S complement from its nominal in a copular structure.

24)a John's explanation was that he was temporarily
insane.

b *John's pretense was to be my friend.
'True' arguments are not grammatical in this context, as
(24b) purportedly shows. Since the nominals in (23) can have
the appositive reading, they can also have this reading in the
copular.

25) The proof/indication/confirmation was that the judge
was late.

Notice also, however, that all of the nominals in (23) can be
related to 'additional appositive' clauses, whereas nominals
with 'true' appositives cannot be.

26a) The clearest proof/indication/confirmation that John
was guilty was that the judge was late.
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b) The *claim/*pretense/?explanation that John was
guilty was that he might have had a strong motiva-
tion.

In all of the examples of (26a) the post-copular clause acts
like the subject of the verb from which the nominals are

derived, in that the nominal complement is what is shown by
the state of affairs in the post-verbal clause. Compare the

corresponding verbs in (27).

27) That the judge was late indicated/proved/confirmed
that John was guilty.

Thus it seems that the NP complement S's in (26a) should count
as arguments. The same sorts of facts (except, of course, for
(27)) can be observed for nominals with similar meanings that
are not derived from verbs, such as sign, signal, or evidence
when they are substituted for the 'proof' nominals above.
Thus (22) is simply too strong.

Stowell recognizes that another class of predicates
must also be exempted from (1).

28) Gil is glad/happy/furious/fortunate that Silvia
is safe.

In order to assign "emotive" (Kiparsky and Kiparsky (1971))
adjectives a 0-role, a special rule of "@-assignment by
recognition" is proposed. As Stowell considered this to be
the only instance where a special rule is required, he

argues that a single stipulation, perhaps attributable to

some 'conceptual' property of the meaning of emotive predi-
cates, is a small price to pay for the assimilation of clausal
arguments into the generalization in (1). To the special pro-

vision for emotive predicates, we must now add one for proof
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nominals. Notice further that all of these exemptions must
refer specifically to S, as none of the NP complements below
can be exempted, and a 'conceptual' account seems unavailable.
29a) *Patty's proof Mary's guilt

b) *Paul's pretense being a good guy

c) *Gary was glad Susan's departure
If the preposition of is inserted (except in (2Y9c¢c) where
about 1s preferred) then all of the examples in (29) become
grammatical, thus indicating that Casemarking is the crucial
difference.

The examples in (29), however, hint at a much more
serious problem for Stowell's claim, which up to now I have not
questioned, that S's treated as appositive can be exempted
from (1) because they are non-arguments. It is a quite sys-
tematic fact that virtually no NP appositives (with meanings
comparable to S's) appear in non-Casemarking environments.4

30a) *Bill's explanation John's being insane

b) *The suspicion our infidelity

c) *Andrea's guess our complicity in the affair
It seems that Stowell's account must distinguish NP's from
S's with respect to Case assignment in every instance where
apposition is supposed to explain why S's don't need Case, or
where 0-assignment by recognition permits a 0-role to be
assigned without Casemarking. Moreover, if apposition by NP
vs. S is regulated by the same Case requirement whose ances-
tor is the Case Filter, and if appositives are not arguments

in 6-chains, then the Case requirement on surface structures
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should not be related to the 9-C at all--the reverse of Sto-
well's position. The easiest way out seems to be to assume
that S's, be they arguments or not, do not have to be Case-

marked.

3.2.2. S and 0-Chains.

Now let us turn to the question of whether or not
(it,S) forms a O-chain. 1In section 3.1, it was pointed out
that if it and S do form a 0-chain, then the BC's are violated,
given the Unity of Indexing Hypothesis. If (it,S) does not
form a 0-chain, then we are faced with the following con-
sequences:

31) S does not have to be in a Casemarked ©-chain.

2]

32) does not inherit Case from it
33) S does not inherit a 0-role from it,

34) It is not in a ©-chain and is therefore not conditioned
by (1).

(33) will be discussed later in this section, and discussion
of (34) is postponed to the next section. I focus now on (31),
already motivated in 3.2.1, and particularly on (32).
To begin with, consider the examples in (35) and (36).
35a) John insisted *(on) Mary's leaving.
b) John whined *(about) Mary's leaving.
c) *John remarked/quipped Mary's leaving.
d) Bill was unfortunate * (about) Mary's leaving.
36a) *It seemed Mary's leaving.
b) *It was noticed Mary's leaving.

c) *It annoyed John Mary's leaving.
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36d) *It was bizarre Mary's leaving,
e) John resented (*it) Mary's leaving.
In (35), the gerund Mary's leaving, which I assume is an NP,
cannot appear after the verbs remark and quip at all, and
can appear after insist and whine only when a preposition is
inserted. This seems to indicate that these verbs do not
assign Case, and only where a preposition is possible is it

it possible to have an NP.5

The Case explanation could also
be extended to account for the examples in (36), where, as
Rosenbaum (1967) noted, gerunds cannot appear in the positions
of 'extraposed' clauses. Now if (it,S) formed a O@-chain, we
would expect Case inheritance to apply to (it,NP) ©-chains,
just as it does in there sentences, to license an NP in
'extraposed' position. If it and the element in 'extraposed'
position are not coindexed, we predict the ungrammaticality of
(36). Moreover, if S differs from NP in that S does not have
to be in a Casemarked O0-chain (31), then the grammaticality of
(37) and (38) follows inmediately.
37a) John insisted that Mary leave.
b) John whined that Mary was leaving.
c) John quipped/remarked that Mary was leaving.
d) Bill was fortunate that Mary was leaving.
38a) It seemed that Mary was leaving.
b) It was noticed that Mary was leaving.
c) It annoyed John that Mary was leaving.
d) It was bizarre that Mary was leaving,

e) John resented it that Mary was leaving.
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Thus any theory that assumes that it forms a O-chain with §
in order to provide the S with Case must make some ad hoc
distinction between (it,NP) 0-chains and (it,S) 0-chains.

Some interesting evidence that (it,S) is not a ©-chain
can also be constructed from some of the well-known facts about
'psych' predicates (cf. Postal (1971})).

39) John disgusts/amazes/upsets/pleases me.
I am disgusted/amazed/upset/pleased *(by) John.
In the above examples, psych verbs have been passivized to
yield unsurprising results--they pattern just like other trans-
itive verbs do, such as, for example, kill. It is possible,
however, for clausal 'subject' arguments of active psych verbs
to surface postverbally with passivized psych verbs, as in (40c).
40a) That Mary ate cats disgusted/amazed/etc. John.

b) It disgusted/amazed/etc. John that Mary ate cats.

c) John was disgusted/amazed/etc. that Mary ate cats.
There are two curious properties evidenced by (40c). First,
an argument that normally appears in a by-phrase in passive
sentences can appear without by just in case it is sentential.
Second, if the S appearing post-verbally in (40c) is in a
non-0-position, then it cannot get a ©-role from the subject
position, where it appeared in the active sentence (40a), since
even if the subject is a 9-position in (40a), in (40c) an
external 0-position would be absorbed by passive morphology.
Moreover, another argument, John, occupies subject position at
S-structure in the passive sentence. 1In short, it appears that

the S cannotbe related to the subject position in order to be
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assigned its O-role.

The first property is immediately explained if we
adopt a suggestion due to David Pesetsky (personal communica-
tion). Pesetsky points out that if S's do not have to be
Casemarked, then there is no Case constraint on their occur-
rence in (40c), whereas NP's in the same position, since they
must be Casemarked, can only appear if the Case assigning pre-
position by is‘avaiiable. .Thus in effect, (31) is the explana-
tion for the first property of (40c).

The second curious property of (40c) seems to be due
to the fact that the subject position is not a ©-position in
any of the examples in (40). 1In 4.3.3, this point will play
a role in my discussion of German and Dutch, but let us
simply assume for now that (41) is the D-structure for (40a)
and (40b)-6

41) e was [yp annoyed John [g that Mary ate cats]]

My claim is that John is a 'goal' argument which receives Case
from annoy7 in the same way as Bill gets its Case and ©-role
from tell in, for example, John told Bill that Mary ate cats.
The difference between tell and annoy is only that the former
has a subject ©0-role. If the 0-position of the clausal argu-
ment is internal to VP in (40), then the 0-C does not require
an (it,S) ©-chain to be formed in (40b). Furthermore, John
is thus permitted to move into the non-0-subject position in
(40c) without disrupting the 0-role source for the clausal
argument.8 Indeed if the S in (40c) had to inherit Case and

0-role from subject position, then (40c) would be ungrammatical.
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This analysis of psych verbs therefore provides evidence
for (31) through (33).9
There are, however, sentential arguments for which the

subject position is a O-position.

42a) That John is poor proves/indicates/exemplifies
his guilt.
b) It proves/indicates/exemplifies his guilt that

John is poor.

c) *His guiIk was proved/indicated/evidenced that John
was poor.

In these examples, just as in (40), the clausal argument pre-
sumably does not need Case. The ungrammaticality of (42c) is
immediately explained if S is in a O-position in (42a), but not
in (42c), since the subject 0-position has been absorbed by
passive morphology. It follows that the clausal argument is
left without a ©-role in (42c). A gquestion now arises con-
cerning (42b). If the subject position is the O0-position for
the clausal argument, then one might conclude that the clausal
argument in (42b) has to be in an (it,S) 0O-chain.

In order to account for (42b), I shall appeal to an
idea that will be motivated independently in Chapter V and VI.
suppose we adopt the terminology of Williams (1980) and refer
to a O0-position outside the maximal projection of the
O-assigning lexical head as an 'external argument position'
(external 0-position, in Chomsky's (198la) terminology) filled
at D-structure by the 'external argument.' The subject posi-
tion is outside of VP, and therfore counts as an external 6-

position. By contrast, direct or indirect object positions
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count as internal argument positions because they are within
the base maximal projection of the 0-role assigning head.
Both arguments of annoy, for example, are internal, since both
O-positions are in VP. My definition of 'external O-position,'
stated in (43), differs slightly from Williams' notion, however.

43) External 0-position

hssign 0-role T to a sister of VP}O

Indiagram (44), notice that both subject position and VP-
adjoined position count as external O0-positions.

44) S

T

ﬁP INFL VP
)l( VP X
Since both positions marked with an X fit the definition in
(43), I shall treat them as a composite O-position or 'exter-
nal 0-set.' Since the external 0-set is really just a discon-
tinuous 0-position, it follows that only one of the two syn-

tactic positions can contain an argument, or else there are

two arguments in one O-position and the 6-C is violated. (For

further details, cf. 5.2.3 and 6.1.2.)

Now let us consider the derivation of (42b). The
clausal argument begins as a subject NP daughter (cf. next
section) and Move o right adjoins this S to VP. Recall that
since this movement is not to an A position, there is no
coindexing of the moved element with the trace of movement (we
might suppose, though it is not essential, that an element
indexed at D-structure carries along the index it may have

received). At S-structure the VP-adjoined S is assigned a
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O0-role in place under (43). Since S does not need Case, it
is well-formed. The subject position remains empty, and must
be expletive, or else the =2xternal O-set contains more than
one argument. Expletive it will be inserted then at S-structure
in order to satisfy a principle not yet introduced (cf. 3.2.3).

One feature of this analysis to take note of is that
it predicts that external argument NP's can VP adjoin and be
assigned a 0-role in the same way that S's can, except that
NP's in this position require Case, while S's, assumung (31),
do not. This analysis predicts that if a Case source for a
VP-adjoined NP is available, then NP's could appear in this
position at S-structure as well as S's. As we shall see in
Chapter VI, where external 0-5et is further motivated, this
prediction is borne out.

Another more general feature of this analysis that is
of interest here is that I have stated an interdependency on a
configurationally defined set. The advantage of not stating
this relationship in terms of indices, besides the fact that
0-sets are independently motivated, is that the consequences
of indexing, including Principle (C) of the BC's, can be
avoided without increasing the vocabulary of possible syntac-
tic relations (by adding superscripts and BINDING, cf. Chap-
ter II).
3.2.3. The Revised Case Filter and the Case Realization

Conditions.

Thus far I have concluded that (it,S) does not form a

0-chain, and that S does not need Casemarking to appear as an
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argument or as an appositi(e. If it is not in any O-chain, it
must therefore be expletive. Then we predict that i: should
not be prevented from appearing in Caseless contexts.

45a) Willa wanted very much *(for) it to be true that
John had left.

b) (For)* it to be true that Gayla is guilty would
upset Earl.

c) It would be deprecssing (for)* it to be true that
Terry takes tea.

It seems that it ié‘iimited.to Case environments just like
other NP's, and should be regulated by something like (1).
Thus (1) must be extended in some way.

On the other hand, (1) has a certain appeal because it
predicts that NP's that are not in 0-chains do not need Case,
and this prediction appears tb be true for predicate nominals.
For example consider (46).

46) I consider John a fool.
The underlined NP a fool is predicated of John in the same way
that the adjective hopeless could be predicated of John in
this context. If one is to argue that a fool is Casemarked in
this context, then one must claim that a fool is either Case-
marked by consider, gets Case by agreement with John, or is
assigned a default Case generally available in English. The
assumption that the predicate nominal is Casemarked by consider
seems implausible because even prepositions such as with would
have to have the property of assigning two Cases (i.e., to
both John and an invalid).

47) With John an invalid, it will be tough to make ends
meet,
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Moreover, in languages where the Case of the predicate nominal
is visible, it generally appears with the same Case as the NP
it is predicated of, or with the same Case as the controller

of the NP it is predicated of (when that NP is PRO, for exam-
ple, as in Russian, cf. Neidle (1980), Schein (1980)) or falls
into a 'default' Case such as instrumental (again as in Rus-
sian). In English there is no independent reason to assume
that a default Case exists. Moreover, there is evidence that
Case is not always assigned to predicate nominals by agreement.

48) PRO; to be considered e:

i @ fool is displeasing.

Since PRO has no controller in (48) and a fool cannot get Case
by agreement {(from Caseless trace or Caseless PRO), it follows
that a fool is not Casemarked by agreement. Even if we were
to suppose that a fool is indeed Casemarked by some syntactic
process, it would have to be marked with a special Case
appropriate to predicate nominals. There is no motivation for
such a rule of Case assignment in English. The simplest
assumption is thus that the predicate nominal is Caseless.

Since predicate nominals are not in A-positions, it
follows that they are not in O0-chains. If they are not in
©-chains, then they are not regulated by (1), and this predic-
tion appears to be correct. On the other hand it is in an A-
position, but not in a ©-chain, and yet it is sensitive to
whether or not it is in a Casemarked environment. It appears
that we are faced with a dilemma.

To resolve this problem, it is useful to recall the

end of 3.2.1 where it was remarked that appositives are not
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arguments, and yet NP appositives of the relevant type are
excluded unless they are Casemarked (unlike S appositives).
These appositives appear in the same posi+tions as arguments,
however, even if appositives are not arguments themselves.
This suggests that the Case condition should not be stated on
6-positions, but on A-positions.ll

49) Revised Case Filter

A lexical NP in an A-position must have Case.
(49) has just the consequences we want. Predicate nominals,
since they are not in A-positions, do not have to be Case-
marked. It, because it is not an NP (although it can be an
NP-daughter, cf. 3.4) can also be Caseless.

Some problems for the Revised Case Filter (RCF) seem to
arise immediately. First of all, if S's don't need case, then
why are examples like (50) excluded?

50) *PRO to be obvious that John is guilty would upset me.
Recall, however, that PRO always counts as an argument in this
system. On the standard assumption that obvious assigns a
single external O-role, (PRO,S) cannot be a 0-chain or else it
contains two arguments and is excluded by the 6-C. PRO cannot
be outside of a O©-chain without being interpreted as EXE (cf.
2.4.,4). 1If PRO is expletive, however, then it must be governed
(2.4.2), and this is not the case in (50). Thus, without any
special statement, it follows that (50) is excluded. Finally,
notice that the RCF plays no role in excluding (50), and this
removes another motivation for the claim that S must have case.

Now let us consider a context similar to that in (50),
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but where EXE is possible, as in the French examples in (51).
51la) Je crois e évident que Jean est malade.
"I believe obvious that Jean is sick"
b) Je crois ga évident.
"I believe it obvious"
c) Je le; crois e; évident.
"I OBJ-CL-believe obvious"
d) *Je crois e evident.
"I believe obvious"
French is like English in permitting (51b) and excluding (514d).
In (51d), the empty category (EC) is defined as either PRO or
EXE. As PRQO, the EC is excluded because it is governed. As
EXE, the EC in (51d) is excluded because there is no argument
for the external 0O-position of the adjective evident. The
difference between French and English is that French permits
(5la) , whereas the element it must appear in English.]'2 Now
the EC in (5la) must be EXE or else it is excluded as governed
PRO. EXE is possible in (5la) because the § is the argument
of the external @-set of evident. It follows that if any
argument appears in the position of the EC, then (5la) would
be excluded. This, then, is further evidence for the existence
of EXE.
One question about it remains unexplained, however.
Why must expletive it appear at all if it only appears in posi-
tions where EXE can appear? Why isn't it always missing, as it

is in (51la)? To answer this question, I introduce the Case

Realization Conditions.
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52a) NOM Case must be phonetically realized
b) ACC Case must be phonetically realized.
c) OBL Case must be phonetically realized.
These conditions are of special interest because in Chapter
VI I will argue that they are parameterized (which is why I
have stated them separately). I assume the following defini-
tion of "phonetically realized."

53) A Case C is phonetically realized if C is assigned
directly to a lexical NP at S-structure.

Let us assume for the moment that "lexical NP" simply means an
item that is assigned phonetic features in the lexicon, leaving
aside, for the moment , whether or not variables are lexical
NP's.

Now notice that (52a) is all that requires the pre-
sence of it as, for example, in (54).

S4) It is obvious that John is here.
If the expletive it did not appear, then the subject could be
EXE, thereby exempting it from the conditions on 0-chains, but
not (53). As we shall see in Chapter VI, in languages like
Italian, the subject in sentences like (54) can be dropped
because Italian is a NOM-drop language in which (52a) does not
hold.

The contrast between French and English with respect
to (5la) may be simply captured by the assumption that verbs
taking small clauses in English assign ACC case obligatorily,
13

whereas in French, the same verbs assign ACC Case optionally

(cf. 3.4 on optional Case assignment). It then follows that
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if an NP argument appears in the subject position of the
small clause in French, then Case must be assigned, or the
RCF rules it out. If the small clause subject is expletive,
then ACC Case cannot be assigned, as French lacks an ACC
expletive pronoun, and assigned Case must be realized by
(52b). Thus only EXE is possible in (5la).l?

Now all the pieces of my analysis of 'it-extraposition'
phenomena can be assembled. The Unity of Indexing Hypothesis
predicts that (it,S) cannot be a 0- chain. It must appear when
the relevant Case Realizations in (52) require it. It cannot
appear in Caseless positions or else it is excluded by the
RCF. The S in these structures, which does not have to be
Casemarked under the RCF, gets its 0-role as part of the
external O-set (43), or directly as an internal argument of

V (as in (41)). Notice that (31) through (34) now follow essen-

tially from (43), the RCF and the UIH.

3.3. Variables and Case.

Recall that the fact that variables must be Casemarked
(2) is a consequence of (1) in Chomsky's account, since vari-
ables are not PRO (by definition). If variables are not PRO,
then they must head Casemarked 0-chains (since they cannot be
A-bound, again by definition). Thus a variable must be Case-
marked, as illustrated in (55), where the wh-phrase has its
point of origin in a position that cannot have a lexical NP
on the surface.

55a) *Whoj did George try ej to win!
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55b) *Who; did it seem e; to win?

Now let us reconsider our earlier result, which was
that S's, unlike NP's, need not have case. If (1) is the
right explanation for the examples in (55) with wh-movement,
then examples in which a wh-word controls an S position

ought to be grammatical.

56a) That Mary leave, which John insisted *(on),
upset Joe.
b) That Mary was leaving, which John whined * (about),

upset Joe.

c) *That Mary was leaving, which John quipped/remarked,
upset Jce.

d) *That Mary was leaving, which it seemed, upset Joe.

e) That Mary was leaving, which Bill was happy * (about),
upset Joe. )

f) That Mary was leaving, which (*it) was noticed,
upset Joe.

g) That Mary was leaving, which (*it) annoyed Bill,
© upset Joe.

h) That Mary was leaving, which (*it) was bizarre,
upset Joe.

i) That Mary was leaving, which John resented (*it),
upset Joe.

The examples in (56) show that the trace of wh 1is ung.ommatical
in all of those positions where only S's (and not NP's) can
appear,15 and that if a Case source in the form of a preposi-
tion can be inserted, the grammaticality of these examples can
be restored. Moreover, in those cases where the it indicates
that the trace is in the 'extraposed' position, the sentence is
ungrammatical,16 but if the it is missing, then it is possible

to construe the trace as being in the Nominative-marked subject
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position, and once again the sentence is grammatical. Other
wh-constructions where a clausal argument controls a gap evi-
dence the same pattern of facts although the sentences are
more clumsy, as the topicalization examples in (57) and the
Tough-construction examples in (58) show (this fact is pointed
out by Emonds (1976)).
57a) That Joan is alone I'll never believe.
b) *That Joan is alone I would never remark.
c) *That Joan is alone it is bizarre.
58a) That Harry is helpless is hard to believe.

b) *That Harry is helpless is hard to remark (in his
presence).

¢) *That Harry is helpless is hard to consider it
accidental. .

From (56) through (58), the generalization that emerges is (59).
59) A variable cannot be [z e] without Case.

Notice that if the generalizaticen in (59) is correct,
then (2) cannot be derived from either a Case condition on
©-chains as in (1), or a Case condition on A-positions, such
as I have adopted in the RCF, if it is true that S's do not
need Case (31). Even adopting Stowell's position, which is
that Case is assigned to O-chains containing S in most envir-
onments, for any context where 0O-assignment is by recognition
as in (56e)) or by some other special device (as in (56b) and
(56c)) the generalization in (59) also fails to follow.t’

The problem posed by (59) can be resolved simply if
the trace left by wh-movement in (56) is, for some reason,

always an NP. One might claim, for example, that S simply
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lacks a wh-proform, and so whenever a wh-phrase is required,
the NP wh-word is used. The wh-word thus leaves an NP vari-
able, and an NP variable falls under (l1). This seems immedi-
ately plausible because we know independently that the wh-
word used in these contexts has to be able to bind subject
position, as in the grammatical versions of (56f-h), or the
position of the object of a preposition (as in (56a,b, and e)),
yet S cannot appear in either of these positions (cf. the

next section).

The problem with the wh-proform explanation above is
that it reduces to (59) if there are other proforms for S, as
indeed there appear to be.

60) A: I understand that John is sick.
B: Yes, it seems so.
Yes, I thought so.
If so is a proform for S, then to say that S lacks a wh-proform
is uninfcrmative, especially since there are wh-proforms for
other categories, such as adjectives.
61) Now Mary is pretty, which she never used to be.
Just how silly do you consider Mary?

In the absence of any other explanation, it seems that
any approach that reduces (2) to the general Case requirement
on NP's, be it (1) or the RCF, must simply assume (62).18

62) Variables in A-positions are always NP's.
Given (62), (59) follows from (l). but since an NP must be

lexical to fall under the RCF, (59) still does not follow from

the RCF. 1In order to derive (59) using the RCF, (63) must also
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be assumed.

63) A variable counts as 'lexical',
Unless (63) is independently motivated, it appears that there
is still one advantage for (1) over the RCF, even though only
the RCF explains the distribution of it and S, given the fact
that S doesn't have to be Casemarked.

In fact, there is independent evidence for (63). 1In

3.2.3, the Case Realization Conditions were introduced, which
require that a given Case must be directly assigned to a
lexical NP at S-structure (52). If the conditions in (52) are
correct, then it must be the case that variables count as
lexical NP's.

. ‘'saw Bill?

64) Who; did you say ej

In (64) (irrelevant details omitted), it appears that no Case
is phonetically realized, unless it is realized on who. We
might suppose that who inherits its Case from the position of
its variable, or that base-generated Case on the wh-phrase is
carried along under movement (assuming some version of Case
checking). There are, however, contexts where no wh-word
appears (cf. Chomsky (198la) and references cited there).19
65a) the man e; Mary said e; should leave

b) John is tough [g e; [g PRO to like e;l]

c) Joe, John thinks ej should leave.
The fact that variables satisfy the requirement that Case
be realized in English indicates that they act exactly like

lexical NP's do, thus justifying (63) independently. If

variables are lexical NP's, moreover, then (2) follows from
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the RCF, just as it does from (1).

A brief recapitulation of the reasoning of this sec-
tion would perhaps be useful. First it was pointed out that if
S's don't need Case, then it does not follow from either (1)
or the RCF that variables cannot be left in Caseless S posi-
tions (59), even though (2) otherwise follows from (1). It
was concluded that variables in A-positions must be treated
as NP's (62) in order to derive (59) in either theory
(either (1) or the RCF). It was then noted that the RCF could
still not derive (59) (or (2), for that matter) unless vari-
ables are 'lexical' (63) as well as NP's. The claim that
variables are lexical in the relevant sense was then inde-
pendently motivated by their }ole with respect to the Case
Realization Conditions (52). Given that variables in A-
positions are lexical NP's (62),(63), they thus fall under
the RCF. Therefore both the RCF and (1) can derive (2) as
a consequence.

If both the RCF and (l) can derive (2), then the RCF
is to be preferred. If S does not have to be Casemarked (31),
then only the RCF explains why it has to be Casemarked even
when it is not in a ©-chain. The fact that the RCF applies
to lexical elements not in 0-chains will be further confirmed
by the analysis of impersonal sentences in Chapter IV and the
treatment of NOM-drop in Chapter VI.

Of course, the reason I propose the RCF in the first
place reflects a more general concerns. O-chains of the form

(it,S) are unbalanced, since Principle (C) is violated, and
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there is no Case inheritance. As Principle (C) and Case
inheritance are properties that hold of A-binding and &-chain
membership, respectively, only a special form of indexing,
such as 'superscripting,' which relaxes these entailments,
can save an (it,S) O-chain. Under the UIH, precisely this
sort of solution is to be rejected. Thus the main appeal of

the RCF is that it is consistent with the UIH.

3.4. Can S be Casemarked?

A few interesting questions still remain about the
treatment of clausal arguments developed in this chapter.
Most of my discussion has thus far centered around contexts
where S's can appear and NP's}cannot. Now I shall examine
some contexts where the reverse is true, or neither NP or
S can appear.

First, notice that a rather clear prediction follows
from the assumption, amply motivated above, that S's do not
have to be assigned Case, namely, the prediction that S can
have the distribution of PRO.

66a) PRO to bother Bill would upset John.

*That Mary will be late to bother Bill would upset
John.

b) PRO proving the theory false would be surprising.

*That Mars is a moon of Saturn proving the theory
false would be surprising.

Since this prediction is false, something must prevent S from
appearing in these positions. Chomsky (198la) proposes a

principle (for independent reasons) which has this effect, and
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which is stated informally in (67).

67) There is an NP daughter of S at every syntactic
level.

(67) is part of Chomsky's 'Extended Projection Principle,' and
means that any structure which is clausal at one level is
clausal at every level, including the presence of the NP
subject. Now we know independently that the structure of
gerunds is in some sense sentential, and I will simply assume
that this is so (but cf. Aoun and Sportiche (1981) for some
interesting argumentation to this effect based on the notion
of government adopted in Chapter I).
68) [yplg N2 VPI]
It is thus clear that gerundsxwill be problematic for X theory
in the same way as the structure expanded by the rule in (69).20
69) NP + S
If (67) through (69) are correct, then the ill-formedness of
the examples in (66) is predictable. When NP rewrites as S,
NP has lexical content, and falls under the Case Filter in (49).
Thus S cannot appear in the positions of PRO subjects, as
desired.

A number of contexts have been noted in the literature
where S's cannot appear, and NP's can (cf. Ross (1967), Kuno
(1973)) such as in the object position of a PP, and in the
position of Genitive NP's.

70a) Harry is glad (*about) that John is guilty,

b) John's claim (*of) that Harry is sick.

c) Bill whined (*about) that his headache had returned.
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70d) *For that John is sick to bother Bill would upset
Mary,

7la) *That Mars is a moon of Saturn's proving the theory
false would be surprising.

b) *That the earth is flat's proof by careful observa-
tion marked a new era in scientific research.

The examples in (70a) especially suggest that S is somehow
'allergic' to Casemarking. This observation may be expressed
as a principle.

72) *S in a Casemarked position.
Principle (72) has been independently discovered by Stowell
(1981) and Reuland (1981), who have developed the idea somewhat
differently.22 A number of effects that follow from (72),
however, are discussed by Stoyell, and so I will treat them
only briefly here.

So far it has been shown that S cannot appear as a
prepositional object or in a position where Genitive NP's
appear. The examples in (73) suggest that (72) should also
rule out S's in the Nominative-marked subject position.23

73a) *Is that John is guilty likely?

b) *Mary knows (that) that John is coming is annoying.

The apparent problem for this account is the occurrence of S
as a 'sentential subject' in matrix clauses.

74) That John likes frogs disturbed me.
An interesting proposal by Koster (1978) enables us to explain
the contrast between (73) and (74). Koster suggests that 'sen-
tential subjects' are actually Topics, in the sense of Banfield

(1973) and Chomsky (1977). Koster's analysis is represented
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in (75).

75)

>m

TOPIC ’///i\\\\
COMP S
/\
NP VP
That John likes frogs e; ey disturbed me

Since we know independently that S can control a 'wh-
satellite' in COMP which can in turn bind a variable (as in
the examples in (56)), the structure in (75) is quite familiar,
differing from the appositive relatives in (56) only in that
the wh-word is not overt. Let us assume that Koster's

analysis is correct. Notice then that Koster's analysis is

the only possible one for (74), if we assume that S avoids

24 Thus (72) extends quite satis-

Casemarked positions (72).
factorily to Nominative Casemarked positions.

Now let us extend (72) to Accusative Case. Notice,
however, if the Case Realization Condition on ACC Case (52Db)
is correct, some subtle questions arise as to how it applies
to the S complements of verbs. Stowell's suggestion is that
S's can be in Case 0-chains just in case they are not in Case-
marking positions (just as I have stated it in (72)). He
argues that S's move away from verb-adjacent position to avoid
Case in examples like (76).

76) John said ej; to Bill [that Mary had left];
This treatment accounts for the tendency of S's to appear to

the right of other verbal complements ir VP. Stowell points

out further that the verb-adjacent trace of S in (76) can be
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Expected to block reanalysis (cf. Weinberg and Hornstein (1980))
of say to when wh-movement strands a preposition as in (77).

77) *Whoj did John say ey to ej [that Mary had left]y
If Acc Case is assigned in these contexts, as Stowell requires
(in order to motivate rightward movement of S), then in order
to prééerve the Case Realization Condition for ACC Case in
English, I must assume a convention like (78).

78) 1If a trace is controlled by S, the that trace counts
as phonetically realized for (53).

Under the appropriate assumptions about the French examples,
(78) keeps (53) compatible with Stowell's result.

Another sort of problem is posed by the distribution
of ACC Case, however, which suggests a different approach.
Consider the following paradigm.

79a) John insists (*it) that Mary likes mousse.

b) John resents *(it) that Mary likes Max.

c) John knows (it) that Mary left.
The occurrence of it seems to be limited by certain lexical
properties of the verbs in question. Verbs like insist, which
can never take NP complements unless the preposition on is
inserted, probably cannot permit it to appear for the same
reason; insist does not assign ACC Case. It also seems that
resent-type verbs could easily be characterized as having the
opposite property, namely, resent perhaps always assigns Case,
and assuming that (78) is not sufficient for (52b) to be satis-

fied, itmustbe inserted. The treatment of insist vs. resent
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can then be carried over to know-type verbs, where it appears
optionally, at least in the following discourse context
(cf. Safir (1979)).

80) A: I think that John really hates you.

a) B: T always knew it that he hated me, but I never
thought he'd say so.

b) *B: I knew it that statement, but I never thought
he'd say so.

(80b) is presented to show that (80a) is not a right disloca-
tion, since only S can appear to the right of it in this con-
text. Moreover, if insist is inserted in the place of know,
then (80a) becomes ungrammatical as well. From this perspec-
tive, the optionality of it for know-type verbs is simply a
matter of whether or not ACC Case is assigned. TIf ACC Case is
assigned, then know patterns like resent. If ACC Case is not
assigned, then no it can (or must) appear.

The problem with treating the distribution of it in the
above fashion, however, is that we expect the appearance of
it to be required in examples like (76) and (77), wiiere
Stowell's assumption that ACC Case is assigned predicts the
presence of the trace blocking reanalysis in (77). I shall
return to this issue momentarily.

First, however, it is worth considering another ques-
tion that arises with respect to the appearance of expletive
it in VP. One may ask whether or not (it,S) forms a 0-chain
in the resent cases, and in examples like (81).

81) We were counting on it that John would leave.

The issue is whether or not the S must be related to it to be
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assigned a O-role. If the bracketing of (81) is (82a) instead
of (82b), then (it,S) must form a O-chain, or the § is without
a O0-role, assuming the preposition on mediates ©-role assign-
ment. If the preposition is reanalyzed with the verb, then
the structure in (82b) should allow assignment of the preposi-
tional object O0-role directly to the S as a daughter of V,
and as an internal argument.

82a) We [yp counted [pp on it][g that John would leavel]

b) We [yp counted-on-it [g that John would leave]]

If there is some way to distinguish the two structures in (82),
it is predicted, under the assumption that (it,S) does not
form a 0-chain, that only (82b) could be grammatical. There is,
in fact, a way to test this property. In (83), an adverb
inserted between the verb and on NP is introduced, thus block-
ing the possibility of reanalysis.

83a) We counted merely/crucially on John's nerve.

b) John's presence was counted (*merely/*crucially) on.

Since reanalysis is blocked in (83b) by the presence of the
adverb, the trace of passive is not properly governed, and the
ECP is violated,25 as prepositions cannot properly govern unless
reanalyzed with verbs. The same contrast is predicted in (84)
if S can only get a 9-role from a structure like (82b).

84) We counted (*merely/*crucially) on it that John would
leave early.

85a) We had thought merely about John's guilt.
b) John's guilt was thought (*merely) about:

c) We had thought (*merely) about it that John might be
guilty.
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The ECP cannot be appealed to in (84) or in (85c) because
there is no empty category. Thus the hypothesis that S can
only get a 0-role if reanalysis is possible in (81) is con-
firmed quite dramatically by (84) and (85).

Actually, the examples in (84) and (85) show not only
that (S,it) is rot a 6-chain, but that it cannot be a 0-chain.
Though compatible with my analysis, this exclusion does not
follow from anything I have said thus far. (84) differs from
cases where it is in subject position because in (84), it does
not bind S (especially in (82a)), but rather vice versa. One
way to exclude this possibility (though not the one I will
ultimately adopt) is to assume (86).

86) It is an argument if it is in a O0-chain.
Given (86), inclusion of it in a 9-chain with § will be enough
to exclude any O©-chain that also includes an S because the 0-C
is violated as well as the BC's; Principle (C) is violated in
the case of (it,S) O0-chains, and Principle (B) is violated in
the case of (S,it) 0-chains, since it is a pronoun.

Before closing this section, let us return to Stowell's
assumption that ACC Case is assigned in (76) and (77), thus
predicting a rightward movement of S (leaving a trace that
blocks reanalysis in (77)). Stowell is assuming that @-chains
(in my terminology) of the form (S, [e]) are well-formed even
when the empty category is Casemarked. This assumption fails
to account for examples like (87).

87) *We counted on e, [that John would be there]i

Examples like (87) cannot be ruled out by ECP, since count on
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can undergo reanalysis as was shown by (83b). Given that in
Stowell's account, a new assumption would have to be intro-
duced in order to rule out (87), the existence of (S, [e +Casel)
O0-chains seems to complicate the analysis of S prepositional
objects. Moreover, there are also cases exactly parallel to
(76) and (77) where ACC Case is clearly not assigned, even
under Stowell's assumptions, yet the same effect is observed.

88a) ??John said/remarked that Sally was sure to be late
to Bill.

b) John said/remarked to Bill that Sally was sure to
be late.

c) *Who did John say/remark to that Sally was sure to
be late.

It seems that whatever requires rightward movement of the S
complement of remark, which does not assign ACC Case (remark
patterns Qith insist in examples (79a) and (80)) is likely
to be the same principle that accounts for the rightward
movement in (76) and (77). Thus the apparent advantage of
Stowell's treatment of ACC Case assignment, that it predicts
the rightward movement of 5 in VP, turns out to be of ques-
tionable value. If Casemarking is not the appropriate way to
force S movement in (76) and (77} as well as (88), then there
is no further motivation that S's are ever in Cased O-chains.
The latter observation suggests a more radical

approach. Suppose we replace (72) by (89).

89) *S in a Casemarked O-chain,
(89) is immediately more appealing than (72) simply because

it makes a stronger claim, but it is also preferable because
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it enables us to discard two ad hoc conditions, both (78)

and (86). Recall that (78) was introduced to permit the

Case Realization Condition for ACC Case to be satisfied when
(S, [e +CASE]) is a ©-chain. This assumption (78) made it
impossible to explain why it had to appear in the VP's of
resent and count on type verbs where an empty category ought
otherwise to suffice. By giving up (78) and (72), we also
give up the conclusion that (72) is the right explanation

for the general appearance of S VP-finally, but (88) gives

us reason to doubt this conclusion anyway. We can dispense
with (86) without any loss of empirical coverage at all, since
it is no longer necessary to stipulate anything about it
(except that it must be distinquished from other pronouns, such
as him, which can never be expletive, as any account must
stipulate).27 The most obvious consequence of (89), however,
is that there are no (it,S) or (S,it) O0-chains, as it, like
any other lexical NP in an A-position, must be Casemarked
under the RCF. The absence of such 0-chains has been amply

demonstrated in this chapter.28

3.5. Summary.

The principal innovations in this chapter include the
Revised Case Filter on A-positions (49) (replacing (1)), the
Case Realization Conditions (52), the external 0-set (cf. (43)
and discussion following) and a principle excluding S from
Casemarked O6-chains. These principles account almost entirely

for the distribution of it and of clausal arguments. All of
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these principles (except for (89)) will be further motivated
in the chapters to come.

An important property of these results is that they
are consistent with the UIH. Recall that the UIH requires
that (it,S) could not be in a ©6-chain unless the RC's are
somehow avoided (S acts like a name in that it cannot be A-
bound) and Case inheritance is possible (which it is not,
since (it,NP) 0O-chains are ungrammatical). The search for
principles to take up the slack left by the exclusion of
(it,S) ©-chains has yielded a more explanatorily and descrip-
tively adequate theory of the distribution of lexical NP's,
clausal arguments and expletive it. As the impact of the
UIH is traced further, the explanatory force of these princi-

ples and results will be enhanced.
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FOOTNOTES: Chapter III

1. Ken Hale (personal communication) points out that with
strong parallelism, i.e., the exact same verb, the adverbial
gerund is somewhat more acceptable. I don't know why this
should be so.

i. ??It suddenly began to seem that John was innocent

after seeming that he was guilty all last week.

2. Since pronouns cannot be bound in their governing category,
Principle (B) is violated as well. With respect to Principle

(A), cf. note 18 of Chapter II.

3. Stowell (1981) claims that infinitives, unlike tensed S's,
do not have to be assigned Case to qualify as arguments with
respect to the 0-C, and that they always appear in Caseless
contexts when they are verb complements. Purported evidence
for this claim is the observation (attributed to R. May) that
infinitives cannot be topicalized, as in the ungrammatical
examples below (from Stowell (198l), p. 175).

i. *Who to visit, I asked e .

ii. *To be stupid, John seems e .

iii. *To be invited, I never expected e .

iv. *For Scott to arrive late, Bill thinks that we are
hoping.

Note, however, that i., ii., and iv. are ungrammatical with
tensed complements as well.
v. *Who Bill wvisited, I asked John e .

vi., *That John is stupid, it seems e .
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vii. ?*That Scott will arrive late, Bill thinks that we
are hoping.

As for the controlverb in iii., one might rule it out on the
grounds that C-command fails between the antecedent and the
lexically controlled PRO. Stowell (note 62, p. 231) points

out that this problem does not seem to arise for questioned

predicate adjectives, however, as in viii.

viii. How eager PRO to help us do you think John really
?

is e ?
It seems that Stowell's argument rests on whatever assumptions
distinguish wh-questions and topicalization structures with

respect to reconstruction. If only wh-questions can be

reconstructed (allowing John to C-command PRO in viii.), them

the difference between viii. and iii. has nothing to do with
infinitives per se. In short, this would mean that the exam-
ples in i. through iv. are not evidence for the claim that
infinitives differ from tensed clauses with respect to whether
or not they need to be assigned Case.

The view I am developing here assumes that S's, tensed
or not, need not be assigned Case (and indeed must not be in
a Cased 0-chain, cf. 3.4). It is a curious fact, however,
(explained by neither approach) that no verb takes an infini-
tive complement with arbitrary PRO unless it is a wh-complement.
It this were possible, then we would expect that there could
be topicalization of an infinitive, if the matrix verb assigns

Case to the trace of the moved infinitive.

4. This is not to say that 'appositive NP's' do not appear.
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i. Bill, John's friend, is a postman.

ii. Tenacity, Wendy's only virtue, is tough to come by.
These sorts of 'appositives' are set off by pauses, and appear
to have a different sort of reading, in that they do not
necessarily express the semantic content of the head noun;
rather they seem to identify the relevance of a particular
item in discourse. Notice, in any case, that when the
'appositive S' is set off by commmas, as in iii., it is
barely acceptable, if not totally ungrammatical.

iii. ?*The explanation, that John had been delayed, upset
Bill.

Insofar as true NP appositives are possible at all, then, they
seem to be more parenthetical, rather than structural sisters

of N.

5. Stowell is forced to the assumption that a child's innate
conceptual system permits him to identify 'manner of speaking'
verbs like (35a-c) as being incapable of assigning a 0-role
to an S complement, a rather drastic move to say the least.
He acknowledges that the S complements of these verbs do
appear to have 'direct object-like' semantic properties, but
does not explain why this should be so, or why gerunds should
be different in this respect.

Arguments that no 6-role is assigned to the S comple-
ments of these verbs, as Stowell proposes, should be weighed
against the less drastic claim made here that no Case is
assigned to these S complements. Cf. Stowell's (1981) dis-

cussion, pp. 396-403.
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6. The order of complements in VP in (41l) is predictable
from the fact that annoy assigns Case, and so John must be

adjacent to the verb.

7. Notice that if a verb like annoy has no subject 6-position,
then it should not assign ACC Case to its object, if Burzio's
(1981) generalization to this effect is correct. It is rea-
sonable to suppose, however, that, as in German, Dative Case

is assigned by verbs like annoy. It is generally the situation
that goal arguments are assigned Dative Case in languages where

Casemarking is overt.

8. Suppose that a 'goal' argument of a verb like annoy in its
active form were to move to subject position, a possible
derivation for a D-structure like i. How would ii. be ruled
out?

i. e [yp annoyed John S] - D-structure

ii. *John, [, annoyed e, 5] S-structure

VP
Suppose psych verbs, like resent (cf. 3.4), assign ACC (or
Dative, cf. note 7) Case obligatorily. It would then lead to
a situation where John would bear both NOM and ACC Case, and
the sentence would be ruled out by Case conflict. Similar
sentences are possible in Dutch, for example (cf. 4.3.3),
because it is possible to assign NOM Case to a different
position. In English, the only way John can move to subject
position is if the verb is passivized, and thus no ACC Case

is assigned.

There is another way to rule out ii., however, which
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has the advantage of ruling it out in infinitival contexts as
well. In 3.2.2 (52) it is required that ACC Case be phonetic-
ally realized in the position where it is assigned. Since
John moves to subject position, some other lexical element
must be inserted to bear ACC Case. The only element available
would be some sort of impersonal formative, such as there or
it, but neither of these can be inserted in a 0-position (cf.
5.1.3 and 5.2.3). Thus the ACC Case will be assigned,
but not phonetically realized and the sentence will be excluded
by (52) (as would a comparable infinitive). Only where ACC
Case is absorbed by passive morphology, as in (41), can an

internal object move to subject position.

9. One might try to argue that the passive forms of verbs
like annoyed, surprised, disgusted, etc., are in fact adjec-
tives, since they can all be wh-questioned by a degree modifier.

i. How annoyed/surprised/disgusted was John that Willa
was late?

This possibility does not affect the basic conclusions of the
analysis in the text, assuming that the argument structure

of these preaicates is uniform across categories (i.e., V

and 4), which is, of course, the simplest assumption. Cf.
also Wasow (1977) for some other distinctions between "ver-

bal" and "adjectival" passives.

10. The idea that a VP-adjoined position can count as a
O~-position is proposed in Safir (1981a), Marantz (1981) and

suggested in Stowell (1981), fn. 39, p.224.
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11. Perhaps TOPIC position should be treated as an A-position

like appositives. I leave this issue open.

12. Cf. Jespersen (1958) where it is pointed out that in
nineteenth century English, the English translation in (51d)

was grammatical, just like its French counterpart.

13. The optionality of ACC Case assignment is probably a
general property of French, and if so, the fact that French

has no elment like expletive it follows from Chomsky's (1981la)
"Avoid Pronoun" Principle, i.e., 'don't use a pronoun if you
don't have to.' 1In similar contexts in English, where ACC

Case assignment is often obligatory, the existence of a lexical

expletive pronoun like it is required. Cf. 3.4.

14. What this amounts to ig that EXE is possible when Case is
not assigned but that no argument empty element (other than

a variable, which must be assigned Case like any other lexical
NP) can appear in these contexts unless it counts as phonetic-
ally realized. This is due in part to the absence (in the
inventory of empty elements) of a pure pronominal empty ele-
ment that does not need Case and counts as an argument, but
cf. Chapter VI where such an element is introduced.

Notice, however, that if realization of ACC Case
required by (52b) were instead optional, virtually the same
prediction would be made based on what I have said so far.
There are reasons for assuming that the empty subject in (51la)

is due to optional assignment of Case rather than optional
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realization of Case, however. This reason concerns the analy-

sis of clitics, and the matter is discussed in 6.6.2.

15. The issue of whether or not the wh-element is an NP is

considered below.

16. Higgins (1973a) was the first to point out that extraposed

S's could not be wh-extracted, as in (56f-h).

17. One might attempt to explain away the cases where it
appears in (56) through (58) by assuming that if the trace
left by movement is A-bound by it, then that trace is not a
variable by definition, and it cannot be the variable for a
wh-phrase. Notice, however, that the relation between it and
S differs from the relation between there and NP.

i. *What was it obvious e?

ii. How many men might there be e in the garden?
This difference is immediately explained if (there,NP) is a
0-chain, thus allowing Case inheritance, while (it,S/NP) is
not a 0-chain at all, and there is no Case inheritance (as
must be said independently to account for (36)). It follows
that the S trace in i. is not Casemarked. Why ii. is gram-
matical is not transparent here, but I shall attribute the

difference in part to Case inheritance in Chapter V.

18. Notice that adjectives are not in A-positions, and so (62)
does not necessarily apply to them, nor to predicative NP's,
which can sometimes be questioned.

i. Just how much of a fool do you think she is e?



161

Thus it seems that the only force of (62) is to insure that
S's always leave NP-variables in A-positions. This is quite
close to saying that there is no wh-proform for S, but if this
were true, one would expect to find matters different in the
‘next language over. Instead, the phenomenon in (56) appears
to be very general.

Noam Chomsky (personal communication) has suggested
that this property (expressed by (62)) might be expected to

follow from the semantic nature of variables.

19. These cases were problematic for attempts to derive (2)
frcm the Case Filter of Rouveret and Vergnaud (1980) or
Chomsky (1980), as no nonempty NP was present to apply the
Case Filter to. Chomsky (19f8la) resolves this problem by
restricting the Case Filter to A-chains (in his terminology).
The RCF preserves this part of Chomsky's solution by restrict-

ing the Case requirement to A-positions.

20. Cf. Reuland (1980) for a proposal that avoids this con-

sequence.

21. Thrainsson (1979) reports that S can routinely appear as
the object of a preposition in Icelandic (p. 25).
i. John var a3 hugsa um [g ad Maria vaeri liklega farin]
John was thinking about that Mary had probably gone
It these prepositions assign Case obligatorily, then the S
must avoid being Casemarked somehow. Perhaps COMP can be

Casemarked in Icelandic, for example, instead of the whole §
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(This idea comes from a discussion with Tim Stowell (p.c.).)

22. Stowell, for example, generalizes across some other pro-
perties in order to construct his "Case Resistance Principle"
which affects other categories, such as PP's. Stowell's
extensions of (72) and his attempt to derive it from deeper
principles will not be of direct concern to us here, and dis-

cussion of it would take me too far afield.

23. Richard Kayne (personal communication) points out that
infinitives tend to sound better in these contexts.
i. ?Is to be careful impossible?
ii. ?2John knows that to be a fool would embarass Mary

I have no idea why this should be so.

24. Koster's analysis is motivated by an attempt to eliminate
the phrase structure expansion NP + S, which we have seen to
be independently required (as NP + S) for gerunds (cf. Aoun
and Sportiche (1981)). Thus only (72) motivates an analysis

like Koster's in this account.

25. Kenneth Hale ’‘personal communication) points out that sen-
tences like (83b) are much better with wh-extraction.

i. ?Whose presence did John count crucially on?
Thus these cases distinguish the possibility of pseudopassive
formation from that of wh-extraccion, and if so, it is far
from clear that the ECP is the appropriate principle to rule
ont (83b). Clearly, whatever prevents pseudopassive formation

in (83b) is the same principle regulating the ability to assign
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a 9-role to the object position, rather than to the object
position of the preposition. The contrast between the possi-
bility of wh-extraction and the possibility of forming a
pseudopassive s also illustrated in well-known examples
like 1ii. and iii.

ii. *John was given a book to.

iii. Who did Mary give a book to?

I leave the resolution of this issue for future research.

26. Stowell does point out, however, that some of the verbs
of speaking, which he agrees do not assign Case, act differ-
ently from (77) and (88a) in parallel examples (p. 400).

i. Who did Francine whisper to e that we should turn
down the stereo?

Since the S complements of manner of speaking verbs do not
have to have Case (cf. note 5), no trace should be required
adjacent to the verb whisper, and hence the reanalysis per-
mitting extraction from the PP is not blocked in i. Unfor-
tunately, the same reasoning applied to remark yields the

wrong result.

27. Actually, something must also be said about where the
formative it enters the derivation. Cf. 5.1.3 where impersonal

formative insertion is discussed.

28. Recall that no 0-chain is required in the following
example either.
i. It seems [g e to appear that §]

Cf. 2.5.2, example (109), and the discussion following.



Chapter IV

4.0. The Distribution of the Definiteness Effect.

Very early in the history of generative grammar it was
noted that in certain syntactic contexts, only 'indefinite'
NP's were permitted. One such context, generally associated
with 'existential' or 'impersonal' sentences includes a
subclass of 'post-verbal' or 'rightward displaced NP' posi-
tions in English, French, German, Dutch and many other lan-
guages. In this chapter, I will show that this restriction,
commonly known as the "Definiteness Restriction," need not be
stated as a special property of the contexts, constructions
or languages in question, as it has always been heretofore,
but rather that the distribution of these 'definiteness
effects' is due to the interaction of the general well-
formedness conditions on O-chains discussed in Chapter II with
a simply stated property of 'indefinite' NP's.

The basic analytic strategy for explaining this inter-
action will be to exploit the correlation, to be established
here, .between instances of Case inheritance, required in
order for 'post-verbal subjects' to pass the Case Filter,
and the distribution of the Definiteness Restriction, or as
I shall call it here, the "Definiteness Effect." The pattern
of coindexing required by Case inheritance will then be related
to properties of the Binding Conditions and 'indefinite' NP's
which together predict the distribution of the Definiteness

Effect. Moreover, the exact correlation between 'binding'
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with respect to the Binding Conditions and 'binding' with
respect to the formation of O-chains, which is required by
the Unity of Indexing Hypothesis, will be a crucial property
of my analysis. In this respect, my analysis differs cru-
cially from accounts that rely on superscripting, such as
those discussed in Chapter II. Thus the analysis of the
distribution of the Definiteness Effect in this chapter, and
the effort to explain the Cefiniteness Effect in the next chapter,
insofar as they are correct, provide strong evidence in
favor of the UIH.

The organization of this chapter is as follows: 1in
order to introduce the central issues addressed here, some
background on earlier accounts, most notably that of Milsark
(1974), (1977), will be examined in section 4.1 with respect
to how the Definiteness Effect is explained. After pointing
out some weaknesses in this account, I shall very briefly
propose an alternative analysis, and highlight some of the
issues that arise which are important to the line of reasoning
pursued in this research. The rest of this chapter defends
and extends the correlation between Case inheritance contexts
and the distribution of the Definiteness Effect in French
(4.2), German and Dutch (4.3) and with respect to 'list' and
'presentational' there sentences (4.4). A summary (4.5) puts
some of the results of this chapter in perspective with
respect to evidence for the existence of 0-chains as they are

regulated by the UIH.
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4.1.0. The Phenomenon.
The standard contrast exhibiting the Definiteness

Effect (hereafter, the DE) is examplified in (1).

la) There is a man in the room.

b) *There is the man in the room.
The NP the man in (1lb) is excluded in the context there be
because it is 'definite,' as it is generally put. Although I
shall have more to say about the matter below, and particularly
in Chapter V, for the moment I shall assume, descriptively
speaking, that the class of 'definite' NP's includes all NP's
quantified by a universal such as all, every, each, etc., and
all NP's that are names, pronouns, or definite descriptions.
The class of 'indefinite' NP's will include those quantified
by a, some, many, more, several, no, etc., numerals (one, two,
three, ...) and bare plurals under the nongeneric interpreta-
tion (people, films, etc.). These lists are neither exhaustive
nor explanatory, but they will serve to facilitate my discus-
sion of the examples relevant in this chapter.

Substituting any member of the indefinite class for

a man in (la) gives a grammatical result (abstracting away
from number agreement), but (1lb) is ungrammatical except
under the 'list reading' (to use Milsark's term) which is
most readily available when some sort of 'heading' for the
list is presupposed, as for example, in (2).

2) A: Who do we have to play Othello’

B: Well, there's John, his uncle, and the man with a
limp.
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I shall discuss the list reading in some depth in section 4.4,
but for the next few sections, I will just assume that it is
not relevant to the problem that concerns use here, disregard
the fact that (2b) is grammatical in the right context, and

concentrate on the contrast between (la) and (1lb).

4.1.1. Earlier Analyses.

Any discussion of there~sentences requires at least
some statement about the relation between (3a) and (3b).

3a) Many men were sick.
b) There were many men sick.

Many researchers have assumed that the relation is a trans-
formational one, although scholars differ as to which derives
from which (see, for example, Milsark (1974), Emonds (1976),
Stowell (1978), Burzio (1981)). I agree here essentially with
Stowell's account, which assumes that (3b) (before the surface
structure insertion of there) is the D-structure from which
(3a) is derived by NP movement, though I shall not argue for
it over other accounts nor will I try to show it is prefer-
able to a base generation analysis such as that first proposed
by Jenkins (1975). These matters are not central to the
issues at hand, and it would take me too far afield to consider
them at all further here (but cf. Burzio (1981l) for discussion
and references).

Of more interest to our present discussion is how the
DE has been accounted for in earlier analyses. 1In the earli-

est treatments, the requirement that post-verbal NP in there-
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sentences (TS's) had to be indefinite, which was known as the

"Definiteness Restriction," was considered to be a condition on
the transformational rule that moved the NP to the right
deriving (3b) from (3a). By the mid-seventies, however, the
attempt to reduce the power of transformations (as stated,
for example, in Chomsky (1976)) had eliminated the possibility
of stating conditions such as the Definiteness Restriction on
individual rules. Milsark {(1974), (1977) thus concluded that
the Definiteness Restriction had to be a property of the
interpretive component, if stated in the grammar at all. Mil-
sark proposed that TS's are interpreted by a special surface
interpretive rule that treats there be as an existential
guantifier. He then argued that all of the NP's characterized
as definites could be ruled out in the relevant (non-list)
cases because a definite NP is semantically incompatible with
the reading required by the existential quantifier.

To make this a little more clear, consider the follow-

ing examples.

4a) Many problems (continue to ) exist.
b) There (continue to) exist many problems.
c) The serious problems (continue to) exist.

d) *There (continue to) exist the serious problems.
Milsark (1974), following Russell (1905), distinguishes two
sense of exist. The first, which Milsark calls I-exist, can
deal with the existence or nonexistence of an individual.
Russell, cited by Milsark, describes the meaning of I-exist as

... the meaning which can be predicated of an individual:
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The meaning in which we inquire whether God exists, in
which we affirm that Socrates existed, and deny that
Hamlet existed.
I-exist is the meaning of exist most clearly available in
(4c) (and perhaps as a reading of (4a), Milsark continues,
the other sense is that found in logic, For our pur-
poses, we can follows Russell in interpreting the logical
exist as a property of classes, a class being said to
exist if and only if it has at least one member. This
sense of exist, unlike the first sense, is never a property
of individuals (p. 179).
The second sense of exist, which Milsark calls c-exist, is
appropriate to the interpretation of both sentences in (3).
Thus (3b) can only be true if it is the case that at least
some group of men who are 'many' are indeed sick. Similarly,
(la) is true just in case the room is not empty of men. Given
these terms, it can now be said that (4a) is perhaps ambiguous,
while (4b) appears to have only the c-exist reading, (4c), only
the I-exist reading, and (4d), no reading at all.
The issue that arises with respect to the sentences in
(4) is the role of the verb exist in interpretation. Milsark
assumes that the verb be is without semantic content at all,
and is only interpreted as an 'existential quantifier' in
conjunction with there. Notice, however, that if the DE is
to be captured, there must be an additional interpretive rule
treating there exist as c-exist, and thereby requiring an
indefinite NP in post-verbal position. Notice also that the
I-exist reading must be supposed to either be suppressed, or

coexistent with the c-exist interpretation.

Insofar as English is concerned, the latter observa-
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tions do not seem very damaging for Milsark's treatment. It
appears that be and exist are the only verbs which would have
to be assumed to combine with there to produce the 'existential
interpretation' that results in the DE. (Other constructions
with there and other verbs in English are generally interpreted
as 'presentational,' and will be treated separately here (4.4),
as they are in Milsark's work). With respect to French, how-
ever, this treatment of 'existential interpretation' is more
seriously problematic, as impersonal sentences can appear with
a wide range of verbs in French without a presentational
reading (4.4), and yet the DE holds. Thus the French equi-
valent of the there Vv interpretive rule which insures that

only a c-exist reading occurs in impersonal sentences must
somehow express the fact that the Vdoes not lose its verbal
meaning even though it must crucially be interpreted as part

of an 'existential quantifier' in Milsark's analysis (cf.

4.2 for discussion).

Notice, however, that even if French were not problem-
atic, it is not at all clear what sort of quantifier there be
could be, since it does not appear to have a variable. A
quantifier without a variable ought to be excluded as an
instance of vacuous quantification (cf. the discussion of
parasitic gaps in 2.4.3). Unless the interpretive rule in
question is either equipped with extra machinery that allows
it to take the form of a quantifier/variable structure, the
there be interpretation rule is in danger of being a rule of

gquantification sui generis. As such, its explanatory force
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is questionable.

Another, perhaps more serious problem for Milsark's
interpretive rule is its reliance on the elaborate structural
description in (5).

5) there AUX (havet+en) be NP X (Milsark (1974),
p. 190)

Put bluntly, this rule incorporates the major features of

the TS construction. Like most special rules aimed at parti-
cular constructions, (5) violates Chomsky's (1976) 'minimal
factorization' requirement, which virtually disallows the
statement of contexts for transformational rules. Clearly one
would want to extend this restriction to the interpretive com-
ponent (LF, in current terms) to avoid rearming the grammar
with descriptive power stripped from another component.

Even if the elaborate structural description in (5)
were permitted, however, one can still raise serious questions
about the relevance of (5) for characterizing the distribu-
tion of the DE. I have already indicated that in English the
rule might have to be extended to include the verb exist, while
in French (and also German and Dutch) the verbs that this con-~
struction can appear with are quite numerous and do not fall
under any generalization explicable in Milsark's account.
Moreover, the rule in (5) would have to be reordered to apply
to SOV languages like German and Dutch (cf. 4.3). Still
worse, it will be shown in this study that the presence of an
impersonal formative, such as there in English, does not, in

other languages, guarantee the 'existential interpretation'
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even in the context of verbs that would otherwise permit this
interpretation. Furthermore, there are contexts where the DE
occurs independent of any overt impersonal element. In short,
the presence of an impersonal element is neither a necessary
nor a sufficient condition for predicting the DE.

Thus, Milsark's treatment has both theoretical inade-
quacies, such as a peculiar treatment of the form of quantifi-
cation and a violation of the minimal factorization condition,
and empirical inadequacies, mainly consisting in the fact that
the elaborate structural description in (5) does not succeed
in characterizing accurately the distribution of the Definite-
ness Effect. 1In fact, I shall argue that the distribution of
the DE is based on a totally different generalization.

Before turning to my own proposal, however, it should
be pointed out that Milsark's analysis of the meaning of TS's
and his analysis of the class of definite vs. indefinite NP's
remains an important contribution, most aspects of which will
be assumed in this thesis (but cf. 5.3). While I will reject
his treatment of the explanation and distribution of the DE,
it is useful to keep in mind that I have at my disposal modes
of explanation not available at the time of Milsark's research,

in particular, syntactic chains and the theory of indexing.

4.1.2. o0-Chains and the Definiteness Effect
I return now to what I have assumed so far before pre-
senting the central proposal of this chapter. It has been

assumed that the D-structure of a sentence like (3b) is that
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in (6), where "sc" stands for "small clause" (cf. discussion
surrounding 2.2 for references).

6) e are | many men; [AP sick]]l D-structure

sc
Now let us assume, as was done in 2.2, that be does not
assign Case (but cf. 4.4 and 5.2.2) and that many men gets
its O-role from the adjective sick. Now in order for a sen-
tence derived from (6) to be grammatical, the lexical NP,
many men, which is in an A-position (and a @-position) as the
subject of a small clause, must be Casemarked if it is to
satisfy the Case Filter.3 This result can be achieved in two
ways. First, many men can move to the empty matrix subject
position where, in a tensed sentence, the subject is assigned
NOM Case.

7) many men; are [ . e; sick]

i i
If many men is not coindexed with the 0-position from which it
has moved, then it will violate the 0-C, since many men will
not be in a 6-chain. Thus (7) is well-formed because many men
is in a Casemarked position and it is in a ©-chain by virtue
of being coindexed with a 0-position.

The other way in which a well-formed S-structure for
(6) can be derived is of special interest to us here. Suppose
that many men is left in place in (6) and is simply coindexed
with the matrix subject position by free indexing at S~
structure. Let us also assume that the expletive impersonal
formative there is inserted by a simply stateable rule (to

be formulated in 5.1.3 and 5.2.3). The output of these oper-

ations is (8).
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8) There; are [sc many men; sick]
Since (there, many men) is a O0-chain, many men can pass the
Case Filter, as Case inheritance holds in any O-chain with a
Casemarked position (cf. (33) of Chapter II).

Now the key to the analysis of this chapter is that
(there,many men) is a 0-chain in which the argument is not
the head of the chain, i.e., it is an "unbalanced 0-chain"
(cf. (13) of 3.1). As pointed out in Chapter II, chains of
this sort appear to be problematic for the UIH, which requires
that if many men is bound by there to form a 0-chain, then
many men 1s bound by there with respect to the Binding Condi-
tions (BC's). Principle (C), however, requires that names
must be free, and since many men is bound by there, it is not
free. Thus it is predicted contrary to fact, that examples
like (8) should be systematically ungrammatical. Instead, as
I shall argue in this chapter and those that follow, the sys-
tematic fact about sentences like (8) is that the DE holds
of them.

In order to exploit the apparent contradiction between
the requirements of Case inheritance and the requirements of
Binding Theory, I propose that indefinite NP's be assumed to
have the following very simple property.

9) The Indefinite NP Property (provisional):

Indefinite NP's escape Principle (C) at S-structure
The Indefinite NP Property (hereafter, INPP) will permit (8),
but not (1b), since definite NP's undergo the BC's at S-

structure, the man is bound by there, and Principle (C) 1is
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violated.

It will be the task of the next chapter to attempt
to explain why the INPP has the form it does and to determine
how it interacts with other principles and levels. The goal
of this chapter is merely to show that the distribution of
the DE is entirely predictable based on the interaction
between the INPP, the Case Filter and the BC's. No special
rule of there interpretation is necessary, nor any reference
to the word there, nor any reference to there-type construc-
tions or contexts. The distribution of the DE will simply
be a consequence, given the principles above, of the pattern
of indexing that produces unbalanced 0-chains.

The account of the DE I have just proposed makes a very
clear prediction that the rest of this chapter shows to be cor-
rect in a wide range of cases. Recall that the Case Filter
only forces the post-verbal NP (PVNP) to be coindexed with a
Casemarked position if the PVNP is not itself in a position
that is directly Casemarked. The prediction is that if, by
some other méchanism, the PVNP is assigned Case directly in
place, then it follows that no coindexation with a higher
Cased position is required, no violation of Principle (C)
ensues, and the DE should disappear. In the next three sec-
tions, I shall investigate several such contexts where this

prediction will be shown to be true.

4.2, French 11 Impersonals.

One construction that permits us to test the prediction
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made in 4.1 is the French il impersonal construction. The DE
generally holds for il impersonal sentences.
10) Il est arrivé trois hommes/*les trois hommes.

"There is arrived three men/the three men"

I shall assume the structure of (10) to be as in (11l).
11) S
NP INFL vPp
SCL/V v
V’///\\\\NP
il-est arrivé trois hommes

Let us suppose that trois hommes is base generated in place
as the object of arrivé as has been argued by Herschensohn
(1980), T~amrggli (1980b), Perlmutter (1978) and Burzio (1981).
I also assume that clitics are base generated on verbs, that
the clitic position is an A-position for subject clitics
(SCL's), and that SCL's are optionally arguments. All of
these assumptions, as well as alternative ones will be dis-
cussed in Chapter VI, and so I will not elaborate here. As
far as this section is concerned, the important assumption is
that il is in an A-position, and that if trois hommes is coin-
dexed with it, then the latter is A-bound by the former. Since
the verb arriver does not assign Accusative Case, the PVNP,
in order to satisfy the Case Filter, must get Case by inherit-
ance.4 Thus il, parallel to there, binds the PVNP, Principle
(C) is violated, and since only the INPP avoids such a viola-
tion, the DE is predicted to be in force, as indeed it is.

The cases of special interest to us are instances of
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the i1 impersonal construction where the DE does not hold
(first brought to my attention by David Pesetsky and Barry
Schein). Examples of this type are first reported by Kayne
(1975).5 Consider the following paradigm (adapted from Pol-
lock (1981) GLOW Talk handout).
12a) Jean a tiré sur le bateau.
"Jean shot at/on the boat"
b) Il a eté tiré sur le bateau/un bateau.
"There was shot at the boat/a boat"
c) *I1 a &té tiré (sur).
"There was shot (at)"
(Ignore the referential reading of il.)
The first example is ambiguous between the locative interpre-
tation of the PP sur le bateau and the idiomatic 'shoot at'
reading. This ambiguity disappears, however, in (12b) where
only the idiomatic reading is possible. This seems an odd
fact until we consider that French, unlike German, does not
permit predicates to be 'stripped' of all their arguments.
13a) *I1 a été dansé (sur le bateau).
"There was danced (on the boat)"
b) Es wurde getanzt.
"There was danced"
Thus (l2c) is altogether ungrammatical, as no argument is avail-
able, just as in (l13a). In the case of (12b), however, the
predicate tire sur still has an argument, le bateau, and is
therefore well-formed. The locative reading is unavailable in

(12b) for the same reason that (13a) and (l2c) are out, namely,
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the locative PP does not count as a verb argument in the rele-
vant sense (as compared to, say, 'object-of'). Now the inter-
esting property of (12b), repeated below as (1l4b), is that it
contrasts minimally with (1l4a).

l4a) Il a été tué trois hommes/*les trois hommes.

"There were killed three men/the three men"
b) Il a été tiré sur un bateau/le bateau.

The striking fact about the contrast in (14) is that the DE
holds of the impersonal sentence with tué, but not for the one
with tiré sur, even though the idiomatic reading of tiré sur
creates a passive interpretation parallel to the agentless
passive reading of tué&. A very simple way of accounting for
this contrast is to assume that the preposition sur in (14Db)
assigns Case directly to its object.6 This means that the
PVNP, le bateau, need not be A-bound by il. Since the PVNP is
free at S-structure, it does not have to be indefinite to be
well-formed with respect to principle (C), and it is correctly
predicted that the DE is neutralized.

While sentences such as (12b) are treated as odd (2?)
by some speakers, even those who find them so only interpret
the PP sur le bateau as idiomatic, and never locative. Indeed
speakers vary quite a bit about which of the impersonal
passives below they prefer. All of the examples in (15) are
reported as grammatical by Pollock (1981, GLOW Talk Handout),
though my informants report different judgments, as marked
below.

15a) Il a été débattu/décidé/traité de cette question.
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"There was debated/decided/discussed about this
question"

15b) *I1 a été protesté/voté/deblatdré contre cette
decision.

"There was protested/voted/grumbled against this
decision"

c) Il a &été sursis/*travaillé/??obtempéré a 1'execu-
tion de la peine.

"There was postponed/worked/submitted to(wards)
the execution of punishment"

d) Il a été statué/?spéculé/?*insisté sur cette
question.

"There was made-a-decision/speculated/insisted on
this question”

The differing judgments (and my informants also differ a bit
among themselves) seem directly related to whether or not the
verb+preposition pair in question can be interpreted as a unit,
or as an idiom. Dialectal, and even idiolectal, variation is
not surprising if this is so, since it is only a matter of
which verb+preposition pairs are represented in a given lexicon
as 'closely related.'

The latter point is worth a short digression from the
DE (which is, of course, our central concern here). We might
suppose that cases of V+P that don't form a 'semantic unit'
fail to satisfy the 'no stripped predicate' parameter that
holds in French, but not German (as in (13)). The PP's in the
starred examples in (15), for example, are not 'closely related'
enough to permit an interpretation in which the verb takes the
object of these PP's as an argument directly. It is important

to distinguish the 'semantic unit' proposal I am making here
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from what has been called "reanalysis" (cf. Weinberg and Horn-
stein (1980)). I am not claiming that the P's of the relevant
PP's have been incorporated into the verbs of which they are
complements. In English for example, pseudopassives have been
interpreted as a case wherein the preposition has been incor-
porated into the verb that selects it.

16) John; was talked to ey
The preposition to does not assign Case because the verb with
which it has been reanalyzed (as per Weinberg and Hornstein
above) does not assign Case with passive morphology (as pro-
posed in Rouveret and Vergnaud (1980)). But as Kayne (1981a)
has argued, French does not have reanalysis between verbs and
prepositions in this context, and so the French equivalent of

(16) is out by ECPL’

(prepositions do not properly govern) as
shown for tiré sur in {12c) and for (15c¢) in (17).

17) *L'exécution de la peine a été sursis a.
The absence of verb+preposition reanalysis in French predicts,
therefore, that the prepositions in (15) and (12) do not have
their Case absorbed when the verbs in question are passivized,
and thus they assign Case to their objects.8

Returning now to our central concern, notice that the

very existence of (12b) and the grammatical examples in (15)
shows that a special interpretation of impersonal il (if there
were any) would not be sufficient to predict the DE. Milsark's
approach to the DE, which depends crucially on setting up a

conflict between definiteness (universality in his account,

cf. 5.3) and 'existential quantification' is thus not available
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here. His approach would require treating impersonal il as an
existential quantifier in order to capture the DE in (10), yet
if this were so, then the examples in (12b) and (15c) should
all be ungrammatical by the same reasoning.

Rather I conclude that the crucial factor in predicting
the DE is whether or not the PVNP is in a Casemarked position.
When it is not, then the DE holds, as a O0-chain is formed that
can only be well-formed if the PVNP is indefivnite. Thus
Principle (C), Case theory, and the INPP suffice to predict
the distribution of the DE in French. I shall return to some

of these matters, however, in 4.4 and 6.2.

4.3.0. German and Dutch Impersonals.

I turn now to another construction where the prediction
made in 4.1 is borne out, namely, impersonal sentences in Dutch
and German. Once again, it will be shown that the DE can be
neutralized in contexts where it is otherwise expected when-
ever a separate Case source obviates the necessity of forming
an unbalanced ©-chain to satisfy the Case Filter. Moreover,
some properties of the Dutch and German constructions will
require interesting adjustments in the statement of ithe INPP

that will prefigure much of the discussion in the next chapter.

4.3.1. Some Analytic Assumptions.

I assume that German is underlyingly SOV as has been
argued by Bach (1962), Bierwisch (1963) and more recently by
Xoster (1975) and Thiersch (1978) . I assume further that

A) An instance of Move a fronts final tensed verbs in
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matrix clauses to S-adjoined position adjacent to
COMP (second position, hereafter, V/2).

B) COMP is always lexically filled in matrix clauses,
but not with a complementizer.

C) In subordinate clauses, there is no V/2 (except in
special circumstances.

All of these properties follow from the Head Uniqueness Prin-
ciple and the assumptions associated with it as presented in
Safir (1981b) and Safir and Pesetsky (1981), but it will
suffice for our purposes here to simply assume that (A),
(B) and (C) hold. Thus the structure of (18) is assumed to be
(20), and the structure of the subordinate of (19) is (21).

18) Der Mann nat den Hund gesehen.

the+NOM man has the+ACC dog seen
19) Er sagte dass der Mann den Hund gesehen hat.

he said that the+NOM man the+ACC dog seen has
20)

3
comp/\ s

N .
NP/W INFL

‘_,/\
’,/’\\\\V

\Y

NP

Der Manni hatj ey den Hund gesehen ej
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21) S
COMP S
/ \\
NP vp INFL
v v
NP \Y/

dass der Mann den Hund gesehen hat
I shall call the base generated S-daughter position (occupied
by trace in (20) and der Mann in (21)) "subject position" and
assume that it is assigned Nominative Case in tensed sentences
(it will not concern us here whether NOM Case is 'structural'
or by government from INFL, but for the sake of concreteness
I will assume the latter). I shall call the NP sister of the
main verb the "direct object." 1In the most unmarked order in
subordinate clauses, the direct object is also the closest NP
(not in a PP) to the main verb by which it is assigned ACC
Case, as in (19), though this matter will be discussed further
below. Passivized verbs do not assign ACC Case, as is quite
generally expected, and so the NP of (22) is overtly
Nominative.

22) Der Hund wurde (von Johann) gesehen
the+NOM dog was (by Johann) seen

Dutch is basically the same as German in the above
respects, except that Casemarking on full NP's is not overt
in Dutch and verbs sometimes line up in a different order
clause finally (inflected verb first in subordinate contexts)
due to V-raising (cf. Evers (1975)).

23) ... dat Kees twee kinderen heeft gezien
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23) ... that Kees two children has seen
Verb raising will not concern us here at all, but I shall rou-
tinely exploit the parallelism between German, where Casemark-
ing is overt, and Dutch, where it is not, in order to clarify
issues in Dutch.

Essentially, impersonal sentences in German and Dutch
are parallel to the French impersonals investigated above.
Certain predicates, such as passives, perception verbs, and
some verbs of motion permit a NOM NP where ACC objects normally
appear, while subject position is normally occupied by the
rough equivalent of there in English, which is er in Dutch and
es in German. In these cases the DE holds.

24a) Er kwam iemand/*de jongen door de deur.
there came someone/the boy through the door
b) Iemand/de jongen kwan door de deur.
25a) Es kommt jemand/*der Mann =ziriick.
there came someone/the man back
b) Jemand/der Mann kommt ziiriick.
I shall assume for German and Dutch, as I have in similar cases
in French, that the NP jemand/iemand appearing (in these
examples) to the right of the verb is not in a Casemarked
position, and that it is well-formed with respect to the Case
Filter only if it is in a Cased 0~chain, i.e., coindexed with
es/er in Nominative-marked subject position (but see below).

Dutch and German differ with regard to the impersonal

construction in the following respect: in Dutch, the imper-

sonal pronoun er almost always appears in the surface string,
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while in German, impersonal es can only appear in V/2 contexts
as the element in COMP (though the es associated with extra-
posed sentences must sometimes appear, as must the es of
weather predicates, cf. Haiman (1974), Breckinridge (1975)

and 4.4.3). We may suppose for the time being that es is only
inserted to satisfy (B) above (essentially Haiman's proposal,
but cf. Breckinridge as well). Thus the structure of (25a)

(and also of (24a)) is as in (26) (ignoring henceforth the

INFL node)
26) S
V’/’/A\\\\S
NP/\‘ VP
\ .
NP/l!'\ v
es; kommtj e; jemand; zuruck e

Th2 latter assumptions deserve some clarification. 1In
example (25a), diagrammed in (26), where es appears in the
matrix COMP, it follows that the A-bound trace in subject posi-
tion is a variable. If variables are always arguments, then it
should follow that there are two arguments at S-structure in
the 6-chain in (26), i.e., the subject empty category (EC),
which is a variable, and the indefinite NP in VP. Thus the
0-C should be violated in (26). It is quite reasonable to
assume, however, that a variable can only be an argument if it
has some semantic content, and that a variable has its semantic

content determined in this respect by the element that binds
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it.10

27) The semantic content of a variable is determined by
its binder

Indeed it is hard to see how else a semantic value could pos-
sibly be assigned to a variable, if not by (27). If (27) is
correct, then the trace in subject position in (26) is simply
an expletive variable, as it is bound by an expletive element.
If the variable is expletive in (26), then there is only one
argument in the 0-chain, and the example is well-formed with
respect to the 0-C. Thus the analysis presented here will not
distinguish matrix from subordinate clauses with respect to

the DE. As we shall see, this is the correct result.ll

4.3.2. Prepositional Objects and Dative Objects.

Recall that the prediction of 4.1 is that the DE only
appears where an unbalanced 0-chain is formed to permit Case
inheritance and satisfy the Case Filter. It is further pre-
dicted that the DE will be neutralized where <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>