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ABSTRACT

In thirty years of active development, dynamic nuclear polarization (DNP) has emerged
as a forefront technique for expanding the scope of solid state nuclear magnetic reso-
nance. For the most part, and particularly at high fields, these advances have come with
continuous-wave microwave irradiation and the introduction of nitroxide-based birad-
icals exploiting the cross effect mechanism. In this thesis, I argue that this approach is
not necessarily optimal and report progress towards arbitrary-waveform DNP, in the con-
struction of a suitable solid-state microwave source, and the use of narrow-line mono-
radicals exploiting the Overhauser effect. My colleagues and I have also investigated the
Overhauser mechanism through selective deuteration of radicals, leading to a relatively
simple modification which yielded a significant increase in Overhauser enhancement. Fi-
nally, I detail studies of two unexplored DNP mechanisms in trityl: the three-spin solid
effect and resonant mixing. With solid-state microwave sources and Overhauser radi-
cals, DNP is now more accessible as we can achieve reasonable enhancement without
the need for a gyrotron. Moreover, as amplifier and resonator technologies continue to
develop, it is likely that pulsed DNP will emerge at high fields and overtake continuous-
wave DNP in absolute sensitivity enhancement as well.

Thesis supervisor: Robert G. Griffin
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Chapter 1

Introduction

Solid-state nuclear magnetic resonance (NMR) can determine atomic level details of

nearly anything one can pack into a rotor, including applications to biomolecular and

materials science studies. The information comes from our ability to detect, resolve, and

interpret signals from individual nuclei, which inevitably becomes more challenging for

more complex systems. Fundamentally, we have access to multidimensional NMR, which

can essentially sacrifice sensitivity for resolution and thereby facilitate interpretation.

For conventional NMR, the ultimate source (and limit) of sensitivity, beyond conditions

of any particular pulse sequence or instrumentation, is the slight polarization of nu-

clear spins at thermal equilibrium. Hyperpolarization techniques, including my area of

research, dynamic nuclear polarization (DNP), aim to exceed that limit; DNP does so

by using microwave irradiation to transfer polarization from unpaired electrons (radi-

cals) to nuclei of interest. At high magnetic fields, the state-of-the-art for DNP currently

involves continuous-wave (CW) microwave sources and polarizing agents supporting

cross-effect (CE) DNP mechanisms. For several reasons, these methods are not optimal,

and my aim in this thesis is to introduce instrumentation which can already provide tan-

gible advantages and will prove essential for future DNP methods. In this chapter, I first

provide a summary of the NMR experiment and the definition of polarization and detail

13



some of the interactions relevant to solid-state NMR. Then, I discuss fundamentals of

continuous-wave DNP and the existing research on pulsed DNP. Finally, I briefly survey

microwave technology applicable to DNP at high fields.

1.1 Overview of nuclear magnetic resonance

1.1.1 Nuclear magnetism

In the early days of quantum physics, Stern and Gerlach demonstrated the quantization

of the magnetic moment of silver atoms[1], in accordance with the idea of a quantized

intrinsic angular momentum, which would come to be called spin. It turned out that

they had actually observed the electron spin in this early experiment, but Stern and

colleagues’ later experiments on hydrogen molecules[2, 3] measured the magnetic mo-

ment of the 1H nucleus, i.e. the proton. Later, Alvarez and Bloch also measured the

neutron magnetic moment[4]. Spin and magnetic moment are related via:

µ = g
e

2m
S (1.1)

for elementary fermions (e.g. electrons and quarks) where µ and S are the magnetic

moment and spin angular momentum vectors, respectively, e is the elementary charge,

m is the particle mass, and g a dimensionless quantity (the g -factor) specific to each

type of particle. Composite particles such as protons, neutrons, and nuclei in general

have a magnetic moment defined using the proton mass mp instead:

µ = g
e

2mp
I (1.2)

where again each particle has its own g -factor and we use I by convention to refer to nu-

clear spin. We typically use the gyromagnetic ratio to express the relationship between

14



magnetic moment and spin:

µI = γI I. (1.3)

When placed in an external magnetic field B0, a magnetic moment tends to align itself

with the field vector. This interaction is the Zeeman interaction[5] and has an associated

Hamiltonian

ĤZ = −µ̂ · B0 = −γ Î · B0 = −ÎzγB0 (1.4)

where for the final equality we can assume that B0 is aligned with the z -axis. The nucleus

has spin S , which can take values 0, 12, 1,
3
2, . . ., and for a given value of S there are 2S+1

eigenstates of Îz, each with an associated spin quantum number mS :

Îz |S ;mS ⟩ = ħmS |S ;mS ⟩ ; mS = −S ,−S + 1, . . . , S − 1, S . (1.5)

In the simplest nonzero case, S = 1
2 , there are two eigenstates of ĤZ, with magnetic

moments µz± = ±γħ/2 and energies E± = ∓ħγB0/2. Their energy difference is

∆E = |ħγB0 | (1.6)

This energy difference leads to a very slight bulk magnetic moment, as the lower state

is preferentially occupied according to the Boltzmann distribution. We can calculate the

relative difference between the populations, the polarization:

P =
N+ − N−
N+ + N−

=
e−ħγB0/2kBT − e+ħγB0/2kBT

e−ħγB0/2kBT + e+ħγB0/2kBT
= tanh

(
ħγB0

2kBT

)
≈ ħγB0

2kBT
(1.7)

where kB is the Boltzmann constant and T the temperature, and we have assumed

γ > 0 so that mS = +1
2 is the lower-energy state. The final approximation relies on

|ħγB0 | ≪ T , which we refer to as the high-temperature approximation and is gener-

ally valid for nuclei even at very high fields and liquid helium temperatures. The bulk
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magnetic moment at equilibrium is the sum of the N = (N+ + N−) individual magnetic

moments:[6]

Meq = N+µz+ + N−µz− = (N+ − N−)
ħγ

2
= N

ħγB0

2kBT

ħγ

2
=
N ħ2γ2B0

4kBT
. (1.8)

1.1.2 The development of nuclear magnetic resonance

The primary method to detect this magnetic moment is magnetic resonance. The term

refers to stimulation of transitions between the spin states by application of an oscil-

lating magnetic field; when the frequency of oscillation matches the energy level differ-

ence, resonance can be observed through some detection scheme. Rabi and colleagues

demonstrated this nuclear magnetic resonance effect on molecular beams[7]; the use

of electromagnetic radiation (usually radiofrequencies, hence the common term “RF”

for irradiation during NMR experiments) came about somewhat later in the works of

Purcell[8] and Bloch[9]. For these experiments, a sample is placed within both the static

field B0 and a coil whose axis is perpendicular to the main field. Conceptually, when the

resonance condition is met in this setup, the net magnetization of the sample will be-

gin to precess about the axis of the oscillating field, rather than about B0. The changing

magnetic moment changes the magnetic field and thus also the current through the coil,

which we can actively monitor, and because the magnetization is a bulk property the ef-

fect is actually large enough that we can detect it, making nuclear magnetic resonance

spectroscopy reasonable for many samples with an abundance of nuclei with nonzero

spin.

The utility of NMR for chemists would be developed through the understanding of

internal spin interactions, in contrast to the external interactions with the static and

perturbing magnetic fields. We will survey these briefly later in this section, but for now

we will continue with the description of the experiment. The works of Purcell and Bloch

are known as continuous-wave (CW) NMR, as the RF irradiation is constantly active and
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its frequency or, more often, the static field strength is varied until resonance is ob-

served. A transformative shift came about with Fourier transform (FT) or simply pulsed

NMR: Ernst and Anderson[10] demonstrated faster acquisition of spectra with improved

sensitivity by applying a short, intense RF pulse to start the experiment. This excites

all nuclei whose frequency is in the vicinity of the RF, and the strong pulse places the

magnetization in the transverse plane, far from equilibrium. Each nuclear spin will now

precess at its own frequency, contributing accordingly to the induced current; by using

phase-sensitive (quadrature) detection of this free induction decay (FID) relative to the

transmitter reference, we functionally measure the x and y components of the magne-

tization vector in the rotating frame as a function of time. Fourier transformation of the

time domain signal produces a set of peaks in the frequency domain, each associated

with a particular type of nucleus.

Not only do pulsed experiments represent an increase in throughput and quality of

NMR spectra, but they enable us to conceptualize new types of experiments in which

we manipulate the spin system and Hamiltonian to tease out specific interactions. A

wide variety of pulse sequences have been developed for various purposes; many of

these employ multidimensional spectroscopy to 1) measure two or more different fre-

quencies and 2) establish or measure a correlation between them. The basic paradigm

of two-dimensional NMR spectroscopy is[11] 1) preparation of the system with an ini-

tial RF pulse, 2) indirect evolution for time t1, 3) an optional mixing period, often with

additional RF pulses, to transfer magnetization to a different set of nuclei, and 4) the

traditional direct detection of the FID during time t2. The indirect evolution refers to

the incrementing of t1 in separate acquisitions; additional indirect dimensions can be

added for higher-dimensional spectroscopy. Fourier transformation along each time

dimension yields for each frequency detected during t1 a set of frequencies during t2;

these correlations are caused by the mixing period and can be interpreted in the context

of which interactions are active during the mixing. Unless a particular interaction is be-
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ing measured, a multidimensional spectrum pulls apart the peaks of a one-dimensional

spectrum, so signals are better resolved and more easily assigned. These sequences

are generally less sensitive than one-dimensional experiments: there is additional re-

laxation during the evolution and mixing periods and the mixing is not always a perfect

transfer of magnetization. In terms of time, the indirect detection means that a separate

FID is collected for each t1 point, further lowering the acquisition rate; this problem is

compounded with each additional indirect dimension. Multidimensional spectra are so

useful that we are willing to collect them for hours, days, or even weeks, but they do

highlight a major challenge of NMR, low sensitivity, which we will revisit shortly.

1.1.3 Internal spin interactions

The interesting information we can extract with NMR is contained in the internal inter-

actions of the spin system. All the terms in the NMR spin Hamiltonian can be written as

a coupling of two vectors via some coupling tensor:

Ĥ = Î · −→A · Ĵ. (1.9)

We can categorize the different interactions by what the vectors Î and Ĵ refer to. We start

with those linear in the spin operators; that is, only Î is actually a vector of spin oper-

ators, and Ĵ is actually an external vector, usually the magnetic field. We have already

seen that (cf. Equation (1.4))

ĤZ = Î ·
(
−γ−→1

)
· B0 and ĤRF = Î ·

(
−γ−→1

)
· B1. (1.10)

We now introduce the chemical shift interaction, which is a consequence of the electron

orbitals in the vicinity of the spin.[12] When an external magnetic field is applied, it

induces a current in the electrons. That current in turn generates a local magnetic field

at the nucleus, which we describe as a “shielding” of the nuclear spin from the external
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magnetic field according to the chemical shielding tensor −→σ . The chemical shift refers

to the fact that measuring the strength of this interaction, which amounts to a shift from

the expected frequency for an isolated nucleus, gives a direct and sensitive report on the

chemical environment of the nucleus. Each nucleus in a molecule has its own chemical

shift, and its measurement is foundational for NMR spectroscopy in practice; from the

chemical shift information we can determine the identity and purity of a substance, as is

routine for organic synthetic chemists, and we can combine the assignments with other

techniques for atomic-level dynamics and structural information.

We can combine −→σ with the Zeeman interaction (Equation (1.4)):

ĤZ,CS = −γ Î ·
(−→
1 − −→σ

)
· B0. (1.11)

The elements of−→σ depend on the details of the electron distribution around the nucleus

and on the orientation of the molecule with respect to B0. We often make a high-field

approximation and disregard terms in the Hamiltonian which do not commute with Îz,

as the Zeeman interaction is much stronger than the internal interactions. In this case,

only the σ (lab)
zz term survives:

ĤZ,CS = −γB0(1 − σ (lab)
zz )Îz (1.12)

with the (lab) superscript indicating the laboratory frame of reference and suggestive

that this component of the tensor is usually determined via transformation to other

frames. If the tensor −→σ is symmetric (equal to its transpose)1 then we know we can

diagonalize it via an orthogonal transformation, i.e. a change of frame/basis.[6] The

frame in which −→σ is diagonal is the principal axis system (PAS) and the three nonzero

elements areσXX, σYY, and σZZ. We can go from the PAS representation to the laboratory
1We can express any matrix as the sum of a symmetric and antisymmetric matrix. When we do so

for the chemical shielding tensor, the antisymmetric component does not contribute to the truncated
Hamiltonian so we can disregard it.
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frame via a rotation by the Euler angles ΩLP = {αLP, βLP, γLP}:[12]

−→σ (lab) = R(ΩLP)−→σ (PAS)R(ΩPL) (1.13)

where R is the Cartesian rotation matrix, and R(ΩPL) = R(ΩLP)†. We can do this cal-

culation and find that

σ (lab)
zz = σXX sin2 β cos2 γ + σYY sin2 β sin2 γ + σZZ cos2 β . (1.14)

Often, we express chemical shielding as

σ (lab)
zz = σiso +

1

2
δ
(
3 cos2 θ − 1 − η sin2 θ cos 2φ

)
(1.15)

where σiso = 1
3 (σXX + σYY + σZZ), δ = σZZ − σiso, and η = (σYY − σXX)/δ , and we have

replaced the angles β and γ by θ and φ, respectively.

The next set of terms are bilinear in the spin operators: Î and Ĵ in Equation (1.9) are

two different spin operator vectors Î1 and Î2. These mechanisms are important as they

enable the possibility of magnetization transfer between two spins. One mechanism

for this is the magnetic dipole-dipole interaction, which is a through-space interaction

directly resulting from the magnetic field due to one spin being felt at another nearby.

We can express this as

Ĥ
(12)
DD = b12

(
3( Î1 · r12) ( Î2 · r12)

r 212
− Î1 · Î2

)
, (1.16)

where b12 = −µ0γ1γ2ħ/4πr 312, with µ0 the vacuum permeability and r12 the internuclear

distance, and r12 the vector connecting the two spins. Invoking the same high-field
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approximation, we can truncate Equation (1.16) to

Ĥ
(12)
DD = b12 ·

1

2

(
3 cos2 θ12 − 1

) (
3Î1z Î2z − I1 · I2

)
(1.17)

where θ12 is the angle between the vector r12 and the magnetic field B0. In the form of

Equation (1.9) this is

Ĥ
(12)
DD = Î1 ·

−→
D · Î2 = b12

(
3 cos2 θ12 − 1

)©­­­­«
Î1 ·

©­­­­«
−1
2 0 0

0 −1
2 0

0 0 1

ª®®®®¬
· Î2

ª®®®®¬
. (1.18)

If the spins are heteronuclei (γ1 , γ2) we can simplify Equation (1.17) further to

Ĥ
(12)
DD = b12 ·

1

2

(
3 cos2 θ12 − 1

)
2Î1z Î2z . (1.19)

The dipolar interaction directly contains structural information through the distance

dependence. That is, if one measures the strength of the dipolar coupling between

two nuclei, one can read out the distance between them; with enough such distances

(or, more often, bounds on the possible distances) one can solve for a complete set of

atomic coordinates: a structure like one would get from crystallography.

The other bilinear interaction we frequently encounter in NMR is the J -coupling: an

indirect coupling between two spins mediated by bonding electrons. Like the chemi-

cal shielding interaction, the J -coupling is very useful for chemists: it is informed by

the nature of the electron distribution around the nuclei and reports on the chemical

environment. The Hamiltonian for the interaction is

Ĥ
(12)
J = 2π Î1 ·

−→
J · Î2 (1.20)

where the 2π is included as the J -coupling tensor is typically expressed in Hz. While
−→
J
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is in principle anisotropic, the anisotropy is small enough it can be ignored, and even if

not it will have the same form as the direct dipolar coupling[12]. So we use the isotropic

value J12 = 1
3Tr

[−→
J
]

as in

Ĥ
(12)
J =


2πJ12Î1 · Î2 homonuclear

2πJ12Î1z ˆI2z heteronuclear
(1.21)

The final type of interaction is quadratic in the spin operators: both Î and Ĵ in Equa-

tion (1.9) refer to the same spin. This category contains the quadrupolar interaction,

which involves the electric quadrupole moment of the nucleus and the electric field

gradient (EFG) due to the electrons around it. The electric quadrupole moment Q is

only nonzero for nuclei with spin I > 1/2. For these nuclei,

ĤQ =
eQ

2I (2I − 1)ħ Î · −→V · Î. (1.22)

−→
V is the electric field gradient tensor and again is anisotropic. The quadrupolar interac-

tion is often large, even compared to the Zeeman interaction, so the secular approxima-

tion is not always valid. The EFG tensor is extremely sensitive to molecular motions, so

NMR of quadrupolar nuclei can provide very accurate measurements of dynamics. But

quadrupolar nuclei also tend to exhibit fast relaxation rates and broad lineshapes, ren-

dering spectroscopy difficult. We will not concern ourselves further with quadrupolar

interactions in this thesis.2

1.1.4 Solid-state NMR and magic angle spinning

With the interactions introduced, we can look at how these manifest in real samples.

Specifically, we are concerned with the anisotropic interactions. In liquid samples, the
2There will be some discussion of 2H nuclei (I = 1) but these are used only as low-γ substitutes for

1H.

22



random tumbling of molecules in solution occurs on a much faster timescale than our

NMR experiment. For that reason, we observe the effect of a time-averaged interaction:

any anisotropic components are averaged to zero, and we only observe the isotropic

value of the tensor. For the chemical shift and J -coupling interactions, their tensors

have an isotropic value which is measured in solution NMR; the dipolar coupling tensor

is traceless and the interaction not observed. To emphasize: in solution NMR, each

nuclear site exhibits a single narrow peak according to the isotropic chemical shift or a

small multiplet of narrow peaks due to its J -coupling interaction(s).

A molecule in a solid sample is essentially fixed in place: there may be small local

motions of the atoms, but there certainly is not fast isotropic tumbling. Generally we

need to use the full forms of the chemical shift anisotropy (CSA) and dipolar coupling

tensors. For the chemical shift, each molecule has its own fixed orientation and will con-

tribute a single sharp line to the spectrum, so one option is to study a single crystal of

the sample, rotate it to several known orientations with a goniometer, and measure the

resonance frequency as function of the orientation to determine the chemical shielding

tensor. If instead we have a powder sample and we are simultaneously acquiring spectra

of all possible molecular orientations, we end up with an inhomogeneously broadened

lineshape for each nuclear site. An even bigger problem for solid-state NMR is the dipo-

lar coupling. Each nucleus is coupled to each other nucleus in the sample, and the si-

multaneous and overlapping action of all these interactions leads to a homogeneously

broadened line.

The solution for solid-state spectroscopy was to emulate the motional averaging that

liquids have intrinsically. A clue for how to go about this is in Equation (1.17): if one could

by some experimental means make the time average of (3 cos2 θ12 − 1) equal zero, the

dipolar coupling would also be zero. Magic-angle spinning (MAS) was introduced[13, 14]

to achieve exactly that: by mechanically rotating the sample around an axis oriented

at θm ≈ 54.74◦ with respect to B0, i.e. cos2 θm = 1/3, narrowing of the dipolar line-
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shape was observed. The chemical shift and first-order quadrupolar3 interactions are

also narrowed by this process. The degree of narrowing is dependent on the strength

of the interaction relative to the spinning frequency ωr. We accomplish the spinning

by placing the sample in a small cylindrical rotor fitted with an air turbine – a con-

trolled flow of nitrogen gas drives the rotor to spin, while gas bearings allow the rotor

to float within the stator assembly as it spins. In terms of the mathematics, we in-

troduce an additional frame, the rotor frame, which is related to the laboratory frame

by ΩLR(t ) = {0, θm,ωrt }. The PAS is related to the rotor frame by a fixed set of Eu-

ler angles ΩRP for each crystallite orientation, so we can compute the Hamiltonian for

each using the composite rotation RLRRRP. As the orientation is time-dependent, so

is the Hamiltonian. The non-oscillating components are the isotropic term and terms

which depend on 3 cos2 θm − 1, which we have set to zero. The oscillating terms have

frequency ωr or 2ωr, so the Hamiltonian and resultant FID are periodic; in the Fourier

transformed spectrum, this manifests as rotational sidebands at ωiso + nωr, where ωiso

is the isotropic frequency and n is an integer. The sideband manifold will fall within the

static lineshape, but each sideband will be a sharp peak. Already, this is a useful result;

for example, the sideband intensities can be fitted to determine CSA tensor parameters

under slower MAS.[15] But when the MAS frequency is much larger than the interaction,

the time-dependent terms have almost no effect on the FID as they are averaged so ef-

fectively. Under these conditions, solid-state spectra can be acquired with liquids-like

resolution.

In real samples, especially those with many 1H nuclei, which have strong dipolar cou-

plings, MAS alone does not lead to well-resolved spectra. We can help further average

the dipolar couplings with RF irradiation, conceptually rotating the spin vectors rather

than the spatial tensor involved in the interaction. Heteronuclear decoupling is straight-

forward: while acquiring the FID of a nucleus such as 13C, irradiation is applied at the
3Notably, second-order and higher terms are not averaged to zero under MAS.
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1H frequency, nutating the 1H magnetization and causing its time average to be zero.

Continuous-wave (CW) decoupling can yield acceptable results but other schemes[16–

18] have been designed which interlace with MAS to yield greater overall narrowing while

requiring less power.4

For all that the dipolar interaction hinders the resolution of solid-state NMR, it is also

a source of structural information inaccessible via solution NMR. To that end, dipolar re-

coupling sequences have been designed which lessen, in a controlled way, the degree

to which the dipolar interaction is averaged under MAS. Usually this involves synchro-

nization of the pulse sequence or other Hamiltonian terms with the MAS, sometimes

in the timing of the pulses to the rotor period as in REDOR[19], matching the differ-

ence in frequency of two nuclei to the MAS frequency as in (homonuclear) rotational

resonance[20], matching the amplitude of an RF field to the MAS frequency in DARR[21],

and many other permutations (see a recent review from Liang et al.[22] for a more com-

plete compilation).

These methods can work exceptionally well for sparse spin systems, emulating the

ideal case of an isolated spin pair. But we are interested in using solid-state NMR to

examine large biomolecular assemblies without having to prepare a large number of

specifically labeled samples. Moreover, in these systems where many dipolar interac-

tions are active simultaneously, we are most interested in the weakest interactions for

structural studies as these long-range distances are most likely to constrain a three-

dimensional structure. Detecting such interactions requires extremely high signal-to-

noise, straining the sensitivity of solid-state NMR.
4Using lower-power decoupling is a practical benefit. In a traditional solenoid coil an electric field

is also generated at the sample which leads to sample heating, so one cannot safely apply high-power
proton decoupling for long acquisition times or with short recovery delays. Even if an “E-free” coil is in use
one must still consider, for example, the duty cycle of the RF amplifiers if operating near their maximum
power.
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1.2 Dynamic nuclear polarization

We can now move to the discussion of dynamic nuclear polarization, the main subject of

this thesis. Dynamic nuclear polarization is the transfer of polarization from unpaired

electrons (which themselves have spin-12 ) to nuclei for the purpose of then observing

NMR signals.

1.2.1 Motivation for DNP and overview

NMR, particularly solid-state NMR, is limited by the relatively small polarization of nu-

clear spins at thermal equilibrium (Equation (1.7)). To quantify it, we can consider 1H

nuclei in a field of 23.5 T and temperature 200K (a 1H frequency of 1GHz and a tem-

perature near the floor of operation without specialized cryogenic equipment). In this

case, P1H ≈ 1.2 × 10−4: a tiny majority of the spins align with the external field and

actually contribute to the FID. Under the same conditions, the electron polarization is

Pe ≈ 0.079, almost three orders of magnitude larger as the electron gyromagnetic ratio

is much larger than that of protons, γe/γ1H ≈ 658. If even some of this polarization

can be transferred to nuclei, the bulk magnetic moment (Equation (1.8)) and thus our

detected signal will be increased (“enhancement” in the parlance of DNP).

The possibility of DNP was first hypothesized by Overhauser[23] and soon thereafter

observed by Carver and Slichter[24]. The experiment was straightforward: saturation of

the electron spin transitions by microwave irradiation at the electron Larmor frequency

led to a dynamic equilibrium that increased the effective nuclear polarization, in this

case that of 7Li. This effect is now referred to as the Overhauser effect and is indeed the

same fundamental mechanism as the nuclear Overhauser effect often used for structural

studies in solution NMR.

Other mechanisms were discovered and described, namely the solid effect[25], cross

effect[26], and thermal mixing[27]. We will survey these mechanisms shortly, but each
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one imposes its own requirements and restrictions on the microwave irradiation and

the nature of the polarizing agent. The polarizing agent is how we introduce electron

spins into a system; usually, we use a stable radical with favorable magnetic properties.

With the availability of good polarizing agents, DNP can remain largely agnostic to the

actual system whose NMR spectra we want to measure, making it generally applicable

as a sensitivity enhancement method for any potential NMR experiment.

1.2.2 Physics of DNP

To start, we need some description of how the introduction of electron spins to the spin

system changes the Hamiltonian. Many electron paramagnetic resonance (EPR) inter-

actions are very similar as those of NMR but are described and calculated differently.

For example, the environment and orientation dependence of the observed resonance

frequency is no longer described as chemical shielding but rather as variance of the g

value in Equation (1.1), hence the terms “g -tensor” and “isotropic g value”; this is still

expressed as a coupling between the electron spin operators and the external field.

Electron spins still experience through-space dipole couplings both to other unpaired

electrons and to nuclei; the dipolar coupling to nuclei is part of the “hyperfine” interac-

tion but again is of the same form as Equation (1.12). However, the electrons cannot be

treated as point objects but rather their couplings have to be computed as an integral

over the electron distribution. This leads to another critical distinction when electrons

are involved in a magnetic interaction. Because the electron distribution can overlap

with the other interacting spin, different types of interactions can manifest. When the

other spin is also an electron and their wavefunctions overlap, the exchange interaction

is active – in form and even notation this is like the J -coupling in NMR, but its origin is

different. And when an electron wavefunction has nonzero amplitude at the site of a
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nucleus, the Fermi contact interaction occurs:[28]

ĤFC =
8πħ

3
γeγn ρ (rn)Ŝ · Î = a isoŜ · Î (1.23)

where ρ (rn) is the spin density of the electron at the nuclear position. The Fermi contact

interaction forms the isotropic component of the combined hyperfine interaction while

the dipolar interaction forms the traceless component.

While it was not the first discovered mechanism, the solid effect (SE) is the most

straightforward to derive quantum mechanically. The Hamiltonian for an electron-nucleus

spin system is (S operators correspond to the electron spin):

Ĥ = ω0SŜz − ω0IÎz + Ŝ · −→A · Î, (1.24)

where the effects of the g -tensor and chemical shift tensor are already incorporated

in the (now orientation-dependent) values for the Larmor frequency ω0, the opposite

sign of ω0IÎz reflects that a proton and nucleus have opposite sign gyromagnetic ratios,

and the hyperfine tensor
−→
A contains contributions from the Fermi contact term and the

dipolar term. We would again like to truncate the Hamiltonian to the secular terms, but

we must consider that of the Zeeman interactions, |ω0S | ≫ |ω0I |, so our truncation now

is only to those terms which commute with Ŝz:

Ĥ = ω0SŜz−ω0IÎz+Ax ŜzÎx+Ay ŜzÎy+Az ŜzÎz
rotation
= ω0SŜz−ω0IÎz+BŜzÎx+AŜzÎz (1.25)

where the last rotation is about the z -axis and is done so only one pseudosecular term

BŜzÎx =
√
A2
x + A2

y ŜzÎx is needed. If we apply microwave irradiation at frequency ωµw

and transform to the rotating frame of the irradiation:

Ĥ = ΩSŜz − ω0IÎz + AŜzÎz + BŜzÎx + ω1SŜx, (1.26)
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where ΩS is the microwave frequency offset (ω0S − ωµw), and then tilt the frame so the

effective field acting on the electron is along z :

Ĥ = ωeff Ŝz − ω0IÎz + (Ŝz cos θ − Ŝx sin θ) (AÎz + BÎx), (1.27)

where ωeff =
√
ω2
1S + Ω2

S and tan θ = (ω1S/ΩS). From here, we enter the interaction

frame of the electron effective field and the nuclear Zeeman field:

H̃ = A cos θŜzÎz − A sin θ
(
Ŝx cosωefft − Ŝy sinωefft

)
Îz

+ B cos θŜz
(
Îx cosω0It + Îy sinω0It

)
− B sin θ

(
Ŝx cosωefft − Ŝy sinωefft

) (
Îx cosω0It + Îy sinω0It

)
.

(1.28)

Finally, we can calculate the first-order average Hamiltonian. We see that the sinusoidal

terms will all average to zero if we choose a long time τ for the integration, i.e. τ ≫

2π/ωeff, 2π/ω0I, except the terms on the third line of Equation (1.28) when ωeff = ±ω0I.

This is the matching condition for the solid effect, and taking theωeff = −ω0I case yields

H̃
(1)

=
1

τ

∫ τ

0
H̃ (t ) dt = A cos θŜzÎz −

B sin θ
2

(
ŜxÎx + ŜyÎy

)
. (1.29)

This matching condition is the “zero-quantum” (ZQ) condition owing to the (ŜxÎx+ ŜyÎy)

term; choosing ωeff = ω0I (in this case when we have assumed the electron and nucleus

have opposite sign γ’s) yields the double-quantum (DQ) condition containing (ŜxÎx −

ŜyÎy). By defining the initial density matrix ρ (0) = Ŝz, tilting it by θ to ρ′(0) = Ŝz cos θ−

29



Magnetic Field (T)
9.39 9.40 9.41 9.42

En
ha

nc
em

en
t

(a) Solid effect

Magnetic Field (T)
9.39 9.40 9.41 9.42

(b) Overhauser effect and solid effect

Figure 1.1: DNP enhancement profiles of narrow line radicals, exemplifying SE and OE
DNP. Samples are (a) trityl-OX063 in glycerol-water and (b) BDPA in polystyrene, SA-BDPA
in glycerol-water. Figures reproduced from [29].

Ŝx sin θ in our tilted frame, and then applying the propagatorU (t ) = e−i H̃ t , we have

ρ′(t ) = Ŝx cos θ
(
B sin θ

4
t

)
− Ŝx sin θ cos

(
A cos θ

2
t

)
cos

(
B sin θ

4
t

)
+ Îx sin θ sin

(
A cos θ

2
t

)
sin

(
B sin θ

4
t

)
+ Îz cos θ sin2

(
B sin θ

4
t

)
+ bilinear terms. . .

(1.30)

The frame of the I operators was not affected by our tilted frame, so we can easily

identify the final components of the nuclear magnetization along Îx and Îz. Moreover,

we can state that in the limit of low-power microwave irradiation (ω1S → 0), the only

way to achieve the matching condition ωeff = ±ω0I is for ΩS ≊ ±ω0I. In this case, θ is

near zero so the Îx term is small, and we can approximate the Îz component as

⟨Iz⟩ (t ) =
B2ω2

1S

16ω2
0I

t 2. (1.31)

Taken together, the ZQ and DQ matching conditions lead to the characteristic enhance-

ment profile for SE DNP (Figure 1.1a). Equation (1.31) is a simplification of the real-world
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SE enhancement, as we have ignored such factors as relaxation and magic angle spin-

ning, and also we only consider the polarization transfer to a single nearby nucleus. In

DNP NMR we generally do not observe such nuclei directly, but rather observe an en-

hanced signal from the bulk nuclei (far from the electron) as polarization spreads via

spin diffusion away from the initially polarized nuclei[30]. However, it does provide a

key point of why the SE is not generally favored at high fields: the inverse square de-

pendence on ω0I, compounded by lower availability of high-power microwave sources

at higher frequencies, so high ω1S is also difficult to achieve.

The Overhauser effect, like the solid effect, involves a single electron-nucleus spin

system. However, it also requires cross-relaxation between the electron and nucleus,

which in turn would have to be due to a fluctuating hyperfine interaction. In that case,

saturation of the electron spins with on-resonance irradiation leads to a dynamic equi-

librium with the relaxation processes, and if the ZQ and DQ cross-relaxation rates differ,

an effective transfer of polarization is achieved. In systems with high electron mobil-

ity (conductors and solutions), dynamics leading to a fluctuating hyperfine interaction

and electron-nuclear cross-relaxation can reasonably be expected, but not in insulat-

ing solids typical of solid-state NMR. As such, the enhancement profiles of SA-BDPA and

BDPA[29, 31], reproduced in Figure 1.1b, were both surprising and interesting. Moreover,

the OE enhancement appeared to scale favorably with increasing external field, unlike

the SE and CE enhancements, while also requiring minimal ω1S. These properties make

it appealing for use at high fields, but the OE in insulating has been observed only for a

small set of polarizing agents (until recently[32], only for BDPA and derivatives thereof).

The cross effect requires an additional electron in the spin system. In particular, the

Larmor frequencies of the two electrons must differ by the nuclear Larmor frequency,

they must be coupled to one another, and at least one of them must be hyperfine-

coupled to the nucleus in question. Then, saturation of one of the two electrons leads

to a polarization difference between the two; polarization can then be transferred to
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Figure 1.2: Cross effect matching condition, a typical biradical field profile, and several
biradicals which have been synthesized to further improve CE DNP at high fields. Birad-
icals in (c) are TOTAPOL[34], M-TinyPol[35], and TEMTriPol-1[36].

the nucleus in an energy-conserving three-spin flip. The resultant enhancement profile

is shown in Figure 1.2a; in this case each electron has a single narrow peak in its EPR

spectrum. In practice we employ radicals with broad g -tensors such as nitroxides for

CE DNP. For a given molecular orientation, a nitroxide has a relatively narrow spectrum,

so the CE matching condition ω0S,1 − ω0S,2 = ±ω0I will be satisfied for many different

pairs of electrons in a solid sample. Moreover, biradical nitroxides have been employed

to great effect for CE DNP: by ensuring that two unpaired electrons can always be found

in close proximity, usually with a strong exchange coupling, we achieve larger DNP en-

hancements at lower radical concentration compared to monoradical nitroxides. The

EPR spectrum and DNP enhancement profile of TOTAPOL, one of the first biradicals de-

veloped for DNP, are shown qualitatively in Figure 1.2b.
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The CE mechanism scales less poorly with increasing field than the SE, and it also

works well under MAS. These factors have made it the premier mechanism for high-

field solid-state DNP, including most applications. It has also sparked intense interest

in improving polarizing agents for high fields. Thanks to better understanding of the

properties which make biradicals favorable for DNP[37, 38], new bisnitroxide radicals

such as M-TinyPol[35], shown in Figure 1.2c have been prepared to optimize, e.g., the

inter-electron coupling and relative g -tensor orientation. A further class of biradicals

are those in which one of the radicals is a narrow-line radical such as trityl while the

other is a nitroxide, such as TEMTriPol-1, also shown in Figure 1.2c. These facilitate satu-

ration of one electron by including a radical with a narrow EPR lineshape and minimize

the effect of depolarization under MAS. Depolarization is a consequence of the several

level anti-crossing events which occur under MAS regardless of whether microwave irra-

diation is present[39–41]. Specifically, CE events which enable transfer of polarization to

nuclei when a large electron polarization difference is present can also draw polarization

from nuclei when the electron polarization difference is small. This occurs when bisni-

troxide radicals are spun without microwave irradiation: at some points their g -tensors

align in such a way that they have the same Larmor frequency. In this case the electrons

can exchange polarization and equilibrate such that the polarization difference is zero.

Thermal mixing (TM) involves the same kind of energy-conserving three-spin flip as

the cross effect, but it does not invoke the g -tensor anisotropy to lead to the ω0S,1 −

ω0S,2 = ±ω0I condition. Rather, it requires a dense network of strongly dipolar cou-

pled electrons such that the dipolar linewidth is on the order of the nuclear Larmor

frequency. From there, it makes a thermodynamic argument which we can summarize

briefly here[42]. There are three thermal reservoirs in the system due to the electron

Zeeman interaction, the nuclear Zeeman interaction, and the electron-electron dipo-

lar interaction, which start at thermal equilibrium with the lattice. Irradiation with mi-

crowaves near the electron Larmor frequency lowers the effective field experienced by
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the electrons in the rotating frame, but their equilibrium polarization from the labora-

tory frame is mostly preserved, lowering the spin temperature of the Zeeman reservoir.

The lower effective field also places the rotating frame Zeeman interaction strength on

the order of the dipolar interaction, placing these two reservoirs in contact and thus

cooling the dipolar reservoir. Finally, the dipolar reservoir is in contact with the nuclear

Zeeman reservoir because, again, the dipolar linewidth is on the order of the nuclear

Larmor frequency. TM is generally not considered in the context of high-field MAS DNP:

since dipolar couplings are independent of field, the condition that they remain on the

order of the nuclear Larmor frequency will not generally be met.

1.2.3 Pulsed DNP

Despite active development and many successful applications, CW DNP remains limited

by decreasing enhancements at higher magnetic fields, with the possible exception of

the Overhauser effect which is not yet well understood or widely applied. Pulsed DNP,

by contrast, offers the possibility of field-independent enhancement. Unlike CW DNP,

which involves weak microwave fields saturating electron spin transitions, pulsed DNP

uses strong microwave pulses to generate electron spin coherences, which in turn lead

to predictable and efficient polarization transfers to nuclei. Moreover, the intellectual

space of time-domain experiments is vast, and we have decades of pulse sequence

development in NMR and EPR to guide future endeavors. Tan et al. have written an

excellent chapter summarizing progress in pulsed DNP as of 2019[43]. We will only briefly

highlight some salient points.

Generally, pulsed DNP requires that one be able to generate electron spin coher-

ences faster than they decay. That is, we require ω1S ≫ 2π/T2e, in contrast with the

requirement for CW DNP that ω1S ≫ 2π/T1e to achieve efficient saturation of the elec-

tron energy level transitions. The other major requirement is that one have sufficient

control of the timing and phase of the microwave pulses. This latter requirement will
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be the focus of Chapter 2 of this thesis.

One approach to pulsed DNP is to irradiate both the electron and the nucleus during

the pulse sequence. This has been done in the Nuclear Rotating Frame (NRF-DNP)[44,

45] and the Dressed State Solid Effect (DSSE)[46] experiments. However, the resultant

enhancements are small, likely because the nuclear magnetization relaxes too quickly

when built up along the spin-lock axis.

The other approach, which has seen greater success, involves irradiation of only the

electron spins. These build up longitudinal nuclear magnetization, allowing for efficient

spin diffusion to the bulk as in CW DNP. The first such experiment is Nuclear Orienta-

tion via Electron Spin Locking (NOVEL)[47], which establishes an electron spin lock with

Rabi frequency equal to the nuclear Larmor frequency. Obviously this is an increas-

ingly demanding requirement at higher fields. However, the possibility of off-resonance

NOVEL[48] relaxes this requirement somewhat, and was able to achieve 70% of the on-

resonance NOVEL enhancement with onlyω1S = ω0I/3, only 1/9 of the microwave power

requirement in terms of watts. Moreover, the authors offer insight into operation with

intermediate microwave power available, between the low-power limit of the solid ef-

fect and the high-power limit of on-resonance NOVEL.

The integrated solid effect (ISE)[49, 50] achieves an adiabatic passage for the entire

EPR line, resulting in polarization transfer. That is, by sweeping the effective field expe-

rienced by the electrons in the microwave rotating frame from strictly +z to strictly −z ,

the electron magnetization remains coherent and parallel to the effective field. At some

point during the sweep, for every electron spin, the SE matching condition ωeff = ω0I

is satisfied, enabling polarization transfer to hyperfine-coupled nuclei. The sweep must

be adiabatic, which imposes requirements on the microwave power and the sweep rate.

Henstra and colleagues originally performed the experiment by sweeping the magnetic

field with fixed-frequency microwave irradiation[50]; more recent formulations of the

experiment have employed frequency sweeps instead[51]. While performing frequency-
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swept experiments on narrow-line radicals, an effect termed the “stretched” solid ef-

fect was observed when the sweep was not centered about the EPR resonance. This

effect was also observed at higher field (3.35 T), where it actually resulted in higher en-

hancement than the ISE. Through further characterization[52] the adiabatic solid effect,

involving very narrow sweeps directly about the SE conditions, was observed and also

found to yield excellent enhancement, particularly with limited microwave power. Most

recently, theory has been developed to unify these three effects[53] and was employed

in conjunction with an upgraded and highly capable 3.35 T spectrometer to achieve un-

precedented enhancement[54].

The last group of experiments is perhaps the one which most appeals to solid-state

NMR spectroscopists: multiple-pulse sequences in the vein of Time-Optimized Pulsed

DNP (TOP-DNP)[55], devised with techniques akin to those used to construct dipolar

recoupling sequences. Proceeding from TOP-DNP have emerged XiX-DNP[56], BEAM-

DNP[57], and TPPM-DNP[58]. The theoretical tool of choice for the design of these se-

quences has been operator-based triple-mode Floquet theory[59, 60], which is equipped

to handle the many incommensurate frequencies involved (typically the microwave ef-

fective field, the nuclear Larmor frequency, and the periodicity of the sequence itself).

1.3 Microwave sources for DNP

From the preceding section we can devise a few properties of an ideal microwave source

for DNP, then address the realities of sources available at higher fields.

1. It should have as high power as possible. A useful waypoint is that it should be

capable of satisfying the NOVEL condition ω1S = ω0I at its corresponding field.

2. It should have a spectrally pure output to be capable of precisely satisfying match-

ing conditions based on microwave offset.
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3. It should offer long term stability and ease of use, and not require significant fund-

ing or lab space.

4. For pulsed DNP, it should be capable of arbitrary control over the amplitude and

phase of the output with extreme timing precision.

Here, it should be noted that the power requirement is dependent on the resonant

structure, if present, used to generate a B1 field at the sample. With sufficiently high

Q factors, even a few milliwatts can achieve high ω1S.

With these requirements in mind as axes of performance, we can discuss the two

main categories of devices used in high-field (B0 ≥ 5 T, ω0S ≥ 140MHz) solid-state

DNP: gyrotrons and solid-state (semiconductor-based) sources.

1.3.1 Gyrotrons

Gyrotrons are a type of vacuum electronic device, which generate microwaves via inter-

action between an electron beam and an electromagnetic mode of an interaction cavity.

Since their initial introduction to high field DNP[61], they have seen continued prolifer-

ation and even commercialization[62]. Their success is primarily thanks to their high,

stable output power. Indeed, gyrotrons which output megawatts of power suitable for

heating of plasma for fusion experiments have been constructed. For DNP, we routinely

use gyrotrons outputting up to about 100W; much higher might lead to undesirable

amounts of sample heating.

Gyrotrons do have some shortcomings with respect to an ideal microwave source.

One major issue is that they require their own superconducting magnet with field strength

approximately equal to that of the NMR magnet (or half that field, for second-harmonic

operation). This is an expensive initial investment, and also requires space for suffi-

cient separation between the two magnets, and several meters of corrugated waveg-

uide to transmit the microwaves across the room. And in terms of capabilities, gyrotrons
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are generally limited to continuous-wave, fixed-frequency operation, though frequency-

agile gyrotrons have also been developed[63, 64] with an eye towards time-domain DNP.

1.3.2 Solid-state sources

For high field DNP, Schottky diode-based sources, which exploit nonlinear capacitance

to multiply an input signal to a higher frequency, have emerged as possible alternatives

to gyrotrons[65, 66]. Coupled with lower frequency devices, these Amplifier Multiplier

Chains (AMCs) offer much lower power than gyrotrons, but in exchange are extremely

compact and require essentially no additional infrastructure. Most excitingly, they inte-

grate well with pulse generators and frequency mixers for arbitrary control capabilities.

They have been used for static EPR and DNP where a resonant cavity could be used, in-

cluding in our lab[67, 68]; our 140GHz cavity allows ω1S/2π = 5MHz with only 100mW

from the AMC.

1.3.3 Amplifiers

Perhaps the best prospect for an ideal microwave source is a combination of a solid-

state source with a high power amplifier, much like we use for RF pulses in NMR. The

development of amplifiers at frequencies relevant to high field DNP is an area of on-

going research. Gyro-amplifiers, with operating principles similar to those of gyrotron

oscillators, have been developed at 140GHz[69] and 250GHz[70], capable of outputting

hundreds of watts. Another option is a traveling wave tube amplifier (TWTA); amplifiers

operating around 233GHz for military use have been reported[71–73] and could poten-

tially be adapted for DNP.
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Chapter 2

An Arbitrary Waveform 250 GHz

Microwave Source

With the development of a 250GHz gyro-amplifier at MIT and the verification of pulsed

DNP sequences, we were interested in constructing a pulsed MAS DNP instrument op-

erating at 250GHz. The plan was to construct a solid-state source to serve as a driver

for the amplifier. This chapter describes the construction and characterization of that

solid-state source. We were also pleasantly surprised at how effective the source was

for CW DNP, particularly for acquiring frequency profiles facilitating the investigations

of CW mechanisms. The majority of the remainder of this chapter has been published in

“Frequency-swept dynamic nuclear polarization” by Mardini and Palani et al.[74].

2.1 Introduction

We have discussed the potential benefits of employing pulsed DNP at high fields (Sec-

tion 1.2.3), namely the possibility of field independent benefits in contrast to the unfa-

vorable scaling of the solid effect (SE) and cross effect (CE). With regard to the capability

of modulating the frequency, amplitude, and phase of microwave irradiation, a prereq-

uisite for pulsed DNP, a suitable microwave source must be capable of outputting pulses
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as short as a few ns, with amplitude and phase modulation occurring even faster.

Frequency-agile gyrotrons have shown that they can alter the microwave frequency

by up to 20MHz per µs and achieve a pseudo-gating ability by quickly shifting the mi-

crowave frequency on- and off-resonance[63, 64]. However, pulsed DNP sequences that

generate and manipulate electron spin coherences, such as TOP-DNP[55], XiX-[56] and

TPPM-DNP[58], and BEAM-DNP[57], operate on the timescale of ns, too fast for the cur-

rent generation of gyrotron oscillators but perhaps within reach with further innova-

tions. Besides gyrotron sources, solid-state microwave sources have recently emerged

as attractive options for frequency, amplitude, and phase modulations while also being

cost- and space-efficient. They consist of frequency multiplier diodes to take advan-

tage of mixers, amplifiers, and filters readily available at lower frequencies to achieve

complete amplitude and phase modulation. Incorporating arbitrary waveform genera-

tion leads to the most flexible microwave sources for pulsed DNP applications. An arbi-

trary waveform-modulated microwave source for EPR and DNP applications was demon-

strated at 5 T[68, 75, 76] and more recently at 7 T[77–79]. Kuzhelev and Akhmetzyanov et

al. showed the advantage of arbitrarily-shaped, broadband pulses for PELDOR measure-

ments in EPR[80]. Sergeyev et al. demonstrated a 263GHz solid-state diode source for

MAS DNP application[66], but without arbitrary waveform capabilities.

Finally, in developing new and improving established DNP methods, it is important

to be able to record the Zeeman field profiles to discern and disentangle the dominant

DNP mechanism. Historically, this has required a magnet equipped with a sweep coil to

vary the main magnetic field B0. The sweep process is tedious, requiring that the probe

be retuned as the NMR frequency changes, data is usually low resolution for that same

reason. This process also increases the rate of helium boiloff, increasingly relevant as

helium becomes scarce and expensive. In the worst case, an improperly conducted field

sweep can lead to a magnet quench. Using an arbitrary waveform generator (AWG) to

independently perform frequency sweeps over any range up to several GHz circumvents
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these issues: the sweeps require essentially no supervision or retuning of the probe,

and pose no danger to the magnet. All told, these reasons provided ample rationale for

developing an AWG-based microwave frequency sweep system for DNP at high fields.

We report here the implementation of frequency-swept AWG-equipped solid-state

source for DNP experiments at 250GHz (9 T). We attain a frequency range of ∼8GHz

centered at 250GHz with microwave output power of 160mW, and demonstrate the ob-

servation of all contemporary high-field CW DNP mechanisms – the Overhauser effect

(OE)[23, 24, 29, 81, 82], the solid effect (SE)[83–85], the cross effect (CE)[86–91], and the

recently described mechanism of resonant mixing (RM)[92, 93] (Chapter 4). With this

modest power, the generated Rabi field B1 is insufficient to fully realize the usefulness

of frequency chirps with MAS probes, though we do observe a modest improvement

over monochromatic irradiation in a mixed radical system. Among CW DNP mecha-

nisms, we observe the best performance with the Overhauser effect, and have used

the microwave source to investigate the nuclear polarization transfer pathway in BDPA

radicals in ortho-terphenyl matrix[81, 82] (Chapter 3). Here, we demonstrate the OE with

a recently reported water-soluble BDPA as a promising means for DNP studies of bio-

logical macromolecules without requiring an expensive high-power gyrotron.

The reported instrumental advances are important steps towards realizing pulsed

DNP at magnetic fields of 9 T and above. The AWG enables any conceivable pulsed DNP

sequence with a time resolution of <100ps, including the repeated pulse architecture of

TOP-DNP and XiX-DNP. Beyond rectangular pulses, there exists the possibility of shaped

pulses to achieve desired excitation patterns – our ability to manipulate electron spins

is approaching that of dedicated EPR spectroscopy. The next steps include increasing

the generated B1 by augmenting the spectrometer with a microwave amplifier and/or a

more efficiently coupled sample chamber.
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2.2 Initial construction

Developments in diode technology enabled frequency doubling diodes which would

handle increased input power from a high-power amplifier at 60GHz; in collaboration

with Virginia Diodes, Inc. (VDI) we proposed the construction of a microwave source for

DNP which would use these new diodes. In their initial configuration, VDI provided us a

relatively standard system architecture: we would provide an input signal at ∼10.4GHz,

and that signal would be multiplied a total of 24×, including the final two doubling diodes

to reach 250GHz. As such, our initial design for the AWG integration had mixing occur

with a local oscillator (LO) around 10GHz and using a relatively low intermediate fre-

quency (IF) from the AWG, as shown in Figure 2.1(D).

As part of our initial testing, we examined frequency profiles for a BDPA/OTP sample

(1,3-bisdiphenylene-2-phenylallyl in ortho-terphenyl) and observed abnormally broad

and weak SE matching conditions, which differed from our observations when omitting

the AWG and only adjusting the LO (Figure 2.2). Evidently, our mixing arrangement was

flawed in some way, especially considering the problem seemed only to manifest away

from the center of the output range, when the AMC frequency was large. We subse-

quently measured the power output of the AMC at different AWG frequencies and saw

no difference, leading us to analyze the frequency content of the output. Frequency

measurements at 250GHz were made using a 12th-harmonic mixer arrangement, with a

LO at about 20.8GHz mixing with the AMC output to generate a signal around 400MHz

which we could readily amplify and characterize with a spectrum analyzer. Frequency

measurements at 10.4 and 31.2GHz only needed an appropriate LO (10 and 27GHz, re-

spectively) and double-balanced mixer to bring the signal within the bandwidth of the

spectrum analyzer.

Results of the analysis are shown in Figure 2.1(A)–(C). We found that despite a rela-

tively clean input signal, where undesired frequencies were suppresed by ∼30dB rela-
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Figure 2.1: Characterization of the initial, ultimately rejected, design of the AWG-AMC
solid-state microwave source. (A)–(C): representative frequency measurements made at
the corresponding points shown in the circuit diagram in (D), with the LO set to 10.4GHz
and the AWG outputting +10MHz, for a nominal final frequency of 249.84GHz. Plotted
spectra are approximate reconstructions of the spectrum analyzer output onto the ab-
solute frequency domain; powers can be assessed within a plot but not between plots
as the downconversion schemes for each frequency differ significantly. (A): output from
the IQ mixer shows the desired signal at 10.41MHz and the suppressed opposite side-
band and leakage of the LO. (B): output following a single tripler step. (C): dense comb
of sidebands at the final output. (D): schematic of source configuration for these mea-
surements.
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Figure 2.2: Initial DNP frequency profiles of BDPA/OTP collected using either the AWG
(red) to vary the frequency for a fixed LO or using the LO alone (blue).

tive to the desired one (Figure 2.1(A)), the output signal was a comb of frequencies (side-

bands) centered about the desired frequency, comparable to the desired frequency in

amplitude and spaced by the AWG frequency (Figure 2.1(C)). We then saw that the side-

bands were related to the multiplication process, with an intermediate density of side-

bands observed after the first tripler stage (Figure 2.1(B)). The result is understood by

considering that the multipliers also act as mixers when multiple tones are present in

the input signal. Thus, the amplitude of an undesired sideband relative to the primary

frequency is increased by a factor of 20·logN dB during a multiplication step with multi-

plication factor N , the same as the fundamental increase in phase noise with frequency

multiplication. As such, even though our sidebands were well-suppressed at 10GHz,

they became prominent following multiplication by N = 24. As an initial solution, we

were able to further improve the sideband suppression in Figure 2.1(A) by fine-tuning the

AWG output to compensate for phase and amplitude imbalances between the I and Q

channels of the AWG and mixer. However, we found the corrections highly frequency de-

pendent, rendering them unsuitable for routine implementation. Our only option, then,

was to change the mixing scheme.
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Figure 2.3: The circuit used to generate microwaves at 250GHz. A 10GHz signal from
an oscillator is fed into a series of multipliers to reach 60GHz; that output is mixed at
an IQ mixer with signals from an arbitrary waveform generating operating between 1.5
and 3.5GHz. The upper sideband of mixer output, between 61.5 and 63.5GHz is filtered
before being input to a high-power amplifier, which brings the output power to 3W prior
to the final pair frequency doubling diodes, ultimately outputting a frequency between
246 and 254GHz with a power of 220mW. To protect the multipliers from reflected
power, a directional isolator is used as well; the insertion loss of −1.4dB lowers the
final output power to 160mW.

In our revised design, shown in Figure 2.3, we address the sideband problem in two

ways. First, we use a much higher AWG frequency to ensure that any sidebands after

mixing are far away (cf. Figure 2.1(A)) and also use a bandpass filter to remove those

sidebands, if present, ultimately providing the multipliers as clean an input as possible.

Second, we perform the mixing at a higher frequency so that the multiplication factor

after mixing is as low as possible; a high-frequency IQ mixer operating around 60GHz

was available off-the-shelf and easily incorporated into our system. These changes ap-

peared to resolve our issues: subsequent measurements of the 250GHz output now

yield only a single tone.

2.3 Results and discussion

2.3.1 Frequency stability and related measurements

With the system established, we compared its frequency stability to that of our 250GHz

gyrotron (Figure 2.4). The AMC output frequency had a standard deviation of about

60 kHz, while that of the gyrotron was about 1.6MHz, an order of magnitude larger. That
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the AMC output frequency is more stable is expected: its frequency stability is tied to

the stability of the 10GHz phase-locked loop LO, while that of the gyrotron depends on

fluctuations in the beam voltage and current, among other factors[94, 95]. For most ap-

plications, including routine DNP, the slight fluctuations of the gyrotron frequency are

not critical, but for precise DNP and EPR measurements, the additional stability of the

AMC may be essential.
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Figure 2.4: Frequency stability measurements of the two sources near 250GHz. Measure-
ments were made using a harmonic downconversion and the FFT function of a digital
oscilloscope. The scope’s sampling rate was 5.0 GS/s and each trace 50 kS (10µs acqui-
sition time); each plotted point corresponds to the frequency of maximum intensity for
a particular trace, and two traces were acquired per second.

We made similar frequency measurements for the AMC source outputting frequency

chirps and observed approximately the expected distribution of frequencies (Figure 2.5).

We attribute the observation of sidebands to the time-domain acquisition of the oscil-

loscope as the sideband spacing is determined by the chirp repetition frequency (1MHz

for 1µs, 100 kHz for 10µs).

Finally, we attempted a “multitone” signal in which the AWG output would contain

two equally intense frequencies which, if each were multiplied individually and then

summed, would lead to an output signal with two frequencies which could be used to

simultaneously irradiate different parts of the EPR spectrum, as in an ELDOR experi-

ment, or to satisfy different DNP conditions. Perhaps as expected from our observa-

tions with the lower frequency AWG (Figures 2.1 and 2.2) the existence of two tones in
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Figure 2.5: Measurements of the AMC output frequency during microwave chirping over
250.05GHz ± 5MHz. Traces are envelopes of the observed signals after approximately
repeated acquisitions, about 1 minute real time. Gray box represents the nominal chirp
range.

the input signal led to an output signal which mixed the two and proliferated sidebands.

For example, when we attempted to simultaneously output 250.0 and 250.1GHz tones

(Figure 2.6, bottom trace), we observed primarily a single tone at 250.05GHz and small

sidebands with 25MHz spacing, matching 1/4 of the 100MHz nominal difference, i.e.,

the difference between the frequencies out of the AWG, prior to the ×4 multiplication.

Confirming this, we repeated the measurement outputting 250.025 and 250.075GHz

tones simultaneously (Figure 2.6, top trace), and we again observed a primary signal at

250.05GHz, but now sidebands were present at 12.5MHz, again corresponding to 1/4

of the 50MHz frequency difference. A system such as ours would need an independent

second microwave source to simultaneously output two discrete frequencies.

2.3.2 Continuous-wave DNP frequency profiles

We have routinely used the system as a continuous-wave microwave source. Some char-

acteristic results on DNP test samples are shown in Figure 2.7, demonstrating several CW
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Figure 2.6: Attempted generation of multiple simultaneous tones using the AWG-AMC,
with frequencies 250.05GHz ± ∆/2. Arrows indicate sideband spacings of ∆/4.

DNP mechanisms: the cross effect with AMUPol[96], the solid effect and Overhauser ef-

fect with BDPA[29, 81, 82] (Chapter 3), the resonant mixing effect[92, 93] (Chapter 4) or de-

batably thermal mixing effect with trityl[97], and the 13C enhancement profile of diamond

powder containing P1 centers, which has been reported to include several overlapping

mechanisms[98].

One unexpected result was the emergence of fine, ripple-like features in the AMUPol

profile (Figure 2.7(A)). A previous study with a solid-state diode source also showed some

fine features when compared to a field profile with a gyrotron source[66], and we likely

have somewhat lower power than that study, exacerbating the effect. One might also

suspect that the effect is an instrumental artifact, e.g. standing waves on the waveguide.

We believe this not to be the case as no such ripples are observed in any of the other

profiles in Figure 2.7. Further experiments are underway to determine the physical origin

of these ripples, but are beyond the scope of this thesis.

At 9 T, the frequency range needed to explore all these mechanisms spans ∼1.5GHz

(with constant output power over that range). With a conventional gyrotron, one would

fix the frequency and power of the gyrotron and sweep the NMR magnetic field, which
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Figure 2.7: 1H DNP (A–C) and 13C DNP (D) frequency profiles obtained with the solid-state
microwave source for polarizing agents (A) AMUPOL in 6:3:1 glycerol-d8:D2O:H2O exhibit-
ing CE DNP, (B) h21-BDPA and Phe-d5-BDPA in OTP matrix exhibiting OE and SE DNP, (C)
Trityl-OX063 in 6:3:1 DMSO-d6:D2O:H2O exhibiting SE and arguably resonant mixing (RM),
and (D) diamond powder containing P1 centers primarily exhibiting CE DNP to natural
abundance 13C nuclei. Profiles in (A)–(C) were collected under MAS (5 to 7 kHz) at 90 to
100K, and (D) under static conditions at room temperature. Specific sample details are
elaborated in Section 2.4, and DNP experimental conditions in Table 2.1.

49



is a tedious process, expensive both in time and excess helium boiloff. A gyrotron can

be designed to be tunable over several GHz[99], but in our experience hysteresis effects

make it so the frequency and power must be constantly monitored to guarantee an

accurate profile. With the AWG, frequency adjustment is instantaneous and repeatable,

making it easily automated and allowing entire profiles to collect largely unattended. As

a result, while the absolute enhancements with only 160mW of microwave power are

modest compared to those with several watts from a gyrotron, the ease of collecting

these profiles has made it practical to investigate these CW mechanisms in detail.

2.3.3 Frequency-chirped irradiation

To take advantage of our ability to modulate the microwave output, we compared the

fixed-frequency enhancements in Figure 2.7 to those using a frequency chirp. In most

cases, our limited output power made the chirp no better than a single frequency.

However, we did observe a slight improvement in CE enhancement for a mixed radi-

cal system[89] of 30mM 4-amino TEMPO and 15mM trityl-OX063 as Han and colleagues

reported previously[79]. This system is favorable for observing the benefit of chirped ir-

radiation: the narrow-line trityl is more efficiently saturated by chirping the microwave

frequency across the EPR line at a rate faster than the MAS frequency.

The resultant CE enhancement, which depends on the polarization difference be-

tween the narrow-line trityl and wide-line nitroxide, concomitantly increases. In Fig-

ure 2.8 we report a maximum relative increase of about 13%, resulting in an absolute

enhancement of 9.0 when using a chirp width of 30MHz and a chirp time of 1µs. We

expect that with higher available ω1S, from increased incident microwave power and/or

improved coupling efficiency, chirped DNP will outperform single-frequency irradiation

under a broader range of conditions. We justify this expectation with the theoretical

understanding of the cross effect under MAS as distinct events in a rotor period[39]. Mi-

crowave irradiation is involved in electron-microwave events, which are avoided level
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crossings when the microwave frequency matches the electron Larmor frequency that

result in saturation of the electron spin. The efficiency of saturation during the event,

which leads to polarization difference between electrons and eventual nuclear enhance-

ment, is governed by the adiabaticity probability,

PEM ≈ πω2
1S/

(
2
∂ |ωe |
∂t

)
, (2.1)

where ωe is the instantaneous microwave offset which will be due to both the g -tensor

anisotropy under MAS and the chirp rate of the microwave irradiation. Equation (2.1)

suggests the importance of high ω1S, especially at high chirp rates. We expect chirped

irradiation will also prove useful for mixed biradicals which essentially aim to improve

on this radical mixture, such as TEMTriPol[36].
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Figure 2.8: Relative performance of repeated 1µs chirps of varying chirp widths for a
sample of 30mM 4-amino TEMPO and 15mM in 6:3:1 glycerol-d6:D2O:H2O. For all exper-
iments, the MAS frequency was 5 kHz and the sample temperature 100K.

2.3.4 Applications for Overhauser DNP

With the current instrumentation, we looked to Overhauser effect (OE) DNP as an ap-

plication which does not require high microwave power. We have previously reported
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large OE enhancements (ε ∼ 70) with the AMC microwave source, but these employed

BDPA in the organic matrix ortho-terphenyl (OTP)[81, 82]. A water-soluble BDPA is de-

sirable for OE DNP in aqueous samples, including biological systems. A recently re-

ported water-soluble derivative of BDPA[48] aimed to mitigate stability issues of previ-

ous water-soluble BDPAs[49,50]. With this NMe3-BDPA, we observed bulk enhancements

of ∼25 in a degassed sample (Figure 2.9(A)).

We subsequently prepared a sample of microcrystals of the fibril-forming peptide

fragment GNNQQNY doped with NMe3-BDPA and observed a relayed enhancement[100]

of ∼4.2 (Figure 2.9(B)). Further optimizations may make NMe3-BDPA an appealing po-

larizing agent, particularly for solid-state diode sources at high fields, considering the

favorable scaling of the OE with increased magnetic field[29] and the low required mi-

crowave power.

Figure 2.9: Results using the AWG driven solid-state source in conjunction with water-
soluble NMe3-BDPA. (A): Bulk 1H enhancement for 45mM NMe3-BDPA in 6:3:1 glycerol-
d8:D2O:H2O at 95K and spinning at 6 kHz, demonstrating the effect of freeze-pump-thaw
degassing. (B): 13C CP spectra of uniformly labeled GNNQQNY microcrystals wet with a
small volume of the same 45mM NMe3-BDPA at 95K and spinning at 7 kHz.
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2.4 Materials and methods

In this section we describe sample preparation protocols for all samples in this chapter

and give experimental details for DNP-NMR spectra in Table 2.1.

Sample T (K) ωr/2π (kHz) TB (s) NMR Sequence

AMUPol 90 6.0 10 1H-saturation, {1H}13C-CP, 83 kHz TPPM
decoupling during acquisition

BDPA
90 5.0 180 1H-saturation, 1H solid echoBDPA-d5

Trityl-OX063 100 7.0 20 1H-saturation, 1H solid echo
Diamond 298 0 750 13C-saturation, 13C 90-acquire

Trityl/TEMPO 100 5.0 10 1H-saturation, 1H 90-acquire
NMe3-BDPA 95 6.0 60 1H-saturation, 1H 90-acquire
GNNQQNY 95 7.0 30 1H-saturation, {1H}13C-CP, 83 kHz TPPM

decoupling during acquisition

Table 2.1: Details of DNP-NMR experiments.

AMUPol sample (Figure 2.7(A)): AMUPol and 13C-urea were dissolved in 6:3:1 (vol.)

glycerol-d8:D2O:H2O to yield 10mM and 1M concentrations, respectively, and the so-

lution pipetted into a 4mm sapphire rotor. The mixed radical sample (Figure 2.8) was

prepared similarly to yield 15mM trityl-OX063 and 30mM 4-amino TEMPO, as was the

water-soluble 45mM NMe3-BDPA (Figure 2.9(A)); none of these latter samples contained
13C-urea.

BDPA and Phe-d5-BDPA in ortho-terphenyl (OTP) samples (Figure 2.7(B)) were pre-

pared as described in [81]: a mixture of 95:5 mol. % OTP-d14/OTP was doped with 2.5wt. %

of the radical, dissolved in CDCl3, the chloroform allowed to evaporate yielding a thin

film, and the film finely ground and packed into a 4mm rotor as a powder. To ensure

the formation of a glassy matrix, the samples were warmed to 60 ◦C for 5min and then

quenched in liquid nitrogen until just before insertion into the probe.

The trityl-OX063 sample (Figure 2.7(C)) was prepared as a 100mM solution in 6:3:1

(vol.) DMSO-d6:D2O:H2O; the high concentration is needed to observe a prominent cen-

53



tral feature in the enhancement profile.

The diamond powder sample (Figure 2.7(D)) was acquired from Element Six; it is type

Ib and prepared by high pressure, high temperature (HPHT) synthesis, then ground to a

powder of particle size 15 to 25µm. The powder was packed as-is into a 4mm rotor.

The degassing procedure1 for the NMe3-BDPA sample (Figure 2.9(A)) included the fol-

lowing additional steps: the solution was first prepared in a 5mL pear-shaped flask and

put through five cycles of freeze-pump-thaw degassing, at which point minimal bubbling

was observed. The flask was sealed and moved to a nitrogen glovebox to transfer the

solution to the 4mm rotor. The rotor was kept frozen in liquid nitrogen until just before

insertion into the probe.

The GNNQQNY sample (Figure 2.9(B)) was prepared by taking ∼20mg of nanocrys-

tals of 20% uniformly 13C,15N-labeled GNNQQNY, prepared as described previously[100],

washing the crystals several times with D2O, then pipetting off as much D2O as possi-

ble before wetting the crystals with a small amount of the degassed 45mM NMe3-BDPA

solution in the nitrogen glovebox. The resulting mixture was scooped into a 4mm rotor

and again kept frozen in liquid nitrogen until use.

2.5 Conclusions

This chapter has documented a solid-state 250GHz microwave source capable of arbi-

trary phase, frequency, and amplitude waveform modulation that will be essential for

high-field pulsed DNP. We have highlighted some of our considerations in construct-

ing the system, hopefully benefitting DNP spectroscopists planning to assemble similar

instruments. We also report a selection of results which remain notable despite the

low ω1S available. In particular, we showed that CW frequency profiles could easily and

efficiently be recorded, of which we make extensive use in the work described in Chap-
1More recently, we have found that using gas-permeable tubing made of materials such as fluorinated

ethylene propylene in an oxygen-free atmosphere makes for a more straightforward degassing process.
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ters 3 and 4. We have also shown early indications of the benefits of frequency-chirped

irradiation and the prospects for using similar lower power sources in conjunction with

water-soluble OE polarizing agents for high-field investigations of biological systems.

At present, this system is not able to achieve enhancement comparable to that using

a gyrotron, but one can achieve increased ω1S while maintaining the arbitrary mod-

ulation in two ways: 1) a secondary amplification step, and 2) improved efficiency of

Rabi field generation in MAS stators. For amplifiers, both gyroamplifiers[70] and more

compact slow-wave devices such as traveling wave tubes (TWTs) and klystrons offer the

potential of 100 to 1000W output pulses amplified from our 160mW input source. On-

going research in the field should soon make these amplifiers available at frequencies

relevant to high-field DNP. Regarding stator efficiency, the model of pulsed EPR spec-

trometers is a relevant waypoint for the potential of resonant cavities: a TE011 resonator

can achieve efficiencies of ∼35MHz/
√

W[101], so only 20mW incident microwave power

would achieve ω1S/2π = 5MHz for pulsed DNP, and our system could be used as-is for

pulsed DNP in such a resonator. As for MAS, typical 3.2mm MAS stators are estimated

to achieve a microwave efficiency of ∼0.56MHz/
√

W[66], requiring 80W for the same

electron B1. A smaller rotor size and optimized design achieved 1.8MHz/
√

W[66], which

would require only 8W for pulsed DNP. It seems inevitable that a combination of mi-

crowave amplifiers and improved microwave coupling will lead to high-field pulsed DNP

under MAS.
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Chapter 3

Investigations of Overhauser DNP

Since the observation that the Overhauser effect (OE) could be observed in insulat-

ing solids and particularly that the enhancement increased with increasing magnetic

field[29], there has been considerable interest in OE DNP as a viable alternative to the

cross effect (CE) with biradicals at high fields. Emsley and colleagues have also inves-

tigated the field dependence and corroborated these findings along with observing en-

hancements at relatively high temperatures[102] and, again encouragingly, finding that

OE enhancement increases with MAS frequency[103].

While the OE has favorable properties for high field DNP, it is still the case that CE

DNP with biradicals remains generally more efficient, particularly in terms of time sav-

ings thanks to allowing much shorter recycle delays. However, the radicals employed for

CE DNP are carefully synthesized for that purpose, based on years of iteration and theo-

retical understanding of the relationship between molecular structure, EPR properties,

and CE performance. Meanwhile, for OE DNP in solids, almost all studies to date have

employed 1,3-bisdiphenylene-2-phenylallyl (BDPA) or variants thereof, where the effect

was observed unexpectedly. To enable the same type of radical design and iteration for

OE DNP, a greater understanding of the properties of BDPA which make it favorable is

required. In this chapter, I start with an overview of our understanding of the OE in solu-
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tion, which will provide a framework for the remainder of the chapter, a series of projects

aiming to contribute to our understanding of the OE in solids. Some of the content of

this chapter has been published in “Overhauser dynamic nuclear polarization with se-

lectively deuterated BDPA radicals” by Delage-Laurin, Palani, and Golota et al.[81] and

“Amplified Overhauser DNP with selective deuteration: Attenuation of double-quantum

cross-relaxation” by Palani and Mardini et al.[82].

3.1 Introduction

In Section 1.2.2, we characterized the OE as due to the presence of zero-quantum (ZQ)

and/or double-quantum (DQ) cross-relaxation between an electron and nucleus. In Fig-

ure 3.1, the four electron-nuclear spin states are depicted along with the corresponding

transitions between them.

|++⟩

|+−⟩

|−+⟩

|−−⟩

ZQ

W0

DQ

W2EPR We

EPRWe

NMR
Wn

NMR
Wn

Figure 3.1: Description of OE DNP via Zeeman energy levels in an electron-nucleus system
(states are labeled in the order |SI ⟩).

From this diagram, one can follow the procedure of Solomon[104] and a set of dif-

ferential equations for the occupation numbers of the four states |SI ⟩ can be written

57



as,
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where the various relaxation rates W are as shown in Figure 3.1 and the equilibrium

occupancy from Boltzmann statistics. From ⟨Iz⟩ ∝ (N++ + N−+ − N+− − N−−), we have

d ⟨Iz⟩
dt

= −(W0 +W2 + 2Wn) (⟨Iz⟩ − ⟨Iz⟩eq) − (W2 −W0) (⟨Sz⟩ − ⟨Sz⟩eq) (3.2)

for the nuclear magnetization.

To find the DNP enhancement, we can assume complete saturation of the electron

spin transitions with on-resonance microwaves, such that ⟨Sz⟩ = 0, and then set dIz
dt = 0

for the steady state solution, which occurs when

⟨Iz⟩ − ⟨Iz⟩(eq) = − W2 −W0

W0 +W2 + 2Wn
⟨Sz⟩(eq) . (3.3)

This leads us to the OE coupling factor ξ described in the literature[105],

ξ =
W2 −W0

W0 +W2 + 2Wn
. (3.4)

There are additional factors which contribute to the OE enhancement in practice: the

leakage factor f accounts for nuclear relaxation not due to the electron, and the satu-

ration factor s accounts for incomplete saturation of the electron spin, for a total en-

hancement

εOE = ξf s
γS

γI
. (3.5)
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The relaxation rates W depend on the mechanism of relaxation; these have been

calculated for 1) fluctuation of the dipole-dipole component of the hyperfine coupling

due to translational or rotational motion, 2) fluctuation of the scalar component of the

hyperfine interaction due to exchange processes (scalar relaxation of the first kind), and

3) fluctuation of the scalar component of the hyperfine interaction due to fast electron

relaxation (scalar relaxation of the second kind). The exact expressions determined for

liquids may not be suitable for use in solids, but the following “pure cases” in the limit

of fast-motion (ωSτ ≪ 1) can be identified:

1. A pure dipolar relaxation leads to ξ = +1
2 .

2. Pure scalar relaxation of the first kind leads ξ = −1.

3. Pure scalar relaxation of the second kind leads to ξ = −1
2 .

As ωSτ increases (practically, as the magnetic field increases or the correlation time τ

increases, particularly relevant for solids), (1) and (3) above decay towards zero, but (2)

remains field and τ independent and always yields ξ = −1.

As 1H and the electron have opposite sign gyromagnetic ratios, Equation (3.5) implies

that a negative coupling factor leads to a positive enhancement and vice-versa. That a

strong positive enhancement is observed for BDPA[29] suggests that some form of scalar

relaxation is dominant. Moreover, both in 2014[29] and the work of this chapter, negative

OE enhancements have been observed for heavily deuterated variants of BDPA. These

must be due to dipolar relaxation of nuclei not on the radical molecule. With these

observations, we can start to rationalize the field dependence of the OE in BDPA with

some hypotheses:

1. The observed OE in BDPA is dominated by scalar relaxation, contributing to a pos-

itive OE.

2. There is also a contribution from (potentially intermolecular) dipolar relaxation

which leads to a negative OE.
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3. The scalar contribution to ξ is largely field-independent (dominated by exchange-

type processes) while the dipolar contribution decreases towards zero.

4. Due to (3), a larger positive OE is observed at higher fields.

This chapter documents a series of efforts to investigate the OE by modifying the

hyperfine couplings of both trityl and BDPA radicals. For trityl, strong isotropic hyperfine

couplings were introduced under the hypothesis that their presence would lead to an

OE. For BDPA, we grouped the radicals by their observed isotropic hyperfine couplings

and determined the effects of selective deuteration on each group, culminating in a

modification with improved OE enhancements relative to BDPA.

3.2 Impact of isotropic hyperfine couplings for trityl

In looking for the properties of BDPA that enable the OE, one may initially note that

BDPA has many isotropically hyperfine-coupled protons, with eight isotropic couplings

of magnitude ∼5MHz and another eight of magnitude ∼1MHz[106]. Other monorad-

icals often used for DNP are substituted tetrathiatriarylmethyls (trityls), which share

with BDPA a narrow EPR line and long electron relaxation times[107]. However, the most

widely-used of these (CT-03 and OX063) are specifically designed to keep any 1H nuclei

far from the center of the molecule where the electron is highly localized, minimizing

the magnitudes of any hyperfine couplings. Indeed, trityls are known to interact more

strongly with solvent protons than with intramolecular protons [108] – an interesting

property which makes sense in light of these weak intramolecular couplings. In this

study we make use of substitutions of CT-03 (sometimes called Finland trityl) to gen-

erate a series of radicals with minimal differences except in the number of isotropic

hyperfine couplings. We use high-field DNP and EPR to characterize these radicals, with

the anticipation that an Overhauser effect like that of BDPA would be observed.
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3.2.1 Introduction and verification of hyperfine couplings

In collaboration with Prof. Yangping Liu and Weixiang Zhai at Tianjin Medical University,

we received four radicals: CT-03, CT-02, CT-01, and CT-00, each with a different number

of substituent hydrogens (for strong isotropic couplings) or carboxylic acid groups (no

strong couplings). The different radicals are presented in Figure 3.2.

C

S
S

R2

S
SS

S

R3

S
S

S

S

R1

S

S R1 R2 R3

CT-03 COOH COOH COOH
CT-02 COOH COOH H
CT-01 COOH H H
CT-00 H H H

Figure 3.2: Structures of the radicals examined in this section. Left is a generic trityl
structure; right is a table specifying each R group for each different radical.

We will not discuss the synthesis of these radicals, but Prof. Liu’s group also provided

X-band EPR spectra of the radicals in solution, shown in Figure 3.3. From these we could

observe a splitting of ∼2.3G or ∼6.4MHz for each additional 1H substitution. These

couplings are of comparable magnitude to the strongest couplings present in BDPA, so

we might predict an OE if comparable relaxation mechanisms exist as well.

3.2.2 High-field EPR under DNP conditions

We started by measuring EPR spectra for each of the samples we would use for DNP

using a 140GHz pulsed EPR spectrometer[68] to obtain results more relevant to high-

field DNP. These EPR lines from e.g. solution X-band EPR to characterize the radicals as

the concentration of each sample was 15mM, a more typical value for DNP, as opposed

to the very low concentrations for measuring g -tensor and hyperfine parameters. Fur-

thermore, they were acquired under cryogenic conditions and in various glass-forming
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Figure 3.3: X-band EPR spectra of each of the prepared trityl radicals.

matrices appropriate for the solubility properties of each radical. The spectra are plot-

ted in Figure 3.4. Assessing the spectra, we observe a slight overall broadening with

each additional strong 1H coupling. The CT-00 spectrum in particular has a pronounced

shoulder, probably a result of the convolution of the more pronounced hyperfine split-

tings with the slight g -anisotropy of trityl that manifests more perceptibly at higher

fields. None of these are sufficiently broadened to preclude observing a SE or enable

observing a 1H CE, and we have no reason from these spectra to disqualify an OE either.

It has been suggested[109] that in BDPA and trityl samples, radical clusters and a sub-

sequent truncated cross effect (qualitatively somewhere between a pure CE and thermal

mixing) leads to Overhauser-like enhancement profiles; this topic will be discussed in

more detail in Chapter 4. That a distinct shoulder is observed in the CT-00 spectrum

as well as the more mild broadening of the other three radicals could be indicative of
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Figure 3.4: Solid state echo-detected EPR spectra at 140GHz; samples were as described
in Section 3.4 and at 80K under static conditions.

such clustering (an asymmetrically broadened EPR line was considered a hallmark of

such). However, we observe that the broadening appears to be a clear result of the in-

troduced hyperfine couplings; in radical clusters, the primary source of broadening is

electron-electron dipole couplings. With that said, the four spectra are also in three dif-

ferent matrices (again, due to the solubility limitations), and one would certainly expect

clustering behaviors to differ in different environments.

3.2.3 High field DNP

The main question, of course, is how these spectral properties translate to high field

DNP. We measured a series of enhancement profiles for three1 of the radicals at 5 T

(140GHz/211MHz e – /1H Larmor frequency) using a fixed frequency gyrotron as the mi-

crowave source and varying the static magnetic field. The profiles are shown in Fig-

ure 3.5. A modest SE was observed for CT-00 and CT-03, but not in CT-02 or CT-01. No

Overhauser-like features were observed in any of the enhancement profiles.

We decided to examine CT-00, with the greatest number of isotropic couplings, at

higher fields to determine if perhaps the favorable scaling of the OE with magnetic field
1A full profile was not collected for CT-01 after quickly confirming minimal enhancement at the SE and

OE conditions. See Section 2.3.2 for a brief discussion of the problems with field sweeps.
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Figure 3.5: DNP enhancement profiles at 211MHz (black), temperature 85K and MAS
frequency 5 kHz. As a visual aid, the EPR spectra in Figure 3.4 are plotted for each pro-
file (dashed blue), slightly scaled and shifted to account for the small difference in mi-
crowave frequency between the instruments.

would render it observable. The profiles are plotted in Figure 3.6 with a common x -axis

for ease of comparison between fields.
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Figure 3.6: Enhancement profiles of CT-00 at 9.4 T and 14.1 T; positions of the SE extrema
(dashed vertical lines) were used as internal references for a common frequency offset
axis. For these profiles, the temperature was 100K and samples spun at 8 kHz.
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The SE enhancement approximately follows the 1/ω2
0I predicted dependence. Near

zero offset, we see small fluctuations seeming to shift from an asymmetric profile at

9.4 T to a more symmetric and negative profile at 14.1 T. The enhancement is small, so

perhaps further discussion is not warranted, but we might assume it to be a negative

OE. A negative OE would run contrary to the notion that the introduction of strongly

isotropically coupled protons would lead to a positive OE thanks to cross-relaxation

via a scalar relaxation mechanism. Speculating, it could be the case that both dipolar

relaxation and scalar relaxation of the second kind are active (of comparable magnitude

and opposite sign) and that these fields are an intermediate regime (ωSτ ∼ 1) for both;

the specific field dependence for each contribution to the OE could render one or the

other slightly larger and thus plausibly yield a slight negative OE (due to the dipolar

contribution) at some fields.

Revisited with the AMC

The results in the previous sections present an interesting negative conclusion regarding

the role of scalar hyperfine couplings in MAS DNP insofar as they are not singly sufficient

for an OE. But our selection of samples, and particularly the decision to analyze only one

sample at 9.4 T and 14.1 T, rendered it difficult to deconvolute the effects of the glassing

matrix, known to be critical for the OE in BDPA, and the radical itself. To address this, we

prepared a new set of samples, again 15mM in suitable glassing matrices, but for each

matrix two radicals were analyzed. This resulted in six samples; for each we collected

a frequency profiles with the 250GHz/380MHz spectrometer (Chapter 2) and these are

plotted in Figure 3.7.

The low magnitudes of the SE enhancements are primarily due to the low power of

the microwave source. Moreover, the SE enhancements for CT-01 and CT-02 were low

even at 140GHz, so the particularly low enhancements here are expected. Regarding

the center regions of the profiles, the enhancements are also small; from what we have
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seen of the OE it produces comparable enhancement both with 160mW from our AMC

and several watts from a gyrotron. We can make a general observation for each matrix

about the effect of including one additional isotropic coupling on the central profile:

1. In 1,1,2,2-tetrachloroethane (TCE), the dispersive profile of CT-01 shifts towards an

absorptive profile for CT-00 with an additional coupling.

2. In 6:3:1 (vol.) DMSO-d6:D2O:H2O, the mostly absorptive profile of CT-02 becomes

essentially zero for CT-01.

3. In 6:3:1 (vol.) glycerol-d8:D2O:H2O, the asymmetrical, mostly negative CT-03 profile

shifts towards zero for CT-02.

Observations (1) and possibly (3) are consistent with the notion that the additional cou-

pling does contribute to scalar relaxation and thus a slight positive OE. Observation (2) is

strange and might indicate a problem with the CT-01 radical itself or the sample prepa-

ration in DMSO, but this was not investigated further. Ultimately, these results bolster

our conclusion that one cannot “convert” an arbitrary narrow-line radical such as CT-

03 to a radical suitable for OE DNP exclusively by introducing additional isotropically

coupled protons.
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Figure 3.7: Enhancement profiles of 15mM at 250GHz/380MHz, matrices are as de-
scribed in the text. All experiments performed at 100K and 5 kHz MAS.
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3.3 Investigation of OE in BDPA via selective deuteration

Another angle from which to approach the question of why BDPA was unique among

polarizing agents in terms of generating an OE in solids was to modify BDPA and alter

the OE in that way. In particular, we aimed to observe the effect of removing each group

of protons from BDPA to identify which of those protons are most involved in the OE and

potentially other aspects of DNP such as spin diffusion processes.

3.3.1 The role of each set of hyperfine couplings

The central carbon atom of BDPA has three attached groups: two fluorene moieties and

one phenyl ring. On the fluorenes, there four unique hydrogen atoms, marked [α, β, γ, δ]

in Figure 3.8(a), while the phenyl ring has three unique hydrogens (ortho, meta, and

para). The isotropic hyperfine couplings to each 1H (i.e., for h21-BDPA) have been mea-

sured via ENDOR[106]: in MHz these are −5.54 and −5.29 for α and γ, +1.38 and +1.09

for β and δ, −0.5 for ortho and para, and −0.15 for meta. More succinctly, the α and γ

protons have strong isotropic couplings, the β and δ protons have weak isotropic cou-

plings, and the protons on the phenyl ring have very weak isotropic couplings.

In collaboration with Prof. Swager and Léo Delage-Laurin in the organic chemistry

division at MIT, we were able to obtain, through their novel synthetic scheme[81], three

new variants of BDPA: 1,3-[d16]-BDPA, 1,3-[α, γ-d8]-BDPA, and 1,3-[β, δ-d8]-BDPA, shown

in Figure 3.8 along with X-band EPR spectra confirming the predicted hyperfine coupling

parameters for each.

These radicals have been designed to isolate the role of each group of protons in the

OE. Each radical was doped into OTP at 2.5 wt. %, degassed (see Section 3.4), and DNP

enhancement profiles measured at 250GHz/380MHz using the solid-state source. The

resultant profiles are shown in Figure 3.9.

The enhancement of∼70 for h21-BDPA, achieved with only the 160mW solid state mi-
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Figure 3.8: Molecular structures and room-temperature solution X-band EPR spectra
(simulated and experimental) of (a) h21-BDPA, (b) 1,3-[d16]-BDPA, (c) 1,3-[α, γ-d8]-BDPA,
and (d) 1,3-[β, δ-d8]-BDPA. Parameters for simulations come from literature values[106],
with couplings to deuterium scaled by γD/γH = 1/6.51. See Table 1 of Delage-Laurin et
al.[81].
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Figure 3.9: DNP enhancement profiles for samples containing (a) h21-BDPA, (b) 1,3-[d16]-
BDPA, (c) 1,3-[α, γ-d8]-BDPA, and (d) 1,3-[β, δ-d8]-BDPA.

crowave source, is itself notable as a demonstration of the impact of degassing on OE

performance. We might understand this in a couple ways, going back to Equation (3.5):

dissolved O2 (paramagnetic) both shortens relaxation times for the BDPA radical, de-

creasing the saturation factor s , and contributes to relaxation pathways for the nucleus,

decreasing the leakage factor f . Indeed, we routinely use a significant increase in the

nuclearT1 as an indication that degassing was successful.

Deuteration of all hydrogens on the fluorene moieties in 1,3-[d16]-BDPA results in

an enhancement of −13 (Figure 3.9(b)), indicating that the remaining nearby 1H nuclei

(those on the phenyl ring and in the OTP matrix) primarily experience dipolar relax-

ation, resulting in a positive coupling factor ξ and thus a negative OE. Deuterating only

the strongly-coupled [α, γ] sites leads to an enhancement of −1 (Figure 3.9(c)), essen-

tially eliminating the OE. This result confirms our expectations that the strongly coupled

protons are the primary contribution to the observed positive OE of BDPA. By compar-

ison with 1,3-[d16]-BDPA in Figure 3.9(b), we can also infer the role of the [β, δ] protons:
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they must contribute a positive OE in order for an enhancement of −1 and not −13 to be

observed. Indeed, in the enhancement profile of 1,3-[β, δ-d8]-BDPA in Figure 3.9(d), an

enhancement of +36 is observed – about half the magnitude of fully protonated BDPA.

Evidently, these [β, δ] protons are needed for maximum OE enhancements. Their con-

tribution is somehow complicated, though: from Figure 3.9(b) and (c) we might naively

predict their effect to be a “net” 12, while from (a) and (d) we might predict 34. That

is, alone they contribute only a small OE (12), but when the [α, γ] protons are present

their effect is large (34). We suggest that this indicates the role of the [β, δ] protons in

enabling efficient spin diffusion from the [α, γ] protons to the bulk.

Finally, we measured spin-lattice relaxation times (T1) and OE buildup times (TB) for

each of these radicals, shown in Table 3.1. As long as the [α, γ] protons are present,

theT1 is comparable: ∼43 and 37 s for h21- and 1,3 – [β, δ-d8]-BDPA, respectively. When

these protons are absent, the nuclearT1 is much longer. In all cases,TB is comparable

toT1; in conjunction with the minimal power dependence of the OE (vide infra) we can

reasonably assume that the observed buildup rate is primarily the spin diffusion rate

and not the DNP polarization transfer rate[75].

Radical T1 (s) TB (s) εOE

h21-BDPA 42.7 ± 3.3 43.6 ± 2.3 70 ± 3
1,3-[d16]-BDPA 66.4 ± 4.0 74.0 ± 5.8 −13 ± 1
1,3-[α, γ-d8]-BDPA 66.7 ± 4.9 71.6 ± 6.4 −1.0 ± 0.2
1,3-[β, δ-d8]-BDPA 36.8 ± 1.2 41.3 ± 2.0 36 ± 4

Table 3.1: Relaxation timesT1, DNP buildup timesTB, and observed Overhauser enhance-
ments for BDPA and the three deuterated variants.

3.3.2 Attenuation of DQ cross-relaxation with deuteration

The only remaining group of intramolecular protons to examine are those on the phenyl

ring. Already from Figure 3.9 we can draw some initial hypotheses, but only for the effect

of the phenyl protons in combination with the bulk. Again, we observed that the phenyl
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and bulk protons together contribute a modest negative OE via dipolar cross-relaxation.

We could therefore reasonably expect an increase in the OE upon deuteration of the

phenyl ring. But to what extent was unknown, and in particular we had observed that

deuteration of certain groups can potentially influence non-OE aspects of DNP such as

spin diffusion.

We again received radicals from our collaborators, this time a pair to essentially

complete the dataset of Section 3.3.1: one fully deuterated d21-BDPA, and the other 2-

[d5]-BDPA (which we will refer to as Phe-d5-BDPA). To start, we compared the DNP en-

hancement profiles of d21-BDPA and 1,3-[d16]-BDPA, shown in Figure 3.10. Compared to

the enhancement of −13 obtained when only the phenyl protons are present, the addi-

tional deuteration of these protons increases the OE enhancement to −6.4. This is clear

evidence that these phenyl protons are indeed experiencing relaxation via a predomi-

nantly dipolar mechanism and thus contributing a negative OE.

Figure 3.10: DNP frequency profiles of 1,3-[d16]-BDPA (blue) and d21-BDPA (red) acquired
at 8.9 T, both spinning at a MAS frequency of 5 kHz and at temperature 90K.

By comparing Phe-d5-BDPA to fully protonated h21-BDPA, we can observe the effect

of deuterating the phenyl ring while all other protons are present. Figure 3.11 shows a

series of enhancement profiles observed for non-degassed h21-BDPA and Phe-d5-BDPA

with several spectrometers. There are a few key instrumental differences between the
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spectrometers beyond the field: profiles were recorded as field sweeps with gyrotrons

(at 5 and 14.1 T) and frequency sweeps with solid-state sources (8.9 and 9.4 T); in 4mm

rotors at 90K (5 and 8.9 T) and 3.2mm rotors at 100K (9.4 and 14.1 T); using microwave

powers of 2W at 5 T, 160mW at 8.9 T, 280mW at 9.4 T, and 30W at 14.1 T. Overall, Phe-

d5-BDPA consistently exhibits a higher OE DNP enhancement than h21-BDPA, at least up

to a field strength of 14.1 T.
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Figure 3.11: Enhancement profiles of Phe-d5- and h21-BDPA recorded at several fields. (a)
Field profile obtained at 5 T, (b) frequency profile obtained at 8.9 T, (c) frequency profile
obtained at 9.4 T, and (d) field profile obtained at 14.1 T. Samples were at 90K (a,b) or
100K (c,d) and spinning at 3.5 kHz (a) or 5 kHz (b–d).

We also measured spin-lattice relaxation times (T1) and DNP buildup times (TB), pre-

sented in Table 3.2. The T1 increases upon deuteration of the phenyl ring, which we

can easily rationalize by the fact that there are now fewer 1H nuclei on the radical in

direct contact with the rapidly relaxing electron: without microwave irradiation driving

them towards hyperpolarization, the phenyl protons act as a polarization sink for the

bulk nuclei. By comparison with Table 3.1, it is interesting to note that deuteration of

the more strongly coupled [β, δ] protons did not lead to an increase inT1. Perhaps this

is due to the presence of the [α, γ] protons dominating relaxation via the same scalar

mechanisms, while relaxation via the phenyl protons manifests in other terms (dipolar

mechanism). TB remains comparable to T1 for Phe-d5-BDPA but might be evaluated as

slightly faster, suggesting that spin diffusion may not be the only factor in the effective
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buildup rate, but a more systematic study may be warranted.

h21-BDPA Phe-d5-BDPA

T1 TB T1 TB

8.9 T 32.1 ± 2.2 37.5 ± 1.5 38.0 ± 0.4 29.6 ± 0.3
14.1 T 31.9 ± 1.5 30.1 ± 1.5 37.1 ± 3.9 28.9 ± 2.0

Table 3.2: Relaxation times and OE buildup times for (non-degassed) h21-BDPA and Phe-
d5-BDPA measured at 8.9 and 14.1 T. T1 is measured without microwave irradiation,
whileTB is measured for microwave irradiation at the OE maximum.

The observed field scaling of Phe-d5-BDPA makes it an appealing choice for high

field DNP, especially compared to other monoradicals. Also of import for high-field use

are its MAS and microwave power dependence, shown in Figure 3.12. Up to the maxi-

mum possible spinning frequency of the 3.2mm rotor at 100K of 12.5 kHz, we observe

a slight increase in OE enhancement with spinning frequency, consistent with previous

studies[32, 103]. For the power, only 280mW appears sufficient to saturate the OE at this

field; the minimal power requirement has also been reported previously[29] though at

higher fields it seems at least a few watts are required for complete saturation[32].
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Figure 3.12: Experimental 1H DNP enhancements of h21-BDPA and Phe-d5-BDPA as a func-
tion of (a) MAS frequency and (b) incident microwave power obtained at the 9.4 T DNP
spectrometer with a maximum power of 280mW. The empty circle and square in (b) are
data points obtained on the 8.9 T DNP spectrometer with an incident microwave power
of 4.4W from a gyrotron. All data were obtained at a nominal temperature of 100K, with
some variation in sample heating due to MAS in (a); data in (a) were obtained with inci-
dent microwave power 280mW and data in (b) were obtained at MAS frequency 5 kHz.
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3.4 Materials and methods

This section describes the sample preparation and experimental protocols for high-field

EPR and DNP.

3.4.1 Sample preparation

Modified trityls

For the initial preparations of the trityl radicals (data in Figures 3.4 to 3.6), a 15mM so-

lution was prepared in an appropriate (for the radical’s solubility properties) cryopro-

tectant matrix. CT-03 and CT-02 were prepared in 6:3:1 (vol.) glycerol-d8:D2O:H2O, CT-01

was prepared in 6:3:1 (vol.) dimethyl sulfoxide (DMSO)-d6:D2O:H2O, and CT-00 in 95:5
2H:1H OTP. For OTP, a solid at room temperature, the solution was prepared by first dis-

solving both the radical and OTP into CDCl3 and allowing the chloroform to evaporate;

the resultant solid was scraped from the watchglass, finely ground, and packed into a

rotor as a powder. Before inserting into the probe, the CT-00/OTP samples were heated

to ∼60 ◦C to melt the matrix and ensure proper glass formation. For high-field EPR the

same samples were used but rather than a rotor, they were drawn into a small capillary

vial (0.55mm OD).

For the later preparations examined with the AMC (Figure 3.7), new 15mM solutions

were prepared of CT-03 and CT-02 in 6:3:1 (vol.) glycerol-d8:D2O:H2O, CT-02 and CT-01

in 6:3:1 (vol.) DMSO-d6:D2O:H2O, and CT-01 and CT-00 in 1,1,2,2-tetrachloroethane (TCE).

Note that because of its low 1H density, TCE can be used at natural abundance while

retaining favorable spin diffusion characteristics.
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BDPA and deuterated variants

All radicals were doped at 2.5% by weight into 95:5 2H:1H OTP in a process like that de-

scribed above and in Section 2.4, with initial dissolution in CDCl3, evaporation to yield

a thin film, and finally packing as a powder into an appropriate 4mm or 3.2mm rotor.

Melting prior to insertion into the probe was again performed for all samples.

For degassed samples, a freeze-pump-thaw process was performed directly on the

sample in the rotor using a 3D printed adapter (details in Supporting Information of

Delage-Laurin et al.[81]). Briefly, the adapter sealed the rotor from atmosphere with an

O-ring and connected the top of the rotor to a three-way valve which could connect

the rotor contents either to vacuum or nitrogen purge gas. Following five freeze-pump-

thaw cycles, the rotor was kept immersed in liquid nitrogen while being transferred to

a glove bag, then removed from the adapter and the endcap inserted in the nitrogen

atmosphere. The rotor was again kept frozen in liquid nitrogen until insertion into the

precooled DNP probe.

Purity and effective radical concentrations

Following some concern of possible degradation of BDPA and the deuterated derivatives,

we used UV-vis experiments to estimate the concentration of commercially available

h21-BDPA. More specifically, we prepared solutions of different nominal concentrations

of stock h21-BDPA, collected UV-vis spectra, and used these to measure the extinction

coefficient of BDPA. Our value for the extinction coefficient was only about half that

found in the literature[110], prompting investigation with matrix assisted laser desorp-

tion ionization-time of flight mass spectrometry (MALDI-TOF MS) which determined that

the primary degradation product was hydroxylated BDPA. This and a minor product of

hydroperoxylated BDPA could be removed with silica gel chromatography but would

quickly reappear without the addition of 1:1 benzene.

The electron spin concentration of each sample was determined by spin counting
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experiments in a Magnettech ESR5000 spectrometer and comparison to a known stan-

dard. The entire 4mm rotor was used as the sample, so the sample volume could be

determined from the rotor ID and the sample length. The determined relative concen-

trations for the h21:1,3 – [d16]:1,3 – [α, γ-d8]:1,3 – [β, δ-d8] samples were ∼2.2 : 3.1 : 1 : 3.4;

we do not believe this affects any general conclusions we have drawn.

The data for UV-vis, MALDI-TOF, and ESR spin counting experiments are available in

the Supporting Information of Delage-Laurin et al[81].

Subsequent deuterated BDPA variants, particularly Phe-d5, were immediately stored

as a 1:1 complex with benzene, similar to commercial samples, to slow the hydroxylation

process. We used UV-vis to determine the relative concentrations of our preparations

of h21-BDPA and Phe-d5-BDPA, and found them nearly equal, 1.0:1.2 (Supporting Infor-

mation, Palani and Mardini et al.[82]). Even assuming that the enhancement is linear

with radical concentration, Phe-d5-BDPA still outperforms h21-BDPA by around 50% at

all fields.

3.4.2 Methods for high-field EPR

Echo-detected EPR spectra in Figure 3.4 were acquired at 80K using a 140GHz pulsed

EPR spectrometer[68]. Each spectrum is the average of at least 20 repeated field sweeps,

with a field point spacing of 1G. For each point, 400 echo intensities were averaged us-

ing a 4-step phase cycle. Typical pulse widths of the π/2 pulses for the Hahn echoes

∼100ns, though they vary between samples due to variations in the cavity tuning, as do

the inter-pulse delay times τ due to differing T2 values. Specific details of the experi-

mental parameters for each sample are given in Table 3.3.
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Sample Field Range (T) Naverages tπ/2 (ns) τ (ns)

CT-03 4.991–4.997 50 120 500
CT-02 4.991–4.997 24 60 600
CT-01 4.991–4.997 60 60 200
CT-00 4.990–4.998 50 260 150

Table 3.3: Details of 140GHz EPR experiments.

3.4.3 Methods for DNP-NMR

5 T/140 GHz

DNP field profiles of modified trityls (Figure 3.5) were conducted using a home-built DNP

spectrometer equipped with a 139.6GHz gyrotron[61] outputting∼5W microwave power

and a RNMR console (courtesy Dr. David J. Ruben). Samples were spun at 5 kHz in 4mm

Varian-style rotors, and cooled to 85K using a home-built liquid nitrogen heat exchanger

and cryogenic MAS probe. The 1H NMR signal was measured with a Hahn echo after a

recycle delay of 10 s and 2 dummy scans to establish the equilibrium polarization.

Profiles of h21- and Phe-d5-BDPA (Figure 3.11(a)) were collected on the same spec-

trometer, but with the gyrotron outputting less power, about 2W. Samples were spun at

3.5 kHz and cooled to 90K. The 1H NMR signal was measured with a solid echo following

a train of 48 saturation pulses and a recovery delay of 40 s (∼ 1.3T1).

8.9 T/250 GHz

All DNP frequency profiles at this field were acquired with the 380MHz equipped with

the AWG-AMC solid state source (Chapter 2).

Frequency profiles of the modified trityls (Figure 3.7) were acquired at MAS frequency

5 kHz and temperature 100K. NMR signals were measured via a simple 90-acquire fol-

lowing saturation pulses and a recovery delay set to approximately 1.3 × T1 for each

sample, which varied for different radicals in different matrices. The recovery delays
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were 40 s for CT-00/TCE, 55 s for CT-01/TCE, 26 s for CT-01/DMSO, 15 s for CT-02/DMSO,

18 s for CT-02/glycerol, and 50 s for CT-03/glycerol.

DNP frequency profiles of BDPA and deuterated variants (Figures 3.9, 3.10, and 3.11(b))

were collected at MAS frequency 5 kHz and temperature 90K. The 1H NMR signal was

measured with a solid echo following saturation pulses and a recovery delay of 40 s

(∼ 1.3T1).

The gyrotron data (empty points in Figure 3.12(b)) were collected with the 250GHz

tuned to the frequency of the OE maximum[99, 111].

9.4 T/263 GHz and 14.1 T/395 GHz

We gratefully acknowledge the support of Drs. James Kempf, Daniel Banks, Ivan Sergeyev,

and the late Melanie Rosay in conducting these experiments at Bruker BioSpin in Biller-

ica, MA. DNP enhancement profiles of CT-00 at 9.4 and 14.1 T (Figure 3.6) were conducted

as field sweeps with gyrotrons outputting ∼20W microwave power; samples were spun

at 8 kHz in 3.2mm Bruker rotors at 100K. Matching the experiments at 5 T, the 1H NMR

signal was measured with a Hahn echo after a recycle delay of 10 s.

For the profiles of h21- and Phe-d5-BDPA at 9.4 and 14.1 T (Figure 3.11(c–d)), the 400MHz

spectrometer was equipped with a 280mW solid state source at 263GHz similar to our

own at 250GHz (but without an AWG). As such, these profiles were performed as fre-

quency sweeps. The 395GHz/600MHz profile was a field sweep with a gyrotron out-

putting ∼30W. For these profiles, the 3.2mm rotor was spun at 5 kHz and at 100K. The

NMR experiments were again a train of saturation pulses followed by a solid-echo se-

quence.

The MAS and power dependencies (Figure 3.12) were measured at 9.4 T using other-

wise identical experiments as those of the frequency profile, but with the microwave

frequency set to that of the OE maximum.
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3.5 Conclusions

In the work described in this chapter we have gained some key insights into the na-

ture of the Overhauser effect and particularly the role of hyperfine couplings on the

mechanism. By systematically introducing additional hyperfine couplings to a narrow

line radical which does not exhibit, we have seen that merely possessing a few strong

isotropic hyperfine couplings is not sufficient for the OE to be active in solids. This result

is consistent with other studies on the mechanism of the OE in BDPA, ascribing it to the

mixed-valence character of BDPA[32, 112, 113]: the unpaired electron is not truly delo-

calized but rather hops between the two fluorene moieties, with concomitant changes

in the hyperfine couplings. Such a process is not possible in Finland trityl or OX063: the

electron is too strongly localized to the single central carbon. The additional hyperfine

couplings do seem to have some impact on cross-relaxation but the effects are small,

probably because they do not experience cross-relaxation due to exchange.

As for BDPA, we have identified the contribution of each group of intramolecular

protons to the overall OE. For the strongly coupled [α, γ] protons, these are critical to the

OE, as predicted. The modestly coupled [β, δ] protons seem to contribute a weak OE on

their own but are also crucial in maximizing the OE from the [α, γ] protons, probably by

enabling efficient spin diffusion. Finally, the very weakly coupled protons on the phenyl

ring contribute a negative OE, and their removal via deuteration substantially increases

the OE for Phe-d5-BDPA, indicating a direction for further developments in OE radicals.

Overall, through this work and others, the field is well on its way to iterative ratio-

nal design of OE polarizing agents for use in a wider variety of glassing matrices2. In

conjunction with compact, low-cost microwave sources, which we have shown to be

sufficient for OE DNP, these will make DNP more accessible without a large investment

in, for example, a gyrotron.

2Though, the role of the glassing matrix and why BDPA in OTP seems to exhibit a particularly large OE
is not completely understood.
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Chapter 4

New Mechanisms: Three-Spin Solid Effect

and Resonant Mixing

The previous chapters have described research motivated by very practical factors: more

flexible microwave sources to enable pulsed DNP (Chapter 2) and an understanding of

the Overhauser effect which seems like a good mechanism for high-field DNP (Chapter 3).

But working at the intersection of NMR and EPR, we sometimes encounter unexplained

results with no apparent applicability but which nevertheless drive our curiosity. This

chapter describes two such projects in which I participated. The first began with obser-

vation of a highly forbidden three-spin solid effect: we explained the physics involved,

in particular the sensitivity to electron-nuclear distance, and subsequently compared

simulation to experiment to better understand spin diffusion in glycerol-water. The sec-

ond was sparked by an unexpected enhancement profile of trityl at low power (e.g. Fig-

ure 2.7(c)) and a search for explanations in known mechanisms before ultimately finding

it best explained by a new mechanism termed Resonant Mixing. The contents of this

chapter are published in “Three-spin solid effect and the spin diffusion barrier in amor-

phous solids” by Tan et al.[114], “Dynamic nuclear polarization with trityl radicals” by

Palani et al.[92], and “Resonant mixing dynamic nuclear polarization” by Quan et al.[93].
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4.1 Three-spin solid effect

In Section 1.2.2, we derived the solid effect arising from the pseudosecular ŜzÎ± terms

in the hyperfine coupling Hamiltonian. The matching condition was that the microwave

offset frequency should match the nuclear Larmor frequency, ΩS = ±ω0I. The observa-

tion of a higher-order SE, at ΩS = ±2ω0I, was also made by de Boer et al.[115, 116] but

without further investigation except to comment that the result was consistent with the

interaction of a single electron with two nuclei, hence a three-spin solid effect (TSSE).

Smith et al. characterized the condition using indirectly, measuring the loss of elec-

tron polarization via EPR in SA-BDPA[76]. They did not observe nuclear enhancement

at these conditions, concluding that the nuclei polarized were very close to the radical

center i.e. within the spin diffusion barrier, and thus did not contribute to the observable

(bulk) nuclear polarization.

At low field (0.35 T) we are actually able to observe directly the enhancement due

to the TSSE. Moreover, due to its additional sensitivity to the electron-nuclear coupling

compared to the (two-spin) SE, we can use a series of experiments to localize exactly

which protons can be polarized; the coupling can then be read off from an electronic

structure calculation, verified with DNP simulation, and then interpreted as an upper

bound for the size of the spin diffusion barrier.

4.1.1 Theory

The Hamiltonian, in the electron rotating frame, for a spin system consisting of an elec-

tron and two nuclei, is

Ĥ0 = ΩSŜz − ω0I
(
Î1z + Î2z

)
+ Ŝz

(
A1Î1z + A2Î2z

)
+ Ŝz

(
B1Î1x + B2Î2x

)
, (4.1)
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where ΩS is the electron offset frequency, ω0I is the nuclear Larmor frequency, Ak are

the secular components of the hyperfine couplings, and Bk are the nonsecular compo-

nents. Following the protocol of Hu et al.[90], we define polarization operators

Ŝα =
1

2
1̂ + Ŝz

Ŝβ =
1

2
1̂ − Ŝz

. (4.2)

If we rewrite Equation (4.1) in terms of the polarization operators we have

Ĥ0 =
1

2
ΩS

(
Ŝα − Ŝβ

)
+ 1

2

2∑
k=1

{
Sα

[
(Ak − 2ω0I)Îk z + Bk Îk x

]
−Sβ

[
(Ak + 2ω0I)Îk z + Bk Îk x

]} (4.3)

so diagonalization (Ĥ Λ
0 = Û Ĥ0Û

−1) is accomplished via

Û = exp

{
−i

2∑
k=1

(
ηkα Ŝ

α Îk y + ηk β Ŝβ Îk y

)}
with ηkα = tan−1

Bk
Ak − 2ω0I

; ηk β = tan−1
Bk

Ak + 2ω0I
.

(4.4)

From the diagonalized Hamiltonian we can identify the matching conditions for each

individual SE (that is, the ZQ and DQ transition for each electron-nuclear pair) and the

triple quantum (TQ,
��αααΛ

〉
↔

��βββΛ
〉
) and single quantum (SQ,

��αββΛ
〉
↔

��βααΛ
〉
)

TSSE transitions by setting the eigenvalues of the relevant states equal to one another

and solving. For the TSSE transitions this yields

ΩS = ±1
4

2∑
k=1

(√
B2
k
+ (Ak + 2ω0I)2 +

√
B2
k
+ (Ak − 2ω0I)2

)
≈ ±2ω0I (4.5)

where for the last approximation we assume ω0I ≫ Ak ,Bk , a condition which is still

satisfied even at low field.
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Finally, we introduce the microwave irradiation Ĥmw = ω1SŜx (in the electron rotating

frame, to be transformed via Û ) to calculate the transition amplitude for each transition

ai j =
〈
ψΛ
i

���Ûω1SŜxÛ
−1

���ψΛ
j

〉
(4.6)

where
��ψΛ

〉
are the eigenstates of Ĥ Λ. For the TSSE, these are

aTQ = aSQ ≈ B1B2ω1S

8ω2
0I

(4.7)

while for the SE these are

ak ,DQ = −ak ,ZQ =
Bkω1S

4ω0I
(4.8)

where we have made the assumption ω0I ≫ Ak ,Bk ,ω1S. The transition probabilities,

using Fermi’s golden rule, are then

Pi j =
��ai j ��2

PSE =
B2ω2

1S

16ω2
0I

PTSSE =
B2
1B

2
2ω

2
1S

64ω4
0I

.

(4.9)

Here we see the increased sensitivity of the TSSE to the magnitudes of the hyperfine

couplings that we have alluded to, as well as the field dependence ω−4
0I , as opposed to

the ω−2
0I of the two-spin SE. The field dependence explains why previous studies have

only observed small TSSE enhancements.

4.1.2 Results and discussion

Hyperpolarization of the bulk 1H nuclei was observed at both the SE and TSSE condi-

tions in enhancement profiles of both trityl OX063 and Finland trityl radicals, plotted in
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Figure 4.1A. The enhancement for OX063 is ∼±220 for the SE and ∼±100 for the TSSE

with ω1S/2π = 2MHz and a polarization build-up time 8 s.

Figure 4.1: (A–C): DNP enhancement profiles with ω1S/2π = 2MHz and buildup time
τ = 8 s for (A) various trityl radicals, (B) trityl-OX063 with solvents of different H2O
ratios, and (C) three-spin simulations for different e – -1H distances reff . (D): Normalized
ELDOR (electron-electron double resonance)-detected NMR (EDNMR) using a saturating
pulse length of 3ms.

An initial hypothesis was that the TSSE essentially requires intramolecular protons by

virtue of requiring two relatively strong hyperfine couplings B1 and B2. One experiment

probing this is shown in Figure 4.1B, wherein the OX063 enhancement profile is mea-

sured for different levels of solvent deuteration. The effect of solvent deuteration is in

principle complicated, changing the number of nuclei per radical and also affecting spin

diffusion, but by normalizing the enhancements to those at the two-spin SE condition

we can see if the solvent deuteration impacts the TSSE more than the SE. Specifically,

if the SE depends on the probability p that a nucleus is close to the radical (to have
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a sufficient B value for an observable enhancement), then the TSSE depends on p2; if

those nuclei are coming from the solvent, then we should see the TSSE vary relative to

the SE. That the TSSE enhancements, normalized to SE, are largely unchanged in Fig-

ure 4.1B implies that the TSSE is not mediated by the solvent protons, leaving only the

intramolecular protons.

From another angle, we can use deuterated radicals to push the intramolecular pro-

tons further away from the radical center; in this case we should see a drop in the TSSE

relative to the SE. Figure 4.1A shows enhancement profiles for d24-OX063, which has the

nearest 24 methylene – CH2 groups deuterated, and d36-Finland trityl, which has all in-

tramolecular protons deuterated. In the case of d24-OX063 the TSSE drops by 50% while

the SE drops by only 18%, suggesting that the remaining protons on d24-OX063 are close

enough to enable the TSSE. In contrast, for d36-Finland the TSSE is almost completely

extinguished, in accordance with our hypothesis that the TSSE requires intramolecular

protons.

To quantify the differences, we use numerical simulations of a three-spin system.

The account for the large number of protons required for a realistic simulation (up to

48), we adopt the effective distance[108, 117, 118] reff = (N /2)−1/6 ⟨R ⟩ where ⟨R ⟩ is

the average electron-nucleus distance of the N nuclei; the factor 2 is included as the

simulation includes two protons rather than only one. Values of reff were obtained for

three systems: OX063, d24-OX063, and d36-Finland. Protonated Finland was neglected as

the methyl group dynamics are not included in the simulation model. For d36-Finland,

the value of 5.5Å is intermediate among reported values for solvent protons in trityl

systems[108, 119, 120], while we used an electronic structure calculation for the geom-

etry and hyperfine couplings of trityl-OX063 to compute reff for OX063 and d24-OX063;

the values are reported in Table 4.1.

The simulation profiles are in Figure 4.1C and enhancements reported in Table 4.1;

they show generally good agreement with experiment, but the TSSE lines are particu-
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OX063 d24-OX063 d36-Finland

⟨R ⟩ (Å) 5.98 6.96 5.5
N 24 24 2
reff (Å) 3.96 4.60 5.5
Expt. εTSSE 93 40 11
Expt. εTSSE (re-norm.) 93/93 = 1 40/93 ≈ 0.43 11/93 ≈ 0.12
Sim. εTSSE (norm.) 0.498 0.218 0.059
Sim. εTSSE (re-norm.) 0.498/0.498 = 1 0.218/0.498 ≈ 0.44 0.059/0.498 ≈ 0.12

Table 4.1: Values of the parameter reff used and enhancement factors extracted from
Figure 4.1. All “re-normalized” values are relative to the values for OX063 in the first
column.

larly narrow. This may reflect that a more accurate simulation would need to include a

distribution of hyperfine couplings and perhaps also relaxation parameters. With that

said, the results overall support our hypothesis that the TSSE in trityl is mediated via

intramolecular protons; polarization then diffuses to the observed bulk. That is, the pro-

tons and particularly the methylene – CH2 protons in OX063 must be outside the spin

diffusion barrier, or their polarization would not contribute the bulk. From the DFT cal-

culations we take ⟨R ⟩ to be ∼6Å for this group (Table 4.1), concluding that the radius of

the spin diffusion barrier must be less than 6Å. This is in agreement with a 2017 study

on a series of vanadyl complexes which used EPR relaxation times to place the spin

diffusion barrier between 4 and 6Å[121] and a 2021 study which used hyperpolarization

resurgence (HypRes) experiments to demonstrate that nuclei as close as 3Å, “hidden”

from the bulk signal, can still exchange polarization with the bulk nuclei and thus con-

tribute to the observed signal[122].

As an additional verification of the DNP enhancement profile, we performed ELDOR

(electron-electron double resonance)-detected NMR (EDNMR) experiments (Figure 4.1D).

EDNMR[123] is essentially a DNP enhancement profile but rather than monitor the in-

crease in nuclear polarization via the NMR signal, one monitors the decrease in electron

polarization via the EPR signal at ΩS = 0, hence the need for two microwave frequen-
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cies. In principle, any gain we see in the nuclear polarization must be compensated

by a loss of electron polarization. Alternatively, a loss of electron polarization without

concomitant enhancement in the DNP profile suggests the presence of nearby “hidden”

nuclei, or at least that the rate of polarization transfer via DNP severely outpaces the

rate of spin diffusion to the bulk.

Finally, we sought to determine which solvent nuclei were more likely to be involved

in the TSSE and spin diffusion. We recorded 1H ENDOR (electron nuclear double reso-

nance) spectra of d36-Finland trityl in three different solvents: our standard 6:3:1 (vol.)

glycerol-d8:D2O:H2O, 6:4 (vol) glycerol-h8:D2O, and 6:4 (vol) glycerol-h8:H2O, shown in Fig-

ure 4.2. Most notably, the presence of protonated glycerol renders the full width at half

maximum about twice as broad, indicating that the glycerol – CH2 groups couple more

strongly, i.e., get closer, to the radical center. That is, the glycerol molecules (deuterated

in most experiments) may do a better job solvating the radical molecule and partially

prevent the water protons from being polarized directly.

Figure 4.2: Normalized 1H ENDOR spectra at 80K recorded on 0.5mM d36-Finland trityl in
6:4 (vol.) glycerol:water mixtures with either deuterated or protonated components. The
mixtures are 6:3:1 (vol.) glycerol-d8:D2O:H2O (black), 1H glycerol with 99.9% D2O (blue),
and 1H glycerol with 99.9% H2O (red).

If we interpret full width of the ENDOR line at the base of the peak (1% of the max-
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imum intensity) as the parallel principal value of a dipolar coupling tensor between

the most strongly coupled solvent proton and the radical, we can estimate the clos-

est possible distance that a solvent proton can approach the radical. For 6:3:1 (vol.)

glycerol-d8:D2O:H2O, our standard matrix, that width is ∼0.9MHz which yields an es-

timated lower limit of 5.6Å. These might indeed be closer than some intramolecular

protons, but these also represent a tiny fraction of the total number of solvent nuclei,

insufficient for a reasonable TSSE enhancement (and matching our observations for d36-

Finland in Figure 4.1A).

4.1.3 Materials and methods

Sample preparation

Four trityl radicals, OX063, deuterated d24-OX063, Finland[124], and perdueterated d36-

Finland were obtained from GE Healthcare (Amersham, UK). Samples of 5mM trityl were

prepared in 6:3:1 (vol.) glycerol-d8:D2O:H2O, with the exception of the solvent deutera-

tion analysis (Figure 4.1B) and the ENDOR measurements (Figure 4.2) which used a con-

centration of 0.5mM.

DNP-NMR and EPR spectroscopy

Experiments were conducted at temperatures of 80K and B0 = 0.35 T on a Bruker

ElexSys E580 X-band EPR spectrometer equipped with an ENDOR probe containing a

dielectric microwave resonator. NMR signals were acquired using an iSpin-NMR system

(SpinCore Technologies, Inc., Gainesville, FL); the pulse sequence was a saturation re-

covery followed by signal measurement with a solid echo, with microwave irradiation

during the recovery period τ . EDNMR experiments were conducted with a high-turning

angle pulse length of 3ms and with a Rabi frequency of 2MHz. Mims ENDOR experiments

used 25W RF pulses of length 160µs to excite NMR transitions, and the sequence delay
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d = 300 ns was chosen so blind spots in the ENDOR spectrum would occur well outside

the range of couplings observed.

DFT calculations

The OX063 starting geometry for the DFT calculations was generated with Avogadro[125].

The structure was optimized using the ORCA package[126] with methods previously found

to be reasonable for structural optimizations of trityl radicals[119] (DFT, B3LYP func-

tional, 6-31G basis set, RI approximation for Coulomb integrals with def2/J auxiliary

basis). The final optimized structure is shown in Figure 4.3. From there, we used the

Gabedit software[127] to set up a single-point calculation at the optimized structure

using the same functional but with the IGLO-III basis set[128, 129], which is tailored for

calculation of EPR parameters, to calculate the 1H hyperfine couplings. This set of meth-

ods has been shown to provide reasonably accurate 1H hyperfine coupling calculations

in main-group radicals[130]. For the purpose of the calculations, we treated carboxyl

groups as protonated rather than associated with Na+ or other counterion. From each

computed hyperfine coupling tensor, the isotropic component was subtracted and the

resulting traceless tensor was converted to a distance assuming a point-dipole interac-

tion. Finally, we calculated the mean electron-nuclear distance for 1) the 24 proximal

CH2 protons in the R groups, which we report as ⟨R ⟩ for fully protonated OX063, and 2)

the distal CH2 protons in the R groups for d24-OX063. The individual protons are listed in

Table 4.2 for protonated OX063 and in Table 4.3 for d24-OX063, where the numbers refer

to the atom number in the structure and can be compared to the .xyz file available in

the Supporting Information of Tan et al.[114] and the electron spin densities (not used,

but perhaps informative) are calculated using the Mulliken population analysis.

90



Proton # Spin Density Aiso (MHz) d (MHz) r (Å)

49 3.1E−4 0.0230 0.862 4.51
50 −1.1E−4 0.217 0.402 5.82
57 −4.1E−4 0.0280 0.328 6.22
58 −7.5E−5 −0.105 0.224 7.06
66 −7.4E−5 −0.154 0.226 7.04
67 2.8E−5 0.0470 0.307 6.36
71 −4.1E−4 −0.0320 0.785 4.65
72 −3.6E−4 0.394 0.531 5.30
79 −5.2E−4 −0.003 00 0.638 4.99
81 4.5E−4 0.0170 0.282 6.55
85 4.1E−5 0.0180 0.309 6.35
87 −9.3E−5 0.0170 0.316 6.30
91 1.3E−4 −0.0560 0.743 4.74
92 −1.9E−4 0.0770 0.444 5.63
97 −2.0E−4 −0.003 00 0.297 6.44
98 −3.3E−5 −0.108 0.206 7.27

107 −1.0E−4 0 0.529 5.31
108 2.5E−5 −0.0920 0.267 6.67
113 8.0E−5 0.0880 0.353 6.07
114 −7.5E−5 −0.0260 0.326 6.23
121 2.3E−4 0 0.699 4.84
122 −1.5E−4 0.112 0.471 5.51
128 −3.6E−5 −0.0650 0.205 7.28
129 1.1E−5 0.0150 0.283 6.54

Table 4.2: Electron spin densities, hyperfine couplings, and distances from the DFT cal-
culation for the proximal CH2 protons in the trityl OX063 molecule.
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Proton # Spin Density Aiso (MHz) d (MHz) r (Å)

52 −1.7E−4 −0.0320 0.232 6.98
53 9.6E−5 0.001 00 0.238 6.93
59 2.4E−5 −0.0500 0.366 6.00
61 −1.2E−5 0.009 00 0.286 6.51
68 −3.8E−4 −0.006 00 0.315 6.31
69 2.2E−5 −0.0180 0.180 7.60
74 −2.3E−4 0.120 0.219 7.12
76 3.6E−5 0.006 00 0.202 7.31
82 2.8E−4 0.0260 0.590 5.12
83 3.2E−5 0.0500 0.273 6.61
89 1.5E−5 0.005 00 0.161 7.89
90 2.1E−5 0.0440 0.130 8.47
94 −1.5E−4 0.0870 0.217 7.14
96 1.9E−5 0.0550 0.182 7.57

100 0.00 −0.006 00 0.262 6.70
102 −3.0E−6 0.0120 0.173 7.71
110 −1.4E−4 0.0540 0.61 5.06
111 5.9E−5 0.0410 0.289 6.49
116 9.9E−5 −0.0110 0.159 7.93
118 −9.0E−6 0.009 00 0.157 7.96
124 −1.3E−4 0.0720 0.202 7.31
126 −1.9E−5 0.0120 0.180 7.61
130 −1.9E−4 −0.0320 0.259 6.73
132 1.2E−4 0.0250 0.368 5.99

Table 4.3: Electron spin densities, hyperfine couplings, and distances from the DFT cal-
culation for the proximal CH2 protons in the d24-OX063 molecule.
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Figure 4.3: Optimized structure of trityl OX063 from DFT calculations.

Numerical simulations

Numerical simulations were performed using MATLAB (MathWorks) code previously used

for simulation of TOP-DNP[55]. The electron g -tensor had principal values [2.0040,

2.0038, 2.0036], and the Euler angles for the g -tensor and the two hyperfine coupling

tensors are set to [0◦, 40◦, 0◦], [0◦, 0◦, 0◦], and [30◦, 90◦, 70◦] respectively. Relaxation

was incorporated via relaxation operators in Liouville space[131], with relaxation times

T1e = 0.6ms andT2e = 5 µs for the electron andT1n = 13 s andT2n = 1ms for both of

the 1H nuclei. The relaxation superoperators have the form ˆ̂Γσ̂ =
∑
χ=x,y,z kχ

[
Ŝχ

[
Ŝχ , σ̂

] ]
,

where σ is the density operator and kχ incorporates the relaxation rates.
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4.1.4 Conclusions

A large enhancement for a higher-order solid effect was observed at 0.35 T and 80K. A

theoretical analysis and subsequent investigation via experiment and simulation showed

that the TSSE is sensitive to the radical structure and particularly the electron-1H dis-

tance. We demonstrated that TSSE is mediated by intramolecular protons, and used

electronic structure calculations to more specifically identify the electron-proton dis-

tance, placing an upper bound of 6.0Å on the size of the spin diffusion barrier for trityl

in glycerol-water. This was the first direct measurement of the spin diffusion barrier for

a bulky organic radical in a glassy matrix. We also show ENDOR results demonstrating

that the protons in glycerol molecules in the matrix are much closer to the trityl radical

center than the water protons, suggesting that these glycerol molecules are involved in

spin diffusion from the radical to the bulk.

Further development of DNP will rely on understanding not only the direct DNP dy-

namics but also critical factors leading to observable polarization including spin dif-

fusion pathways. Trityl is unique among stable free radicals currently employed for

DNP due to the high degree of electron localization and the lack of strongly hyperfine-

coupled protons: investigations of how spin diffusion differs for other polarizing agents

such as BDPA and nitroxides will offer interesting comparisons and potential insights

for the design of new radicals and experiments.

4.2 Resonant mixing

Conventionally, e.g. in the DNP enhancement profiles of Figure 4.1A, trityl radicals are

considered a SE polarizing agent for 1H in solids, especially under MAS[85]. As a narrow-

line radical, trityl-OX063 has also been used to demonstrate pulsed DNP mechanisms

at fields <3.4 T[55, 56, 132, 133]. Its linewidth is apparently sufficient to support either

a cross effect (CE) or thermal mixing (TM) mechanism to 2H, with its lower nuclear Lar-
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mor frequency, at 5 T[134]. Interestingly, 1H DNP has been reported even with microwave

irradiation near the EPR frequency[75, 97], an unexpected result assuming only the SE

should be active. When Equbal et al.[97] investigated the central dispersive profile, they

observed a maximum enhancement over 100 at 7.4 T, 20K, and for a static sample. With

pump-probe ELDOR experiments, they identified an asymmetrically broadened EPR line

and electron hyperpolarization as hallmarks of TM. Borghini et al.[115] made similar ob-

servations for BDPA 2.5 T and 0.7K and also explained the feature as TM.

We investigate the 1H DNP mechanisms exhibited by trityl OX063 and the partially

deuterated OX071 (i.e., d24-OX063) under MAS at several radical concentrations. The im-

pacts of different cryoprotectant matrices are probed by studying samples in both glyc-

erol and DMSO. Finally, we use multinuclear NMR, comparing the hyperpolarization of
1H, 2H, and 13C, to directly test for the presence of a densely coupled electron network.

An unexpected observation of spontaneous double-quantum transfer between 1H and
13C nuclei and subsequent characterization leads us to conclude that TM is not the dom-

inant mechanism leading to 1H hyperpolarization in the center of the trityl enhancement

profile. To explain the mechanism, we propose a new DNP mechanism termed “resonant

mixing.”

We derive the Hamiltonian for the mechanism, mediated by state mixing of microwaves

and hyperfine interactions. We further investigate it high fields, and suggest that RM can

explain the observed trityl data without the potentially unphysical requirements to ob-

serve TM.

4.2.1 DNP at 8.9 T

For this section, DNP experiments were performed on an 8.9 T DNP spectrometer equipped

with a frequency-swept solid-state microwave source generating 160mW of microwave

power as well as frequency-tunable gyrotron operated at 5W of output power. Unless

otherwise stated, the experiments used samples packed in 4mm sapphire rotors spin-
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ning at ωr/2π = 6 kHz and at 100K.

The 1H DNP enhancement profiles of trityl-OX063 in 6:3:1 (vol.) DMSO-d6:D2O:H2O at

different concentrations in the range of 20 to 100mM are shown in Figure 4.4A. The satu-

ration recovery times for both microwave on and off experiment were set to 3 ·T1 (times

in figure). DNP buildup times TB at 249.70GHz (SE maximum) and 250.05GHz (center

profile maximum) were similar to T1 for all concentrations. With the modest incident

microwave power from the solid-state source, the SE enhancements are also predictably

modest, with a maximum enhancement of ∼1. The maximum SE enhancement occurs

at a concentration of ∼60mM, in contrast to a previous study for static samples at 20K

with 350mW incident microwave power, where the SE enhancement began to drop at

only ∼20mM[97]. The concentration at which this inflection point is likely due to both

the relaxation parameters and the incident microwave power, among other factors.

The central feature in the profile, corresponding to direct excitation of the EPR transi-

tions of the radical, grows in intensity with increasing concentration. The shape appears

distinctly asymmetric in contrast to prior observations on static samples; we might as-

cribe it as a superposition of an absorptive component and a dispersive component. In

reference to the concentration, the dispersive component scales more strongly, as we

see the magnitude of the negative peak quickly increase relative to that of the posi-

tive peak at the higher concentrations. Scaling with concentration appears to suggest

the manifestation of electron-electron interactions, and indeed trityl-OX063 is known

to aggregate in solution, forming dimers even at a concentration as low as 2mM[135].

Seeking to ascertain the role of the glassing agent, which should be a large con-

tributor to any propensity of trityl to form dimers and other multi-electron clusters,

we performed a similar study of the concentration dependence in 6:3:1 (vol.) glycerol-

d8:D2O:H2O (DNP juice). The results are shown in Figure 4.4B. The SE remains the same,

in regards to the turning point appearing at 60mM. However, the behavior of the cen-

tral feature is different: a higher concentration of the radical in glycerol was needed
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Figure 4.4: Experimental 1H DNP enhancement profiles of glassing matrices (A) 6:3:1
(vol.) DMSO-d6:D2O:H2O and (B) 6:3:1 (vol.) glycerol-d8:D2O:H2O doped with different
concentrations of trityl OX063, obtained with 160mW of microwave irradiation at 100K,
ωr/2π = 6 kHz.
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to produce a profile similar to that obtained in DMSO. This observation also manifests

in the spin-lattice relaxation times. If the central feature is a consequence of radical

aggregation, then it is evident that such aggregation is more prone to happen, at lower

concentrations, in DMSO- rather than glycerol-based matrices. Alternatively, there may

be more general differences in relaxation parameters for these two systems, which could

plausibly explain the different observed profiles.

We decided to introduce a more direct study of the effect of aggregation by prepar-

ing two 10mM samples of trityl OX063 in DNP juice: one prepared directly at 10mM and

the other initially prepared at 100mM and subsequently diluted. We compared the DNP

enhancement profiles, shown in Figure 4.5. The SE enhancement is reproducibly lower

for the diluted sample compared to the natively prepared sample, suggesting that the

aggregation induced by the higher concentration is not easily resolved by dilution. The

SE primarily occurs to intramolecular nuclei and a small percentage of bulk nuclei which

can get very close to the radical. Assuming the diluted sample has a larger number of

clustered radicals, we can understand the effect on the SE in two ways. First, the 1H spins

near these clustered radicals are highly shifted and experience very rapid paramagnetic

relaxation, more so than near an isolated radical molecule. That is, these protons, even

if they are polarized via the SE, are less efficient at contributing that polarization to the

bulk via spin diffusion – an extreme case would be that more of these nuclei are actu-

ally in the larger spin diffusion barrier of these aggregates. Second, as each cluster of

radicals effectively acts like a single electron, there is a lower effective concentration

of DNP sources, lowering the amount of polarization the electrons can contribute. This

latter point is also supported in the nuclear spin-lattice relaxation times T1 for these

systems: (67.6±1.1) s for the natively prepared sample and (74.9±2.2) s for the diluted

sample – the bulk nuclei, which do not experience the rapid relaxation the intra-cluster

nuclei do, only see the lower effective radical concentration and thus exhibit (modestly)

longer relaxation times. The central profile does not change nearly as dramatically as
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the SE region. At face value, we might interpret this result as suggesting that the mech-

anism of polarization transfer active for this central profile neither requires a radical

cluster nor is it majorly inhibited by their presence. But, we must also consider that the

enhancements are quite low, and any actual differences might simply be too small to

resolve.

Figure 4.5: Experimental 1H DNP enhancement profiles of 10mM trityl-OX063 in DNP
juice, prepared directly at 10mM (red) and diluted from a 100mM stock solution (blue).
(A): Profiles collected with 160mW microwave irradiation. (B): Profiles near positive SE
region collected with 5W microwave irradiation from the gyrotron.

For the central profile to be due to CE, then the EPR linewidth of trityl OX063 must

encompass the 1H Larmor frequency, which in our case is 380MHz. Lumata et al.[107]

reported a field-swept EPR spectrum of 15mM trityl-OX063 at 100K at 8.6 T/240GHz,

quite close to our field. Their spectrum has a full-width at the base of the lineshape of

at most 170MHz, much less than the 1H Larmor frequency. We measured the field-swept

EPR spectrum of 80mM trityl OX063 at 5 T/140GHz (plotted in Figure 4.6); we observed

a linewidth of 110MHz, again less than the 1H Larmor frequency of 211MHz at this field.

TM can be supported for an EPR line with homogeneous broadeningD < ω0I, but not too

small[136] – the minimal increase in linewidth from 8 to 80mM in Figure 4.6 suggests that

the homogeneous linewidth due to the presence of multielectron clusters is still small

here. Moreover, as the dipolar couplings among electrons are field-independent, we
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expect D to be an even smaller fraction of ω0I at 380MHz and higher.

Figure 4.6: Echo detected EPR field profiles collected at 5 T/140GHz of 80 and 8mM
trityl-OX063 in 6:3:1 (vol.) DMSO-d6:D2O:H2O. Spectra were collected by observing the
Hahn echo intensity at each field point, with pulse lengths of 25 and 50ns, an inter-
pulse delay of 200ns, a repetition rate of 1 kHz, a constant microwave frequency of
139.997GHz, and the sample temperature maintained at 80K.

To determine the origin of the dispersive central profile, we first tested the hypoth-

esis that the DNP enhancement of 2H nuclei, whose Larmor frequency comfortably fits

within the EPR linewidth of OX063, is relayed to 1H nuclei via the strongly coupled elec-

tron network at high radical concentrations. The hypothesis was based on the obser-

vation that the two lobes of the central feature in the 1H DNP profile are approximately

2 ×ω2H
0 separated from one another. To test this, we performed two experiments: 1) we

applied a train of 2H saturation pulses during the 1H buildup time in the 80mM sample

dispersed in deuterated DMSO and still observed the same dispersive central feature

in the 1H frequency profile (data not shown), and 2) we prepared a sample of 80mM

trityl-OX063 in a fully protonated DMSO matrix, i.e. 6:4 (vol.) DMSO-h6:H2O, and again
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still observed the dispersive feature in the frequency profile (Figure 4.7). Of course, in

the protonated matrix there is a larger ratio of 1H:electron spins, so the enhancement

is lower, but the existence of the central profile under these conditions rules out the

possibility of relayed transfer from 2H spins, as none are present in the sample.

Figure 4.7: 1H DNP frequency profile of 80mM trityl-OX063 in 6:4 (vol.) DMSO-h6:H2O.

To more directly probe the TM mechanism, we collected enhancement profiles of

multiple nuclei (1H, 13C, and 2H) both with the 160mW source and the gyrotron operating

at 5W; the profiles are plotted in Figure 4.8. These samples were prepared in a DMSO-

d6 matrix with a fraction of 13C3-glycerol to serve as a 13C probe. The first sample once

again employed 80mM trityl-OX063 as the polarizing agent, in Figure 4.8(a,c,e). For 1H,

the enhancement at the central profile in Figure 4.8(a) increases only marginally with

additional power. In contrast, the 1H SE increases from ∼1.5 to 10. A similar result is

observed for 13C DNP in Figure 4.8(c): the CE/TM enhancement at 250.04GHz is largely

the same at both powers, while the SE enhancement at 249.98GHz increases from∼20 to

160. The 2H profile in Figure 4.8(e) exhibits unresolved CE/TM and SE effects and overall

weak enhancement compared to 13C, likely owing to the high molar concentration of 2H

spins per electron in the sample.

We also collected profiles of the same three nuclei with 80mM trityl-OX071, a partially
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Figure 4.8: Experimental 1H (a–b), 13C (c–d), and 2 H (e–f) DNP frequency profiles of trityl-
OX063 (a,c,e) or trityl-OX071 (b,d,f) at 80mM concentration in 4:2:3:1 (vol.) DMSO-d6:13C3-
glycerol:D2O:H2O. The vertical gray lines indicate the microwave frequency satisfying
the positive SE condition for the corresponding nucleus. The gray box in (c) indicates
the NOE experienced by 13C nuclei at the 1H SE condition.
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deuterated analog (referred to as d24-OX063 in Section 4.1), in the same 4:2:3:1 (vol.)

DMSO-d6:13C3-glycerol:D2O:H2O matrix. These will help resolve the DNP effects due to

nuclei on the radical and those in the matrix surrounding it; the profiles are plotted in

Figure 4.8(b,d,f). In Figure 4.8(b), the SE enhancement is attenuated by a factor of ∼3

compared to OX063 in (a), owing to the direct dependence of the SE on the number and

strength of hyperfine couplings between the radical center and the surrounding spins.

However, the central feature is still present and comparable to that of the OX063 sample

– this enhancement must occur substantially via 1H spins in the surrounding matrix. The
13C enhancement in Figure 4.8(d) shows comparable enhancements for both the CE/TM

and SE conditions, unlike for OX063 in (c) where the SE was stronger. At similar radical

concentrations, the two samples should exhibit largely similar DNP profiles since the

deuterated radical in principle has no effect for direct 13C DNP. The observed difference

could be due to a slight difference in true radical concentration due to degradation over

time – UV-vis spectroscopy indicated that the active radical concentration was about

10% lower in the somewhat older OX071 sample. The 2H DNP profile in Figure 4.8(f)

exhibits stronger enhancements than for OX063 in (e), as expected now that the radical

has intramolecular 2H nuclei. The central profiles of all three nuclei have their positive

and negative lobes separated by about 60MHz, perhaps an indication of TM but overall

hard to rationalize.

A further interesting observation is that of the direct 13C DNP enhancement upon

strong microwave irradiation at the 1H SE condition, highlighted by the gray box in Fig-

ure 4.8(c). The 13C nuclear enhancement was −3 under a 1H SE enhancement of +10 – a

striking result as the thermodynamic argument of TM generally suggests that the elec-

tron network is in thermal contact with the different nuclear spins. That is, under TM

all nuclear spins tend towards the same spin temperature (defined as the temperature

at which the polarization would be at thermal equilibrium given the local field). The

expanded profile is shown in Figure 4.9(A), and 13C spectra with and without microwave
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irradiation at 249.7GHz are shown in Figure 4.9(B). This is not a three-spin solid effect

involving electron-1H-13C, which would occur around 249.8GHz (Ω ≈ −ω1H
0 + ω13C

0 ). In

the OX071 sample the 13C enhancement at this condition is about −1, consistent with

the lower 1H SE.
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Figure 4.9: (A) Experimental 13C enhancement when irradiated about the 1H SE condition.
(B) The 13C sepctra with and without microwave irradiation at the 1H SE condition. The
sample is 80mM trityl-OX063 in 4:2:3:1 (vol.) DMSO-d6:13C3-glycerol:D2O:H2O.

Again, the negative enhancement of 13C spins here is not consistent with a strongly

coupled electron network equilibrating the spin temperatures of the 1H and 13C nuclear

spin reservoirs – 1H and 13C have the same sign gyromagnetic ratio, so both should ex-

hibit the same sign of enhancement. To investigate this, we performed the experiment

shown in Figure 4.10(A) where during the 13C buildup, the 1H nuclear spins are saturated

with four pulses per ms. The sample was 50mM trityl-OX063 in 4:2:3:1 (vol.) DMSO-

d6:13C3-glycerol:D2O:H2O. Without any microwave irradiation, the 13C-glycerol signals are

improved by 20% with 1H saturation pulses, as seen by comparing Figure 4.10(B) and (C).

In a separate experiment (data not shown) of the same matrix without any radical, the

same effect is observed, proving that the communication between spins is independent

of the electron network. The conditions of Figure 4.10(D), with microwave irradiation at

the 1H SE, mimic those of the previous experiments and reproduce the observed nega-

tive enhancement. When we also saturate the 1H spins during the buildup period, the
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negative enhancement is completely nullified (Figure 4.10(E)). These experiments prove

that the negative 13C enhancement is directly related to the 1H spin polarization and

does not rely on the electron network or microwave irradiation.

Figure 4.10: (A) Pulse sequence for the experiment establishing NOE between the 1H
and 13C nuclei in the sample of 50mM trityl-OX063 in 4:2:3:1 (vol.) DMSO-d6:13C3-
glycerol:D2O:H2O. The direct 13C spectra showing glycerol carbons in (B) the absence
of both microwave irradiation and 1H saturation pulses, (C) without microwave irradi-
ation but with 1H saturation, (D) with microwave irradiation but without 1H saturation,
and (E) with both microwave irradiation and 1H saturation.

The observation of a 20% improvement in the 13C signal with 1H saturation and that

the 13C polarization is negatively correlated to the 1H signal rules out any electron net-

work mediated TM effect as that would tend to equilibrate the spin temperatures, and
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the polarizations would be positively correlated. We hypothesize the effect to be due

to the nuclear Overhauser effect (NOE), which arises as a consequence of longitudinal

cross-relaxation driven by random fluctuations of the 1H-13C dipolar interaction on the

fast (nanosecond–picosecond) timescale. Such fast dynamics are commonly observed

in liquids but rarely in solids where the dynamics are on the slow (second–millisecond)

timescale. In solids it can be observed in the presence of methyl groups with fast dy-

namics (rotational hopping) about the C3 axes[137–139], and has also been observed in

solids without methyl motions[140]. These effects have been observed even under DNP

conditions near 100K with motions that include methyl rotation[141, 142], ring confor-

mational exchange[143], and in surfactants both with and without methyl groups[144].

The hypothesis that the central dispersive feature in the 1H DNP profiles of trityl can

be attributed to TM is countered by the observations in Figure 4.10 – a strongly coupled

electron network, required for TM, should equilibrate the spin temperatures of 13C and
1H. Moreover, we have seen evidence that the glycerol molecules, our primary source

of 13C nuclei in these samples, are able to approach the trityl radicals and even shield

them from water molecules in the bulk (vide supra). Even at the 1H SE condition, the

proximity of all these spins to the potentially clustered radicals should lead to polariza-

tion exchange and spin temperature equilibration. However, a weak NOE which occurs

independently of the electron network and the microwave irradiation still dominates in

producing a negative enhancement of 13C when 1H nuclei are positively enhanced. This

result calls into question the TM hypothesis for the central dispersive feature.

4.2.2 Theory of resonant mixing

At this point, dispersive DNP profiles had been observed at relatively high fields for trityl

radicals by several groups[85, 89, 90, 97, 136, 145]. The types of strong electron-electron

couplings required are unlikely in the case of trityl: trityl molecules are bulky, and the

coupling between a pair of radicals cannot be much larger than about 50MHz[135, 146].
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Our previous observations have shown that even in concentrated samples, the spin tem-

perature of 13C is completely decoupled from that of 1H, completely contrary to the con-

ceptual picture of TM.

We rationalize these observations with a new mechanism termed resonant mixing

(RM). The mechanism involves only a single electron spin, rather than any multielectron

network, and the “resonant mixing” refers to the state mixing induced by microwave

irradiation near the electron resonance frequency. The analytic treatment begins as

follows: we consider the Hamiltonian of a coupled electron-nuclear spin pair under

microwave irradiation and without relaxation in the electron rotating frame:

Ĥ = ΩSŜz + ω1SŜx − ω0IÎz + AzzŜzÎz +
1

2
Ŝz

(
Az−Î+ + Az+Î−

)
(4.10)

where we have now split the pseudosecular part of the hyperfine interaction by the

raising and lowering operators Î± = Îx ± i Îy. As before only the pseudosecular term

will be needed – we can neglect the AzzŜzÎz term as it only results in slightly shifting

the energies of the Zeeman states.

We can tilt the frame of reference for the electron spin operators by θ, with tan θ =

ω1S/ΩS:

Ĥ ′ = ωeff Ŝ
′
z − ω0IÎz +

1

2

(
Ŝ ′

z cos θ − Ŝ ′
x sin θ

) (
Az−Î+ + Az+Î−

)
(4.11)

where the primes indicate operators in the tilted frame, and we have gone ahead and

removed the secular hyperfine coupling. The matrix representation of the Hamiltonian

using the basis states

|mS,m I⟩ = {|1⟩ , |2⟩ , |3⟩ , |4⟩} =
{����+12,−12〉

,

����−12,−12〉
,

����+12, +12〉
,

����−12, +12〉}
(4.12)

of the z ′-component of S ′ in the tilted rotating frame and the z -component of I in the
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laboratory frame is:

1

2

©­­­­­­­«

ωeff + ω0I 0 1
2Az+ cos θ −1

2Az− sin θ

0 −ωeff + ω0I −1
2Az− sin θ −1

2Az+ cos θ
1
2Az− cos θ −1

2Az+ sin θ ωeff − ω0I 0

−1
2Az+ sin θ −1

2Az− cos θ 0 −ωeff − ω0I

ª®®®®®®®¬
, (4.13)

where ωeff =
√
Ω2

S + ω2
1S as we have seen before.

For polarization transfer we need only consider the ZQ and DQ transitions, i.e. the

|1⟩ ↔ |4⟩ and the |2⟩ ↔ |3⟩ submatrices. The ±1
2Az± cos θ terms are outside these

submatrices, but these will not affect polarization transfer between the electron and

nucleus, but rather only result in a slight mixing of nuclear spin states. Diagonalizing

the 2 × 2 submatrices is straightforward via the angles tan−1
(
1
2Az+ sin θ/(ωeff ± ω0I)

)
for effective fields

α± =

√
(ωeff ± ω0I)2 +

����12Az+

����2 sin2 θ. (4.14)

Applying evolution under these two separately to the initial density operator, tilted by

θ, yields opposite signs of polarization transfer. Combining the two by subtracting one

from the other results in a final nuclear polarization

PI(t ) = −P0 cos θ sin2 θ
����12Az+

����2 ( 1

α2
−
(1 − cosα−t ) −

1

α2
+
(1 − cosα+t )

)
, (4.15)

where P0 is the initial electron polarization.

In the SE and related mechanisms like NOVEL and ISE, the nuclear polarization oc-

curs at ωeff ≈ ±ω0I, but we are interested in polarization transfer with relatively weak

microwave irradiation near the electron resonance, i.e. ωeff ≪ ω0I. In addition, by tak-

ing
��1
2Az+

�� ≪ ω0I, which is generally true at high fields, we can truncate α± to only those
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terms involving ω0I:

α± ≈
√
ω2
0I ± 2ω0Iωeff, (4.16)

further yielding
1

α2
−
− 1

α2
+
≈ 4ωeff

ω3
0I

1

α2
−
− 1

α2
+
≈ 2

ω2
0I

α− + α+ ≈ 2ω0I

α− − α+ ≈ −2ωeff .

(4.17)

With some rearrangements of Equation (4.15) we have

PI(t ) = −P0 cos θ sin2 θ

����12Az+

����2{ 2

ω2
0I

sinωefft sinω0It +
4ωeff

ω3
0I

(2 − cosωefft cosω0It )
}
. (4.18)

In a real sample, the ESR transition is broadened by g -tensor anisotropy, multiple

hyperfine interactions, and potential electron-electron interactions, implying a distri-

bution in the values of ωeff according to the ESR lineshape. After integration over this

lineshape, the oscillating terms average to zero with a characteristic time on the or-

der of 1/∆ESR where ∆ESR is the ESR linewidth. Averaging the sinωefft and cosωefft in

Equation (4.18) and inserting the definitions of θ and ωeff , we have an enhanced nuclear

polarization

∆P∞
I = −P0

2|Az+ |2ω2
1S

ω3
0I

ΩS

Ω2
S + ω2

1S

. (4.19)

By the same process the component of the electron polarization along the effective field

is reduced by an amount

∆P∞
S = −P0

2|Az+ |2ω2
1S

ω2
0I

ΩS[
Ω2

S + ω2
1S

]3/2 . (4.20)

Finally, we incorporate the ESR lineshape by convolution with Equation (4.19), assuming

109



the lineshape is a Lorentzian with width D . The final expression is

∆P∞
I = −P0

2|Az+ |2ω2
1S

ω3
0I

ΩS

Ω2
S + (ω1S + D )2

. (4.21)

As a function of the microwave offset, the final polarization P∞
I has the shape of the

derivative of a Lorentzian. It has extrema at ΩS = ±(ω1S + D ). At these extrema,

∆P∞
I = ∓P0

|Az+ |2ω2
1S

ω3
0I(ω1S + D )

. (4.22)

Thus, the analytical treatment yields a dispersive profile, consistent with our data and

others. Moreover, the enhancement is due to the mixing the electron and nuclear spin

states induced by the microwave field when it is tuned near the resonance frequency

of the electron spins. It is also a differential effect: the resulting nuclear polarization is

the difference between the contributions of the ZQ and DQ sub-matrices.

It should be noted that not all electron polarization is transfered to the nuclear spin

(compare Equations (4.19) and (4.20)). Furthermore, the transfer of polarization is almost

instantaneous upon switching on the microwave field: a stationary nuclear polarization

is achieved coherently after a time on the order of 1/∆ESR. Together, these effects lead

to repeatable polarization transfer: the transverse components of the electron magne-

tization (off-diagonal coherences in the density matrix) decay to zero due to transverse

relaxation during this time, while the magnitude of the polarization remains almost un-

changed. Continued evolution can then re-create these coherences and then lead to

buildup of an appreciable nuclear polarization.

4.2.3 Experiments and simulations of resonant mixing

With this theoretical background, we sought new experimental data which could provide

evidence that this mechanism is indeed active for trityl at high fields. We examined
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the 1H DNP enhancement profile of 80mM trityl-OX063 in 6:3:1 (vol.) DMSO-d6:D2O:H2O

at ω0I/2π = 600MHz, shown in Figure 4.11. We observe the characteristic dispersive

profile near the center, with a maximum enhancement ∼5. That we observe the profile

at this high field (higher than previous observations) further suggests that TM is not

responsible for this enhancement – the electron-electron couplings that enable TM are

field-independent and become smaller relative to ω0I at higher fields.
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Figure 4.11: 1H DNP enhancement profile for 80mM trityl-OX063 in 6:3:1 (vol.) DMSO-
d6:D2O:H2O at ω0I/2π = 600MHz, 95K, and ωr/2π = 8 kHz. The sample was irradiated
with a 17W gyrotron. The solid line is the SpinEvolution simulation of a dipolar-coupled
electron-nuclear spin pair using the following parameters: ω1S/2π = 1.6MHz, T1e =
1ms, T2e = 0.2 µs, and the cross-relaxation times T1,ZQ = 0.999 75ms, T1,DQ = 1ms,
T2,ZQ = T2,DQ = 0.2 µs.

Using the EPR spectrum recorded at 140GHz (Figure 4.6), we can attempt a more de-

tailed analysis of the strength of the dipolar couplings. The extra broadening from 8 to

80mM is ∼11MHz, quite consistent with a simple assumption of a homogeneous distri-

bution of radicals leading to an inter-electron distance of 2.7nm which corresponds to

a dipolar interaction of 8MHz. The effect of “clustering” is simply not dramatic enough

on the EPR line to support the claims of intense electron-electron interactions leading

to TM.

Along with the experimental data, we have used the SpinEvolution software[147] to
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simulate a model system of a simple dipolar-coupled electron-nuclear spin pair. In Fig-

ure 4.11 we include the simulation results, and show the same for the profile of 100mM

OX063 at ω0I/2π = 380MHz in Figure 4.12. For the simulations, we plot the static nu-

clear polarization under CW microwave irradiation with typical T1e and T2e values for

samples at these concentrations. We do include phenomenological ZQ and DQ cross-

relaxation to fit the magnitude and slight asymmetry of the profiles. In SpinEvolution,

the transverse cross-relaxation rates are the relaxation of the off-diagonal elements of

the density matrix as in the Solomon equations[104].
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Figure 4.12: 1H DNP field profile for 100mM trityl-OX063 in 6:3:1 (vol.) DMSO-d6:D2O:H2O
at ω0I/2π = 380MHz, 100K with MAS frequency 6 kHz and irradiated with 160mW
microwaves, also shown in Figure 4.4(A). The solid line is the SpinEvolution simula-
tion of a dipolar-coupled electron-nuclear spin pair using the following parameters:
ω1S/2π = 0.25MHz, T1e = 4ms, T2e = 0.05 µs, and the cross-relaxation times
T1,ZQ = 1.9995ms,T1,DQ = 2ms,T2,ZQ = T2,DQ = 0.5 µs.

To further understand the dispersive shape of the DNP profile, we performed addi-

tional simulations and also compared these to the analytical solution in Equation (4.15),

shown in Figure 4.13. Again, the spin system is a single S = 1/2 electron and a sin-

gle I = 1/2 nucleus. As RM and SE involve the same spin interactions, Equation (4.15)

predicts both effects, illustrated in the red curve in Figure 4.13 which also matches the

numerical simulation. Even without any relaxation effects, we observe a weak disper-

sive DNP profile at the EPR resonance. Without any cross-relaxation we cannot attribute
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the enhancement to the OE, and as the simulation only includes a single electron both

CE and TM are precluded. We also see that the introduction of equal cross-relaxation

rates leads to a large antisymmetric profile – note that the OE relies specifically on the

difference between the ZQ and DQ relaxation rates.

Figure 4.13: 1H DNP enhancement profile from a SpinEvolution simulation (black) and an
analytical calculation using Equation (4.15) (red) for one electron and one nucleus. The
red trace is offset from the simulation for clarity. The following parameters are used:
ω0I/2π = 600MHz, ω1S/2π = 0.5MHz, polarization evaluated at t = 50 ns (on the order
ofT2e). The dotted blue line shows the SpinEvolution in the case of CW irradiation using
the following relaxation times: T1e = 1ms,T2e = 0.2 µs, and the cross-relaxation times
T1,ZQ = T1,DQ = 1ms,T2,ZQ = T2,DQ = 0.5 µs.

Simulation details

The SpinEvolution script used for Figure 4.11 is

****** The System ***********************************
spectrometer (MHz) 600
spinning_freq(kHz) *
channels e H1
nuclei e H1
atomic_coords *
cs_isotropic *
csa_parameters *
g_tensor 1 2.0032 2.0032 2.0026 0 0 0
j_coupling *
spin -spin_coupling 1 2 868 -2125 0 0 10 0
quadrupole *
dip_switchboard *
csa_switchboard *
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exchange_nuclei *
bond_len_nuclei *
bond_ang_nuclei *
tors_ang_nuclei *
groups_nuclei *
******* Pulse Sequence ******************************
CHN 1
timing(usec) 10000000
power(kHz) 1600
phase(deg) 0
freq_offs(kHz) 0
CHN 2
timing(usec) 10000000
power(kHz) 0
phase(deg) 0
freq_offs(kHz) 0
******* Variables ***********************************
spin_temp =100
scan_par1d x/ -2:0.0001:2/
freq_1_1=x*600000
T2ZQ =0.0002
T2DQ =0.0002
T1ZQ =0.99975
T1DQ=1
T2e =0.0002
T1e=1
T1ZQ_1_2=T1ZQ
T1DQ_1_2=T1DQ
T2ZQ_1_2=T2ZQ
T2DQ_1_2=T2DQ
T1SQ_1_1=T1e
T2SQ_1_1=T2e
******* Options *************************************
rho0 Ieq
observables I2z
EulerAngles zcw233
n_gamma *
line_broaden(Hz) *
zerofill *
FFT_dimensions *
options -ns1 -dp -re -vclk -v0 -lv -rmz -scheck16 -id5e6

4.3 Conclusions

In this chapter, two new or previously unexplored mechanisms have been observed ex-

perimentally and justified theoretically. In the case of the three-spin solid effect, the

mechanism was known, but new techniques enabled observation of large enhance-
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ments. By combining experimental results on a series of different radicals with elec-

tronic structure calculations of the hyperfine couplings, we demonstrated which par-

ticular nuclei are involved in the TSSE process in trityl, and used these results to claim

an upper bound on the spin diffusion barrier – using only DNP data. Further research

on polarization transfer and spin diffusion pathways in other radical systems, possibly

exploiting TSSE, hyperpolarization resurgence[122], direct EPR measurements, and new

tools yet to be uncovered will all aid in the design of better DNP radicals and experi-

ments.

Resonant mixing was originally an unexplained fluctuation in the DNP profiles of

trityl, with most under the assumption that it was thermal mixing becoming prevalent

at high concentrations. However, noting that TM is also conventionally not considered

likely at high fields, we investigated further. With several DNP profiles at 380MHz, we

elucidated some role of both concentration and also the glassing matrix. An unexpected
1H–13C NOE at the 1H SE condition countered the possibility of the dominance of the

electron-electron network and thus TM; turning back to the Hamiltonian of a single

electron-nuclear system with weak on-resonance microwave irradiation led us to RM.

The physical origin of RM is a state mixing process induced by the microwave and the

hyperfine interaction, similar to the SE, but with nuclear polarization resulting when

the microwaves are on-resonance. RM predicts the dispersive enhancement profile that

we and others have observed, with amplitude and asymmetry now functions of cross-

relaxation rates, but not necessarily requiring fast or largely different cross-relaxation

as in the case of the Overhauser effect. With that said, there is clearly a need for fur-

ther investigation of the relaxation mechanisms, both for RM and OE DNP. Under the

right conditions, large enhancements can be observed even in the limit of very low mi-

crowave power, which may well be of great use as we continue to bring DNP to ever

higher fields.
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Chapter 5

Conclusions

One might see the research of the previous chapters of this thesis as disparate: we

built a new microwave source to do pulsed DNP one day (Chapter 2), then we looked

at different radicals to further investigate the Overhauser effect (Chapter 3), and then

we ventured into new territory with the three-spin solid effect and resonant mixing DNP

mechanisms (Chapter 4). But every project I have worked on has had an eye towards the

question of “How should we be doing DNP at high fields?”

Pulsed DNP is one answer as its mechanisms do not inherently decline in efficiency at

higher fields, but the instrumental demands are very strict. Constructing the AWG-based

microwave source was a needed step towards implementing pulsed DNP at our 250GHz

DNP spectrometer – in principle all that’s left is either a probe with a resonant cavity

or an amplifier with sufficient power for pulsed DNP under MAS, and efforts towards

both are already underway. Moreover, it is my hope that by documenting not only the

final results but also our initial efforts and rejected design, we can demonstrate for the

DNP community how to go about building solid-state sources even for routine CW DNP.

We have certainly made extensive use of the AWG source even in CW mode, and as the

solid-state sources continue to climb higher in power it seems likely that many groups

will prefer the compact and relatively inexpensive devices over gyrotrons. I would ar-
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gue that the solid-state source has enabled us to investigate DNP mechanisms more

routinely: both Chapters 3 and 4 demonstrate heavy use of the system in conjunction

with systematic sample modifications to observe their implications on DNP.

As for those mechanistic studies, the Overhauser effect in particular has always been

of interest for high-field use since Cody et al. initially showed that the BDPA enhance-

ment went up with increasing magnetic field. We showed that the [α, γ] protons of BDPA

are critical to the OE, that the [β, δ] protons are of secondary importance, possibly con-

tributing to spin diffusion, and finally that the phenyl protons actually contribute neg-

atively to the OE, ending up with a radical that achieves even larger OE enhancements

than BDPA, that being Phe-d5-BDPA. We also showed that more is at play in the OE than

the mere existence of large scalar couplings with the modified trityls. That is, there

is something about BDPA, perhaps the mixed valence character that Pylaeva and col-

leagues have suggested, which leads to rapid scalar cross-relaxation. The more we un-

derstand the OE, the more likely we are to be able to use it routinely for high-field DNP;

it may indeed be the best choice for high fields if microwave power is going to be a

limiting factor.

Our study of resonant mixing was driven by scientific curiosity – an unexpected but

recurrent effect in DNP profiles of trityl that drove us, especially Ravi, to look much

deeper. The central dispersive feature depended on the radical concentration and also

were sensitive to the glassing matrix. Certainly, aggregation of the trityl molecules was

likely occurring at high concentration, but it was unclear if that was enough to lead to

true thermal mixing or if some other mechanism was at play. A startling result came

about in the 13C enhancement profile: a negative enhancement at the 1H SE condition.

We read this as an indication that the dense electron network needed for TM was not

really there, and we looked elsewhere for an explanation of that central dispersive pro-

file. Yifan was instrumental in putting together the RM theory, which showed that a

dispersive profile could be the result of even an isolated electron-nuclear spin pair and
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even without invoking phenomenological relaxation. With that said, relaxation did seem

a critical parameter in determining the final enhancement profile in simulations. Un-

derstanding the fluctuations leading to the relaxation and incorporating the relaxation

into the quantum mechanical derivation of RM will further bolster our ability to explain

observed enhancement profiles, which are our main tool in distinguishing polarizing

agents.

The odd one out, in a way, is the three-spin solid effect study. Unlike the others,

all the experiments for the TSSE were done at 0.35 T rather than high fields. Certainly

the mechanism itself is not practical for higher fields, considering it scales even more

poorly than the solid effect which is already mostly disqualified. But we demonstrated

how a DNP parameter can also be a probe of the radical environment, using electronic

structure calculations, sequential sample modifications, and numerical simulations to

draw conclusions about the polarization transfer pathway and the spin diffusion barrier.

Even if the TSSE mechanism is not suited for high fields, the construction of that study is

potentially a useful model for future studies, and the conclusions we were able to draw

still have implications for higher fields as well.

Circling back to the main question of “How should we be doing DNP at high fields?”,

I can offer a few insights into an answer that many will still be seeking for a while to

come. First, solid-state sources and especially easily manipulable ones equipped with

an AWG should be a part. The diodes are getting better all the time, and the ease of use

even for routine CW work cannot be overstated. Pulsed DNP will also be a possibility

with these sources, and adopting it will be a boon to the field. Second, we can make

the Overhauser effect work. We now have information on what’s special about BDPA:

structural motifs to favor and avoid in the selection of new radicals for DNP. All that’s

needed now is one that works well in aqueous matrices; we have seen one candidate in

NMe3-BDPA and there are no doubt more on the way. Finally, we should stay curious and

keep exploring the many unexpected results that might seem easy to write off: we often
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operate in uncharted waters with new samples at ever higher fields, and we don’t know

what an unexpected result might lead to. We might find them useful probes of certain

parameters, or maybe they will lead to new theory; in any case our understanding of

DNP will improve for our next venture.
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