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ABSTRACT

We assume that some principle such as the Projection
Principle of Chomsky's Lectures of Government and Binding
is basic in the grammar because of 1ts contribution to the
descriptive part of the grammar since it simplifies the
mapping between the different levels of the grammar, this
simplified mapping also having a contribution to explaining
language acquisition. Such. a principle depends crucially
on empty categories: if determining the properties of ECs
requires specific statements in the grammar, this weakens
the import of the Projection principle, but if the properties
of ECs follow from principles independently motivated in
the grammar, then the Projection principle receives significant
support.

The goal of this thesis is to defend this use of ECs
and to strengthen the theoretical choice of such abstract
elements by showing that no specific statement ever has to
refer to ECs in the grammar. We develop a modular grammar
where the different components apply to categories in
general, and it is the interaction of the systems of the
grammar that allows some categories to be empty in some
cases. Thus this gives crucial support to a model of
grammar where ECs play a role since the properties of ECs
depend on systems of rules and principles that are
independently motivated for categories in general.

Assuming a model of grammar such as the one proposed
in Chomsky and Lasnik (1977), where S-structure is mapped
into two levels that do not interact directly with one
another, Phonological Form and Logical Form, we propose a
complementary approach to ECs: an EC is a category that
has no feature that is "visible" in PF, although it has
the features relevant for interpretation in LF, so that
an EC is simultaneously "empty" in PF but "full" in LF.
Taking the category NP as a case-example, -a general principle



of Lexicalization applies in PF which states that a N is
"pronounced" if it has features and not pronounced if it has
no features. In LF, the principle of Denotability requires
that an NP have a R-index for proper interpretation to take
place, and the principle of Agreement governs the need of
proper features of person, number and gender.

A study of lexical anaphors shows that the notion of
Binding, which makes crucial use of govermnment, plays a
central role in determining what an anaphor is. This notion
of Binding extends to ECs, which are shown to be either a
Bound anaphor or a pronoun.

In Chapters 3, 4, and 5, we show that the interaction
of these principles and of the notion of Binding allows us
to derive some of the statements of Chomsky's Lectures on
Government and Binding that referred specifically to ECs,
all the principles and rules that we propose being stated
on categories in general. Thus the ECP, the analysis of
Pro Drop in both configurational and nonconfigurational
languages, and the theory of Control can all be derived
from principles that apply to NPs in general, this giving
crucial support to the Projection Principle and the use
of ECs.

Thesis Supervisor: Noam Chomsky

Title: Institute Professor



ACKNOWLEDGEMENTS

I would like to thank all of those who helped me in so
many ways in pulling this through. First, to my advisor,
Noam Chomsky, many thanks for his detailed discussions of
every point and for generally showing me what it is like to
be a linguist. Thanks also to the other members of my thesis
committee: Paul Kiparsky, for sharing with me part of his
marvelous scholarly knowledge and for his indepth views of
the field: Paul is the one who would often say: "one must
take the theory seriously"; that is what I have tried to do;
Ken Hale also helped me to have a glimpse of what it means to
know something about language. I also had the pleasure to
have Morris Halle as an ever-reminding voice that one must
always doubt and question. Thanks also to Joan Bresnan for
her example of a fine syntactician.

A special salute also to the guys at Universite de
Montreal: Raj Singh, who was the first one to show me what
linguistics is all about and who got me to take a closer
look at a field for which someone could have such a passion;
Yves-Charles Morin and John Reighard whose strong commitment
to accuracy and honesty have had a strong influence.

Life at MIT has been a great intellectual adventure,
and the pleasure that I had is due to the rfine personal
and intellectual qualities of the students and visiting
scholars that were around: J Aoun, H. Borer, N. Fabb, I. Haik,
J. Huang, L. Levin, R. Manzini, M. Montalbetti, C. Neidle,
D. Pesetsky, B. Poser, P. Pranka, M. Rappaport, H. vanRiemsdijk,
S. Rothstein, K. Safir, M. Saito, J. Simpson, D. Sporticke,
T. Stowell, D. Steriade, E. Wehrli. Special thanks to
Lisa Travis who had the job to type the thing. In Anne
Rochette and Dough Pulleyblank (and family) I have made new
friends with which to share a bit on "mal du pays" once
in a while. During my stay at MIT, I have benefitted from
the very generous support of the conse11 de recherches en
sciences humaines du Canada and la direction générale de
l'enseighement supérieur du Québec (Fonds FCAC). My parents
have been a source of encouragement all along this period
of three years.

I could never have gone through this adventure and
remained sane had it not been for Catherine's constant support
and reminder that life still existed out there: thank you
Cat, and I hope I can sort of get back now. Finally, Merci
Sébastien: on sait tous les deux que ¢a n'a pas toujours



ete facile, mais j'ai fait ¢a en tres _grande partie pour toi:
je te dedls ma these et mes trois années de recherches.

In a minute there's time
For decisions and revisions which . a minute will reverse.

T.S. Eliot



TABLE OF CONTENTS

ABSTRACT S © & & 5 & 0 0 0 0 6 % & 60 O 00 0 O O 0 O S e P 00 e 000'0000.2
ACKNOWLEDGEMENTS ® ® 8 & 0 0 0 5 0 0 8 O O S T OB O C PO S e T e P 0 e e e o 4
CHAPTER l.: THEORETICAL OUTLINE ....¢ccseececcsccccncs 8
Footnotes: Chapter 1 ..... ceececsscncoas 40

CHAPTER 2: DETERMINING THE PROPERTIES OF THE
EMPTY CATEGORY ...ccecee cssasscses eseaee.47
2.1 The 1SSUE ....vevceceececccraccosoaseasccssana 47
2.2 What is an empty category? ..... cececccssens 50
2.2.1 The content of an empty category ....50
2.2.2 F-features and Domain D ....ceeveeann 53

2.2.3 The principle of Denotability and
lexicaprs ....Ql....‘.....C....l“.sg

2.2.3.1 NaAMES :tieecsecccssacsananacse 59
2.2.3.2 PrONOUNS .cceeecvcesssacanans 59
2.2.3.3 Anaphors ...... ceecsscscenan 60
2.2.3.4 SUMMAYY .ceeeecvecescncssseseB9
2.2.4 The principle of Denotability and
[Npe] eeveececosscsc e P -
2.2.4.1 A551gnment of R-indices ....90
2.2.4.2 F-features and the EC ......94
2.2.4.3 Consequences of the
complementary approach to
ECS ..viieeececacacacasanaas 98
2.2.4.4 SUMMAYrY ..cececccsscsaacsns 110
2.2.5 The partitioning of the EC ......... 111
2.3 Some consequences with respect to
coreference .....cc.0... ceecsseceassesscnaas 115
2.4 SUMMAXY .sccoceessccscccsasocnss cessasecacaslb?
Footnotes: Chapter 2 ......ccceecececees 170
CHAPTER 3: THE EMPTY CATEGORY PRINCIPLE .......... 192
3.1 General CommentsS ....ccccceseveacascasecasasld2
3.2 The NP-trace relation .....cceeceececccnacs 195
3.3 The WH-phrase trace relation .....ccccce.q.211
3.3.1 General commentS .....cccoceecccccns 211
3.3.2 WH-trace and CaS€ ....cecseescecscacs 218
3.3.2.1 Hebrew Free Relatives ..... 220
3.3.2.2 French Relative Clauses ...224
3.3.2.3 Problems ...ccceeececvcccns 240
3.3.2.4 The Visibility Hypothesis .257
3.3.3 Successive cyclicity and
SUDJACENCY .t eerieeccecccosasancoans 273
3.4 ECP and LF Movement .....ccecceeeeeoas «ee..310
Appendix: The Avoid Pronoun Principle and the
Elsewhere Principle ......cecceaceanns 318

Footnotes: Chapter 3 ...ccccececccceeeald?



CHAPTER 4: PRO DROP LANGUAGES ....:c0000000as:000.358
4.1 General CommentsS .....ceceescscecccecccssss.358
4.2 Pro Drop in configurational language ....... 360
4.3 Pro Drop in non-configurational languages ..392

Footnotes: Chapter 4 ......ccc000c0....402

CHAPTER 5: CONTROL THEORY ....c.cccvceeaccscacasacaasdll
5.1 General CommentsS ....ceecceesscaccococccsas ee.411
5.2 PRO as an anaphor ....cccceeeecccccasccscass.416

5.2.1 The distribution of PRO: Case or

government? ......cccccacccccccssenana 432
5.2.1.1 Government but no case .......432
5.2.1.2 Case is assigned, but there
is no government ......... «...438
5.2.1.2.1 Gerunds ............439
5.2.1.2.2 Case assignment
with PRO ...........451

5.2.2 Other aspects of local control ....... 461

PRO @S @ PrONOUN ..c.cceccessoscesssccnssacsssd7l

On differences between trace and PRO ....... 481

Concluding remarksS ....ecceeee cecssasss ee...483

Appendix: control in French ......... ceee...487

Footnotes: Chapter 5 ....cce0eeeecse...496

(S RO RO NS
UL W

BIBLIOGRAPHY 00.00.0.0...-.0..-0000‘0.0.0-.00......506



CHAPTER 1: THEORETICAL OUTLINE

The basic assumption of generative linguistics has been fram the start
that the purpose of linguistic theory is to understand the nature of the
language faculty and to explain the acquisition of language. So, faced
with the diversity of existing (or even possible) grammars, the
theory must be constructed in such a way that it will be com-
patible with this wide range of often apparently poorly related
grammars on the surface. But at the same time, the theory must
be sufficiently constrained and restricted in the options it
permits to explain the fact that language is acquired on the ba-
sis of impoverished stimuli and despite the unavailability of
direct negative evidence. This problem of constructing a des-
cribtively adequate grammar while maintaining explanatory ade-
quacy with respect to language learning has led to the assumption
that the language faculty is best characterized as a biological
faculty, a mental organ of some sort (cf. Chomsky (1955) and the
work that followed, especially Chomsky (1975)). This mental or-
gan is often referred to as Universal Grammar (UG). UG is as-
sumed to have inherent properties of its own. In order to meet
both conditions of adequacy, the theory of UG is postulated as
highly structured so that UG can narrowly restrict the class of
possible grammars that a child can infer on the basis of limited
and defective data. So the theory of UG is assumed to be "based
on a number of fundamental principles that sharply restrict the

class of attainable grammars and narrowly constrain: their form,



but with parameters that have to be fixed by experience" (Chom-
Sky (1981a) p. 3-4).

If the theory of UG is sufficiently rich in structure, then
fixing values for the parameters embedded in UG will allow for
a great diversity of languages, since the closely knit structure
of UG will have for effect that the choice of one value for a
Parameter will possibly have repercussions in several components
of the grammar. This approach to UG is meant to solve the pro-
blem of descriptive adequacy. Yet at the same time, it can
solve the problem of explanatory adequacy since it allows the
learner, presented with limited evidence, in fact evidence just
sufficient to fix the parameters of UG, to determine a grammar
that may be very intricate.

Informally speaking, we can imagine UG as a grid with which
the child is equipped, and that his task is to pigeon-hole the
linguistic data to which he is exposed, thus determining the va-
lues of the parameters, with an intricate intertwining net of
consequences on the grammar of the language which the child will
eventually end up with. Such a theory of acquisition is there-
fore not one of testing of hypotheses, but rather one of fixing
parameters.

The approach to learnability sketched above implies that
a certain basis, common to all language learners, i.e. UG, will
have to be very general, and therefore that UG will contain

rather abstract principles and operations if it is to account
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at the same time for language variation. This approach also im-
plies that the structure of UG will be highly modular. One frame-
work which seems to us to meet these conditions and which we will
therefore adopt in its broad outlines is the Government and Bind-
ing (GB) framework, as sketched in Chomsky (1980, 1981a, 1981b)
and related work, which came out of the Extended Standard Theory
(Chomsky 1973, 1975, 1976; Chomsky and Lasnik 1977, and related
literature).

In the GB framework, a core grammar is determined by setting
the values of the parameters of UG. Core grammar is assumed to
have a structure as in (1), féllowing Chomsky and Lasnik (1977).
(1) D-structure

'move a'
S-structure

Phonological Form Logical Form
(PF) (LF)

As it is clear from the diagram in (1), the essential claim
of such a model is that S-structure representations feed into
two components, PF and LF, and that these components do not in-

teract with each other.1

What takes place in one of these two
components is "invisible" to what takes place in the other, so
that an operation taking place in LF cannot have any effect on
rules applying in PF, nor can an operation in PF have any effect
on operations in LF.

The D-structure component in (1) can be factored out in two

subcomponents: the lexicon and the categorial component. The



1
lexicon provides specifications about the abstract morphopho-
nological structure of each lexical item, its syntactic fea-
tures (i.e. categorial and contextual features), and also the-
matic and selectional specifications for its complements. The
categorial component contains phrase structure rules which meet
some variety of the X-system (see Chomsky 1970; Jackendoff 1977;
Stowell 1981a; and others). D-structures are generated by in-
serting lexical items into the structures gernerated by the
phrase structure rules. D-structure is the level at which the-
matic and subcategorization requirements for interpretation are
met locally: that is, there is a one-to-one correlation holding
between referential expressions and thematic roles, and between
syntactic categories and subcategorization frames.

The transformational component consists essentially of the
rule move a which maps D-structures into S-structures. This rule
leaves traces, that is, empty categories coindexed with their an-
tecedents. The rule move o may also operate in the PF and LF
components. In the former, it performs stylistic movements,
that is, movements that have no bearing on the interpretation of
the sentence but only on the surface order of some constituents
for example. 1In the latter, it is responsible for QR, WH-Raising
and Focus interpretation, rules that have no effect on the sur-
face order of constituents but which modify the structure of a
sentence for interpretive purposes (see May 1977; Chomsky 1981a;

Aoun, Hornstein, Sportiche 1981; and others).
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This is a sketch of the subcomponents of the rule system.
In addition to the rule system, it is assumed in GB that there
are subsystems of principles that interact with each other and
with the rule system. 1In fact, in recent years, the focus of
linguistic research has shifted from the study of the rule sys-
tem to the study of the subsystems of principles. This shift
is similar to the change of perspective brought about by Ross
(1967) to the approach to transformational rules: instead of
having complex transformations which often showed redundancies
in the statement of their structural descriptions, their struc-
tural changes and the conditions which were stated on their ap-
Plication, Ross proposed to have simpler transformations with
more general conditions that applied t» all transformations.
Another similar search for the properties that underly success-
ful grammars is the case of Conditions on Transformations (1973)
where Chomsky pushes further this quest of the abstract proper-
ties that make successful grammars work. The final outcome of
this change of perspective came about in Chomsky and Lasnik
(1977) where all transformational rules of movement were reduced
to move a, the other interacting systems of the grammar exclu-
ding all the cases of overgeneration.

In the GB framework, the subsystems of principles are the
following:
(2) (i) bounding theory

(ii) guvernment theory

(11i) 6-theory
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(iv) binding theory
(v) case theory

(vi) control theory

Let us have a quick look at what these notions convey, keep-
ing in mind that these notions will be made more precise and in
some cases will be modified as we go along in the next chapters.

The bounding theory states locality conditions on certain
processes: a case-example is Subjacency, which constrains the
application of move a (or its output structure if it is stated
not as a condition on rules but as a condition on structures).2

The notion of government is central in GB. The core notion
of government is meant to express the relation that holds be-
tween a head and its complements: it has a clear thematic con-
tent. The operative notion of government, however, involves

structural configurations which generalize the core notion.

Consider the examples in (3).

(3) a. [pV [NP1 NP, W ]]

b. v [z comp [ NP, INFL VP ]]]

[ve

c. V [pp A of NP, ]]

lve

d. [pp P [ﬁp1 Np, N 1]

In (a), we want V to govern-NP1} but we do not want V to covern
NPZ‘ Similarly in (b), we do not want V to govern NP1, and in
(c), V must not govern NP,. In (d), the P must govern NP,, but

not NP,. The notion to capture is that the daughter node a of



"4
a node y governs all the nodes under y except if a maximal ex-
pansion intervenes between a and the governed-'node. So the core
notion of government has the following properties: in the struc-

ture [l .. B .c.a ... 8...], if o governs B,

@ = x°

20 a is an immediate constituent of y

> <
1l

is ¢n immediate constituent of y

Note that property 3° is derivable from 1° and 2°: if a is
an x°, and if a is an immediate constituent of y, then y is neces-
sarily a. So 3° does not have to be stated in the definition of
the core notion of government. Furthermore, if the core notion
of government is meant to express subcategorization relatibns,
then it is not necessary to mention 1° in the core notion of go-
vernment: since subcategorization is a lexical property, only
x° elements can be governors as far as the core notion of govern-
ment is concerned. So properties 1° and 3° do not have to be in-
corporated in the formal definition of the core notion of govern-
ment. Therefore, the core notion of government can be stated as
in (4).

{4) Government3

In the structure [1 cee B eee @ eee B a1,
a governs B if and only if
(1) o is an immediate constituent of y
(ii) where y is a maximal projection, if y dominates B then

y dominates ga.
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Maximal expansions are NP, PP, AP and S. Note that we do not
coasider VF to be a maximal expansion. The conseguences of this
choice will be explored in the following chapters.

8-theory is concerned with the assignment of thematic roles
(6-roles) such as agent-of-action, theme, etc. (see Gruber (1965),
Jackendoff (1972)). The correlation between the assignment of
a 6-role to certain positions and the referential expressions
which £fill these positions must be one-to-one. This is captured
by the 6-criterion which can be informally stated as in (5).

(%Y 68-criterion

A, Each 6-position is assigned an argument.

B. Each argument is assigned a 6=role.
(For some discussion of these properties, see Freidin 1978; Bo-
rer 1981; Bresnan 1982; and Chomsky 1981a).

Binding theory is concerned with relations of anaphors,
pronouns, names and variables to possible antecedents. The fol-
lowing binding conditions are given in Chomsky (1981a):

(6) Binding conditions:

A. An anaphor is A-bound in its governing category.

B. A prorominal is A-free in its governing category.

C. An R-expression is free everywhere.
The definitions of the notions bound and governing category of
Chomsky (1981a) are given in (7) and (8) respectively.4

(7) a is X-bound by 8 iff o and B are coindexed, B c-commands

a and B is in an X-position. (X=A, A)
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(8) B is a governing category for a iff B is the minimal cate-
gory containing &, a governor of o, and a SUBJECT acces-
sible to o (where SUBJECT is "the most prominent nominal

element" in an expansion, including AGR. Accessible means

informally that linking of o and the SUBJECT must not vio-
late well-formedness conditions like the i-within-i condi-

tion for example).

The notions of anaphor, pronominal and variable will be made
more precise in Chapter 2.

Case theory is concerned with the assignment of abstract
Case and its morphological realization. The Case Filter, infor-

mally stated in (9), sanctions the appearance of iexical NPs.4

(9) "™, if N is lexical and has no Case.

As with government, the core notion of Case is a simple one,
namely that lexical NPs have to bear Case. But when the notion
is made more precise by specifying the structural configurations
where Case can be assigned and how it can be used in the grammar,
then the operative notion of Case is extended to cover a much
wider range of facts as we will see further on.

Control theory is concerned with the potential for reference
Of the abstract pronominal PRO, which is the subject of infiniti-
val clauses in the GB framework. As we will see in Chapter 5,
control theory deals primarily with the recoverability of the con-
tent of PRO.

The notion of government is pervasive throughout the GB mo-
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del of grammar. It is directly relevant for subcategorization,
6-marking and Case assignment. Government i. also relevant for
binding theory since it enters in the definition of governing ca-
tegory, to which crucial reference is made in the binding con-
ditions. Attempts have been made to derive at least part of the
bounding condition of Subjacency by the use of the Empty Cate-
gory Principle, once again crucially involving the notion of
government (see Kayne 1981a).

Another element that plays a crucial role in GB is the Pro-

jection Principle of Chomsky (1981a), stated informally in (10).
(10) Lexical requirements must be met at every level.

These lexical requirements include subcategorization frames and
6-role assignment. The levels in (10) are those where these le-
xical requirements are relevant, namely D-structure, S-structure
and LF. It follows from (10) that at D-structure, there must be
a one-to-one correlation between lexical requirements and single

elements, since no linking mechanisms have applied yet at D-struc-
ture. On the other hand, when S-structure is reached, a network

of links has been established by move a. The lexical requirements
can be satisfied in two ways at S-structure: either the single
element is still in a position where it can satisfy the lexical
requirements, or it is linked to a trace which is in such a posi-
tion, that is, the position from which the single element origi-
nated in D-structure before being displaced by move a .

These links which are created by move a are called Chains.

Chains allow all interpretation to be done at S-structure, since
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the thematic and subcategorization information provided by the
D~structure configurations are preserved at S-structure by means
of the links to the traces left by move o in the D-structure po-

sitions. Consider the example in (11).

(11) a. Cato saw Doug.
b. [Npe] was seen Doug (by Cato)

c. Doug1 was seen t. (by Cato).

i
In (11a), the verb saw subcategorizes for an NP complement to
which it assigns a 6-role in post-verbal position, presumably
the 6-role of patient. When the verb appears in its past parti-
cipial form seen as in (11b), we can assume that its subcatego-
rization frame and 6-assignment properties have not changed. So
the Projection Principle is met straightforwardly in (11b). If
we assume that (11b) is the D-structure from which (11c) is de-
rived by move a, we now have an S-structure with a Chain which
consists of Doug, and its coindexed trace. It is this Chain
which alloquhe Projection Principle to be satisfied since the
Chain consists of a trace in the 6-position following seen and
the argument Doug, which can fulfill the lexical requirements of
seen.

The Projection Principle was introduced by Chomsky (1981a)
to overcome the problem of an unwanted redundancy pbetween the
rules of the categorial component and the lexicon. In a gram-
mar of the sort outlined in Chomsky (1965), for example, the
lexicon contained information about the type of complements that

a verb can take. So, for example, it would be specified in the
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laxicon that a verb like persuade takes an NP complement follow-
ed by an S complement. But on the other hand, the fact that a
verb can take an NP and an S complement was also specified in the
phrase structure rule of VP expansion. So in such a model of
grammar, the categorial component was in fact a specification of
redundancy rules of the lexicon, i.e. an explicit formulation of
the class of subcategorization frames that are found in the lexi-
con.5 It is clear that someone learning English will have to
discover in some way what the subcategorization features of a
verb are: 'this is part of learning its meaning. With the intro-
duction of the Projection Principle, and given that the subcate-
gorization features have to be learned anyway, this means that
the bagic properties of the syntactic structures in which a par-
ticular verb appears can be determined by the Projection Princi-
ple and need not be represented independently in the grammar.
This has interesting consequences on aspects of the acquisition

of language, as pointed out by Chomsky:

A person who knows the word persuade (hence knows its le-
xical properties, specifically, its subcategorization fea-
tures) can at once assign an appropriate LF-representation
and S- and D-structure when the word is heard in an utter-
ance, or in producing the word, and will recognize the
sentence to be deviant if other properties of the utterance
conflict with this assignment. Hence languages satisfying
the projection principle in their basic design have obvious
advantages with respect to acquisition and use.

(Chomsky, 1981a, p.31)

The Projection Principle has for effect to draw out of the
rules of the categorial component most of their impact: apart

from order, all the rest of the information that they provide
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for syntactic structures can be extracted from the lexicon, gi-
ven the Projection Principle. But even specifications about or-
der can be reduced drastically, as shown in Stowell (1981a), since
many réstrictions on the order of constituents can be derived by
independently motivated restrictions on Case assignment. Stowell
shows that if one adopts a réquirement of strict-adjacency nn Case
assignment (as proposed in Chomsky 1980), the order of NPs with
respect to other complements in a VP for example can be accounted

for without having to specify it in a phrase structure rule as in

(12).
(12) VP - V NP PP

If the order of NP and PP were reversed, then the NP would not
be strictly adjacent to V, and so would not he Case-marked. In

the case of S complements as in (13),
(13) v » V PP S

Stowell assumes that tensed S5 complements bear a Case assigning
feature (i.e. the NP subject of a tensed § is assigned Case by

INFL). He proposes the Case Resistance Principle in (14).

(14) Case may not be assigned to a category bearing a Case-
assigning feature.

Therefore, a S complement cannot be adjacent to V when Case
is assigned or else it would violate (14).°

If an approach such as Stowell's turns out to be satisfac-
tory, then specifications about oxder in the categorial component

can be radically reduced: one could only be required to speci-
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fy if the head of a phrase is in initial or final position. As-
suming this hypothesis to be workable, then the categorial com-
ponent might be reduced to general specifications of the X-type
as in (15) (from Stowell 1981a).

(15) A. A phrase is labelled according to the category of its
head.

B, The head is specified as final or initial.

C. Specifiers appear at the X level, complements at the
X level.

Note that if we assume, as it seems quite plausible, that
specifiers are not subcategorized for but that complements are,
then the specification in (15C) can be derived if subcategoriza-
tion is dependent on government, which we assume, and if the no-
tion of government is the one presented in (4) above. By this
definition of government, a lexical head can only govern nodes
that are under X, not X. 6 So the notion of government in (4) al-
lows a further simplification of the categorial component.

This general approach to attempt to derive the properties
of the categorial component from other independently motivated
properties of the grammar is a step in the right direction.
There is one problem, however, with fespect to this in Chomsky
(1981a) in that Chomsky keeps a categorial rule of expansion of

S: this rule is given in (16).
(16) s -+ NP INFL VP

Chomsky (1981a) gives this rule as a principle of UG. This is

unfortunate because it weakens the conceptually attractive ap-
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Proach to the categorial component presented above. In fact,
Oonce one such rule is admitted in the grammar, then there is
little motivation not to admit more rules of the same type.
Stating (16) as a principle of UG is no real answer to this
problem. Note furthermore that the three nodes to the right
of S in (16) are obligatory. This is a violation of basic
X-theory, where normally only the head of a phrase is obligatory,
since labelling of the phrasal nodes depends on the syntactic
category of the head. So in (16), one must stipulate what ele-
ment is the head of S (namely INFL for Chomsky) .

The reason why Chomsky (1981a) keeps (16) is because of the
obligatoriness of the subject of a sentence. Thus he wants the

infinitive cemplement in (17) to have a PRO subject.
(17) The barbarians tried [ PRO to destroy the city ]

But the fact that destroy has a subject in (17) is already de-
rivable from the Projection Principle and the 6-criterion since
the VP formed by destroy assigns a 6-role to the subject. Chom-
sky says that this approach to derive (16) cannot work since the
nominal derived from destroy should be subject to the same condi-

tions, and yet it does not require a subject, as we see in (18).
(18) [yp the destruction of Rome]

So Chomsky says that (16) must be stipulated in the grammar in
order to account for the difference in obligatoriness of subject
between S and NP. However, it is interesting to see how we get

a phrase like (18). Compare the sentences in (19) and the phras-
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es in (20).

(19) a. The barbarians destroyed Rome.
b. Rome was destroyed by the barbarians.
c. Rome was destroyed.

(20) a. the barbarians® destruction of Rome

b. Rome's destruction by the barbarians
c. Rome's destruction

The (b) phrases are related to the (a) phrases since they also
have gggg in object position at D-structure, this NP then being
moved into subject position by move a. The by-phrase is base-
generated as such. The (c¢) phrases are passives without the by-
phrase: the agent is simply unspecified. This is exactly the
pProperty of the phrase in (18). Now if we compare (18) and (20c),
it is clear that these phrases are closely related. They have

the same underlying structure (21).

(21) p destruction [, Rome ]]

[y
In (21), Rome has no Case assigned to it, so that something has
to take place for Rome to fulfill the Case requixements. In (20c)
move o has applied to Rome and it has moved it into the subject
position where it gets Genitive Case. In (18), of-insertion pro-
vides the Case for Rome.

If we now look at the sentential equivalent in (19¢), we see
that Rome has been moved into the subject position in order to
be agsigned Case. The reason why Rome appears in the subject
position in (19c) is not because a sentence has an obligatory
subject position that must be filled; the NP is moved into sub-

ject position in order to get Case, just like it is in the NP
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in (20c). And the NP must be moved in subject position in S be-
cause, whereas of-insertion can save Rome from the Case Filter
(or its equivalent) in the NP construction, there is no such rule
that applies after a past participle. The only position where
the NP Rome can get Case is in the subject position: thus the ap-
parent obligatoriness of the subject position in S. But what is
in fact obligatory in this case is for the object NP to get Case
in some way or other, and the movement to the subject position
is the only one available in S.

Another argument presented in favor of (16) has to do with
non-arguments: if there is no obligatory NP position in S, says
Chomsky, why should there be place fillers like it? So although
the obligatoriness of arguments in subject position can be der-
ived from the Projection Principle and the 8-criterion, no such
explanation can account for expletive elements.

It must be observed, however, that expletive it falls into
two categories for Chomsky (1981a): a really semantically empty
element as in.(22), and A quasi-argument with a quasi-6-role as

in (23).

(22) It seems that John will come.

(23) It often snows here.

In the case of (23), we could in fact derive the obligatoriness
of it in subject position from the 6-theory like other arguments
if it has a quasi-6-role. As for (22), Chomsky himself provides
some arguments for its necessity elsewhere in Chomsky (1981a)

when he says that the expletive element is necessary to cosuper-
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Script the S complement with a Case marked element so that it can
be "visible" for 6-role assignment, since he assumes a visibility

Ccondition that applies at LF which is stated informally in (24).

(24) A Function Chain can be 8-marked in LF if it has Case or
is headed by PRO.

(This visibility condition allows a derivation of the Case Fil~
ter on the LF side of the grammar. See Chapter 2 for some com-
ments) .

So in (22), the presence of it might be required to transmit
Case to the post-verbal S with which it is cosuperscripted.

This explanation is not tenable for us, however, since in
Chapter 2 we will reject the visibility condition in (24) in fa-
vor of another principle. How then are we to account for the
obligatoriness of the subject in S without adopting (16), since
we do not want to weaken the results that we have arrived at with
respect to the properties of the categorial component? It would
be unfortunate to have to drop such a strong hypothesis about the
Ccategorial component. As pointed out by Chomsky about methodolo-
gy ir linguistics, "it has often proven to be a wise move to per-
sist in maintaining principles of UG that had significant expla-
natory power in some domain, even vhen they were faced with what
appeared to be counter-evidence" (Chomsky 1981a, p.281).

Adopting (16) has damaging effects on the head constraint
of X theory, and on the whole approach to the redundancy between
lexical entries and phrase structure rules presented above.

There is a possibility that we could find an elegant solution to
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this problem by assuming an analysis of the tense of infinitives
similar to the one presented in Stowell (1981a,b). (This solu-
tion is also implicit in Marantz (1981)). Stowell assumes that
both tensed and infinitival sentences have the feature [+tense],
but that they differ in that tensed clauses are also marked as

[tpast], as we can see in (25).

(25) a. tensed clause: (+N, -V, +tense, + past)

b. to-infinitive: (+N, -V, +tense)

He proposes that tense be considered as a type of operator which
ranges over the whole sentence. The fact that infinitives are
neither present nor past, although they have the feature [+tense],
"has the effect of specifying that the time-frame of the infini-

tival clause is unrealized with respect to the tense of the ma-

trix in which it appears" (Stowell 1981b, p.2).7

Now suppose that the tense operator can only range over a
full proposition: this would automatically account for the fact
that the subject is obligatory since a VP is not a full proposi-
tion. We would be assuming, therefore, that a VP always forms
a sentence with a subject because a predicate always forms a
proposition with an external argument slot. If the VP does not
assign a 6-role to the subject, as in (22), this would mean that
the predicate that the verb organizes does not assign a semantic
role: it is a defective predicate, but it still has an external
argument slot, and therefore has the syntactic structure of a
proposition. Assuming such a solution to be workable, then we

would be provided with an extremely reduced :categorial component,
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most of the specifications that were formally put in this compo-
nent now being derivable from independently motivated principles
of grammar. The only specifications to be made in the catego-

rial component would be those given in (15), repeated here as
(26) .8

(26) A. A phrase is labelled according to the category of its
head.

B. The head is specified as final or initial.

C. Specifiers appear at the X level, complements at the
X level.

The expansion of S would now obey these minimal requirements of
X-theory since the subject would now be optional, just like any
Specifier, its apparent obligatoriness depending on other com-

pPonents of the grammar.
(27) S + (NP) INFL VP

Therefore, we will assume that‘the subject of a S is obli-
gatory but that this obligatoriness can be derived from some
other principle(s) of the grammar, which is the direction that
the theory tells us to take. Exactly how the obligatoriness of
the subject of S can be derived will not be relevant for our dis-
cussion, so we will leave this topic open for further research.

As for the obligatoriness of both INFL and VP, we could
solve this problem by assuming that V is the head of the sentence,
and that affixation of INFL to the verb takes place in the le-
xicon: there would be no INFL node within the syntax. There are

arguments for this position in lexical phonology (see Pesetsky
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1979, KRiparsky 1982, and others), so we will assume it to be
workable.

Another consequence of tne Projection Principle, combined
with the 6-criterion, is that movement of an argument is only
possible into a non-f8-position. Since all 6-positions have to
be filled in D-structure, a moved NP will always originate in a
0-position (at least for its first movement) (assuming that ex-
pletive elements like it and idiom phrases have some kind of
quasi-6-role assigned to them as in Chomsky (1981a)). Therefore
moving into a 6-position would create a Chain where an argument
would be assigned two 6-roles, one from its D-structure position
and one from its S-structure position (or any intermediate posi-
tion). If one assumes that expletive elements and idiom phrases
do not receive a 6-role in their D-structure position, then mov-
ing such an element into a 6-marked position would still be im-
possible since a 6-role would then be assigned in the position
to which it moved to a non-argument.

The fact that lexical requirements have to be met at D-
structure means that an NP could not be generated in a non-g-
position and then moved to a 6-position afterwards. So movement
is strictly to non-6-positions. A non-6-position can be either
the external argument position of a predicate that is not assigned
a g-role by this predicate (i.e. the subject position of the pre-
dicates formed by raising verbs like seem, or of passivized verbs
like was seen), or a non-argument position in D-structure (COMP

for example).
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We have seen that a phrase displaced by movea is coindexed
with its trace. One way to implement this mechanism of indexa-
tion is to say that move o creates an index when it moves an ele-
ment and that the index is given to all the elements in the Chain
that is created. Another mechanism is proposed in Chomsky (1981b)
and we will adopt it because it has interesting consequences with
regspect to parasitic gaps (see Chomsky 1981b), and inversion in
Pro Drop languages (see Chapter 4). Chomsky's proposal is to as-
sume that all MNP pcsitions are freely indexed at D-structure, but
that this indexing procedure is restricted to A-positions, that
is, positions where an argument can appear at D-structure (i.e.
subject position, object position, etc., but not COMP or adjoined
positions).9

This indexing procedure can be at least partially derived
or motivated by considering a pxoposal that Stowell (1981a) makes
about how 6-roles are assigned to complements. For example, con-
sider a verbal complement: Stowell propnses that a 9-role be as-
signed to an argument by tiking the index of this argument and
inserting it in a 6-grid that would be part of a verb's entry.
This could be extended to subcategorization frames and Case-
features, since the unmarked case is for all cf these three rel-
ations between V and complement to be dependent on government
from the V. So if an index is required at D-structure for this
‘identification of the complement in the verb's grid, it can be
assumed that such indices will be provided to all positions where

they are necessary, that is, A-positions. The case of phrases
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base-generated in A-positions (see fn. 9) and of the subject is
a bit more tricky. Since the subject is assigned its 6-role com-
positionally by the VP (see Chomsky 1981a, Marantz 1981, for
discussion), its index does not enter into a grid of any sort.
We could say, however, that it is'required for agreement pur-
poses. We will come back to this issue in Chapter 4 when we
look at the Pro Drop phenomenon.

Coming back to how the indexing procedure functions, if,
for example, a phrase is moved to an A-position like COMP as in
(28) , the index of the A-position is carried along by the moved

phrase.

(28) Whoi] [ did John, see t,]]

[E;‘ [conp
If the phrase is moved from an A-position to another A-position

as in (29),
(29) Malka, was seen t, by Lori,

the landing position is one that already has an index since it
is A-position and all A-positions get an index at D-structure.
We could either say that move a changes the index of the landing
Position in such cases as in the derivation in (30), or that the
index agsigned to the landing position in D-structure prior to
movement has to be the same as the one of the position »f origin,

this being allowed by the free indexing procedure as in (31).

(30) Dp.s. [4p ei] was seen Malka, by Lori,

S.S. Malkaj was seen Ej by Lori,
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(31) D.s. [NP e;_] was seen Malkai by Lor:l.k

S.S. Malka, was seen t, by Lori,

The first procedure apparently runs into problems since a phrase
could be moved into a position that is already in another Chain
for example, since move a can change indices. But such deriva-
tions would be ruled out by the Projection Principle and the lo-
cality conditions on Chains since the Chain that is moved into
is now broken up. One could also say that it is not the posi-
tions but the elements inserted into these positions that bear
the indices, so that the subject position prior to movement in
(30) would not have an index.

The second procedure is interesting because in this case it
is assumed that the positions ultimately related by move o have
to be coindexed from the start at D-structure: so with a slight
reinterpretation of what a D-structure configuration must be,
Move a could be considered as an interpretive rule. As pointed
out by Chomsky (1981a), it is quite difficult in fact to esta-
blish that there is a difference between move a as a syntactic
rulg of movement and as an interpretive rule: in fact, it is not
éﬂgg’that the question is of any real interest.10

We have seen, and we will find again later on, that the Pro-
jection Principle has far reaching consequences. It is crucial-
ly dependent on trace theory. It precludes any model of grammar,

like the On Binding model for example, that incorporates "struc-

ture-building" rules, or any theory that has a rule of Raising-

to-Object, if subcategorization entails 9§-marking. Furthermore,
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it forces one to adopt a structure for infinitives as in (32)

rather than (33).

(32) Cather:l.nei tried [S [NP ei] to call Jacqueline]
(33) catherine tried LVP to call Jacqueline]

It also has for consequence that Pro Drop languages must

have an empty category in the subject position of S as in (34).
(34) [yp e] mangia le mele.

This means that the Projection Principle crucially depends
on the existence of empty categories and their presence in the
structures at the levels at which it is relevant. 1In fact, the
Central concern of GB is to determine the positions in which dif-
ferent manifestations of NPs can appear. The Projection Princi-
ple, in conjunction with other components like the base and the
6-criterion, determines where an NP must be present. This NP can
be manifested as a lexical NP: a fully realized referential ex-
pression or a lexical anaphor or a lexical pronoun; or it can be
manjifested as an empty category: PRO, t (NP trace), variables
(WH traces, traces of move a in LF), or pro (the "missing sub-
ject" in Pro Drop languages). In order to determine what mani-
festation of NP is possible in any given position where its pre-
sence 1is reéuired by the Projection Principle, GB assumes sever-
al subsystems, as we have seen above, and each of these predicts
a certain distribution of nominal elements in a certain domain.
Thus, the lexicon, Case theory, and the binding theory interact

with each other in several ways to determine the type of NP that
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can appear in any given position. Case theory will determine
whether :the NP can be lexical or not. And the three subsystems
will interact to determine whether the NP can be a name, a vari-
able, an anaphor or a prornominal. Chomsky (1981a) has noted fur-
thermore that since the different types of empty categories cover

the possible partitioning of [ without overlapping, this

wp ©l
suggests that there is only one empty category as far as internal
properties are concerned (like che fact that it has person, num=~
ber and gender), and that the different types of empty catego-
ries are determined on functional grounds only (like the fact
that the empty category is governed or not, Case marked or not,
A~ or A-bound).

So we see that there is strong theory internal motivation
to have ECs. Given ECs, one can formulate very general princi-
ples in the grammar that apply to lexical NPs and to ECs, so
that the derivation of sentences with non-overt elements is great-
ly simplified and is ultimately virtually reduced to derivation
of a sentence with overt elements. There is also empirical mo-
tivation to posit entities such as ECs. One such case has to do
with reflexives and their relation to an antecedent. A minimal
condition on this relation is that the reflexive and the antece-
dent must agree in features of person, number and gender. There
are also structural restrictions on this relation: the antecedent
must be structurally "close enough" to the reflexive in some

sense, as we can see in (35) (we return to the exact formulation

of this structural relation in 2.2.3.3).
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(35) a. The girl said [the boy shaved himself]
b. #The boy said [the girl shaved himself]

But this structural relation seems to be reversed in (36):
the NP which is structurally the farthest from the reflexive
seems to be functioning as the antecedent in (36).

(36) a. Which boy did the girl say shaved himself?
b. wWhich girl did the boy say shaved himself?

The solution to this problem is to posit an EC, the trace
of the WH-phrase, in the subject position of the embedded clause.
This is the now traditional argument of the long dependencies:
the relatiombetween the WH-phrase and the reflexive holds however
distant the WH-phrase is from its original D-structure position.

Once the obligatoriness of the presence of an NP and its
possible type have been determined, the interpretation of the
sentence is quite straightforward if the NP is lexical. If the
NP is an empty category, however, its content must be determined
for interpretation to take place. So, some kind of recoverabili-
ty process must operate. For example, the content of PRO will
be determined by the theory of control: so the content of PRO
can be the content of an antecedent that PRO is linked to by con-
trol, or PRO can be arbitrary in interpretation. For NP traces
and variables, the Empty Category Principle (ECP) will function
as a recoverability mechanism. The ECP is used extensively in

GB.
11

(37) The Empty Category Principle
(o e] must be properly governed.
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(38) Proper Government

a properly governs B if and only if a governsg_, and
(1) a is lexical (=x°), or

(i11) o is coindexed with 8

Kayne (1981a) has noted that the ECP is some sort of recover-

ability mechanism since, informally, it has the following con-

tent:

An empty category must have an antecedent; the antece-
dent may itself govern the empty category; i1f not, the

empty category must, through its governor, be "closely
connected" to the antecedent. (Kayne 1981a, p. 103)

As for the fourth type of empty category, the subject of
Pro Drop languages pro, its recoverability depends in some way

on the richness of the inflection of the verb with which it
agrees. This will be made more precise in Chapter 4, but for
now we will simply refer to it as the Pro Drop condition.

To recapitulate what we have seen so far in this sketch of
GB, the picture is one of a highly modular grammar, where compo-
nents act at different levels. The description of the struc-
ture of core grammar that was given in (1) can now be made a

bit more precise as in (39).
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(39) D=-structure
(1) Lexicon

(i) Categorial component
move a
S-structure

(1) Chain formation
(11) Binding condition

PF coﬁggnent LF component
(1) (Case Filter) (1) move a (QR, WH-R,
(ii) move a (ii) control Focus)
(iii) ECP
PF LF

(There is no ordering implied by the listings at each level.)

We have put the Case Filter in parentheses since it is ul-
timately derived from the visibility condition in Chomsky (1981a),
this condition applying at LF. Case is presumably assigned {or
checked) at D=-structure or S-structure. If Subjacency is a con-
dition on rules, then it presumably holds at S-structure and at
LF. On the other hand, if it is a condition on structures, then
it might be sufficient for bounding theory to apply at LF only
(it could then at least partly be derived from the ECP according
to Kayne 1981a). To (39) must be added the conditions on well-
formedness which are the Projection Principle and the 6-criterion.

We do not intend this summary to be a comprehensive introduc-
tion to GB. We only intend to provide an overview of the theore-

tical considerations in which is embedded the investigation in
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the following chapters. As we have often pointed out, the va-
rious subsystems and notions will be studied in more detail as
the discussion unfolds.

The point that we do want to emphasize is the central part
that empty categories play in GB. The goal of this dissertation
is to defend this use of empty categories and to strengthen the
theoretical choice of such abstract elements by showing that no
statement ever has to refer specifically to empty categories in
the grammar: existence of such elements depends on the interac-
tion of systems of the grammar which are independently needed
for lexical categories. Thus this gives crucial support to a
model of grammar where empty categories play a role.

There are three things that must be determined about an em-
pty category, as we have seen: its presence, its type, and its
content. In GB, the presence of an NP can be determined by the
interaction of the Projection Principle and the 6-criterion; and
the type of an NP can be determined by the interaction of the
lexicon, Case theory and binding theory. All of these subsystems
apply to categories, wheﬁher they are lexical or not, just like
move o for example moves categories, whether they are lexical
or not. But determining the content of NP in GB is not done in
a unified fashion: lexical NPs have inherent content, while the
content of empty categories is dependent on an antecedent and
must be recovered by mechanisms that apply strictly to empty ca-
tegories. Furthermore, there are three such mechanisms: ECP,
control theory, and the Pro Drop condition. It is clear that by

their very nature, empty categories cannot have their content de-
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termined in the same fashion that the content of names is deter-
mined for example. However, this does not mean that their con-
tent has to be determined in a manner that is different from le-
xical NPs: it could be determined in a fashion similar to the way
that the content of lexical anaphors or lexical pronouns is de-
termined.

Recall the thecretical breakthrough that Conditions on

Transformations brought about: it led to a three-fold unifir:ation

of linguistic theory. First, Chomsky (1973) showed that move-
ment transformations do not differ with respect to koundedness:
so an apparently unbounded transformation like WH-movement was
reinterpreted as an iteration of a more local, bounded rule.
The second unifying proposal was to reduce all apparently un-
bounded transformations to the single rule of WH-movement (a
further step was taken in Chomsky and Lasnik (1977) in reducing
all movement rules to the single rule of move &). The third kind
of unification was trace theory. Trace theory is a unifying idea
because it brings the theory of movement rules closer to the theo-
ry of bound anaphora: the only movements affecting NPs that are
allowed are those wifh an output where the antecedent-trace re-
is a possible antecedent-anaphor relation.

lation/{ This considerably reduces the class of possible movements
and it is of a low cost in the grammar since conditions on ana-
Phora are independently needed for lexical anaphors.12

However, this unification of trace theory is greatly weak-
ened if additional stipulations are added in the grammar that re-

state in some other form conditions on the relation between an
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empty category and its antecedent. The goal of this thesis is
to eliminate this weakness by showing that the conditions which
govern the relation between a lexical anaphor or pronoun and its
antecedent, thus determining the content of the lexical anaphor
or pronoun, carry over to all empty categories so that no speci-
fic statement ever has to be made about empty categories.

In Chapter 2, we will propose a model of grammar where no
statement ever refers specifically to the empty category: its
distribution and type will be determined by the same subsystems
that determine the distribution and type of all NPs, whether
they are lexical or not; and the content of the empty category
Will be determined by the same subsystems which determine the
dependency of content of lexical anaphors and pronouns. Since
this model of grammar has only general statements about NPs and
Yet predicts the possibility cf having an empty category, with
its properties and distribution, it provides support to the claim
that a theouretical entity such as an empty category exists.

In the subsequent chapters, we will &bow how the data ac-
counted for by the three recoverability subsystems of GB can be
accounted for in the present model and what further insights the
analysis provides: Chapter 3 will deal with ECP, Chapter 4 with

the Pro Drop phenomenon, and Chapter 5 with facts of control.
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FOOTNOTES: CHAPTER 1

1. In (1), LF and PP denote levels of representation. 1In the
literature, these terms are often used not only to refer to these
levels, but also to the set of rules which map S-structure re-
presentations onto LF and PF. We will also use these terms in

this fashion, hoping that the context will avoid confusions.

2. It is very likely that part of Subjacency is derivable from
the ECP, as suggested by Kayne (1981a), since both of them are
locality conditions on binding if Subjacency is interpreted as

a condition on structures. The fact that "S deletion" allows

to circumvent barriers of both government and Subjacency is also
an indication that they are probably related. We will return to

this topic in Chapter 3.

3. Note that with regard to (3c), we want to say that A governs
its complement of NP (where of might presumably be inserted only
in PF, see 3.2). This means that in (i), we still want the ad-
jective to govern its complement.
(i) John is very proud of his story.
But in (i), the modifier very and the adjective proud seem

to form a constituent of which the complement of his story is not

a part, as can be seen by the fact that just this constituent can
be extracted without the complement. ‘
(i1) How proud is John t of his story?
What this suggests is that there is a small constituent as

in (iii), call it A’, which is similar to Williams' "small VP"
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(see also fn. 5).

(111) A

ADV/;i 7\

of his story

very proud

This seems to call for a modification of the notion of go-
vernment given in (4) since according to clause (i) of (4), proud
does not govern its complement in (iii) because of the presence
of very. But since there is only a small qlass of specifiers that
can appear under A’, or more generally x’, we will consider that
the core notion of government still holds in these cases, so
that elements under X* are closely related so that they form a
unit that can govern complements for example. If we did not
allow this for the core nction of government which is used for
subcategorization, then we would have to consider that the second
property of the core notion of government given above (i.e.
clause (i) of (4)) must be modified so that it would now be as in
(iv).

(iv) In the structure [Y eee B eee @ «ve B ...], a governs
8 if and only if

1° a=x°

IR

2° Y is a projection of o
3° B is an immediate constituent of y
Note that the third basic property, that y = a, would not

hold under this new modification. This description o the notion

of government runs into the problem that subjects would now be
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governed in structures like (v).

(v) =. [v.maxNP [VV]]

b. [gp ¥ [ & ...]]

But subjects are not part of the sub:iategorization frame
of a V or N (see Marantz 1981, Burzio 1981, Chomsky 1981a for
arguments). Thus (iv) cannot be a description of the properties
of the core notion of government and something to the effect
that x* is a low-level unit that allows government by the X has
to be assumed. Note that an extended notion of government with
properties like 2° in (iv) is proposed by Aoun and Sportiche, so
that this extended notion must incorporate a specification to the
effect that only a narrower notion of government is relevant for
subcategorization (see Chapter 2, fn. 24, and also the discussion

on gerunds in 5.2.1.2.1.)

4. In Chomsky (1981a), the Case Filter is given as in (i).

(1) #NP, i£ NP is lexical and has no Case.

The reason for this change is that gerunds must be assign-
ed Case like any other NP. But in Chomsky (1981a), it is assumed
that gerunds have the structure in (ii).

(11) NP's VP ]

[yp
Since gerunds do not have a N head in such an analysis, and
yet still require Case marking, the Case Filter is given as in
(1) . Note that this is the only motivation for the change in the
filter. However, we will see in Chapter 5 that there are reasons

to believe that gerunds do have a nominal head and that the Case

Filter can be stated as in (9) (although we will ultimately de-
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rive the Case Filter from some other principle of the grammar).

5. As noted by Chomsky in class lectures at MIT in the winter
of 1982, phrase structure rules are not really redundancy rules.
A redundancy rule has the following form: if A has F, then it
has F'. Phrase structure rules are not of this form: they do
not allow us to extract anything out of the lexicon and simpli-
fy it. So phrase structure rules have the status of generaliza-

tions rather than that of redundancy rules.

6. See Stowell (1981a) for the details of this analysis. The
condition of strict-adjacency on Case-assignment could be ex-
plained if we assumed, as in Bouchard (1979), that labelling of
syntactic nodes is done by lexical insertion, and that structural
relations are strictly binary. For example, two adjacent ele-~
ments in a string can only be bracketed as in (i) or (ii).

(1) [, a B]

(11) [ A B]
This has for consequence that three adjacent nodes could nevex

be all three immediate daughters of a same higher node since

three adjacent elements can only be bracketed as in (iii).

(111) a. [g [z a B] c] a'. [g & [g B c]]
b. [ [z & B] c] b'. [s A [z B c]]
c. [zlz a B] c] c'. [ a [ B c]]
a. [z [5 a 8] C ar. [ a [z B dl

In (iii), A and C could never be immediate daughters of the same

node, so that A could never govern C according to the definition
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of government given in (4) above; therefore, A could never assign
Case to C. 1In fact, no lexical node in the position of A could
govern more than one position. This can be rela@ed to Marantz's
(1981) proposal that a semantic role assigner can only assign one
Semantic role. So for example, in (iv),

(iv) Elmer gave a porcupine to Hortense.

the verb gave assigns a semantic role to a porcupine, the prepo-

sition to assigns a semantic role to Hortense, and the predicate

gave a porcupine to Hortense assigns a semantic role to-Elmer.

This approach to node-labelling also has far reaching conse-
quences on bzr-levels and government which I will not pursue here.
See Farmer (1980) and Nash (1980) for some discussion of related
topics. This type of node-labelling is also akin to Williams'
(1980) notion of small verb phrase for the English double NP

construction.

7. Stowell notes that this interpretation is similar to Bresnan's
(1972) observation that an infinitival complement describes "some-

thing hypothetical or unrealized".

8. We have seen that (26C) can be derived if the notion of go-
vernment given in (4) is used for subcategorization. As for
(26a), it amounts to saying that lexical insertion is responsible
for node-labelling. If we adopted the labelling procedure brief-
ly described in footnote 3, therefore, (26A) could also be ac-
counted for. So (26B) might be the only specification to be

made in the categorial component. And even then, a part of the

possibilities for the combinations of Subject, Verb and Object
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for example, would be highly marked in a node-labelling of the

type presented in footnote 3, as we can see in (i).

(1) s [v o] W S O
s [0 vV ] [0 v]s
[v o]s %0 S V

This seems to fit with the studies that have been done on this
kind of language typology (cf. Greenberg (1963)). However, we
will see in Chapter 4 that an additional stipulation will have
to be made to account for the difference between so called non-

configurational languages and configurational languages.

9. Chomsky's proposal is in fact to index A-positions at S-struc-
ture. The proposal made here to index these positions at D-struc-
ture keeps the important distinction that Chomsky wants to make
between indexation of A- and A-positions, and it allows an ele-
gant account of indexing by move o as we will see directly. The
distinctien that Chomsky wants to make is between A-position in-
dexing anqthdexing of a phrase base-generated in COMP and/?g (1) .
(1) ?Who, do you think that Mary would prefer that he,
stay home?

Such instances of the resumptive pronoun strategy, where a phrase
in COMP binds a pronoun in the gentence, indicate that there must
be an indexing procedure for A-positions too. However, A-posi-
tion indices are only relevant at LF: so we will say that these
indices are only assigned or visible at LF, to differentiate them
from A-position indices. So, depending on whether they have a
resumptive pronoun strategy or not, languages will differ as to

whether they allow such indexing of an A-position at LF {(see



46

Chomsky 1981b).

10. However, the relation between an A-position like COMP and

an A-position in the sentence seems to favor a syntactic movement
analysis of move o since, in the treatment of parasitic gaps for
example, the difference in indexing between a phrase moved to
COMP and one base-generated in COMP is crucial: the former is
indexed at D-structure, while the latter's index is only rele-
vant at LF, and it is only in the case that the phrase is moved

to COMP that it can license a parasitic gap.

11. We give here one version of the ECP. There are several dif-
ferent versions that have been proposed in the literature. This
version will suffice for our purposes since we will see shortly
that such stipulations as the ECP must be eliminated from the

grammar on principled conceptual grounds.

12. Note also that the fact that trace theory allowed all inter-
pretation to be done at surface structure was a precursor to the

Projection Principle.
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CHAPTER 2: DETERMINING THE PROPERTIES OF THE EMPTY CATEGORY
2.1 The issue.

In this chapter, we will propose some modifications of the
GB framework in order to satisfy the conditions that must be met
so that the null hypothesis about empty categories can be made:
the distribution, type and content of [;.e] must be fully deter-
mined by conditions and principles that apply to the category
NP, without discriminating as far as lexical content is concern-
ed. This, we hope, will strengthen the claim that a theoretic-

al entity like [y, e] exists.
The study of empty categories is particularly fascinating.
The properties of empty categories can hardly be determined by

Observation of overt data; therefore, it is reasonable to assume
that they reflect deeper principles of UG, so that empty catego-
ries are "windows" into the nature of the human language facul-
ty. This might be the reason why the study of empty categories
has proven to be such an important probe for determining proper-
ties of syntactic and semantic representations.

Once one postulates the existence of empty categories with
statements that refer to them like the ECP, control theory or the
Pro Drop condition, this does not resolve the problem of empty
categories, it poses the problem: one must then explain why the
Phenémenon exists with the properties it has. Chomsky (1981b)
takes up this question with respect to parasitic gaps: once one
has a statement about the conditions under which a parasitic gap

may appear in a sentence, the problem is to explain why the phe-
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nomenon of parasitic gaps exists with certain given properties.

Chomsky's answer is the following:

It is highly likely that the answer is that the phenomenon
exists with the properties it has because of other proper-
ties of UG and the particular grammar that are quite inde-
pendent of parasitic gaps; it is, again, most unlikely
that particular grammars have rules governing parasitic
gaps or that UG has some specific principles bearing on
this phenomenon, which is a particularly interesting one
for just this reason. While this seems a very plausible
assumption, it amounts to quite a strong claim, as noted
earlier. It means, for example, that all of the quite in-
tricate properties of parasitic gaps must be reducible to
general principles of UG, given rules and structures of the
particular grammar that are established on other grounds;
and it also means that if languages appear to differ with
respect to the existence or properties of parasitic gaps,
these differences must be complete’y explained on the ba-
sis cf other structural differences among the languages

in question. The task for the linguist, then, is to show
how independent properties of a particular grammar interact
to yield the distribution gnd interpretation of parasitic
gaps. (Chomsky, 1981b, p. 43g-44)

Our intention in this thesis is to apply this approach to
all gaps. This is an important test for the theory. As we have
seen, the validity of the Projection Principle crucially depends
on whether the other interacting components of the grammar can
provide an independently motivated account of the properties and
distribution of different manifestationsof the empty category.
If these components do not provide such an account in any reason-
able fashion, then we could doubt the validity of the Projection
Principle and of the whole approach of using empty categories
(the two being closely linked in an optimal theory), since this
account would have to be supplemented by stipulations referring
specifically to empty categories. But on the other hand, if

these components do provide such an account, then the Projection
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Principle receives significant support. We have seen that, in
GB, at least three stipulations have to be made strictly about

empty categories, so that they are not independently motivated:

the ECP, control theory, and the Pro Drop condition. The task
therefore is to eliminate these stipulations from the grammar.
This could be done because one sees some redundancy between these
stipulationsand other components of the grammar: it would there-
fore be good methodology to try to derive them from these other
components. But the reason why we want to eliminate them is

more principled: they must be eliminated because they weaken the
whole approach.given the null hypothesis about ECs. Furthermore,
by removing these stipulations from the grammar and deriving the
Properties of empty categories from principles and conditions that
apply to NPs in general, one reduces the class of possible gram-
mars since no special kind of (abstract) element is allowed to

be introduced in the grammar anymore, but the existence of such
an element must be independently motivated. (Recall the advan-
tage of trace theory which reduces the possible transformations
to those which have for output configurations that are like those
of independently motivated antecedent-anaphor relations).

If the properties of gaps are determined by components that
operate on NPs in general, then it is most likely that gaps
should share properties with iexical NPs. Off-hand, this seems
to be the case. So, for example, a gap can bear a 6-role; it
seems to function like an anaphor or a pronominal in some cases;

and it enters into agreement with elements that agree with lexi-
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Cal NPs, like lexical anaphors as in (1), attributive adjectives
in (2) and tensed verbs in (3).
(1) a. Anne seems [t to have hurt herself/shimself ]
b. Lisa tried [PRO to hide herself/s#himself behind the door ]

(2) a. Sébastien semble [t &tre trés content/#-te de son coup]
b. Pierrot a encore essayé [PRO de ne pas sembler surpris/
#-se ]

(3) Which men did you say [t [t were,#was at the door]]

These shared properties have to do with what the type of an
NP is (pronominal, anaphor, variable) and what its content is
(for example, agreement features). The need fox an NP in a gi-
ven position we will consider to be determined by the Projection
Principle and the 6-criterion without further discussion. Let
us now consider how the content and the type of an empty category
can be determined from the stipulations independently motivated

to account for properties of lexical NPs.

2.2 What is an empty category?
2.2.1 The content of an empty category.

A strong hypothesis to hold with respect to the content of
empty categories is that these internal properties of gaps are
a subset of the set of properties of lexical NPs, and that this
subset contains the minimal properties required for an NP to be
an argument: the properties necessary and sufficient for an NP
to be an argument would be the properties of a NP gap.

In order to determine what these minimal properties are, it

is interesting to look at what the three GB stipulations on reco-
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verability of the content of empty categories have in common.
First, consider control theory. Control theory establishes a
link between PRO and an antecedent, or it assigns (or checks pos-
sibly) the referential index arbitrary to PRO. So it seems that
PRO must have a referential index, either by being indentified
as coreferent with an antededent, or by getting the specific
index arbitrary. On the other hand, the Pro Drop condition re-
quires that the verbal inflection be "rich enough", that is,
that it possess certain grammatical features like person, number,
and gender that can be assigned to the pro subject, pro and AGR
forming a sort of discontinuous element.

As for ECP, it requires that the empty category be either
coindexed with an antededent or governed by a lexical element.
If one adopts Stowell's (1981a) idea of a wverbal grid in which
the index of the complement is inserted for 6-role assignment
and if, as is quite likely, one extends this to all lexical
heads that assign 6-roles (and/or assign Case and have subcate-
gorization frames as we have seen in Chapter 1), then the dispa-
rity in the notion of proper government is eliminated and what
emerges is that the empty category must be governed by an ele-
ment with which it is coindexed. We return to this topic in
2.2.4.3. So once again, just like in control situations, an in-
dex seems to be crucizl for an empty category. Note that this
index is also needed for pro since we will want to say that it
enters into coreference or disjoint reference relations with other

NPs in a sentence. 1In this case, we could either say that pro
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has an index of its own, or that it gets one from the AGR on the
verb.1

So a referential index (henceforth R-index) seems to be an
important feature of the internal properties of an empty cate-
gory. As for the grammatical features of person, number, and
gender (henceforth F-features), they also seem to be relevant for
all four manifestations of the empty category in GB. In Chomsky
(1981a) , PRO has these features intrinsically, hence its pronomi-

nal status. According to Chomsky, NP trace and variable also have
these features since they also enter into agreement with other

elements: these features are said to be "left behind" by move a .
And we have seen the dependency of pro on AGR for these features.
What we see, therefore, is that a R-index and F-features seem to
be part of the crucial content of a gap. This seems to be intui-
tively right: determining the reference of the empty category is
Certainly required if it is to be an argument, and the agreement
facts suggest that F-features are also part of the content of an
empty category.

We noted at the beginning of this section that we were look-
ing for the minimal properties required for an NP to be an argu-
ment. We expect therefore that these properties will be rele-
vant at LF, where the properties of arguments are ultimately ne-
cessary for proper interpretation to take place. It is interes-
ting to nde with respect to this that, in GB, the stipulations
for recoverability of the content of three out of four of the

manifestations of the empty category are stated to apply at LF.
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Thus, the ECP and control theory apply at LF. It is not clear
where the Pro Drop condition applies, however. In Chomsky (1981b),
where the manifestation of the empty category as pro 4is intro-
duced, the indexing relation between AGR and pro is established
at D-structure; but this is not the same kind of indexing as the
one that takes place between the other three empty categories and
their antecedents. It is a co-superscripting, and co-superscrip-
ting is not relevant for the binding theory, for example. It
seems that the minimal properties which are necessary to be an
argument could be relevant only at LF, so it might turn out that
these properties are recovered only at LF. But this raises the
question of the status of the F-features as part of these minimal
properties for argumenthood. Could it be that F-features are re-
levant only at LF, or is it simply that we were wrong in assuming
that F-features are part of these minimal properties, this being
only an apparent phenomenon? If the former is true, then this
raises questions about how and where the theory of agreement ap-

plies. If the latter is true, then one might want to explain
this accidental relation of F-features and argumenthood. 1In or-

der to answer these questions about R-indices and F-features,
We will explore what exactly would be the use of these elements
in LF.
2.2.2 F-features and Domain D

Consider the domain D of individudls associated with argu-
ments at LF as values of variables, denotata of names, etc.,

which is presented in Chomsky (1981a). This is the domain that
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contains "mental objects" to which language can refer. Thus
domain D contains mental objects which are the mental represent-
ations of real world objects like chairs and linguists, and birth-
day cards. But domain D also contains objects which have no real

world egquivalents, like flaws in arguments, unicorns and the like.

Domain D stands at the interface between real world and "linguis-
tic world". This domain D even contains objects which are not

~_—
really mental objects, since they are not possibly conceivable,

like square circleg, for example.

When we use the term 'referential expression', therefore,
we mean to refer to objects in domain D, not in the real world,

since we clearly want flaws and unicorns and square circles to

"be referential expressions as far as linguistic rules and prin-
ciples are concerned. This is because NPs like these behave
like truly referential expressions with respect to grammatical
processes like establishing coreference with a pronoun or taking
a 9-yrole. So, for example, we want to account for the grammati-
éality'judgements in (4) in the same way that we account far
those in (5) (where underlined NPs are meant to be read as co-
referential).
(4) a. John believes that a_dog will chase its shadow.

b. #John believes that it will chase a dog's shadow.

(5) a. John believes that a unicorn will chase its shadow.
b. #John believes that it will chase a unicorn's shadow.

Note that this step in the process of interpretation is not
to be confused with what might be called "real semantics”,
that is, the study of the relation between language or
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language use and the world. Rather, it should be con-
sidered to be in effect an extensibm: of syntax, the con-
struction of another level of mental representation be-
yond LF, a level at which arguments of LF are paired with
entities of mental representation, this further level then

entering into "real semantic interpretation”.
(Chomsky 1981a, p. 324)

Assuming, therefore, that there is such a domain D, what
can be said about the individuals in it? First, we can say that
the individuals in domain D can be divided into subsets of indi-
viduals that can or cannot have a property P predicated of them.
For example, each of the following predicates subdivides domain
D into two sets of individuals: the individuals that can fill

the subject position of the predicate, and those that cannot.

(6) a. X saw Mary.
b. x saw that Mary was a smart girl.
C. Xx is turning green.

But this tells us little that can be useful in grammar about the
individuals in domain D. A more interesting approach would be

to see if the individuals in domain D have features that are lin-
guistically relevant. For example, these individuals seem to be

marked for selectional features: the examples in (7) and (8)
show that these individuals can be grouped into subsets of do-
main D depending on whether they have the feature [+human].
(7) a. Who hit Bill?

b. For which x, x a person, x hit Bill

A: a. John hit Bill.
b. %The rock hit Bill.
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(8) a. What is on the table:
b. For which x, x an object, x is on the table

A: a. The book is on the table.
g.??Bill is on the table.

However, since selectional features can be attributed to indivi-
duals in the real world, the above facts tell us little about the
existence of a domain D which would be an interface between the
real world and the linguistic werld. The interesting question,
therefore, is whether strictly grammatical features can define
subsets of individuals in domain D. The answer is yes. Consider
(9) and (10).
(9) a. Laquellepréféres-tu?

b. Which x, such that x is feminine in French, you prefer x
(10) a. Which ones do you prefer?

b. Which x, x a set of individuals, you prefer x

c. Which x, such that x is plural in English, you prefer x

In (9), the individuals in domain D are divided into two
subsets, depending on their gender in French: the answer to the
question can be anything that is feminine in French. Similarly,
in (10), under reading (10c), the individuals in domain D are
divided into two subsets, depending on their number: the answer
to the question can be anything that has the intrinsic feature

plural in English (e.g. trousers, scissors, etc.). The reading

in (10b) is the case where a plural in the real world is a pro-
Per answer, i.e. more than one individual.
The same observation can be made about pronouns as in (11)

and (12).
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(11) a. cCette table est belle et elle irait bien dans notre
salon.

b. These scissors are sharp because they are new.

(12) a. Elle est belle (la table, la lune,la fille d'a cété...)
b. They are new (the scissors, the trousers, ...)

In (11), we have instances of pronouns- which are coreferen-
tial with NPs expressed in the sentence. In (12), the pronouns
are deictic, that is, pronouns that are considered to be pragma-
tically controlled. What we see is that even the deictic pronouns
are sensitive to some aspects of linguistic form: deictic pro-
nouns can only refer to mental objects which have matching F-
featares, even if these F~-features are not recoverable from the
syntactic context.

This observation is not new. Hust and Brame (1976) for ex-
ample, showed that whether a pronoun is deictic or not, it must
agree, and it must do it in a consistent way. By this, they
mean that in the case of a noun like ship, for example, both it
and she can be used to refer tc the same entity that ship refers
to. Yet, in a sentence like (13), it is not natural for it and

she to refer to the same entity.

(13) Sne is not as fast as it once was.

Similarly, in German, where we may refer to an automobile
as das Auto and der Wagen, the same judgement holds as to the

coreferentiality of es and er in (14).
(14) Es war schneller als er friher war.

This type of deviance is due to the fact that coreference is de-
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termined on linguistic objects in domain D; which have grammat-
ical features, and that coreferential NPs, i.e. NPs with the same
R-index, must agree in F-features, as it will be made explicit
shortly.2

What this discussion on gender and number suggests is that
individuals in domain D have grammatical features, so that domain
D is really an interface between real world and linguistic world.
Because of this, we can assume that there exists a general prin-
ciple which governs the pairing of NPs with entities of mental
represantation, i.e. the individuals in domain D, and that this
principle crucially makes stipulations about F-features. Further-
more, we must also assume that some device is used to indicate
reference: so we will assume that NPs bear referential indices
(R-indices) to account for facts of coreference and disjoint
reference. We will call this principle which governs the pair-
ing of NPs with individuals in domain D the principle of Denota-
bility. We will assume that the principle of Denotability ope-
rates on the mapping of NPs in LF onto individuals in domain D.
It can be stated as in (15).

(15) Principle of Denotability I

An NP will denote an object in domain D iff that NP has an \
R-index and that NP has F-features (= person, number, gender).

This principle can have quite far reaching eonsequences on
the analysis of empty categories since it requires that an empty
category that is in an argument position bear both an R-index and

F-features at the level of LF. This then will be the content of
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the empty category that must be recovered at LF.
2.2.3. The principle of Denotability and lexical NPs.

Before looking at the effects of the principle of Denotabi-
lity on empty categories, let us look at how it deals with lexi-
cal NPs, since we want to respect the general conceptual approach
presented above and make sure that all the principles and rules
that we propose apply to the category NP in general.
2.2.3.1. Names.

First consider the case of a name. This is the most straight-
forward case since we will make the reasonable assumption that
the lexical entry of a name contains F-features as part of the
abstract morphophonological structure of this item, and that names
are assigned an R-index when they are inserted in D-structure.4'
2.2.3.2. Pronouns.

Lexical pronouns will be like names as far as their F-feat-
ures are concerned. However, the R-index of a pronoun is differ-
ent from that of a name in that the R~index of a name is fixed
in some sense, whereas a pronoun can freely pick any index at
all, subject to coreference (or disjoint reference) conditioning
which operates independently from this free choice of R-index.5
Apart from the coreference conditioning, to which we will return
in 2.3., there is also an agreement conditioning on pronouns,
whether they are pragmatically or syntactically contrciled as we
have seen in (9)-(14) above. This can be stated as in (16).

(16) -Agreement
o assigns (redundantly) its F-features to g if g and g

have the same R-index.
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The introduction of redundantly in parentheses allows the rule

to be a feature checking rule or a feature assigning rule, de-

pending on whether redundantly is taken into consideration or

not, respectively. This will be made clearer as we go along.
2.2.3.3. Anaphors.

The last instance of a lexical NP to consider is that of
a lexical anaphor, i.e. a reflexive or a reciprocal. Lexical ana-
hors are like names and pronouns in that they have F-features
specified in their lexical entry as part of their abstact mor-
phophonological structure,_and they are like pronouns in that
there is an agreement requirement on their F-features. We have
seen in (16) that agreement takes place when an item's R-index
is the same as the R-index of another item. The fact that lex-
ical anaphors must agree with - some element is expected since,
by definition, anaphors are referentially dependent elements.
We have seen that pronouns are also referentially dependent in
some sense since, although they can freely pick any index (sub-
ject to coreference and agreement restrictions), they do not
have a specific R-index of their own like names do. But there
is a difference between pronouns and anaphors in that the depen-
dency of the anaphor is much stronger and also more local. The
dependency is much stronger in that the anaphor must have a syn-
tactic antecedent from which it can pick its reference, whereas
the pronoun's reference can possibly be only pragmatically con-

trolled. This can be seen in the contrast between (17) and (18).
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(17) a. Johni hurt himselfi.

b. #Himself came for dinner.
(18) a. Johni saw that he, was going to be late.
b. He came for dinner.
To express this difference between lexical anaphors and
Pronouns, we will postulate that lexical anaphors do not have an

R-index in their lexical entry, so that an R-index must be as-
signed to the lexical anaphor by its antecedent in order to sa-

tisfy the principle of Denotability. This lack of an R-index
would capture the intuitive idea that anaphors are referential-
ly dependent. The fact that this dependency is very strong, in
that the reference of the anaéhor must be syntactically control-
led, suggests that the assignment of an R-index to an anaphor is
determined by a rule, hence is grammatically determined. This
rule, or possibly a compdénent interacting with it, will also
express the locality requirements on the antecedent-anaphor

relation that are violated in (19).
(19) »Martin said that himself would come alone.

The fact that the R-index of an anaphor is assigned by a
rule would also account for the fact that the antecedent of an
anaphor is unique, whereas a pronoun can be coreferential with

more than one NP.

(19') a. Johni told Maryj that theyj__‘_j should leave early.

b. !Johni believes Maryj to like only themselvesi+j.

Let us call the linking between antecedent and anaphor gram-
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matical binding. We turn now to the task of determining what

this grammatical binding is, and where it takes place in the
grammar.

The first thing to determine is when we are indeed dealing
with such an anaphoric relation. It is often assumed that this
can be easily done since anaphors have morphdlogical features
that identify them as such, Thus, for reflexives for example,
English has the suffix -self attached to a pronoun to indicate
that this is an instance of an anaphor. Similarly, Dutch has
the suffix -zelf, and French has the suffix -méme. Furthermore,
in Romance languages, some clitic forms can be Inherently refle-
xive, like French se or Italian si. It is also generally assumed
that pronouns and anaphors are in complementary distribution, in
the sense that pronouns enter obligatorily into disjoint refer-
ence where anaphors may appear. Thus, in (20b), John and him
are obligatorily disjoint in reference.

(20) a. John; shaved himself,.

b. John shaved him.

Z But this complementary distribution is blatantly violated
if the distinction is a purely morphological one. This can be
seen in (21)-(22), where both pronominal and anaphoric forms are
acceptable, and in (23)~(24), where pronouns and anaphors seem
to appear in the same syntactic context, although in this case
pronominal and anaphoric forms are not interchangeable with one

another.
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(21) a. John heard stories about him/himself

b. John says that a picture of him/himself was hanging
on the wall.

read each other's/their books.

:

(22) Victor est content de lui/lui-méme.

(23) a. John always keeps his wits about himghimself.
b. John is always talking about himself/®him.

(24) a. Victor a toute l'équipe avec lui/#lui-méme.
b. Victor bavarde avec lui-méme/#lui.

One early attempt to account for these facts was presented
in Chomsky (1965). There, Chomsky proposed to account for the
contrast between the sentences in (25a) and (25b) by assigning
them different structures, as in (26a) and (26b), respectively.
(25) a. I kept it near me.

b. I aimed it at myself.
(26) a. I kept it [S it is near mel
b. I aimed it EPP at myself]

Chomsky (1965) assumes a rule of reflexization that applies
only sentence internally, so that I and me are not both immedi-
ately dominated by the same S node, and reflexivization does not
apply in (26a). But even such a powerful grammar could not ac-
count for sentences like those in (27), which Chomsky (1965)
points out as problematic.

(27) a. I pushed it away from me.
b. I drew it toward me.
Here, deep structures with S complements are difficult to motiv-

ate in Chomsky's (1965) framework, and yet reflexivization is
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is impossible.

The attempt in Chomsky (1980) to account for these facts
is very similar to the one in Chomsky (1965). Thus a sentence
like (28a) is given the underlying structure (28b), with to be
deletion applying subsequently.

(28) a. John considers Mary angry at him.
b. John considers [s Mary to be angry at him]

So him in (28) is in an opaque domain, the domain of the sub-
ject Mary, and so it can have John as its antecedent since John
is not in this domain. But this runs into the problem of the non-
synonymy of pairs like (29) and (30), which was pointed out in
Chomsky (1970).

(29) John considers Mary silly.
(30) John considers Mary to be silly.

In Chomsky (1981a), a new attempt is made at solving this
problem. First Chomsky postulates the binding conditions in
(1-(6)), repeated here as (31), to account for different possi-
bilities of coreference.

(31) A. An anaphor is A-bound in its governing category.

B. A pronominal is A-free in its governing category.
C. An R-expression is A-free everywhere.

Governing category is defined in (32).

(32) B is a governing category for g iff 8 is the minimal ca-
tegory containing o, a governor of o, and a SUBJECT ac-
cessible to a.
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So, in a sentence like (25b), an anaphoric relation can be
established between I and myself because, although myself is
governed by at, the PP is not its governing category because the
PP at myself has no accessible SUBJECT. But then to account for
sentences like the one in (33a), one is forced to postulate that
PPs can have PRO subjects, as suggested by Manzini (1980), and

that the D-structure of the PP is similar to the one of an AP like
in (34).

(33) a. John saw a snake near him.
b. John saw a snake [PRO near him].

(34) a. John considers Mary [PRO angry at him)
b. John left the room [PRO angry]

So the PP in (33) is a governing category, and him is there-
fore free in its governing category in accord with the binding
condition B. This solution is very similar to the one presented
in Chomsky (1965). And Chomsky has the same qualms about this
solution that he had in Chomsky (1965): The idea seems quite in-
appropriate in other cases. For example, compare the sentences

in (35).

(35) a. John turned the child against him/#himself.
b. John turned the argument against #him/himself.

In order to account for this difference by a structural dif-
fereﬂce between the two sentences, one would have to claim that
turn takes a clausal complement in (35a) but not in (35b). This
is not very appealing, and furthermore, there is no independent

LF form John-turn-clause.
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Chomsky (1981a) also points out that Manzini (1980) shows
on the basis comparative evidence that theblausibility of this
structural solution is illusory. Manzini compares the Italian
analogues of (34a) and (34b) in (36a) and (36b) respectively.

(36) a. Gianni considera Maria arrabbiata con lui/#se/#se stesso.
b. Gianni vide un serpente vicino a lui/se/#se stesso.

Italian has two reflexive elements, se and se stesso, which
correspond roughly to the English X-self. Manzini points out
that se stesso can appear only in a subclass of the environments
where se can appear, and that the additional restrictions on the
distribution of se stesso do not relate to the theory of binding.
She suggests that the English X-self is more closely related to
Se stesso than to se, and that the same irrelevant reasons which
prohibit the occurrence of se stesso in (36b) are responsible
for the impossibility of X-self in (33).

Chomsky's conclusion from this set of data is that a uni-
fied treatment of (33) and (34) is not warranted and that the ap-
parent similarities between these sentences "may be an artifact
based on peculiarities of English reflexivization. It is highly
doubtful, then, that such facts as (33) should be used as the
basis for any structural argument" (Chomsky, 1981a, p.291).

This conclusion seems justified since constructions of the
type [PP P NP] with respect to reflexivization (considered not
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