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Abstract

Cantor's theory of cardinality violates common sense. It
says. for example. that all infinite sets of integers are
the same size. This thesis criticizes the arguments for
Cantor's theory and presents an alternative.

The alternative is based on a general theory, called n(s ..

(for "Class Size")- CS consists of all sentences in the
first-order language with a subset predicate and a
less-than predicate which are true in all interpretations
oftti at 1an 9u age whose doma i n i s a fin i t epawe r set. Th us,
CS says that less-than is a linear ordering with highest
and lowest members and that every set is larger than any of
its proper subsets. Because the language of CS is so
restricted, (5 will have infinite interpretations. In
particular, the notion of one-one correspondence cannot be
eKpressed in this language, so Cantor's definition of
similarity will not be in (S. even though it is true for
all fin i te se t s •

We show that (5 is decidable but not finitely axiomatizable
by characterizing the complete extensions of (5. (5 has
"finite completions", which are true only in finite models.
and "infinite completions", which are true only in infinite
nlodels. An infinite completion is determined by a set of
"remainder principles". which say, for each natural number
n, how many atoms remain when the universe is partitioned
into n disjoints subsets of the same size.

We show that any infinite completion of (5 has d model over
the pow~r set of th~ n3tural numbers which satisfies an
additional aKiom, OUTPACING:

if initial segments of A Gventually become smaller
than the corresponding initial 5egments of at then A
is smaller than B.

Models ~hich satisfy OUTPACING seem to accord with common
intuitions about set size. In particular, they agree with
the ordering sugqested by the notion of asymptotic density_
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A Note to the Reader

1. The notations used in this thesis are summarized in the

appendix.

2. The app~ndix also lists some model theoretic notions

and facts used in the text.

3. There is an index in the back which covers models,

theories. statements, predicates, and languages.

4. The "findings" in this thesis are mostly contained in

the first three chapters and the lasti chapters 4 and 5 are

devoted to the proof of a completeness theorem. The last

section of chapter 5 also contains some iriteresting

coroll3ries of the completeness theorem and its lemmas.



I

It

•

•

•

8

1 INTROOUCTION

1.1 THE PROBLEM

This paper proposes a theory of set size which is based on

intuitions. naive and otherwise. The theory goes beyond

intuitions. as theories will. so it needs both

justification and defense. I spend very little time

justifying the theory; it is so clearly true that anyone

who comes to the matter without prejudice will accept it.

I spend a lot of time defending the theory because no one

who comes to the matter comes without prejudice.

The prejudice stems from Cantor's theory of set size, which

is as old as sets thernselves and so widely held as to be

worthy of the name. "the standard theory". Cantor's theory

consists of just two principles:

ONE-ONE: Two sets are the same size just in case there

is a one-one correspondence between them.

CANTOR<: A set. x, is smaller than a set. y. just in

case x is the same size as some subset of y, but

not the same size as y itself •

A "one-one correspondence" between two sets is a relation

which pairs each member of either set with exactly one

member of the other. For example. the upper-case letters
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of the alphabet can be paired ~ith the lower-case letters:

AB(DEFGHIJKLMNOPCRSTUVW~YZ

abcdefgh~jklmnopqrstuvwxyz

so, the standard theory says~ thp set of upper-case letters

is the same size as the set of lower-case letters. Fine

and good.

The standard theory also says that the set of even numbers

is the sanle size as the set of integers. since these two

sets can also be paired off one~to-one:

•••

•••

, -n,

,- 2n,

•••• -2. -1, 0, 1, 2, •••

•••• -4, -2, 0. 2. 4, •••

• n, • ••

• ••

t

t

Similarly, the standard theory says that the set of

positive even integers is the same size as the set of prime

numbers: pair the n-th prime ~ith the n-th positive even

integer. In both of these cases, common sense chokes on

the standdrd theory.

In the first case, common sense holds that the set of

i n t e 9e r 5 i 5 1 a r 9e r t han the set 0 f eve n i rt t e 9 e r 5 • The

integers contain all of the even integers and then some.

So it's just good common sense to belie~e there are more of

the former than the latter. This is just to say that
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common sense seems to follow

SUBSET: If one set properly includes another, then

the first is larger than the second.

even into the infinite, where it comes up against the

standard theory.

Common sense can make decisions without help from SUBSET.

Though the set of primes is not contained in the set of

even integers, it is still clear to common sense that the

former is smaller than the latter. One out of every two

inteaer~ is even, while prime numbers are few and far

between. ~o doubt. to use this reasoning, you need a

little number theory in addition to common sensei but.

qiven the number theory. it's the only conclusion common

sens~ allows.

The theory proposnd here accommodates these bits of common

sense reasoning. It maintains SUBSET and a "few and far

between" principle and much else beside5. To state this

theory. I u~e three two-place predicates: '<', '=', and

'>'. If 'A' and '8' name sets. then

'A < 0' IS read as 'A is smaller than B',

'A = B' is read as 'A is the same size as B',

'A ) B' is read as 'A is larger than Bt.
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Incidentally. we will assume throughout this thesis that

the following schemata are equivalent, item by item. to the

readings of the three predicates given above. assuming that

A is the set of ALPHAS and B is the set of BETAS:

A) There are fewer ALFHAS than BETAS.

There are just as many ALPHAS as BETAS.

There are more ALPHAS than BETAS.

B) The number of ALPHAS is. less than the number

of BETAS.

The number of ALPHAS i s the same as the number

of 3ETAS.

The number of ALPHAS i s greater than the number

of BETAS.

and t fin a 1 " y,

C) The size of A is smaller than the size of B.

A and g are (or "have") the same size.

The size of A is larger than the size of B.

Regarding this last group, we emphasize that we are not

arguing that there "really are" such things as set sizes,

nor that th~re "aren't redlly" such things. Statements

about "sizes" can be translated in familiar and long-winded
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ways into statements about sets. though we won't bother to

do so.

I have identified the standard theory. Cantor's, with t~o

principles about set size. The term 'size', however. is

rarely used in connection with Cantor's theory; so it might

be wondered whether the standard theory is really so

standard. In stating ONE-ONE and (ANTOk(, Cantor used the

terms 'po~er' and 'cardinal number' rather than ·size'. In

the literature the term 'cardinal number' (sometimes just

'number') is used most frequently. If someone introduces

'cardinal number' as d defined predicate or as part of a

contextual definition :e.g. "We say two sets have 'the

same cardinal number iff ..... ). there is no point in

discussing whether that person is right about size.

Though Cantor's theory is usually taken as a theory of set

size. it can also be taken as "just" a theory of one-one

correspondences. More specifically. saying that two sets

are "siinilar" iff they are in one-one correspondence can

either be taken as a claim about size or be regarded as a

mere definition. '·:~ether or not "similarity" is

co~)(1:.ensive with "being the same size", the definition is

worth making. The relation picked out is well studied and

well worth the study. The technical brilliance of the

theory attests to this: it has given us the transfinite

hierarchy, the continuum problem, and much else. In
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addition. the theory has consequences which don't, ~rima

facie, seem to have anything to do wit:, size or similarity;

the existence of transcendental numbers comes to mind. All

of this is to say that the interest in one-one

correspond~nce has not been sustained solely by its

identification with the notion of size. Hence. denying

that they are the same does not endanger the theory of

one-one correspondences, Qer s~.

But most mathematicians and philosophers don't use

'cardinal number' as a mere abbreviation. They use the

term in just the way that we use 'size' and slide fre~ly

among (A). (8), and (C). This is trve. in particular, of

Cantor, who offered ONE-ONE as a theory; indeed. he offered

an argument for this theory.
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1.2 CANTOR~S ARGUMENT

Cantor bases h!s argument for ONE-ONE on the idea that the

size of a set. its cardinal number. depends on neither the

particular elements it contains nor on how those elements

are ordered:

( 1 ) :

The cardinal number, CARO(M). of a set M (is the

general concept which) arises from M when we make

abstraction of the nature of its elements and of the

order in which they are given. (Cantor. p.8b)_

But to say that the cardinal number of a set doesn't depend

on certain things is not to say what the cardinal number

is. Neither does it insure that two st:!ts have the san.e

cardinal number just in case they are in one-to-one

correspondence. To flesh out this notion of "double

abstraction", Cantor reduces it to a second abstraction

operator. one which works on the elements of sets rather

than the sets themselves:

Every element. m. if we abstract from its nature

becomes a Ituni til ••• (Cantor, p.86).

And so, concludes Cantor:

The cardinal number, tARD(~) is a set composed of units
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(which has existence in our minds as an intellectual

image or projection of M.) (Cantor. pe8b)

According to Jourdain, Cantor

distinguished very sharply between an aggregate and a

cardinal number that belongs to it: "Is not an

aggregate an object outside us, whereas its cardinal

number is an abstract picture of it i!l 2Y!. mind."

(Cantor. p.eO)

1 have parenthesized the expressions above where Cantor

describes cardinal nurnbers as mental entities.

~everthele5s, I can only make sens~ of his arguments

insofar as he treats cardinal numbers as sets: he refers to

them as "definite aggregates", supposes that they hav~

e~ements. and employs mappinqs between cardinal numbers and

other 5~tS.

The following three statements seem to express Cantor's

intent:

1.1 CARD(M) = (V: Ex(x E M & Y = ABST(x) }

1.2 (x)(Ey)(y = A3ST(x) t UNIT(y)

1.3 (~)(y)(y E card(M) -. UNIT(y»)

tlABST(x)f11 is to be read as lithe result of abstracting from
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the element xn , "UNIT(x)" as lOX is a unit". and nCARD(~)H

as lithe cardinal number of MI'.

So (1.1) gives a definition of cardinal number, in terms of

the operation of abstracti~n. from which Cantor proves both

ONE-ONEa and ONE-ONEb.

ONE-ONEa: CORR(M,~) ~~ CARD(M) = CARD(N)

ONE-ONEb: CARD(M) = (ARD(~) -~ CORR(M.N)

O~E-ONEa is true, says Cantor, because

the cardinal number (ARD(~) remains unaltered if in the

place of one or many or even all elements m of Mother

things are substituted. (p. 88)

and so, if f is a one-one mapping from M onto N, then in

replacing each element. m. of M with f(m)

M transforms into N without c~ange of cardinal number.

(pea8)

In its weakest form, th~ principle Cantor cites says that

if a singl~ element of M is replac~d by an arbitrary

element not in M then the cardinal number of the set will

remain the same. rhat is.
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(1.4) (a E M & ~(b E M)

t N = {x: (x Eo .., & x ., a)

-~ CARO(M) : CARD(N)

()( = b) 1 )

The reasoning here is clear: so far as the cardinal number

of a set is concerned, one element is much the same as

another. It is not the elements of a set, but only their

abstractions. that enter into the cardinal number of a set.

But abstractions of elements are just unitsi so one is much

the same as another.

ONE-ONEb is true. Cantor says, because

••• CARO(M) grows. ~o to speak. out of M in such a way

that from every element m of M a special unit of

CARD(M) arises. Thus we can say that CORR(M,CARD(M».

(p.88)

So, since a set is similar to its cardinal number. and

similarity is an eQuivalence relation, two sets with the

same cardinal number are similar. Unless each element of a

set abstracts to a "special". i.e. distinct, unit. the

correspondence from M to its cardinal number will be

many-one and not one-one. A weak version of this principle

is:

(1.5) If M = {a,b} and a 1 b. then



18

CARD(M) = (ABST(a).ABST(b)} and ABST(a) 1 ABST(bJ.

These two arguments do one another in. (1.4) says that

replacing an element of a set with any element not in the

set does not affect the cardinality. But. by the

definition of CARD(M) (1.1), this means that

(1.6) (x)(y)(A9ST(x) = ABST(y»)

For, consider an arbitrary pair of elements. a and b. let

M = (a] and let N = (b). So, the conditions of (1.4) are

met and CARD(~) = (ARD(N). But CARD(M) = (ABST(a)} and

CARD(N) = (ABST(b)), by (1.1). Generalizing this argument

yields (1.6).

So Cantor's argument for ONE-ONEa only works by assigning

all non-empty sets the same, one-member~d, cardinal number.

~ut this contradicts ONE-ONEb.

Conversely. the argument that a set is similar to its

cardinal number relies on (1.5), which entails

(1.1) (x)(y)(x 1 y -~ ABST(x) 1 ABST(y) )

assuming only that any two objects can constitute a set.

But if the abstractions of any two elements are distinct.

then no two sets have the same cardinal number as defined
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by (1.1). contra ONE-ONEa.

There is no way to repair Cantor's argument. Ra~her than

leading to a justification of ONE-ONE. Cantor's definition

of cardinal number is sufficient to refute the principle.,

The negation of (l.b) is:

(1.8) ExEV(ABST(x) 1 ABST(y»)

So one of (1.6) and (1.8) must be true. We have shown that

(1.6) contradicts ONE-ONFb. Similarly. (1.8) contradicts

ONE-O~Ea: if a and b have distinct abstractions. then {a}

and {b} have distinct cardinal numbers. (ABST(a)} and

(ABST(b)}. despite the fact that they are in one-one

correspondence. So. ONE-ONE is false whether (1.6) or its

negation, (1.8). is true.
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1.3 CANTOR AND THE LOGICISTS.

Though both Frege and Russell accepted Cantor's theory of

cardinal ity, neither accepted Cantor's argument. Frege

spends an entire chapter of the Grundlagen mocking

mathematicians from E~clid to Schroder for defining numbers

as sets of "units". He neatly summarizes the difficulty

with such views:

If we try to produce the number by putting together

different distinct objects. the result is an

ag~lomeration in which the objects remain still in

possession of precisely those properties which serve to

distinquish them from one another, and that is not the

numoer. But if we try to do it in the other way. by

putting together identicals, the re~ult runs

perpetually together into one and we never reach d

plurality •••

The word 'unit' is admirably adapted to conceal the
•

difficulty ••• We start by calling the things to be

numbered "units" without detracting from their

diversity; then subsequently the concept of putting

together (or collecting. or uniting, or annexing. or

whatever we choose to call it) transforms itself into

arithmetical addition, while the concept word 'unit'

Changes unperceived into the proper name 'one'.(pp.

50-51)
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These misgivings about units don't prevent Frege from

basing his definition of 'number' and his entire reduction

of arithmetic on Cantor's notion of one-one correspondence.

"This opinion." says Freqe. "that numerical equal ity or

identity must be defineo in terms of one-one correlation,

seems in recent years to have gained widespread acceptance

amonq mathematician5" (pp.73-74)_ Frege cites Schroder,

Kossak. and Cantor.

Russell displays sifnilar caution about Cantor's argument

(see Principles of Mathematics. p.305) and similar

enthusiasm for his theory (see the quote at the beginning

of chapter 2. for example.)

Of course, Fre~e and Russell "cleaned up" Cantor's

presentdtion of the theory. Russell. for example. notes

that Cantor's statement (1) is not a "true definition" and

merely presupposes that every collection has some such

property as that indicated -- a property. that is to

say. independent of its terms and of their order;

depending, we might feel tempted to add, only upon

their number. (Ibid. pp. 304-305)

So Russell. and similarly Frege. relied upon the principle

of abstraction to obtain a" "formal definition" of cardinal



numbers, in contrast to Cantor. who had "taken" number "to

be a primitive idea" and had to rely on "the primitive

proposition that every collection has a number. n (Ibid)

SOt while some people regard Cantoris ONE-ONE as "just" a

definition and others embrace it as a theory, the logicists

have it both ways: adding ONE-ONE as a "formal definition"

to set theory (or, as they would have it. logic) they have

no obligation to defend it and can steer clear of pecul iar

arguments about "units"i at the same time. they can advance

it as a great lesson for simple common sense.

The logicists' adoption of Cantor's theory of cardinality

needs no great explanation: it I'came with" set theory and.

to d large extent, motivated set theory and determined its

research prohlems. But there are two specific reasons that

they should have seized upon ONE-ONE and tANTOR<. First.

they Doth h~ve the form of definitions, no matter how they

are int~nded. So the notion of cardinal ity is "born

reduced".

Second. Cantor's theory clears the way for other

reductions. Suppose, for example. you wish to reduce

ordered pairs to sets. Well. you have to identify each

ordered pair with a set and define the IIrelevant"

properties of and relations among ord~red pairs in terms of

properties and relations among sets. One of the relations
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that has to be maintained is, of course, identity: so each

ordered pair must be identified with d distinct set. In

addition. the relative sizes of sets of ordered pairs

should be pre5erved under translation. But. if ONE-ONE is

the correct theory of size, then this second condition

follows from the first. since the existence of one-one

correspondences will oe preserved under a one to one

mappinq.
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1.4 AIMS AND OUTll~E

It would be naive to suppose that people's faith in

Cantor's theory would be shaken either by refuting specific

arguments for ONE-O~E or by associating the acceptance of

that theory with a discredited philosophy of mathematics.

Such points may be interestingt but in the absence of an

alternative theory of size, they are less than convincing.

This dissertation presents such an al~ernative. Chapter 2

canvasses common sense intu!tions for some basic principles

about set size. Chapter 3 reorganizes those principles

into a tidy set of axioms. offers an account of where the

intuitions come from (viz. known facts about finite sets),

and mines this source for additional principles to

incorporate in our theory. Chapters 4 and 5 prove that the

tneory so obtained is "complete". in the sense that it

embraces all facts about finite sets of a certain kind

(i.e. expressible in a particular language). Finally.

chapter 6 elaborates additional principles that concern

only sets of natural numbers and demonstrates that these

additional principles. together with the theory in chapter

3 are satisfiable in the domain of s~ts of·-natural numbers.
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2b

THE GENERAL THEORY

"The possibility that whole and part may have the

same number of terms is, it must be confessed,

shocking to common sense ••• Common sense.

therefore, is here in a very sorry pl ight; it must

choose between the paradox of lena and the paradox of

Cantor. I do not propose to help it. since I

consider that, in the face of the proofs. it ought to

commit suicide in despair." (Russell. B. Principles

of Mathematici' p.358)

I

•

•

•

•

Is common sense confused about set size, as Russell says.

or is there a way of elaborating on common sense to get a

plausible and reas~nably adequate theory of cardinality? To

he "plausible", a theory should at least avoid ;:>rinciples

3nd consequences which violate common sense. To be

"reasonably adequate". a theory has to go beyond bare

intuitions: it should not rest with trivialities and it

should answer as many Questions about set size as possible.

though it needn't be complete. Plausibil ity and adequacy

are conflicting demands: the first says that there should

not be too many principles (no false ones, consistencv)w

the second that there should not be too few principles.

In the Introductio", I argued that a coherent theory of
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cardinality has to contain some principles that refer to

the kinds of objects in sets. pac~ Cantor. In this

chapter, however. I want to see how far one can go without

such principles. i.e. how much you can say about the

.maller-than relatiQQ without using predicates (other than

the identity predicate) which relate the members of the

sets being comp3red. I shall begin by stating a number af

principles and expldining why they are included in the

general theory_
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2.1 THE THEORY CORE

First, there is the SUBSET principle:

SUBSET: If x is a proper subset of y, then x is smaller

than y.

The reason for including SUBSET should be obvious. What

has prompted the search for an alternative to the standard

theory of cardinality is the conflict bet~een ONE-ONE and

SUBSET. Now. it is often said that common sense supports

both of these principles and that it is in doing so that

common sense is confused. From this it is supposed to

follow that common sense cannot be rel ied upon. so we

5hould opt for ONE-ONE, with the technical attractions that

it provid~s.

But there's a difference in the ~av that common sense

supports these two princi9les. There is no doubt th~t you

can lead an unsuspecting person to agree to ONE-ONE by

focusing their attention on forks and knives. husbands dnd

wives, and so forth: i.e. on finite sets. With carefully

chosen examples, say the odds and the evens, you might even

convince someone that ONE-ONE is true for infinite sets,

too. Now, I don't think that such gUile is neea to lead

someone to agree to SUBSET, but that's not ~hat my argument

depends on. The argument hinges on a suggestion about how

to resolve cases where mathematical intuitions seem to
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conflict. The suggestion~ is to see what happens with

particular cases on which the principles conflict ~efore

you've lead someone to agree to either of the general

statements.

So, if you want to find out what common sense really thinks

about SUBSET and ONE-ONE. you would present people with

pairs of infinite sets. where on~ was a proper subset of

the oth~r. I've actually tried this. in an unscientific

way. and ~hat I've gotten, by and large, is what I

expected: support for the subset principle. ("By and

large" because many people think that all infinite sets

have the same size: "Infinity".)

Naturally, I ~ouldn't ~enture that this sort of technique.

asking people. is any way to find out which of SUBSET and

ONE-ONE is true. People's intuitions about mathematics are-
notoriously unrel iable. not to mention inconstant. Of

course harping on this fact might engender some unwarranted

skepticism about mathematics. What I am suggesting is that

there might be a rational ~ay of studying mathematical

intuitions and that we should at least explore this

possibil ity before proclaiming common sense to be

hopelessly confused on mathematical matters.

So. SUBSET. all bV itself, seems to be a plausible

alternative to Cantor's theory, though it surely isn't
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enough. Given just this principle. it's possible that one

s~t is smaller than another just in case it is a proper

subset of the other. It's clear that we need some

additional principles. All of the following seem worthy

(where "X < y" is to be read as "x is smaller than y",

"x = y" as 11)( is the same size as y'" and 11)( ) y" as

fiX is larger than V". The Appendix gives a full account of

the notations used throuqhout this thesis.)

Theory 2.1.1 QUASI-LOGICAL

ASYM<: J( < y --. ~ V < )(

ASYM>: x > y -~ ~ y > )(

TRANS<: ( )( < y & y < Z) -. )( < z

TRA~S): ( )( ) y & y ) z ) -~ )( ) z

IN'JISC=: )( = y -~ INDISC(x.y)

SYM=: )( = y -~ y = )(

REF=: )( - x-
TRANS=: ( )( = V t Y - z ) -~ x = Z-

OEF>: )( ) V -E-. Y < )(

where

INDISC(x,y) abbreviates

(Z)((Z < x ~-~ Z < V) & ex < z ~-~ y < 1»

We shall call the principles listed above "quasi-logical

principles" because it is tempting to defend them as

logical truths. Consider the first principle, for example.

in unregimented English:
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ASYM<: If x is smaller than y, then y is not smaller

than x.

This sentence can be regarded as an instance of the schema:

ASYMIFI: If x is F-er than y, then y i5 not F-er than

x.

where 'F' is to be replaced by an adjective from which

comparatives can be formed, e.g. 'tall', 'short', 'hdPPV',

'pretty', but not 'unique', or 'brick'. It appears that

every instance of this schema is true. so it could b~

maintained that each instance is true in virtue of its

form. that each is a logical truth.

The other principles might be defended in the same way.

thouah the schema for I~OISC= ~ould have to be restricted

to triples of corresponding comparatives~ for example: 'is

smaller than', 'is larger than', 'is the sare size as'.

But using such observations to support these principles

would be problematic for two reasons. First. it would

reQuire taking positions on many questions about logical

form and grammatical form which would take us far afield

and, possibly. antagonize first-order logicians. Second.

there are some instances of the schemata that make for
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embarrassing counterexamples: "further east than" (in a

round world). and "earlier than" (in, I'm told. a possible

~orld).

So. it might be that casting the principles above as

instances of the appropriate schemata ~ould only explain

why they are part of common sense. What remains clear is

that a theory of cardinality ~hich openly denied any of

these principles Nould be implausible: it would be

ridiculed by common sense and mathematical sophisticates

alike. I can just barely imagine proposing a theory which,

for fear of inconsistency, withheld judgment on on or more

of these principles. But to do so without good reason

would he counterproQuctive. It seems that if a case could

be made that these statements. taken together, are

inconsistent with SUBSET, that would be good reason to say

that there is no reasonably adequate alternative to

Cantor's theory. Since my goal is to counter such a

conclusion. it seems that the proper strategy is to include

such seemingly obvioU5 truths and to show that the

resulting theory is consistent. So the strategy here is

not to adduce principles and argue for the truth of each.

This would be impossible, given that most of the principles

are logically contingent. Instead. the idea is t~ canonize

what common sense holds to be true about cardinality and to

show that the result is consistent and reasonably adequate.
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So long as we restrict ourselves to SUBSET and the

Quasi-logical principles. consistency is no problem. After

all, what do the quasi-logical principles say? Only that

imal1er-than is a partial ordering. that larger-thag is the

converse partial ordering. that the same size ai i5 an

equivalence relation. and that sets of the same size are

indiscernible under the partial orderings. So. if we are

given any domain of set~. finite or infinite. we get a

model for our theory by assigning to ,<, the relation of

2eing a proper suLset 01' assigning to ,>, the relation of

Qroperly including. and assigning to e:. the identity

relation. Since common sense knows that different 5et~ can

have the s~me size, there must be some additional

principles to be extracted from common sense.

We shall now consider some prtnciples which cannot be

regarded a~ Quasi-logical.

First, there is TRICHOTOMY,

TRICH: x < y x = V y < x

•

•

which says that any t.o sets are comparable in size. ~hile

a theory of set size which excluded TRI(H might escap~

ridicule. it would surely be regarded with suspicion.

Indeed. if the principles of common sense were incompatible

with TRICH, this would undoubtedly be used to discredit
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t.hem.

Second. there is the "representation principle",

REP<: x < y -. (Ex')(x' = x t x' c y) •

which says that if a set, x, is smaller than another, V,

then x is the same size as some proper subset of y. Now

this is a principle which common sense has no particular

feelings about. Analogous statements about physical

objects are neither intuitive nor very clearly true. For

example. (1) doesn't stdnd a chance of being regarded as

true

(11 If one table is smaller than another. then the

firit is the same size as some proper part of the

second.

if 'part' is taken to mean 'leg or top or rim or •••••

Even if common sense can be persuaded to take particles of

tables and arbitrary fusions of such as parts of tables. no

one should condemn its residual caution about (1). If REP<

is true. then I think that that's an interesting and

sp~cial fact about sets.

REP( was originally included in this theory for "technical"

reasons which will emerge; it makes it easier to reduce the



set of axioms already p~esented and it provides a basis for

several principles not yet presented. REP< may be open to

doubt, but it is not a principle that Cantorians could

complain about. for it is entailed by Cantor's definition

of '<t:

CA~TOR<: x < y .-. ~(x = vI & (Ex')(x' = x t x' c V)

Note that if CANTO~< is regarded as a principle instead of

a definition, then it is entailed by the principles we have

already mentioned:

If x < y. then ~(x : V). by INOISe: and ASYM<. By

REP<, some proper subset of y, say.', must be the same

size as x. But x' < y. by SUBSET; so x ( y, by

INDISC-.

There ~re more principles to come. but before proceeding,

lid like to take stock of what .e already have. First. I

want to reduce all of the principles mentioned above to a

tidy set of axioms. Second, I want to estimate how far

we've gone.

The entire s@t of principle already adopted are equivalent

to the following, which will be referred to as "the core

theory".
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Theory 2.1.2. CORE

SUBSET: x c y -~ )( < y

• DEF>: x > y lllE-~ Y < x

DEF=: )(
... y ~-~ TNDISC(x.y)-

REP<: )( < y -. (Ex')(x' = )( & x' c y)

IRREF<: ... (x < )( )

TRICH: )( < y I x = y I y < )(

•
The only axiom in CORE that has not already been

II

•

I

introduced is OEF=. which is logically equivalent to

the conjunction of INDISC= and its converse, =I~DISC:

I~OISC=: x = y -+ INOISC(x,y)

=I~DISC: INDISC(x.y) -~ • =y

=INDISC says that if t~o sets fail to be the same size.

then their being different in size is attributable to

the existence of some set which is either smaller than

one but not smaller than the other or larger than one

but not larger than the other.
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Theorem 2.1.3.

let T = QUASI-lOGICALiSUBSETiTRICHiREP<.

Then CORE - T.

Proof:

(a) T 1- CORE

We only need to show that =INDISC is entailed

by T. Suppose ~(. = y). So K < Y or Y ( x. by

TRICH. But ~(x < x) and ~(y < V), by IRREF.

(b) CORE 1- T

(i) TRANS<. If y < z, there is a yl such that

y' : y and y' c z. by REP<. If x < y. then x <

y' because V· = y. by DEF=. So there is an x'

such that Xl = x and x' c y'. So x· c z, and.

bV SUBSET, Xl < l. But then x < l by DEF=.

(iiI ASY~<. If x < y and y < x, then x < x, bV

TRA~S<, contra IRREF<.

(iii) TRANS>, ASYM>, and IRREF) follow from the

corresponding principles for 1<' and DEF>.

(iv) INDISC=, SYM=. TRANS=. and REF~ are

logical consequences of DEF=.

CORE is consistent. In fact, there are two .kinds of

models which satisfy CORE.
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Oefir.ition 2.1.4

Ca) ! is a finite class model with basi~ x iff

(i) A = P(X) for some finite set x.

(ii) ! 1= a c b iff a is a proper subset of b.

(iii) ! 1= a < b iff cd(a) < edlb).

(bl ! is a finite set model iff

(i) A = Ix : x is a finite subset of V) for

50me infinite v.

(ii) ! 1= a c b iff a is a proper subset of b.

(iii) ! 1= a < b iff cd(a) < ed(b).

Note that models can be specified bV stipulating the

smaller-than relation since larger-thaa and $he same

size a~ are defined in terms of Imal1er-thag-

Fact 2.1.5

Ca) If A is a finite class model, ! 1= CORE~

(bl If A is a finite set ~odel. ! 1= CORE.

Proof: In batt. cases, the finite cardinal ities

determine a Qua~i-linear ordering of the sets in

which any set is higher than any of its Droper

subsets.

The normal ordering of finite sets by size is, in fact.

the only one that satisfies CORE. By adding T~ICH we

have ruled out all non-standard interpretations of '('.



Theorem 2.1.6. Suppose that ~ is' a model such that

(i) If x E A. x is finite,

(ii) If x & A and y c x, then yEA, and

( iii) A I = ( OR E•

Then,

(iv) A 1= )( < Y iff cd(x) < cd(y).

Proof: We prove (~) for every n by induction.

f*) If cd(a) = n. then! 1= (a = b) iff cd(b) =
n.

Fir st suppose n = o.

-I f cd(a) = 0, a = fl·

So i~ ed(D) = O. A ,= (a = b) by REF=.

I f cd(b) 1 0, then b , lJ·

So a c b and, by SUBSET, A I = fa < b) •-
So. by INOISe=, !

"
(a = bJ.

Now suppo5e (~) is true for all i ~ n.

If cd(a) = cd(b) = n + 1. then ~ 1= (a =b):

Suppose A 1= (a < b).

So, ! 1= (a' =al. for some a' c b. by REP<

But if a' c b. then cd(a') ~ ni

so, cd(a) ~ n, by C*), ~~ our hypothesis



Now suppose cd(a) = (n+1) and A I = (a = b).

We claim: cd(b) = (n+1)-• Because cd(b) 2 (n+1), by induction.

But i f cd(b) ) (n+1),

choose b' c b. '-lith cd(b') = (n+l).• b' E A by condition ( i i ) •

So A I = (b' < b) • by SU~SET

and A I = (b' = a) , (see above)_• Thus. A I = a < b. contra Dur supposition.-
So cd(b) = (n+l)-

•

•

•

•

•

•

•
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z.z 4COITION OF SET SIZES

We shall now extend CORE to get an account of addition of

set sizes. Since the domains of our intended models

contain only sets and not sizes of sets, we have to

·formulate our principles in terms of a three-place

predicate true of triples of sets: 'S~M(x,y,Z)' is to be

read a5 "the size of z is the sum of the sizes of x c1nd v".

The following principles are sufficient for a theory of

addition.

Theory 2.2.1 AdQition

• F UNC.. : Functionality of addition

(a) SU"'(x.y.Z) -~ (x = x' ~-~ SUM(x',y,Z»

(b) SUM(K.y,Z) -. (y - y' ~-~ SUM(x,y',Z)-

• (c ) SUM(x,y,Z) -~ (Z -
Z •

4llf-~ SUM(x,y.z'»-
OISJ+: Law of addition for disjoint sets.

)( 1\ y = II -. SUM(x,y.x \/ y)

• MONOT.: Monotonicitv of addition

SUM(x,y,Z) -~ )( < z I )( = z

•

•

•

The functionality of addition says that sets bear SUM

relations to one another by virtue of their sizes alone.

'This condition must clearly be met if 'SU~' is to be read

as specified above.
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DISJ+ tries to say what function on sizes the SUM relation

captures by fixing the function on paradigm cases

disjoint sets. But FUNC. and OI<iJ+ leave open tt'te

possibility that addition is "cyclic": suppose ~e begin

with a finite class model whose basis has n elements and

assign to SUM those triples (x.y.z> where

cd(z) = (cd(x) • cj(y» modulo n+1.

Both FU~C+ and OISJ+ will be satisfied. though the

interpretation of SU~ doe~ not agree with its intended

reading- MONOT. rules out such interpretation5.

• Given an

most one

We shall• OEF.:

interpretation of ,<, over a power set there is at

way of interpreting SUM which satisfies ADDITION.

show thi5 by proving that ADDITION and CORE entail

I

•

I

I

•

OEF+: SUM(x,y,Z) ~-~

E~'Eyl(X = x' & V = y' ~ x· /\ y' = ~ t x' \/ y' = z)

So, if OEF. is true. the e~tension of ·SU~, is determined

by the extension of '(I.

A model of CORE must satisfy an additional principle.

DISJU, if SU~ is to be interpreted in a way compatible ~ith

ADDITION.
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OISJU: (x = x· & y = y' & x /\ y = ~ t x' 1\ y' = ~) -~

(x \/ y~ = (x' \/ y').

(Note: The proofs in this chapter will use boolean

principles f~eely, despite the fact that we haven't yet

introduced them.)

Theorem 2.2.2. CORE + ADDITION 1- DISJU Proof:

Suppose x = Xl,

Y = V'·

x /\ y = ~,

and x· 1\ y' = ~.

Then SUM{x, y. x \/ y)

and SUM(x'.y',x· \/ y'). by DISJ+

so SUM(x'.y, x \/ V), by FUNC+(a)

so SUM(x',y',x \/ y). by FUNC+(b)

so (x \/ y) = (x' \/ yl)t by FU~C.(c).

We shall now use this fact to show that if the minimal

conditions on addition are to be satisf,ed in a model of

CORE, then SUM has to be definable by OEF+.
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Theorem 2.2.3. CORE + ADDITION 1- DEF+.

Proof:

~-. Assuming that the matrix of the right hand

side of DEF+ is satisfied.

then SUM(x',y·,Z). by OISJ+

SO SUM(x. y',z). by FUNC+(a)

so SUt.1(x. y. z). by FUN(+(b).

-.. Suppose SlJ M( x , y, z )

so )( < z or )( - z, by MONOr ••-
But if )( = z.

1et Xl = Z

arid y' = 1';

then SU~()('.y·tZ). by DISJ+

so SUM()(, Y• , Z J • by FUNC+(a)

so y' - y. by FU~C+(b).-
and if )( < z

pick Xl c Z

with )( , = x. bV REP<.

1et y' = z - x·

but y' -= y. t3S before.
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Theory 2.2.4. EXCORE, lithe extended core", is

CORE \/ ADDITION

Fact 2.2.5. The following are consequences of EXCORE:

(a) (x /\ Vi = )( /\ yZ = " & yl = '(2)

-~ )( \/ yl = )( \/ yZ

(b ) ( )( 1 /\ yl -= x2 /\ y2 = ~ & xl = x2 t yl < y2)

-. xl \/ Vi < x2 \/ yZ

(c ) (x 1\ yl = )( 1\ yZ = fa & yl < y2)

-~ )( \/ yl < )( \/ yZ

(d) (x c z t y C 2 & x < y) ( RC( )

-~ (2 - V) < (z - x)

(e) (x c z I: y C 1 & )( = y ) ) ( RC= )

-it (z - y) = ( z - x)

( f ) x ( y -~ IEy')(y' = y & x c y' )

(g) x = y -. (x - (x /\ Y)l = (V - (x 1\ y) )

(h) x < y -~ (x - (x /\ y») ( (y - ex /\ V) )

The proofs are elementary.



3 A FORMAL THEORY OF CLASS SIZE

---------------------------------------------------------------------------
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In the preceding chapter. we searched for principles that

accord with pre-Cantorian ideas about sizes of sets. We

produced several such princi~les. constituting EXCORE, and

found two kinds of interpretations which satisfied these

orinciples. In one case, the domains of the

interpretations were power sets of finite sets; in the

other case the jomains consisted of all finite subsets of a

given infinite set. Insofar as both kinds of

interpretation had the quantifiers ranging over finite

sets. we may say that they demonstrate that EX(ORE is true

when it is construed as being about finite sets.

Our goal. of course, is to show that the general theorv of

set size we present can be maintained for infinite sets as

well as for finite sets. We shall show this by

constructing a model for the general theory whose domain is

the power set of the natural numbers. But the ability to

construct such a a model is interesting only to the extent

that the general theory which it satisfies is reasonably

adeQuate. Suppose, for example. that we offered as a

general theory of size the axioms of CORE other than REP<.

Call ~his theory 'T'. So T just says that !mal1er-than is

a quosi-linear ordering which extends the partial ordering

qiven by the proper subset relation. Since any partial

ordering can be extended to a Quasi-linear ordering. T has
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a model over P(N). But unless we have a guarantee that ~he

model constructed will satisfy. say, OISJU, the existence

of the model does not rule out the possibility that T is

incompatible with DISJU. For a particular principle. ~t in

this case DISJU, we may take one of three tacks: (1) add ~

to T t obtaining TI, and show that T' has a model over peN);

(2) show that _ i~ inconsistent with T and argue that T is

somehow more fundamental or more intuitive than ~i (3)

acquiesce in ignorance of whether T and ~ are compatible

and argue that if they are incompatible then T should be

maintained anyway.

SelOWt we deal w~th DISJU as in (1), since DISJU is in

EX(QRE. Cantor's principle ONE-ONE is dealt ~ith a~ in

case (2). It seems futile to try to rule out the need to

resort to the third approach for any cases at all, but we

can reduce this need to the extent that we include in our

general theory. T, as many plausible statements as

possible.

Of course, we can't construct T by taking !!l statements

which are true for finite sets; net only is ONE-ONE such a

statement. but using the netion of all statements true for

finite sets presupposes that we have some id~a of the range

of "all statements". To avoid the problems involved in

spea~ing of "all statements". we might instead settle for

"all statements in L", where L is some judiciously chosen
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language. To avoid ONE-ONE. L must fall short of the full

expressive power of the language of set theory.

Consider. now, the axioms in EXCORE. Other than size

relations. these axioms involve only boolean operations and

inclusion relations among sets. They do not use the

notions of "ordered pair", "relation", or "function". In

short. the only set theory implicit in these axioms is

boolean algebra, or a 50rt of "Venn diagram set theory".

This is not to say that the axioms do not apply to

relations, functions. or other sets of ordered pairs. but

only that they do not refer to these sorts of objects ~

i ucb •

In the next section. ~e define a language just strong

enough to express EX(ORE. We then construct a theory by

taking all statements in this lan~! which are true over

all finite power sets. By drawing statements only from

this relatively weak language. we arrive at a theory which

can be satisfied over infinite power sets. But since we

include in the theory ill statements of the language which

are true over any finite power set. we know that no

statement in that language can arise as something which

ought to be true over infinite power sets but might be

incompatible with our theory_

There remains the possibility that we could follow the same



strategy with a more expressive language. though it would

have to remain le~s expressive than the full language of

set theory_ In fact, we shall indicate in the final

chapter that such a language can be obtained by including a

notion of the product of set sizes. This in turn opens the

possibility of a succes~ion of richer languages and a

corresponding succession of stronger theories of size. At

this point, the possible existence of any such hierarchy is

sheer speculationi we mention it only to emphasize that no

claim is made here that we have the strongest possible

9e nera 1 t tl eo r y 0 f set s i ze •

3.1 CS - THE THEORY OF CLASS SIZE

The theorips discussed in this paper will be formulated

within first order predicate logic wit~ identity. To

specify ·he lan~uage in which a theory is expressed. then.

we need onlf list the individual constants, predicates, and

operation symbols of the language and $tipulate the ~.

or number of argument places. for each predicate and each

operation symbol.

Definition 3.1.1

(a) L(C). the language of classes. is the first

order language with inrlividual constant~ ~ and It

the one-place predicate ATOM, the two place

predicate c, and the two-place operation symbols -,

1\ , and \/ "
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(b) L«). the language of sizl is the first order

language with the one-place predicate UNIT. the

two-place predicates < and =, and the three place

predicate SUM.

(c) l(C<). the langu~ge of class sizf' is the first

order language containing all and only tne non

logical constants in L(e) and L«).

Following the strategy outlined above, we define the theory

of class size in terms of interpretations of l(C<) over

finite power sets.

Definition 3.1.2

Ca) If L(e) £ l. then! is a standard

interpretation of L iff

(i) A = P(x) for some set x. and

(ii) ! assigns the usual interpretations to all

constants of l(C). thus:

~(I) = x.

!('J = ~.

! 1= (a c b) iff a c b.

(b) If ! is a standard interpretation. and A =
P(x). then x is the basis of !. B(!) •
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Definition 3.1.3 A is a standard finite interpretation

of L(C<) iff

Ii) ! is a standard interpretation of L(C<).

(ii) ! has a finite basis, and

(iii) A 1= (a < b) iff cd(a) < cd(b)

A 1= (a = b) iff cd(a) = cd(b)

A 1= UNIT(a) iff cd(a) = 1

Definition 3.1.4 CSt the theory of class size. is the

set of all sentences of l(C<) which are true in all

finite standard i~terpretations of L(C<).

By drawing only on principles which can be stated in L(C<)

we have at least ruled out the most obvious danger of

paradox. That is to say. since the notion of one-to-one

correspondence cannot be expressed in this language,

Cantor's principle ONE-O~E ~il1 not be included in the

theory CSt even though it is true o~er any finite power

set.

Since CS has arbitrarily large finite models. it has

infinite models. It isn't obvious that CS has ~tandarQ

infinite models. in which the universe is an infinite power

set. In chapter 6 we show that such models do exist.

The present chapter is devoted to getting a clearer picture

of the theor~ CS. Section 2 develops a set of axioms, CA,
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for CS. Section 3 outlines the proof that CA does indee~

axiomatize CS. This proof is presented in chapter 5, after

a slight detour in chapter ~ •
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3.2 CA - AXIOMS FOR CS

Here we shall develop a set of a~ioms, tA, for the theory

CS. This wiil be done in seve~al stages.

3.2.1 ~~ =!!iom! f2r !~2m~ ~221!!Q ~lg!2r!·

we'll begin with the obvious. Since all of the uni~erses

of the interpretations mentioned in the definition of CS

are powe_ sets. they must be atomic boolean algebras and,

so, must satisfy BA:

Definition 3.2.1. BA is the theory consisting of the

following axioms:

J( \/ Y = V \ I x

k 1\ y = y ,'\ )(

x \/ (y \/ z) = (x \/ y) \/ z

x 1\ (y 1\ z) = (x /\ y) /\ z

x 1\ (y \/ 2) = (x /\ y) \/ (y /\ Z)

x \/ (, 1\ z) = (x \/ y) 1\ (y \/ z)

x 1\ (1 - x) = "
J( \/ (I - x) = I

x c V 4-~ (x \1 y) = y & x , y

ATOM(x) ~-. (y)(y c x ~-. y = ~)

x , ~ -~ (E YI ( AT OM ( y) & (y ex: y = x) )

Remark. These axioms are adapted from (Monk. Def.

9.3, p. 141 and Oef. 9.28, p.151). Though we refer

to this theory simply as BA, note that atomicity is

included.
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BA is clearly not a complete axiomatization of CS. since BA

doesn't involve any size notions. But BA does entail all

sentences in CS which do not themselves involve size

notions. To show this ~e need to draw on some established

facts about the complete extensions of BA (in the language

L(C)). The key idea here is that complete extensio~s of BA

can be obtained either by stipulating the finite number of

atoms in a model or by saying that there are infinitely

many atoms.

~efinition 3.2.2. For n ~ I.

(a) ATlEASTlnl is a sentence which says that there are

at least n atoms:

Exl ••• Ex.n(ATOM(xl) t ••• t ATOM(x.n)

t ( t {(x.i /\ x.j = ~) : 0 < i < j ~ n}»

(b) EXACTLVtni is a sentence which says that there are

exactly n atoms:

ATLEASTlnl & ~ATlEAST(n.l)

(e) INF is a set of sentences which is satisfied an all

and only infinite models of BA:

INF = {ATLEAST(nl n > l}

(d) BAln) = BA; EXACTLYlnl

(e) BAI = 8A \/ INF
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Fact 3.2.3

(al For n ) i. BAtnl is categorical (Monk.

Cor 9.32. p.15Z)

(bJ For n ~ i. BAtn) is complete. (Immedia~e from

(a) ) •

(cJ For n ~ 1. any n-atorr .......~ '&C boolean algebra is

isomorphic to any finite standard interpr~tation of

lee) with an n-element basis. (Monk, Prop. 9.30,

p.lSl)_

(d) BAI is complete. (Monk. Theorem 21.34. p. 360)0

(e) BAI and the theories BAlnl, n ~ 1. are the only

complete, consistent extensions of BA.

Fact 3.2.4. If BAI 1- -, then " is true in some finite

model of eA.

P roo f:

BA \/ INF 1- ".

By compactness. then. there i s a k such that

SA \/ (ATLEAST(n) . 1 ~ n ~ k) 1- til.
So If is true in any atomic boolean algebra with

more than k atoms.
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Theorem 3.2.5. If CS 1- _. and _ E LeC). then BA 1- _ •

Proof:

If BA 11 _. then ~_ is true in some atomic boolean

algebra,!. If! is finite, then ~ is isomorphic

to some finite standard interpretation !' of L(C).

But then ~_ is true in !', so _ is not true in A'

and _ i5 not in CS.

If ! is infinite. then ~_ is consistent with BAl.

But BAt is complete. so BAI 1- ~_. By 3.2.4. ~_ is

true in some finite model! of BA. Hence, ~~ is

true in some finite standard interpretation of L(C)

and, again. _ is not in CS.
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Here we just gather the principles presente~ above as

EXCQRE.

Definition 3.2.6. SIZE consists of the following

axioms:

SUBSET: x c y -~ K < Y

OEF>:

OEF=:

REP<:

x > y ~-.. y < x

x = y ~-~ INOISC(x,y)

x < V -. (Ex')(x' = x & x· c y)

IRREF<: ~ (x < x)

TRICH: x < y : x = y y < x

OEF+: SUM(x.y.Z) 4ll(-~

ExlEy' ( )( = X' (. Y = V· & x' 1\ y' = ~

t )( . \/ V· = z )

DISJU: (x = x' & y .. y' & x 1\ y = ~ & Xl 1\ y' = fa)-
-~ ex \/ y ) - (x • \/ y' ) •-

DEF 1: UNIT(x) ~-. ATOM()()

Combining the principles of boolean algebra and the size

principles. we obtain our first serious attempt at a

general theory of set size.

Definition 3.2.1. BASIC = BA \/ SIZE
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Basic is not a complete axiomatization of CS. In this

section we shall exhibit an infinite number of principles

which need to be added to BASIC in order to axiomatize C5.

When we are done we will have an effective set of

sentences, tA (for Class-Size, Axiomatic). though we will

not prove that tA =CS until chapter 5.

To show that the new principles really -do need to be added.

we'll need some non-standard models of BASIC. These models

will be similar in that (1) their universes will be subsets

of peN), (2) their atoms will be the singletons in peN).

and (3) all boolean symbols will receive their usual

interpretations. The models will, however, include

different subsets of N and will also assign different size

orderings to the these sets.

In chapter 6. these models of BASIC will reappear as

5ubmodels of various standard models of CS over P(N). So,

in addition to the immediate purpose of establishing

independence results. these models provide a glimpse of how

sets of natural numbers are ordered by size.
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Every finite standard interpretation, ~t of l(C<) satisfies

exactly one of the tollowing:

EVEN: (Ex)(Ey)(x = y £ x 1\ y = ~ & x \/ y = I)

ODD: ExEyEz!x = V & x 1\ y = x 1\ z = y 1\ z = ~

t ATOM(z) £ x \/ V \/ z = I)

!. 1= EVE~ if cd(B(!) is even and! 1= 000 if cd(B(!) is

odd. So CS 1- (EVEN: ODD). But BASIC If (EVEN: ODD).

Consider the model E whose universe consists of all and

only the finite and cofinite subsets of Nt where (for a and

b in F):

F 1= (~ ( .Q) iff

(i) a and b are finite and cd(a) ( cd(b). or

(ii) a and bare cofinite and edeN-a) > edeN-b). or

(iii) a is finite and b is infinite.

f is a model of BASIC. But neither EVEN nor 000 is true in

Ft for any two sets that are the same size are either, both

finite. in which case their union is also finite. or both

cofinitet in which case they cannot be disjoint.

So (EVEN: ODD) is in CSt but not entailed by BASIC. As

you might suspect, this is just the tip of the iceberg of

principles missing from an axiomatization of CS.

Informally. we can extend f to a model that satisfies EVEN
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by including the set of even numbers and the set of odd

numbers and making them the same size. To round out the

result to a model of BASIC, we also need to include all

sets which are "near" the set of evens or the set of odds.

i.e. those that differ from the evens or odds by a finite

set. With these additions made. the new model will be

closed under boolean operations and will satisfy BA. There

is a (unique) way of ordering these added sets by less-

~ that will sati~fy BASIC: rank them according to the

size and direction of their finite difference from the odds

or the evens. So, we can construct an infinite model of

BASIC;(EVEN : ODD).

But this model will still not satisfy CS, as we can see by

generalizing the argument aDove. (EVEN: 000) says that

the universe is "roughly divisible" by two: EVEN says that

the universe is divisible by two without remainderi 000

says that there is a remainder of a single atom. We can

construct a similar statement that says the universe is

"rou<:Jhly divisible" by three -- with remainder 0, 1. or 2.

As with (EVEN: 000), this statement will be in CSi but it

will be satisfied by neither our original model nor the

model as amended. Again. we can extend the model and again

we can produce a statement of CS which i~ false in the

resulting model.

We shall now formalize this line of reasoning.
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• Definition 3.2.8. If o ~ m < n,

(a) MODln,m) is the sentence

Exl ••• Ex.nEyl ••• y.m (

• (ATOM(xl) & ••• t ATOM(x.n)

& t { ;( • i 1\ x.j = fa . 1 < < j ( n).
& ( (. (y. i 1\ y.j = ill 1 < < j < m)

• t (ATOM(yl) & ••• t ATOM(y.m)

t (xl \/ ••• \/ x.n) 1\ (yl \/ • •• y.m) =. II

t (xl \/ ••• \/ x.n) \/ (yl \/ • •• y.m) = I )

• MOOln,ml sc:.ys that the universe can be partitioned

into n sets of the same size and m remaining atoms.

(b) DIVln, i s the sentence'

• ~OD(n.Oi • • • '= • MODln.n-li •• •
which says that the universe can be roughly divided

into n sets of the same size with fewer than n atoms

• remaining.

Fact 3.2.9. If o ~ m < nand ! i s a finite standard

• interpretation of L(C<), then

Ca) A I = MOD(n.ml iff Cd(B(.!) ) = m
mod n.

(b) ! I = DIVlnl·

• ee) cs 1- DIVlnl.

•
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Theorem 3.2.10. BASIC If CS.

Proof:

If n ) 1. BASIC '1 DIVlnl_ The model E defined

above satisfies BASIC but not DIVln,. for any n

finite sets have a finite union and any two

cofinite sets overlap. So, BASIC If CSt by 3.2.9c.

We could consider adding all DIVlnl sentences to BASIC in

the hope that this would yield a complete set of axioms for

CS. I did consider this. but it doesn't work. To

demonstrate this. we need some independence results for

sets of OIV sentences.

Definition 3.2.11

(a) DIV(J) = { DIVfnl : n E J}

(b) BDIV(J) = BASIC \/ OIV(J)

(c) BDIV(j) = BDIV((j})

Remark: "OIV" appears on the right hand side of (a) as

the name of the schematic function defined in 3.Z.8b.

fa) defines a function. whose name is "CIV", from sets

of na~ural numbers to theories.

Our independence results will be obtained by constructing

models of BASIC which satisfy specific sets of OIV

sentences. To build such models from subsets of N. we

shall include sets which can be regarded as fractional

portions of N•
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Definition 3.2.12. For n ) O.

(a) x is an "-congruence class iff x = (no! • m I

for some m. 0 S m < n.

(b) x is an o-~~asi-congruence class iff x is the

union of finitely many n-congruence classes.

(c) x is a 50ngruence class iff x is an n-congruence

cl~ss for some n.

(d) x is a gvasi~con9rueQCe cJas~) iff x is an n-quasi

congruence class for some n.

(e) CC(n) = (x : x is an n-quasi-congruence class)

(f) QC = \/ (QC(n) : a < n}

Examples:

(a) The set of evens, 12kl. and the set of odds.

(2k+ll. are both 2-congruence classes.

(b) 13k + 21 is a )-congruence class.

(C) N is a i-congruence class;

(d) N is an n-Quasi-congruence class for every n ) 0:

N = 'n~ + 01 \/ ••• \/ In~ • (n-l)1
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Fact 3.2.13

(a) If x E QC(n) and y E Qe(n). then (x \/ y) E

QC(n).

(b) If x E aCInI, then (N - x) E Qe(n).

Proof:

(a) Suppose

x = al \/ ••• \/ a.k and

y = bl \/ ••• \/ b.j

Then

(x \/ y) = al \/ ••• \/ a.k \1 bl \1 ••• b.j

(b) Note that N itself is the union of n n-congruence

classes. If x is the union of m of these classes.

then (N - x) union of the remaining (n-m) n-congru-

ence classes.

Definition 3.2.14. x is near y. ~EAR(x,y), iff ex - y)•
and (y - x) are both finite.

Fact 3.2.15. x is near y iff there exist finite sets

wi and w2 such that x = (y \/ wl) - wZ.

Proof:

(-.) Let wi = (x - VI and let w2 = Iy - x)

(~-I Suppose x = (y \/ wi) - w2. Then eM - y) ~ wi and

(y - x) ~ w2. so (x - yJ and (y - x) are finite •
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Fact 3.2.16. If xl ~ x £ x2. xl is near y. and xZ is

near y. then x is near y•

P roo f:

Since x £ x2. ex - YI £ (xZ - v).
But (x2 - y) is finite. so (x - y) is finite.

Since xl £ x. (y - x) ~ (y - xl).

But (y - xl) is finite, so (y - x) is finite.

Fact 3.2.17. NEAR is an equivalence relation.

Proof:

(a) x i s near Je. since )( - )( = II. which is finite.

(b ) If x is near y. then y i s near x. Immediate.

(c ) Suppose )( is near y and V is near z. Note that

(z - x) = ( ( z /\ y) - )( ) \/ ( ( z - y) - x).

But (2 - y) - )( i s finite because (z - y ) is finite.

and «l 1\ y ) - X) i s finite because

«(z 1\ y) - x) £. ( y - )( J , which is finite.

So the union, (Z - x) i s finite.

'e Similarly,

(x - z) = e(x 1\ V) - z) \/ ( (x - y) - z),

where ( ( )( /\ y) - z) S Iy - z)

and «x - y) - z) ~ (x - y).

So (x - z) is also finite.

Hence x is near z.
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Fact 3.2.18 •

(a) If xl is near xZ. then (xl \/ yl is near (x2 \/ V).

(b) If xl is near x2 and yl is near y2. then (xl \/ yl)

is near (x2 \/ y2).

(e) If x is near y. then (N - x) is near (N - V).

Proof:

(a) (xl \/ y) - (x2 \/ y) ~ xl' - x2

and (x2 \/ y) - (xl \/ y) ~ x2 - xl.

Since xl is near x2. (xl - xZ) and (xl - xl) are

f.·~'~te. Hence. any subsets of these sets are also

finite.

(b) BV (a). (xl \/ yl) is near (xz \1 Vi)

and (x2 \/ V 1 ) is near (xZ \/ y2).

So (xl \/ y 1) is near (xz \/ V2). by trans.

(c ) (N - x) - (~ - y ) = (y - x) and

(N - V) - (N - x) = (x - V)·

So i f x and y are near each other, so are thei r

complements.

We can now define the domains of the models we'll be using.

Definition 3.2.19.

Ca) ~(nJ = (y : y is near an n-quasi-congruence

class).

(b) Q = \/ I Q( n) : n ) 0)
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\-
"Examples

( a) Q(l) = { y · y ~ N and y is finite or cofinite}·
(b) Q(2) = (V · y ~ N and 'I is finite, cofinite. near·
IZnJ' or near 12n + lll- So Q(2) is the domain of the

model constructed above to satisfy OIVIZI.

Before we construct models of SIZE over these domains we

will show that if n ) 0, then Q(n) forms an atomic boolean

algebra under the usual set-theoretic operations.

Fact 3.2.Z0. If A is a class of sets such that

( i) \/ A Eo A,

(ii) if x e A, then ( \/ A - x) E A, and

( iii) i f )( E A and V EA. then ()( \/ y) e A,

th~n A forms a boolean algebra under the usual

set-theoretic operations, where 'I' is interpreted as

A. (See Monk. Def. 9.1, p.141 and Corr 9.4, p.142)



algebra under the usual set-theoretic operations.•
Theorem 3.2.21.

\,IV

For any n. Q(n) is an atomic boolean
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•
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Proof:

First we show that Q(n) is a boolean algebra by veri

fying each of the conditions in Fact 3.2.20.

(a) \/ Q(n) = Nt since N ~ ~(n) and if x E C(n). x £ N.

(b) If )( E Q(n). then (N-x) Eo Q(n):

Suppose y e Q(n)

and x is near y.

So IN - y) E QCCn). by 3.2.13b

and (I\j - x) is near (N - y). by 3.Z.1Bb.

So (~ - x) E C(n).

(c) Suppose x ~ O(n)

and y E Q(n).

Then x is near K'

and Xl 6 at (fi) , for some x'.

And y is near y'

and y' E QC (n) • for some V'.

aut then (x' \/ yl) E ~C(n). by 3.2.13a

and (x \/ y) is near (Xl \/ y') by 3.2.18b.

So (x \/ y) E Qe(n).

Thus. O(n) is a boolean algebra. Moreover. every

single~on is in Ofn). since all singletons are near

_. So u(n) i~ an atomic boolean algebra.
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~e shall no~ define a size function on all sets which are

near quasi-congruence classes. The sizes assigned to sets

are ordered pairs. The first member is a rational between

o and 1 which represents the density of the set. The

second member is an integer which represents the finite

(possibly negative) deviation of a set from "average·' sets

of the same density. First, we define the ordering and

arithmetic for these sizes with the intention of inducing

the size ordering and SUM relation for sets from the

assignment of sizes to sets •

Definition 3.2.22.

(a) A size is an ordered pair <~,~), where ~ is a

rational and ~ is an integer.

(b) If 61 = <~l,~l) and ez = <~2,~2) are sizes, then

(i) 81 ( ez iff ~l < ~Z or (~l = ~Z and ~l ( ~2).

(ii) 91 • 82 = <Dl + ~Z, ~l + ~2>.

Only some of these sizes will actually ~e assigned to sets.

Specifically. a size will be assigned to a set only if 0 ~

~ ~ 1. Moreover. if ~ = 0, the ~ ~ 0 and ~ = I, then ~ ~

o.

Our intention in assigning sizes to sets is as fol1ow~:

Suppose x is near an n-Quasi-congruence class ~'. so X' IS

the union of k ~ n n-congruence cl~sses. Th~ set x' has
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density kIn and this is the value, ~, assigned to x. The ~

value assigned to x is the finite number of elements added

to ·or removed from x' to obtain x. The definitions and

facts belaw formalize this intention and demonstrate that

the assignment of sizes to sets 25 well-defined.

Fact 3.2.23

(a) If x c QC, y & QC, and x 1 y. then x is not near y

(i.e. no two quasi-congruence classes are near each

other.)

(b) Any set is near at most one quasi-congruence class.

Proof:

(a) Let n be the least nu~ber such that

x E QC(n) and y t Oe(n).

So each is a union of n-congruence classes:

x = x.l \/ ••• \1 x.k

and y = y.l \/ •• c \/ y.l.

Suppose a 6 (x - y)

Then a e x.i. for some

but -.(a & y. j) , for any y.

So x.i 1 y-j. for any j.

So x.i S (x - y).

so ( )( - y) is infinite. si nee x.i i s infinite.

Similarly, if a E (V - x), then (y - x) is infinite.

(b) If x were near two quasi-congruence classes. the two

would have to be near each other, since NE4R is an

is transitive. But this is impossible by (a).
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Notice. however, that a set can be in Q(n) and in Oem) even

if n 1 m. b~cause a given quasi-congruence class may be in

OC (n J and QC (m).

Definition 3.2.24. If x is near a quasi-congruence

class. then:

(a) (x) = the quasi-congruence class near x.

(b) Dl(x) = x - (x).

(c) DZ(x) = (x) - x.

Note that Dl(x) and Ol(x) are finite and that

x = (C(x) \/ Dl(x») - D2(x).

Definition 3.2.25. If x E Qe, then

(a) 3(x) = the least n such that x & QC(n).

(b) rJ(X) = the least k such that x is the union of k

~(x)-congruence cla~ses (i.e., the unique k such

that x is the disjoint union of k ~(x)-congruence

classes).

• E)( arn p 1e 5 :

(a) I f x = f2n • 1 , t 'a(x) = 2 and r5(x) = 1•

( b) I f )( = 14n + 11 \/ 14n + 2), !(x) = 4. t5(x) = 2.-, ( c ) I f )( = ( 4n + 1 I \/ ( 4n + 31, ~(x) = 2, n(x) = 1 ,

since )( = (2n + 11·

I

•
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Definition 3.2.Z6. If x E Q, then

(a) ~(x) = ~(t(x)/~(C(x»

(b) ~(X) = cd(Ol(x» - cd(DZ(x»)

(el 8(x) = <~(x),~(x)

We can, at last, define the models to be used in our

independence proof.

Definition 3.2.21. For n ) 0. Q(n) is the interpreta-

tion ! of L(C() such that

(i) A = C(n),

(ii) Boolean symbols receive their usual interpretation,

(iii) ! 1= x ( y iff 6(x) < ely),

(iv) ~ 1= x = y iff e(X) = e(y).

(v) ! 1= UNIT(x) iff Sex) = (0,1),

(vi) ~ 1= SU~(x,y,Z) iff 9(x) + ely) = 8(x).

To show that th€ models ~(n) satisfy B~SIC ~e will need the

following facts about congruence classes.

Fact 3.2.28

(a) If x = la¢n + b) and a2 = a*c, then

x = \1 ( (aZ*n • (i~a • btl: 0 ( i ( c)

(bJ If x & Oe(n). and m = k*n, then x c OC(m).

(c) If x ~ QC and y ~ QC, there is an n such that

x E OC(n) and y E QC(n) •
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p r 00 f:

• (a) If k E- t a2 0n + ( i (:a + b) I for some i •

0 < < c. then, for some nIt

k = (a2*nl • i*a • b)

= aOc*nl • i*a + b

= a*(c*nl + i ) • b

50 k E x.

•

•

If k e x, tMere is an n1 such that k = a¢nl • b.

let nZ be the greatest n such that

a2¢n ( k.

Let k' = k - a2*nZ.

Since k = b mod a and-
a2:::nZ = a mod a,-

k' = b mod a.-
So k' = a*i + b, where 0 < < c.

But k = a2*n2 + k'

= a2*n2 + a*i • b.

So k Eo la2(:n • (i*a + b»).

(b) By (a), each n-congruence class is a finite union of

disjoint m-congruence classes.

(e) Suppose x ~ QC(nl) and V E QC(n2).

Then, by (b), both x and yare E QC(nl#n2) •
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Theorem 3.2.29. For any n > O. 2(n) 1= BASICG Proof:

By 3.2.21. ~(n) is an atomic boolean algebrai so Q(n)

1= BASIC. The < - relation of gIn) is induced from the

linear ordering of sizes; so it is a quasi-linear

ordering and IRREF, TRICH, and DEF= are satisfied. As

for the remaining axioms:

(a) SUBSET:

Suppose )( c y:

If (x) = (y)

then "(x} = "(V)

and Dl(x) £ Ol(y) and D2(y) £ 02(x)

where at least one of these inclusions is proper.

So a(x) < lI(y).

But if C(x) 1 (y)

then C(x) c ((y)

So ~(x) < 15(y).

In either case. 9(x) < ely) so Q(n) 1= )( < y.

(b) REP<:

Suppose gCn) 1= x < y

so 6(x) = <kl/n.dl>

and eCy) = <kZ/n,dZ>

and either kl < k2

or kl = k2 and dl < dZ.

We want to find some x' such that

gent 1= x = x'

and x· c y:

If kl = kZ ) 0, then V must be infinite;
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so x' can be obtained by removing (dZ - dl)

atoms from y.

If kl = kZ = O. then 0 ~ dl < d2i

so. again. x' can be obtained by removing

(d2 - dl) atoms from y.

If kZ ) kl > O. then let yl be the union of

kl n-congruence classes contained in ((y).

So (y - yl) is finite and (yi - y) is

infinite. let yZ = yl - (yi - y) = yi 1\ y.

So e(y2) = <kl/n. -d3) where d3 = cd(yl-y)

Finallv. let d4 = d3 • dl and x' = y2 \/ y3,

where y3 £ (yl - y) and cd(y3) = d4.

If kl = 0, then x is finite. So if k2 > a (y is

infinite), there is no problem. If k2 = 0,

then dl < d2i so y is finite but has more

members than x. So let x' be some proper

subset of V with dl members.

(c) DISJU: It is sufficient to show that if x and yare

disjoint, then 8(x \/ y) = 8(x) + 9(y). We

need the following three facts:

(i) C(x \/ y) = C(x) \/ C(y) (see Fact 3uZ.1Bb)

(ii) Dl(x \/ y) = (Dl(x) \/ Oleyl) - (C(.~) \/ e(y»)

(If a e x \/ y but a not & C(x \/ y). then

a E Dl(x) or a E Oleyl; any element of Ol(x)

is also in Ol(K \/ y). unless it is in ely);
I

any element of Ol(yl is in Ol(x \/ V), unless

it is in ((x).)
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(iii) 02(x \/ y) = (D2(x) \/ DZ(y)) - (Ol(x) \/ Oleyl)

(Note that if x & Q. y E Q and x 1\ Y = ~,

then ((x) 1\ ((y) = ~; otherwise (x) and ((V)

have an infinite intersection.

Hence, if a E C(x \/ y) - (x \/ y)

then a E (x) - x, i.e. a E 02(x)

or a & (y) - y, i.e. a e Ol(y).

And if a e OZ(x). then a e D2(x \/ y)

unless a Eo Ol(y)

And if a E 02(y). then a E DZ(x \/ y)

unless a e Dl(x).

From (ii) we obtain (iia):

(iia) cd(Dl(x \/ V») = cd(Dl(x) \/ Oleyl)

- cd«Ol(x) \/ Oleyl /\ «((x) \/ ely»~)

and from (iii) we obtain (iiia):

(iiia) cd(D2(x \/ V» = cd(D2(x) \/ Oleyl)

- cd ( (0 1 ( )() \ / 01 ( y) 1\ (D 2 ( x) \ / 02 ( y) ) )

But Dl(x) and Dl(y) are disjoint. since x and V are

disjoint, so

( i v ) cd(Ol(x) \/ DI(y» = cd(Ol(x» • cd(Dl(y»

= tll(x) + ~l(y)

And since 02(x) £ (x),

and 02(y) £ C ( V) •

and ((x) /\ elY) = ~,

and D2(x) 1\ 02(y) = (it

we may conclude:
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(v) cd(DZ(x) \/ 02(y)) = ~2(x) • ~Z(y)

So,

~l(x \/ y) - ~2(x \/ y)

= (al(~) • ~l(y») - (~Z(xt • ~Z(y»

= (~l(x) tl2(x») + (tll(y) lI2(y)

"~~ , .

t: .: .
~!. 'I
./1. 1

~~~:.

~I

= 1I()() + lI(y)

And ~(X \/ y) = rs(x) • ~(y), by ( i )

So S(x \/ y) = e(x) + ely)

( d ) OEF.:

Suppose g(n) 1= SUM(x,y.z)

So 8(z) = 8(x) + ely).

Clearly 9(x) < e(Z)

Assume S(x) = e(Z)

then e (y) = <0.0>

so V = ~ and the consequent of OEF+ i s

satisfied ( 1et Xl = Z, y' = ~.)

As sUIne 9(x) < 8(l)

Then ~(n) 1= x I = )(

and x' c z, for some Xl, si nee 2(n) I = REP< •

Let Vi = Z - x'.

So Xl and y' are disjoint sets whose union i -; z

We claim 9(y) = ecy') (so 9(n) I = y = y' ) :

For 8(x ' ) + ecy') = e ( z) , by OISJU.

But e(x ' ) = e(x)

So 8(y') = eel) - 9(x)

= e ( y ) ( It Cane e 1 1 i n gil i s val i d for

sizes because it is valid for
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•
ratioflals and integers.)

Conversely,

• If 8(2) = 9(x') • ely')

and 9(x ' ) = e(x)

and 8(y') = 8(y)
le

then 9(x) = 6(x) + 8( y)

•

•



•
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Theorem 3.2.30. For n ) 0, g(n) 1= DIVlmJ iff min.

Proof:

(~-) For each i, 0 ~ i < n, let A.i = ,n*~ + it.

So N = \/ (lei: 0 ~

• If

< n).

1 j. A.i /\ A.j = ~ and

Q(n, 1= A.! = A.j,

•

•

•

•

•

•

•
...

since S(A.i) = 9(A.j) = <l/n,O>.

Letting p = n/m, group the n sets A.i into

m collections with p members in each:

B1, •••• 8.m.

Letting b.j = \/ B.j for 1 < j < m,

b.j E C(n) and

8(b.j) = <pIntO> ~ <l/m,O>.

Furthermore. b.l \/ ••• \/ b.m = N.

Hence, if m disjoint sets of the same size exhaust

Nt they must each have size <l/m.O>.

But if ~ c Q(n). then 8(~) = <a/n,b>, for

integral a and b. So b = 0 and a = mIn.

Definition 3.2.31. If J ~ ~ and J is finite, then

the least common multi~le of J, v(J). is the...................~.......................IIIIIIIilIII............ -

least k which is divisible by every member of J.

Remark. Q(J) always exists since the product of all

members of J is divisible by each member of J.

Usually, the product is greater than O(J).
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Corollary 3.2.32. If J is finite. then

• (a) If BDIV(n) 1- DIVlml. then m

(b) If BOIV(J) 1- DIVlml. then m

n.

v(J).

•

•

•

•

•

•

(e) There are only finitely many m for which

BOIV(J) 1- DIVIml.

Proof.

(a) If mIn, then Q(n) 1= BDIV(n);~DIVlm).

(b) Q(9(J») 1= BDIV(J) since it satisfies DIVljl

for each j E J. by (a). But if m I q(J), then

g(Q(J)l 11 DIVlm).

(cl Only finitely many m divide V(J). so by (b).

BDIV(J) entails only finitely many OIV(mt-

~e are now ready to show that SOIVInt 11 CS by finding a

sentence in CS which entails infinitely many DIV sentences.

Such sentences can be produced by generalizing the notion

of divisibility to all sets instead of applyinq it only to

the universe.

Definition 3.2.33

(al If 0 ( N, then Timeslnl(x,y) is the formula:

•
ExO ••• x.n (xO = p & x.n = y &

t (SUM(x_(i-l),x,x.i) 1 ~ i ~ n) )

•

•

So Timesfnl(x,y) says that y is the same size

as the disjoint union of n sets. each the same

size as x.

(b) If 0 S m < n, then Mod(n~ml(z) is the formuba:
"'
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I

•

•

•

ExEyEvEw(Tlmeslnlex9v)

t UNIT(y)

t Timeslmlly,w)

So MOd(n.mt(z) says that z can be partitioned

into n sets of the same size and m atoms.

(e) Divlnl(z) is the formula

~odln,OI(Z) : ••• : MOD(n,n-lt(z)

(d) Aaiv(nl is the sentence

(x)Divlnllx)

Remark. We have taken this opportunity to formulate

the davisibility predicates purely in terms of size

predicates. Notice that in the presence of BASIC,

~act 3.2.34. CS 1- AOrvlnJ, for every n.

Proof: Every set in every finite standard

interpretation is a finite set~ and all finite sets are

roughly divisible by every n.
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•

Fact 3.2.35. BASICiADIVlnl 1-:

(a) ADIVln**ml. for all m,

(b) OIVln). and

(C) DIV(n~*ml, for all m.

Proof:

(a) By induction on m: if m = 1. then n**m = n. so

AOIvlnl 1- ADIV,n**ml. If T 1- ADIVI~*okl' ! 1= T, and

x E A, then x can be partitioned into n*~k sets of the

same size and i atoms, where i < n¢¢k. Each non-atomic

set in the partition can be further partitioned into n

sets of the same size and j atoms. where j < n. Thus,

we have oartitioned x into (n*~k)~n sets of the same

size and ((n**k)*j + i) atoms. But (n**k)*n = n**(k+l)

and. since i < n**k and j < n, (n**k)*j + i < n**(k+l).

Hence! 1= ADIVln**(k+l)l·

(b) Obvious.

(c) Immediate from (a) and (b).
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•

Theorem 3.2.36. BDIV(N) If AOIV(nl for any n ) 1.

Proof:

If BOIV(N) 1- AOIVlnt, then by compactness there is a

finite set J such that BDIV(J) 1- ADIVlnl. But then

BDIV(J) 1- DIV(n**kl for every k. by fact 3.2.35c. eut

this contradicts the fact that BOIV(J) entails only

finitely many DIV(nl sentences (Fact 3.2.32).

So, even if we add all of the DIV-sentences to BASIC, we

are left ~ith a theory weaker than CS. Since this weakness

has arisen in the case of ADIV sentences. it is reasonable

to attempt an axiomatization of CS as follows:

Definition 3.2.31. (A = BASIC \/ (ADIVlnl : n > O)

The remainder of this Chapter and the next t~o are devoted

to showing that CA is. indeed, a complete set of axioms for

CS.
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3.3 REMARKS ON SHOWING THAT CA = CS.

We know that CS 1- CA and we want to show that CA =CS,

i.e. that CA 1- CS_ To do 50, it will be sufficient to

Show that every consistent. complete extent ion of CA i~

consistent ~ith cs:

Fact 3.3.1.

(a) (Lindenbaum's lemma) Every cOl1sistent theory has a

consistent. complete extension. (See Monk, Theorem

11.13, p.200).

(b) If every consistent, complete extension of 12 is

consistent ~ith Tl. then 12 1- Tl.

Proof of b:

Suppose Tl 1- ~, T2 It~. Then T = T2;~~ is

consistent. T has a consistent. complete extension,

T', by Lindenbaum's lemma. Since T2 £ T. T' is also a

consistent complete extension of 12. But T' is not

consistent with Tl.

Definition 3.3.2. T' is d comQletion of Tiff T' is d-----...
complete. consistent extension of T.

To prove that every completion of (A is consistent with CSt

we define two kinds of completion~ of a theory_
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Definition 3.3.3.

(a) T' is a finite cO!Qletion of Tiff TI is true in

some finite model of T.

(b) T' is an infinite COmRletio~ of Tiff T' is true in

some infinite model of T.

Fact 3.3.4. If T' is a completion of T, and SA f T.

then (TI is a finite completion of Tiff TQ is not an

infinite completion of T).

Proof:

(-~). Suppose! is a finite model and A 1= TI. Since

r' is complete,

T' 1- EXACTLY(n). where n is the number of atoms in

!. So T' 1- ~ATLEAST(n.l' and has no infinite

models.

(~-). TI 1- ATLEASTlnl for every n, so TI has no

finite models.

Fact 3.3.5

(a) Every finite completion of CA is equivalent to

CAiEXACTLY(nl, for some n.

(b) Every finite completion of CA is consistent with CS.

Proof:

(a) CA 1- 9ASIC and. by theorem 2.1.6, BASIC is

categorical in every finite power.

(b) The model, ~. of CAiEXACTLYlnl is a standard

finite interpretation. So ~ 1= cs.
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Definition 3.3.6

(a) CAl: (A \/ I~F

(b) CSI = CS \/ INF

So. to show that every completion of CA is consistent with

CSt we may now concentrate on showing that every completion

of CAl is consistent with CSI.

What. then. are the completions of (AI? Recall that (A

entails DIVlnl for every n ) O. where DIV(nl is

MODln,OI : ••• : MOO(n,n-ll

So any completion. T, of (AI has to "!.olve" the disjunction

DIV(n) for each n -- that is. T has to entail one of the

disjuncts. The main result of this chapter is that we can

complete CAl by specifyinq. for each n, the number of atoms

remaining when the universe is divided into n disjoint

subsets of the same size •

Definition 3.3.1

(a) f:~~+ ==> N is a re,nainder function iff

o ~ fen) < n for all n E Com(f). (Henceforth,

If I ranyes over remainder functions.)

(b) f is total iff Dom(f) = N+; otherwise f is j2artial-

(e) f is finite iff Domef) is finite.-
(d) n is a solution for f iff for any i E Dom(f),

n .=. f(i) mod i •

(e) f is congruous iff for any i and j E Dom(f)t
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gcd(i,j) I (f(i)-f(j))i otherwise f is incon9Euou~.

(f) The remainder theory specified by f. RT(f), is

(MOD(n,ml : fIn) = m).

(g) If T i5 a theory, T(f) = T \/ RT(f).

It will be shown in chapter 5 that if f is total, CAI(f) is

complete and that the5e are the on1V complete extensions of

CAl. In this section. we will show that CAI(f) is

consistent just in case CSI(f) is consistento

Fact 3.3.B

(al If f is finite, then f has a solution iff f is

congruous iff f hdS infinitely many solutions.

(See Griffin. Theorem 5-11. po 80.)

(b) f is congruous iff every finite restriction of f

is congruouse

(c) There are congruous f without any solutions. (let

flO) = p-l for all primes o. Any solution would

have to be larger than every prime.)

Theorem 3.3.9

(a) If f is finite. then eS(f) is consistent iff

f i s cor, 9r U 0 us.

(b) CS(f) is consist~nt iff f is congruous.

Ie) (SI(f) is consistent iff f is congruous.
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Proof:

Ca) (-~) Let _ = & (RT(f)}. Since CS;~ is consistent.

there is some n such that ~.n I=~. So n is a

solution of f and, hence, f is congruous by 3.3.8a.

(~-) If f is congruous. f has a solution, n.

So f.n 1= CSiS!l.

(b) (-~) For every finite restriction, g. of f. (5(g)

is consistent. By (a), each such 9 is congruous.

Hence f is congruous by 3.3.8b.

(~-) Every finite restriction, g, of f is congruous.

So (5(g) is consistent. by (a). By compactness.

then, CS(f) is consistent.

(e) (-~) If CSI(f) is consistent. so is CS(f). So,

by (b). f is congruous.

(~-) By compactcless, it is sufficient t:o show tnat

every finit~ subtheory, T. of CSI(f) is consi~tent.

But if T is such a theory. then

T ~ CS(~) \/ (ATlEAST(il: i < n}

for some n and some finite restriction, g. of f.

Since f is congruous. 9 is as well. by 3.3.8b.

So 9 has arbitrarily large solutions and ($(g)

has finite models large enough to satisfy T.

Hence, T is consistent.

We now want to prove d similar theorem for CA, our proposed

axiomatization of CS. To do this, we must first establ ish

that certain s~ntences are theorems of CA.
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•
lemma 3.3.10. If nlm, 0 ~ q < n, and p = q mod n. then

CA 1- MOO(m,p) -~ MODln,ql.

•

Proof: Suppose! 1= CA;MOD(m,pI, kl = mIn, and

p = n*k2 + q. So 8(~) can be partitioned into m

sets of the same size

b(l,l), •• e , b(l,n), b(2.1), ••• , b(kl,n)

and p atoms

a(l,l), ••• , a(k2,n), c.l, ••• , c.q

For 1 ~ i ~ n, let

B.i = \/ (b(j,n) : 1 < j ( kl) \/

• \1 (a(j.n) 1 < j ~ k2)

Since ~ 1= DISJU. A 1= B.i = a.j, for all

between 1 and n. Furthermore,

and j

B(!) : \/ (B.i: 1 ~ i ~ n) \/ eel \/ eae \/ c.q

So ! 1= MODln,ql.

lemma 3.3.11.. I f 0 ~ p < q < m. then

CA 1- MOOlm,pt -. ~MOD(m,qt·

Proof: Suppose~ 1= (MOD(m,pl t "10Dlm,ql):

• Then A I = xl \/ \/ x.m \/ al \/ ••• \/ a·r = I- • ••

and A I = yl \/ ••• \/ y.m \/ bl \/ ••• \/ b.q = I

where the a's and b's are atoms and the )('S ( y' s )

• are disjoint sets of the sante size (in .!).

Let X = xl \/ ••• \/ x.m

y = VI \1 ••• \/ y.m

• A = al \/ \/ a.p•••

•
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B = bl \/ ••• \/ b.p

B' = b.p·l \1' ••• \/ b.q

We claim that yl ( xl. For if Vi = xl. then

(X \/ A) -= (Y \/ B) and i f xl ( yi. then

(X \/ A) < (Y \/ B) , by DISJU; neither i s possible

since (Y \/ B) c I = (X \/ A). SO y. i < x.i for

1 ~ i ~ m. Since! 1= REP<t there is a proper

5ubset y' • i of x.i which is the same 5ize as y. i •

Let l.i = x.i - y' • i

v' = y'.l \/ ••• \/ y'.m

Z = z.1 \/ ••• \/ z.m

So, yo \/ Z = X = I - A

and y • \/ B' = I - B.

But A = Bt since each is the disjoint union of p

atoms. ,Thus ( I - A) - ( I - B). by RC=, so-
(Y' \, z) = (Y \/ B'). But Y' = V, since for

each component of V there i5 a component of Y'

of the same size. So Z = B', by RC=.

But l must be larger than BI, for BI is the

union of fewer than m atoms while Z is the union

of m non-empty sets. So the original supposition

entails a contradiction.



91

Theorem 3.3.12

(a) If f is finite, then CAlf) is consistent iff f is

congruous.

(b) CAlf) is consistent iff f is congruous.

(c) CAl (f) is consistent iff f is congruous.

P roo f:

(a) (~-) Follows from 3.3.9a since CAlf) f (S(f).

(-~) Supposing that f is incongruous. there exi~t

i. j. and k such that k = gcd(i.j). kl(f(i)-f(j».

We will show that

( ¢) CA I - ~ ( MODIi, f ( i ) I C. MQ 0 ( j • f ( j ) t )

from which it follows that CAlf) is inconsistent.

Let p and Q be such that

o ~ p.q < k,

f ( i ) = p mod k, and-
f ( j ) = q mOd k.-

By lemma 3.3.10, we have

( 1 ) (A 1- (MOOli,f(i)1 -~ MOD I k, p)) , and

( 2) CA 1- (MOD(j,f(j)1 -. MOD(k,qll

since k I i and klj. Sine e k I ( f ( i ) - f ( j ) ) , p 1 q. So

lemma 3.3.11 yields

(3) CA 1- (~ODlktp) -~ ~MOO(k,q)).

Finally. from (1), (Z) and (3). we may conclude (*).

(b) and (c) follow from (a) as in 3.3.9.



Corollary 3.3.13. CAl (f) is consistent iff (SI(f) is

consistent.

Proof: Immediate from 3.3.9c and 3.3.12c.

It might help to review our strategy before presenting the

difficult parts of the proof that (A =CS. The main

objective is (1). which follows from (2) by 3.3.1b.

(1) CA 1- CS

(2) Every completion of CA is consistent with CS.

We already know that the finite completions of CA are

consistent with CS (see 3.3.5c) and that if CAI(f) is

consistent. the CSI(f) is also consistent (see 3.3.13). So

(2) is 3 consequence of (3).

(3) If T is a completion of CAl, then T - CAI(f) for

some total. congruous f.

To establish (3). it is sufficient to prove (4) because

every completion of CAl entails CAI(f) for some total f.

( 4 ) Iff i 5 tot d 1 and con9 r u 0 us. CAI ( f) i 5 con,p 1e t e •

To prove (4). we invoke the prime model test: if T is model

complete and T has a prime model. then T is complete (see

A.3.3). So (4) follows from (5) and (6).



(5) If f is total and congruous. then CAl (f) has a prime

model.

(6) For any f, CAI(f) is model complete.

Finally, since any extension of a model complete theory is

also model complete (see A.3.7a). we can infer (b) from

(7).

(7) CAl is model complete.

So (1) follows from (5) and (7).

The oroof outlined here will be carried out in chapter 5.

~ut first we consider a simpler theorVr PSIZE. which deals

only ~ith sizes of sets and ignores boolean relations.

Chapter 4 formulates PSIZE and establishes that it is model

complete. a result we need for showing that CAl is model

complete.
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4 THE PURE THEORY OF CLASS SIZES

CS is about sets; it makes claims about sets in terms of

their boolean relations and their size relations. In this

chapter. we identify a theory pes (the pure theory of class

sizes). which is not about sets. but only about sizes of

sets. "Sizes", here. are equivalence classes of sets

having the same size. pes is formulated in the language of

size relation~, L().

pes is worth examining in its own right. for if "number

theory" is taken to mean the theory of cardinal numbers.

then pes is our version of number theory. But our main

reason for introducing pes is to aid the proof that (A is

model complete. For this reason, we will give only a

sketchy treatment of pes itself.

Section 1 defines pes and develops a set of axioms. peA,

for pes, as follows: for each model. ~. of ~ASIC, we define

a "size-model", ~(!). whose domain consists of equivalence

classes drawn from A under the same-size relationi pes is

the set of statements true in ~(!) for any standard finite

model.!_ peA consists of a theory, PSIZE, which holds in

~(~) whenever ~ 1= BASIC and a set of divisibility

principles.

Using some results about model theory in section 2, Section



3 establishes that peA is model complete. the main result

of this chapter and the only result needed for subsequent

proofs. This is done by reducing peA to the theory Zgm.

whose models are Z-groups taken modulo some specific

element.

Finally, section 4 indicates how peA could be shown to

axiomatize pes. The method is the same as that outlined in

chapter 3 to show that CA ~ CS.



4.1 SIZE-MODELS AND THE PURE THEORY OF CLASS-SIZES

Definition 4.1.1. Suppose ~ 1= BASIC. Then,

(a) If x is a member of A, then ~(x,!) tS the size

of x in A:

~(X,!) = {V: ! 1= x = y)

(b) ~(!). the size model for! is the interpreta-

tion of L«) whose domain is (~(x.!): x E A) where

1) ~(.!) 1= 15(x,.!) = l5(V'.!) iff A 1= )( = y.

2) ~ ( ~ ) ,= l5 ( )( , !) < ·lJ ( y , .! ) iff A I = )( < Y,

3) ~(!) 1= SUM(~()(,!), ~(y,~), ~(Z,!))

iff! 1= SUM(x. y. Z), and

4) ~(~) 1= UNIT(~(x.!») iff ~ 1= ATOM(x)

(e) We shall use II!" as a one-place operator to be

read as "the com;>lementary size of":

~(~) 1= (y = x!) iff ~(~) 1= SUM(x,y,l)

Notice that these interpretations are well defined because

the predicates are satisfied by elements of A in virtue of

their sizes. For example, if ! 1= SUM(x.V'z) and

! 1= (2 = w). then ~ 1= SUM(x,y,w)_
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Definition 4.1.2. pes. lll!.~ure theor~of class si6e~.

consists of all sentences of L«) which are true in the

size model of every finite standard interpretation of

L(C().

Definition 4.1.3. PSIZE consists of the following

axioms:

Order axioms:

IRREF

TRANS

UNIC=

~ (x < x)

(x < y) t (y < Z) -;. (x < Z)

x = V -E-~ x = y

MIN ~ < x

MAX )( ( I

TRICH )( < Y X=Y:Y<K

II nit a x i 0 mS :

Sum axioms:

IOENT

COMM

MONOT

ASSOC

EXIST·

EXIST

COMP

U~IT(x) ~-~ (y < x ~-~ y = 0)

(Ex) UNIT(x)

SUM(x.iI,x)

SUM(x.y.Z) .-~ SUM(y,x,Z)

SUM(xl,y,zl) t SUM(x2,y.zZ)

-~ (xl < xZ .-~ zl < z2)

SUM(x,y,wl) & SUM(wl,z,w) & SUM(y,z,w2)

- .. SUM(x,w2,w)

(Ez)SU~(x.yl,z) t yZ ~ yl

-~ (Ez)SUM(x,y2,z)

x ~ z -. (Ey)SUM(X9Y'Z)

SUM(x,x!,I)
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Fact 4.1.4. If A 1= BASIC, then ~(!) 1= PSIZE

PSIZE fails to axiomatize PCS for the same reason that

BASIC fails to axiomatize CS: the lack of divisibility

principles. We offer peA as an axiomatic version of pes:

Definition 4.1.6. peA = PSIZE \/ (ADIV(nl: n > Ole

Fact 4.1.1. If A 1= CA, then ~(!) 1= peA.

If ! is a finite standard interpretation of BASIC with n

atoms. then the elements of ~(~) can be regarded as the

sequence

0, 1••••• n

with the usual ordering, where

~(!) 1= U~IT(x) iff x = 1

and

~(!) 1= SUM(i.j,k) iff (i+j) = k ~ n

Once n is fixed, this is the only interpretation allowed by

the axioms PSIZE. Notice, in particular, that MONOT+ is

needed to rule out the interpretation in which SUM(i'J,k)

is satisfied just in case (i+j) = k mod (n+l).
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4.2 SOME MODEL THEORY.

We shall use theorem 4.Z.1a to show thnt peAl is model

complete and we shall use theorem 4.2~!b to show, in

chapter 5. that CAl is model complete.

Theorem 4.2.1.

(al (Monk) If T satisfies (*). then T is model complete.

(*) If ~ 1= T, ~ 1= T. ~ £ ~, and ~ is a

finitely generated submodel of ~. then there

is an isomorphismt f. of &into A such that

if x e c /\ A, then f(A) = x.

(0) If T is model complete and L(T) has no function

symbols. then T satisfies (*).

Proof:

(a) See Monk, p.3SQ.

(b) If L(T) has no function symools, then any finitel),

generated structure over leT) is finite. So sup

pose C contains a1 •••• , a.n (from A) and blt •••

b.m (from (6 - A). Let,1 be the diagram of ~

and obtain _2 from _1 bV substituting the vari

able ·x.i' for each constant a.i and the variable

'y.i' for each constant b.i. Finally. obtain ~3

prepending to _2 an existential quantifier for

each y.i. So _3 is a primitive formula.
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~ 1= ~3(al ••••• a.n). so ! does also. by fact A.3.5d.

So. to obtain the desired isomorphism. map the a.i's

into themselves and map the b.i's into a sequence of

elements of A which can stand in for the existen

tially quantified ~ariables of ~3.

We shall refer to (*) of 4.2.1 as "Monk's condition" and to

the mapping. f. as a "~onk mappinge"

We use Monk's theorem in chapter 5 to infer the model

completenes5 of the theory CA from that of PCA. But the

model completeness of PCA is established bV a method given

below to infer the mOdel-comple~eness of one theory from

the model-completeness of another, along with fact 4.2.2.

Fact 4.2.2.

(a) If T1 is model com;>lete and T2 1- Tl. then T2 is

also model complete.

(b) If T is model complete in l. and l' is an expansion

of L by adjoining new individual constants. then T

is model complete in L' (Monk, p. 355).

Definition 4.2.3. Suppose Ll and L2 are first order

languaqes ~nd LIZ = Ll - LZ. A (simple) translation of

II into l2 is a function. t. which:

(1) assigns to the universal quantifier a

(quantifier-free) formula. t:A. of LZ with exactly
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one free variable,

(2) assigns to each n-place predicate, P, in LIZ a

(quantifier free) formula, t:P. of LZ with exactly

n-free variables. and

(3) assigns to each n-place function symbol. 0, in

LI2 a (quantifier .free) formula, t:O. of L2 with

exactly (n+1) free variables.

Definition 4.2.4. If f is a translation of II into l2.

then t extends to all formulae of Ll as follows:

(a) Predicates and function symbols of L2 are translated

into themselves.

(b) f:(~l ~2) = t:~l

(b) t:(~l ~2) = t:~l

t: (~f&1) = -.({:9J)

t: ( ( x ) 9f) = (x) (t : A( )() -~ S')

t:(Ex~) = Ex(t:A(x) & ~)

Definition 4.Z.5. If t is a ~:ranslation of Ll into LZ,

(a) The "functional assumptions of {It are the sentences:

(xl) ••• (xen)( t:A(xl) & ••• & f:A(x.n) --~

(Eyl)( ~:A(yl) t (yZ)( t:A(y2) _._~

(!:O(xl •••• , xn.yZ) ~--~Vl = y2»

where a is a function symbol of II but not l2.

(t,) The "existential assumption of" { is:

Ex t:A(x)
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The functional assumptions of a translation say that the

formulas which translate function symbols yield unique

values within the relevant part of the domain when given

values in the relevant part of the domain. The relevant

part of the domain. here. is the set of elements which

satisfy th~ interpretation of the universal quantifier.

The exi~tential assumption of a translation says that that

subdomain is non-empty. Notice that the existential and

functional assumptions of a translation are sentences of

LZ.

A translation is a mapping from symbols to formulae, but it

inducest in an ohvious way, a mapping from interpretations

of L2 into interpretations of Ll:

Definition 4.2.6. If! is a translation from Ll into

L2 and ~ is an interpretation of L2 which satisfies the

existential and functional assumptions of t. then {(~)

is the interpretation. !. of Ll such that:

(a) The domain of ! is the set of elements of S

which satisfy f:A.

(b) ! interprets all predicates and

function-symbols common to II and L2 in the same

way that ~ does. and

Ie) ! interprets all predicates and function

symbols in LiZ in accordance with the translations
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assigned by t. that is:

~ 1= P(x) iff ~ 1= t:P(x)

A 1= (y = O(x» iff ~ 1= t:O(x.y)

Finally. ~e can formulate a condition on theories that

al~ows us to infer the model completeness of one from the

model completeness of the other:

Definition 4.2.18

(a) If t is a translation from L(Tl) to l(TZ), then Tl

is t-reducible to T2 iff for every model A of Tl there
I

is a model ~ of T2 such that! = f(~).

(b) 11 is (simp1x) reducible to T2 iff there is a

(simple) translation. t, for which T1 is {-reducible to

T2. (C ) Tl i 5 uniformly !-reCiucible to T2 iff for any

models ~l and f 1, ..here !l I = Tl. ~l I = TIt and ~l f

~l. there exist models ~2 and ~2t such that A2 1= T 2,

!1Z I = T2, !2 f. ~Z, .!l = t(!2) and ~l = t(~2).

lemma 4.2.8. Suppose that T1 is t-reducible to T2

and that !l = t(!2). Then, for any primitive

formula, ~, of Ll and any sequence. !' E Al,

Proof:

Suppose

where _. is a conjunction of atomic formulae and
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negations of atomic formulae.

Then !1 1= ,s(.!)

iff !l 1= Eyl ••• y.n _·(!.yl ••••• y.n)

iff ~l 1= _·(!.bl •••• ,b.n) (b.i € AI)

iff !2 1= t:~·(!.bl ••••• b.n)

iff ~2 1= Eyl ••• V.n(t:A(yl) t ••• & t:A(y.n)

L t:~·(!.yl ••••• y.n) )

Theorem 4.2.9. If T2 is model complete, t is a simple

translation from l(TZ) to l(Tl). and T1 is uniformly

t-reducible to T2, then T1 is also model complete.

Proof: By A.3.5d it is enough to show that given models

!l and ~l of Tlt where !l £ ~l and a primitive

formula, 91:

if ~l I = fl}(!) for ! 6 At

then !l I = -(~).

Since T1 i s uniformly {-reducible to TZ, there

are models of T2, !2 £ ~Z where !l = ~(!2)

and ~l = t(~2).

since j!l I = t!J(!) , by assumption

~Z 1= t:fIJ(!), by lemma .It.2.e.

So !2 1= ~:~(!), since T2 is model complete.

and !1 , = _(x). by lemma 4.2.8.
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We shall now define several theories. all more or less

familiar. which will serve as stepping stones in

showing that our theory of size is model complete.

Definition 4.2.10.

Ca) The theory of abelian groups with identity has

the following axioms:

(1) x + (y + z) = ex + y) + Z

(2) x • y = y + x

(3) x + 0 = x

(4) (Ey)(x + Y = 0)

(b) The theory of cancellable abelian semigroups
~

with identity consists of (1), (2). and (3) above

and:

(4') x • y = x + z --~ Y = l

(c) The axioms of simple order are:

x < Y & y < z --~ x ~ Z

x < Y t Y < x --. x = y

x ~ x

x ~ y : y < x

(d) The theory of Z-groups. 29' has the following

axioms:

(1) The axioms for abelian groups with

identity. (2) The axioms for simple order,

(3) y S Z --~ x + y ~ x + z,

(4) 1 is the least element greater than O,and

(5) (x)(Ey)(ny = x : ••• : ny = x + (n - 1».
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for each positive n. where "nyU stands for

"y••••• y .. (n times).

(e) The theory of N-semigroups has the following

a:tioms:

(1) The axioms for cancellable abelian

semi-groups with identity.

(2) - (5): as for 19~ and

(6) 0 ~ x.

(f) The theory of Z-groups modulo I consists of the

following axioms:

(1).(2),(4), and (5): as for Zg,

(3) (y ~ z £. )( < x • z) --~ x + y < x + z,

(6) 0 < )(

(1) x ~ I

(The theory of Z-groups is taken from Chang and

Keisler, p.291).

Fact 4.2.11.

(a) Zg is the complete theory of <Z,+,O,l.<= >

(Chang and Keisler. p.291).

(b) Zg is model compl~te (Robinson and Zakon)_

Theorem 4.2.12.

(a) The theory of N-semigroups is model complete.

(b) The theory of Z-groups modulo I is model

complete.
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Proof:

Cal Every abelian semigroup with cancellation can

be isomorphical1y embedded in an abelian group (see

Kurash, pp.44-48). It is clear from the

construction in Kurash that if the semi group is

ordered. the abelian group in which it !s embedded

may also be ordered and that the elements of the

semigroup will be the positive elements of the

group. Moreover. the (rough) divisibility of the

elements in the semigroup will also be carried over

to the group_

Consequently. tne theory of N-semigroups is

uniformly reducible to the the theory of Z-groups

by the translation:

t:A = '0 ~ x·

Since the latter is model complete. so is the

former. by 4.2.9.

(b) First. consider the theory of N-semigroups in

the language which contains, besides the constant

symbols in the original theory. an individual

constant, I. The theory of N-semigroups is

model-complete in this language. by 4.2.2b.

We claim that the theory of Z-groups ,~odul0 I is

uniformly reducible to this new theory by the
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following translation:

t:A = IX ~ II

~:+ = '(x+y = z) : (x+y = I+z)'

(The construction: given a model of Zgm, stack up

omega-many copies of the model, assigning

interpretations in the obvious way. Need to show

that the result is an N-seRligroup and that the

original model is isomorphic to the first copy of

itself.)

In the next section. we use theorem 4.2.9, to show that

the theory PSIZE is model complete. by reducing it to

the theory of Z-groups mod Ii in chapter 5, we use

Monk's theorem to sho~ that the theory CA is model

complete.
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4.3 PtA IS MO~EL COMPLETE.

To show that peA is model complete, we shall reduc~ it to

Zgm, the theory of Z-groups with addition taken modulo some

constant (see 4.2.11). The model completeness of PtA then

follows from the model completeness of Zgm (fact 4.2.12)

and theorem 4.Z.Q. Specifically. we shall show that every

model of PCA is the {-image of a model of Zgm. where t is

the following translation:

Definition 4.3.1. Let t be the translation from

L(PSIZE) to l(Zgm) where:

(a) ~:A ='x = x·

(b) t:SUM(x.y.Z) = IX + Y = z & x < z·

(e) !:UNIT(x) = IX = II

(d) f:x! = IX + Y = I'

(e) t:(x < y) = IX < Y & x 1 yl

(f) !:~ = IX = O·

Given a model, !. of peA. we can construct a model, ~, of

Zgm directly:
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Definition 4.3.2. If! 1= PSIZE. then Zgm(!J is the

interpretation. ~, of L(Zgm) in which:

Ca) B = A

(b) ~ I = )( ( y iff A I = ( )( < 'f )( = y)

(e) ~ ( I ) = ~ ( I )

(d) .~ (0) = !(,,)

(e) ~ I = ( x j y = Z) iff

A 1= SUM(x.y.z)

or A 1= EaEw(UNIT(a) & SUM(x!,y!.w) & SUM(w,a.z!)

(f) ~ 1= (x = 1) iff! 1= UNIT(x)

(It is obvious that! = ~(lgm(!).)

Fact 4.3.3 establishes that (e) gives a functional

interpretation of •••• This is what 4.3.3j says. Theorem

4.3.8 establishes that 2 1= Zgm, on the basis of the

intervening facts: 4.3.3 deals with the model ~ of PSIZE;

4.3.4 deals with the corresponding model, Zgm(!)~ 4.3.6

verifies some connections between! and Zgm(!)_
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Fact 4.3.3. The following are theorems of PSIZE.

(ISm(x,y)1 abbreviates '(Ez)SUM(x,y,Z)'.)

(a) UNIQUE.:

SU~()(,y,zl) t SUM(Xty,z2) -~ zl = zZ

(b) UNIQUE-:

SUM()(.yl.z) r. SU'1(x,y2.z) -~ Vi = y2

(c ) ASSOCZ:

SUM(x,y,wl) t SUM(wl.Ztw) -~

(EwZ)(SUM(y.z,w2) & SUM(XtWZ,w)

(d ) )( ~ ! = )(

(e) )( < y ~-~ y! < x!

(f ) )( < y r. y < y~ -~ )( < )(~

• Sm(x!.y!)

•

•
•

-."

(hl) SUM(x.y,z) -~ SUM(z!.y,)(!)

(h2) SUM(x,y,z) -~ SUM(x.z!,y!)

(i) SU~(x,y,zl) & SU~()(!ty!tz2!) -~ (zl = z2! = I)

(j) (Ezl)SUM(x.y.zl) ~-~

~(EaEwEzZ)(UNIT(a) t SUM(x!,y!,w) t SUM(w,a,z2!))



Proof: COHM is used freely in these proofs. without

citation.

a. Suppose SUM(x,y,Zl)

and SUM(x.y,zZ)

So z1 < z2 iff z2 < zl iff x ( x, by MONOT+

so 21 =z2. by IRREF and TRICH

so zl = z2. by UNIQUe=.

b. Suppose SUM(x.yl,z)

and SUM(x,y2,z)

So yl < y2 iff yZ < y1 iff z < z, by MONDT+

so yl = y2. by IRREF. TRICH, and UNIQUE=.

c. Suppose SU~(x.y.wl)

and SUM(~l,z,w)

But SUM(~,y,y), by IOENT

and ~ < x. by MIN

so Y < wi, bV MONOT+ and (b)

so (EwZ)SUM(y,z,w2), by EXIST~

so SUM(x.w2.w), by ASSOC.

d. We know SUM(Xtx!.I)

and SUM(x!!.x!,I), by COMP

So x = x!!, by UNIQUE-.

e-~. Suppose x ( y

Assume )(! = y!

But SUM(Y'V!,I), by COMP

so SUM(y.x!.Y)

but SUM(Xtx!.I). by COMP
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•
so x = y. bV UNIQUE-

out this contradicts IRREF

so ... (x~ = y~)

Assume x! < y!

But SU~~ ( Y• y ! • I ) t by COMP

so (EwlJSUM(Ytx!.wl), by EXIST+

and wl ( I • by MONOT.

Also (Ew2)SU M(xtx!,wZ), by EXIST., since x < y

and w2 < w1, by "'ONDl+

so w2 < I , by TRANS

and w2 = I , by UNIQUE+

Suppose )( < y

and y < y!

So y! < )( ! t by (e)

so )( < x!, by TRANS

We kno~ SUM ( x , x ! t I ) , by COMP

so i f y ~ x!

then (Ez)SUM(x,y,Z), by EXIST+

g.

but this contradicts IRREF

so --(x! < V!).

Hence y! < x!. by TRICH.

~-. Immediate from (-~)t given (d).

f.

•

.' so Sm(x,v)

and i f x! < y

then V! < )( ! ! t by (e)

so y! < x, by (d)

so Sm(y!,x!). by EXIST+
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hi. Suppose SUM(x.y.z)

We know SUM(z.z!.I), by COMP

so SUM(y,z!,w)

and SUM(x.w.I) for some w, by (e)

But w = x!, bV COMP and UNICUE

so SUM(y,Z!,x!)

so SU~(z!.y,x!). by COMM.

h2. Suppose SUM(x.y.z)

so SU~(y,x,z), by COMM

so SUM(z!,Xty!). by (hi)

so SU~(xTZ!.y!), by COMM.

i. Suppose SUM(x.y.zl)

and SUM(x!,y!,zZ!)

So SUM(zl!.y,x!). by (hi)

but SUM(y,y!,I). by COMP

so SUM(zl!.I,zZ!). by ASSOC

but SUM(~.I.I), by IDENT

50 ~ < zl! iff I < zZ!. by MONOT.

so zl! = ~. by MAX and MIN

and z2! = It by UNIQUE+

so z1 = z2! = I.

j-~. Suppose SUM(x,y,zl)

So if SUM(x!.y!,w)

then w = z1 = It by (i)

but SUM(I,~tI), by IOENT

so if SUM(w,a,z2!)

then ~ < a iff I < zZ', by MONOT
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so II = at by MAX and MIN

so .... UNIT(a)

~- .. Suppose .... Sm(x'y)

then SUM()(!,y~,w), for some w, by (g)

But i f w = I ,

then x! = y!!

and y! = x!!, by COMP and UNIQUE

SO SUM(Xty'w), by (d)

but this contradicts our original assumption

so w < I. by MAX.

Hence SUM(w.w!.I)

and w! '1 ~

So a ~ w!. for any atom, a

and Sm(w,a). by EXIST+

so SUM(w,a,z2) for some z2

In addition to the theorems of PSIZE 1 isted in 4.3.3. we

reQuire a battery of tedious facts about the model~. ~e

shall state these in terms of a model, ~o. an expansion of

both A and Bt which interprets two additional operators, as

follows:
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Definition 4.3.48 Given a model. !. of PSIZE and ~ =
Zgm(!), ~* is the expansion of ~ induced by the

definitions in 4.3.2 together with (a) and (b):

(a) ~¢ I= Y = -x iff ~ 1= x •. y = 0

(b) ~* 1= z = )( - y iff ~(: 1= z = (x + (-y)

Claim: For each x in B there is a unique y such that

§ 1= )( + y = 0:

Proof:

If x = 0, then ~ 1= x + y = 0 iff Y = o.

-~. If ~ I = 0 + y = 0

then A 1= SUM(1.y.lI). by 4.3.Ze,

since --(Ea) (Ew) (UNIT(a) ~ SUM(~!,y!.w)

r. SUM(w.i:t.z!)

(since ,,!. i.e. I • would have to be ( z ! )

taut A 1= SUM«(iJ.~,,), by IDENT

so y = 0, by UNICUE-.

~-. Obvious.

If X ) O. there is a unique y which satisfies:

(*) SUM(x!,a,y). where UNIT(a)

since there is a unique unit and A 1= UNIQUE.

But ~ 1= x + y = 0 iff ! 1= (*)

-~. If ~ 1= x + y = 0

then A 1= SUM(x!,y!,w) & SUM(w,a,O!)

since A. surely~ doesn'! 1= SUM(x,y,O)

but O! = I

so w = a!, by CO~p and UNIQUE-
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SO A 1= SUM(x!.y!.a!)

so A 1= SUM(x!,a.y). by 4.3.3d and h2.

lllf-. If A 1= (0)

then A 1= SUM ( )( ! , V! ,a! ) • by 4.3.3h2

and A I = SUM(a!.a,O!). by CQMP

so ~ I = )( + y = O. by 4.3.Ze

Given that we have functional interpretations of • + •

and unary '_I, f b) also yields a functional

interpretation.)

Fact 4.3.5. The following statements hold in B*:

(a ) -(x+y) = -x + -y

(b ) -(x-V) = v-x
(c ) (x+V)-Y = )(

(d) -(-x) = )(

(e) x , 0 r. x < y -~ -y < -x

Proof: Omitted.
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Fact 4.3.6. §~ satisfies the following:

(a) Sm(a.b) ~-~ SUM(a,b,a+b)

(b) c ~ b ~-~ SUM(c,b-c,b)

(c) SUM(a,b,c) & 0 ( b -~ SUM(a,-c,-b)

SUM(a,b.c) & a < a -~ SU~(-c,b.-a)

Cd) ~Sm(a.b) -~ Sm(-a.-b) : b = -a

Proof:

a-~. Suppose Sm(a,b)

so SUM(a.b.w) for some w

so ( a+b) = w. bV the definition of • + •

so SUM(a,b.a+b)

.-E -. Obvious •

b-~. Suppose c ~ b

then SUM(c.w,b), for some Wt by EXIST

so b = (c+w). by (a) and U~IQUE+

so (b-c) = (c+w)-c

so (b-c) = w, by 4.3.5c

so SUM(Ctb-c.b)

~-. Suppose SUM(c,b-c.b)

but SUM(c,O,c) bV IDENT

so 0 < (b-c) ttf--. b < c. by MONOT and UNIQUE.

so b < c. by MIN

c-~. Suppose SUM(d,b,c)

and 0 < b

then c = (a+b) by (a) and UNIQUE+

so (c-b) = (a+b)-b

so (c-b) = a. by 4.3.5c
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50 -b = a-c. by 4.3.5c

so SU~(a.-c,-b) if Sm(a.-c), by (a)

But if a = 0

then Sm(a.-c) by IOENT

and if a 1 0,

then a < c. since 0 < b, by MONOT and UNIQUE+

so -c < -at by 4.3.5e

so -c < a! (see 4113.4)

but Sm(a,a!). by IDENT

so Sm(a.-c), by EXIST••

(The second form follows immediately by COMM)

d-~. Suppose ~Sm(a,b)

but b. = (a+b)-a. by 4.3.5c

so ~SUM(a.(a+bJ-a,a+b), by (a)

so ~(a ~ a+b). by (b)

so (a+b) ( a, by TRICH

so if (a+b) 1 0

then -a < -(a+b). by 4.3.5e

so -a < -a + -b. by 4.3.5a

so SUM(-a.(-a + -b) - (-a). -a + -b). by (b)

but (-a + -b) - (-a) = -b, by 4.3.5c

so SUM(-a,-b.-a • -b)

50 Sm(-a,-b)

and if (a+b) = 0

then b = -a
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We can now show that ~ 1= Zgm. The only real difficulty

arises i~ verifying that addition is associative. We need

the following lemma.

lemffia 4.3.7. ~ 1= (*).

(*) (a+c) • (b-c) = (a+b)

Proof: we shall establish (*) for successively more

general cases.

Case 1. Sm(a.b) and c ~ b

We know SUM(b-c,c,b). by 4.3.bb

and SUM(b.a,a.b), by 4.3.6a

so E~(SUM(c,a.w) & SUM(b-c,w,a+b) by ASSOCZ

so w = c+a, by 4.3.bd and UNICUE+

and a+b = (b-c) + (c+a), for the same reasons

so a+b = (a+c) + (b-c).

Case 2. Sm(atb) and Sm(a.c)

If c ~ b. case 1 applies directly.

So assume b < c.

then a+c = (a+b) + (e-b), by case 1

so (a+c) - (e-b) = (a+b), by 4.3.5c

so (a+c) + (-(c-b) = a+b, bV 4.3.4b

so (a+c) + (b-c) = (a+b), by 4.3.5b

Case 3. Sn. ( a. b )

If Sm(a.c). case Z applies.
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So assume .. Sm(a.c)

and thus b < c. by EXIST+

So SU~(btc-btc). by 4.3.6b

and o ( c-b, by IDENT and MONDT+

So SU~(b,-c,-(c-b). by 4.3.bc

so SUM(b.-c.b-c). by 4.3.5b

so SUM(-c,b,b-c) ( 3a)

Either Sm(-a.-c)

or c = -a. by 4.3.6d, since ~Sm(a.c).

Assume Sm(-a,-c)

then SUM(-a,-c.(-a) • (-e». by 4.3.ba

so SU~(-at-c.-(a~c»), by 4.3.5a

and 0 < -a

So SU~(-(-(a+c»),-c,-(-a»), by 4.3.bc

so SU~(a+c,-c,a), by 4.3.5d

Assume c = -a

t.hen a+c = a

and a = -c

so. again. (3b) obtains.

Hence SUM(a+c,-c,a) (3b)

and SUM(-c,b.b-c) (3a)

and SUM(a,b,a+h) since Sm(a.b)

So SUM(a+c.b-c,a+b). by ASSOC

so (a+c) + (b-c) = (a+b). by 4.3.6a

(3D)



122

Case 4. Whenever.

Suppose ~Sm(a,b)t for otherwise case 3 dQplies.

Either Sm(-a,-b)

or b = -at by 4.3.6d

Assume b = -a.

Then a+b = 0

and b-c = (-a)-c

= (- a) + (-c)

= -(a+c)

So (a+b) • (b-c) = (a+c) • -(a+c)

= 0

= (a+b).

Assume Sm(-a.-b).

Then -a + -b = (-a + -c) • (-b - -el. by case 3

so -(a+b) = -(a+c) + -(b-c). by 4.3.5a

= - ( (a + c) • ( b -c ) ), tl Y 4. 3. 5 a

so a+b =(a+c) + (b-c). by 4.3.5d.

Theorem 4.3.8. ~ 1= Zgm.

Proof. The only aKiom for abelian groups that needs

further verification is associativity. We prove this

using lemma 4.3.1:

x • (y+z) = (x • y) + «y+Z) - y). by 4.3.7

= (x • y) • z. bV 4.3.5c

The ordering axiom~ of Zgm are satisfied in ~ because ~

uses the same ordering as !. ! satisfies PSIZE. and

PSllE includes the same ordering axioms. Similarly. ~
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satisfies axioms (iv). (vi). and (vii) of Zgm because A

satisfies MIN, MAX, and the UNIT axioms of PSIZE.

Axiom (iii) of Zgm is:

y ( Z £ x < x+z -~ x+y ~ x.z

If g 1= x ~ X+Z, then! 1= SUM(XtZ,x·z)

So if ~ 1= Y < z. then A 1= SUM(x.y,x+y). ty EXIST.

and A 1= x+y < x+z. by MONDT

so ~ 1= x+y ( x+z.

Finally. the divisibility of elements in ~ required by

axiom (v) of Zgm is guaranteed by the fact that A

satisfies the divisibil ity principles of peA.

So. we have shown that PCA is t-reducible to Zgm. The

reduction is obviously uniform, since each model A of peA

has the same domain as its Zgm-model. So we may conclude

that peA is model complete.
•

Theorem 4.3.9.

(a) peA is model complete.

(b) peA satisfies Monk's condition.

Proof:

(a) Apply theorem 4.2.q.

(b) Immediate from (a) and 4.2.1b.
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4.4 REMARKS ON PROVING THAT PCA = pes.

To prove that peA = pes. we could follow the method

outlined at the end of chapter 3 for showing that CA - CS.

that is to say: we already know that pes 1- peA, so we need

only prove (1)9 which follows from (2) by 3.3.1b.

( 1) PC A 1- PC S

(2) Every completion of PCA is consistent with pcs.

But (2) is equivalent to the conjunction of (2a) and (Zb).

(2a) Every finite completion of peA is consistent with

pes.

(Zb) Every infinit~ completion of peA is consi~tent

with pes.

The finite completions of PCA are just the ~categoricall

theories PCA;EXACTLY(nl. But PCAiEXACTLYlnl is true in

SCA). where A is the finite standard interpretation of

L(C<) contdin\ng n atoms. So, the finite completions of

PCA are consistent with pes. (Formally. we would have to

redefine "EXACTLY" in terms of units rather than atoms.)

Letting peAl = peA + INF, we see that (2b) is a consequence

of (3a) and (3b).
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(3a) If PCAI(f) is consistent. then PCSI(f) is

consistent.

(3b) If T is a completion of PCAI, then T - PCAI(f),

for some f.

To prove (3a). we would have to prove analogues of 3.3.9

through 3.3.13 for peA and pes. This seems

straightforward. but tedious. The trick is to show that

enough axioms about size relations have been incorporated

in peA to establish the entailments among MOO statements.

To prove (3b), it is sufficient to demonstrate (4). because

every com~letion of peAl entails PCAI(f) for some total f:

(4) If f is total, then PCAI(f) is complet'!.

But peA is model complete, so only (5) remains to be shown.

(5) If f is total and congruous. then P(AI(f) has a

prime model.

We won't con5truct prime models for the extensions of peAl.

It's apparent that the size models of the prime models for

CAICf) would do nicely. Alternatively. the construction

could be duplicated in this simpler case.
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5.1 CA IS MODEL COMPLETE.

We shall show that CA is model complete by showing that it

satisfies Monk's criterion (see 4.3.1). So. given

assumption 5.1.1, we want to prove 5.1.2:

Assumption 5.1.1. ~ 1= CA, ~ 1= CA, ! f ~, and ~ is a

finitely generated substructure of ~.

Theorem 5.1.2. There is an isomorphic embedding.

f: ~ ==) !. where f(x) = x if x is in C 1\ ••

We will use the Monk mappings that exist for peA as a guiae

in constructing Monk m~pDing~ for CA. The existence of

Monk mappings for PCA tells us that we can find element§

with the right sizes. OISJU and REP( then allow us to find

elements with those same sizes that fit together in the

right way.

Strictly speaking. ~(~) is not a 5ubmodel of ~(~), so we

cannot app1v Monk's theorem directly. But, let

i(X.~) = the submodel of ~(~) whose domain is

(~(x,~): x E X)

Then, clearly,

~(!) ~ l(A.~) ~ ~(~), and

~(~) ~ ~'C,§). a finitely generated submodel of ~(~)

Monk's theorem applies directly to j(A,~), ~(~) and ~(C,~),

so we may conclude 5.1.3:
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Fact 5.1.3. There is an isomorphic embedding.

g: ~(~) ==) ~(~). where g(~(x.~)) = ~(x.~) for all

x in C 1\ A.

That is to say. the sizes of elements in ~ can be embedded

in the sizes of elements of!. It remains to be shown that

the elements of C themselves can be mapped into A by a

function. f. ~hich preserves boolean relations as well as

size relations.

~otice that ~ is a fini~~, and hence atomic. boolean

algebra. though its "atoms" need not be ato~s of §i indeed.

if ~ is infinite. there must be some atoms of ~ which are

not atoms of ~ since the union of all atoms of ~ is the

bdSis of 2-

Definition 5.1.4. d is a molecule iff d 6 ( 1\ A and

no proper subset of dEC 1\ A.

Notice that C 1\ A is a boolean algebra whose basis is the

same as the basis of C. So every atom of C is included in

some molecul~. The embedding. f, has to rnap each molecule

into itself. Moreover. f has to be determined by its

values on the atoms of h' since f must preserve unions. In

fact. the atoms of ~ can be partitioned among the

molecules. SOt if



129

d = b.l \/ ••• \/ b.n

where d is a molecule and b.l, ••• , b.n are the atoms of ~

contained in d9 then d must also be the (disjoint) union of

f(bl) ••••• f(b.n). If this condition is satisfied, then f

will preserve boolean relations. Of course, f must also

select images with appr,opriate sizes.

Proof of 5.1.2. Given a molecule. d. let bl, •••• b.n

he all atoms of C contained in d. For each b.i, let

c.i be some member of g(~(b.i,§). These elements will

be elements of A. since 9 yields sizes in !. whose

members are in A. These elements have the right sizes,

as ~e will show below. but they are in the wron~

places. we have no guarantee that they are contained

in the molecule, d. So we still have to show that

there are disjoint elements of A, ai •••• , a.n. whose

union is d and whose sizes are the same as bl, ••••

b.n. respectively- Well.

d = bi \/ ••• \/ b.n

so ~ 1= SUM(bl •••• ,b.n,d) because ~ 1= OISJU
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so A 1= SUM(cl, ••• ,c.n.d)

since each c.i is in g(~(b.i.~»)

and d is in g(n(d.~) = ~(d,!)

so the existence of all •••• a.n, as above. are

guaranteed because! 1= OEF+.

Now, let f(b.i) = a.i for each b.i in the molecule d.

Repeatinq this procedure for each molecule yields a

value of f for each atom of~. Finally. if • E C is

non-atomic, then

x = bl \/ ••• \1 b.k, ~here each b.i is atomic

So let

fIx) = f(bl) \/ ••• \/ f(bek)

We claim that f satisfies all the requirements of

theorem 5.1.2: Boolean relations are preserved bV f

because the function is determined by its values on the

atoms of ~i f maps elements of C 1\ A into themselves

because the set of atoms contained in each of these

molecule5 is mapped into a disjoint collection of

elements of A whose union is the same molecule; so, we

need only sho~ that f preserves size relations. To do

so. we invoke lemma 5.1.5. below.

(a) ~ 1= x < Y iff A 1= f(x) < f(y)

(b) ~ 1= x = Y iff A 1= fIx) = fly)

(c) ~ 1= 5UM(x,y,Z) iff ! 1= SUM(f(x).f(y),f(z»)

(d) ~ 1= UNIT(~) iff AI= UNIT(f(x)
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Proof of (a):(The others are similar.)

~ 1= J( < y iff ~(!!) 1= r.s()(,~) < rs(y.~)

iff ~(!) 1= g(~(Xt~)) < g(~(y.~»

iff ~(!) I = lSCf(x,!» < lJ(f(y.!)). by 5.1.5

iff A I = fIx) ( fey)

SOt WE may conclude

Theorem ~.1.6. CA is model complete.

lemma 5.1.5 For all x in C,

~(f(x).~) = g(~(X'2»

Proof: SupPo5e

x = bl \1 ••• \/ b.n,

where eacn b.i is an atom of (.

So. 2 1= SU~(bl, ••• , b.n, x). since ~ 1= DISJU

so ~(§)I= SU~(~(bl,~), •••• ~(b.n.~). ~(x.~»

so ~C!)I= SUM(g(~(bl,~» •••• , g(~(b.n.~). g(~(x,~»))

but for ato~ic b. feb) was chosen so that

9(8(bt~» = 8(f(b).!)

so ~(!)I= SUM(~(f(bl).!)••••• ~(f(b.n)t!)' g(O(x.~»))

but ! 1= SUM(f(bl) ••••• f(b.n). fIx»).

since! 1= OISJU

so ~(!)I= SU~(~(f(bl),!)•••• , ~(f(b.n),!~, ~(f(x),~»)

but. sum~ are unique in ~(!),

so. 9(~(.'~)) = ~(f(x),!)
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5.2 PRIME MODELS FOR CAI(F).

For each total. congruous remainder function. f. we want to

find a prime model. 2If). for CAI(f). All of these pri~e

models can be defined over the class. Q. of sets near

quasi-congruence classes (see section 3.2)_ Of course, for

different remainder functions. we have to as~ign different

~ize relations over Q. Section 5.2.1 defines the

structures Q(f) and verifies that each sati~(ies the

respective theory CAI(f)i section 5.2.2 defines. for each

model of CAI(f), a submodel, or "shell"i section 5.2.3

show~ that g(f) is isomorphjr to the shell of any model of

CAI(f).

The construction here is just a more elaborate version of

the construction of ~ in chapter 3 (see 3.2.19). T~e old

model. g. turns out to be g(f), where fIn) = 0 for all n.

As in the case of 2. the models Q(f) and their copies in

arbitrar1 models of CAl are the unions of chains of smaller

models.

The sizes assiqned to elements of Q to induce 9(f) for d

total. congruous remainder function f are more elaborate

than those used in the definition of ~ (see 3.2.22), but

they are employed in substantially the same way:
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Definition 5.2.1.

Ca) A size is an ordered pair. <~,~>, of rational

numbers.

(b) If 81 = <~l.~l> and ez = <~lt~l>. then

i) 91 < 92 iff ~l ( ~2 or

(~l = ~Z and al < ~Z)

ii) 91 • ez = <~1 • ~2. ~1 • ~Z)

(cf. 3.2.22)

To assign sizes for Q(f) we rely on the representation of

sets in Q which is defined in 3.2.24. gCf). unlike 2.

assigns different sizes to the n-congruence clas~es for a

qiven n:

Definition 5.2.2. If f is total and congruous, then

(a) if x = ,n*~ • il. then

e(f •• ) : <lIn, l/n> if i < f(n)

and 8(f.x) = <lIn. (lIn) - 1> if fen) ~ i

(b) if x E QC(n). so x is the disjoint union

x.l \/ ••• \/ x.k

of n-congruence classes. then

8(f •• ) = e(f,x.l) + ••• + 6(f,x.k).

(e) if x E a, so x can be represented as

(((x) \/ Dl(X)) - D2(x)

as in 3.2.24, then

8(f,.) = 8(f,C(x») • <O.cd(Ol(x) - cd(DZ(x))



134

Intuitively. all n-congruence classes are assigned sizes

<l/nt~). but ~ is no longer 0 in all cases, as in Q.

Instead. the first fen) n-congruence classes are each one

atom larger than the remaining (n - fen») n-congruenc~

classes.

The desired models of CAl may now be defined:

Definition 5.2.3. If f is total and congruous. then

g(f) is the model. At with domain Q in which

A I = (x .. VI i ff 8Cf.x) = Sef.y)-
! I = ex < y) iff 9(f.x) < 8C f ,y)

A 1= SUM~x.y.z) iff 8Cf,z) = e(f,x) • 6Cf,y)

(cf. 3.2.27)

To verify that the structure ~(f) is indeed a model of

CAICf). for total and congruous f, we exhibit each such

model as the union of a chain of models.

Definition 5.2.4. If f is total and congruous. then

2(ftn) is the submodel of g(f) whose domain is Q(n)

Fact 5~2.5. If f is total and congr~ous and n ) 0, then

9.(f,n) 1= BASIC.

Proof: The proof car, be obtained from the proof of

theorem 3.2.29 by scbstituting:
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'8(f,x)' for '9(K)',

·~(f.xJ· for ·~(x)·.

and '~(f,x)' for In(x)'.

The following notion is helpful in understanding our

constructions.

Definition 5.2.6. Suppose! 1= BASIC, x ~ A, and

o ! m < n. Then an (n.m)-partltion of x in A i~ a
---~------.l__ .-. -

sequence _l ••••• x.n' where

C1 ) a. If 0 < i < j < 1ft. then JC. i .. x.j.--
b. If m < i ( j ~ n, then x.i = x.j,

c. If 0 < i ~ m < j ~ n, then SUM(x.j.a,x.i)

for any atom. a.

(2 ) If 0 < i < j S n. then )( • i 1\ x.j : ~, and

(3 ) x = xl \/ ••• \/ ••n

In other words. x is partitioned among n infinite,

pair~ise disjoints se~s which are roughly the same

size: each of the first m is one atom larger than each

of the remaining (n-ml. If 0 < i ~ m, x.i is called a

"charmed n-factor of x"; for i ) m. x.i is a "common

n-fdctor of x".

The sequence (9(f,n») does not constitute a chain of

models. For example. ~(f,3) is not an extension of ~(f,Z).

But this sequence does harbor a chain of models:
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Fact 5.2.1. If n < m. then g(f.n!) c g(f,m!).

Proof: It will be clearer. as well as easier. to

establish this by example than by formal proof.

Letting n = 2 and m = 3, ~e want to show that the

2-congruence cla5ses have the same size relations in

2(f,6) as they do in 2(f,2). for any f. The other

elements of gCf,Z) will ttlen fall into place, since

size relations are determined bV the representation of

a set. x. as ((x). olCK). i,nd 02ex).-

Suppos~ that fe21 = O. so that

Q(f.2) 1= 12kl :: 12k • 11

Since f is congruous. f(6) = O. 2, or 4. If feb) = O.

then all of the 6-congruence classess are common. If

f(6) = Z, then 1_6kl and I_ok • 1_1 are the only

charmed 3-congruence clases. If feb) = 4, then all of

the 3-congruence classes are charmed except

16n • 41 and 16n • 51.

In any case, (2nl wi 11 include the same number of

charmed 3-congruence classes as (2n + 11, so

Q(f.6) 1= 12kl = 12k + 1)

Suppose. however, that feZ) =1. so that

2(f.2) 1= (2nl is one atom larger than t2n + 11

Here. f(6) = 1. 3. or 5, since f is congruous. In any
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case. I. Z"_J contains exactl y one more charmed

3-congruence class than 12n • II. so

Q(f.6) 1= (2 n l is one atom larger than 12n • 11

So it goes in general.

Fact 5.2.7 allows us to regard gef) as the union of a chain

of mOdels:

Fact 5.2.8. If f is total and congruous. then

ge f ) = \/ ( g(f.n!) : n ) 0)

Fact 5.2.9. If f is total and congruous. then

( a) g(f) I = BASIC.

(b) Q(f) I = ALlJVlki. for k ) 0

(c ) .Q ( f ) I = MQOln,f(nJI· for " ) 0

(d) .Q ( f ) I = CAI(f)

Proof:

(a) BASIC i ~ a universal-existential theory; so it i 5

pr~served under unions of chains (see A.Z.S).

(b) Each n-congruenc@ class can be partitioned into

k (n*k)-congruence classes.

(e) Clearly, ~(f.n) 1= MODln,f(n)l.

But ~ODtn,f(n)1 is an existential ~entence,

so it is ~reserved under extensions.

(d) Immediate from (a). (b). and (e).
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5.2.2 ~n!!!! 2! m22!!~·

To embed the model 2(f) into an arbitrary model. !. of

CAICf), we must find a "smallest" sUbmodel,~, of! which

satisfies CAl. Clearly. the basis of !. call it xO. must

be included in B. since the symbol
• I •

must refer to the

same set in the submodel as it does in the model. t3ut i f

the basis of ~ is in B and ~ 1= CAl, then 8 must contain

t",o disjoint sets of roughly the same size \IIho-se union is

the ba5is of .!- Pick such a pai r. xl and x2. to include in

B. (whether these are exactly the same size or differ by

an atom is determined by ~hether ! 1= MODI2tOI or ! 1=

MOD{2.1)_)

~ must a150 satisfy ADIVI31. We can aim for this by

placing in 8 three disjoint sets. x11. x12t and x13. whose

union is xl and another three disjoint sets. x2i. xZ2, and

x23~ whose union is x2. The existence of such sets is

assured because ~ 1= ADIV(31. Again. the exact size

relations among these sets ~il1 be determined by which

~OD-principles are satisfied in!. Notice that by insuring

that xl and x2 are d~visible by three, we also guarante~

that xO is divisible Dy three: the three unions

xli \1 x21, x12 \/ x2Z. K31 \1 x32

~il1 be roughly the same size and exhaust xO.

We can continue this pro~ess indefinitelY, dividing each

set introduced at stage n into (n+1) roughly equal subsets
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at stage (n+1). This will produce an infinite tre~.

bearing sets. The deeper a node is in this tree. the

smaller the set it bear~ and the greater the number of

successors among which this set will be partitioned.

This great tree of sets will not form a boolean algebra.

for it will not be closed under finite unions. A boolean

a~gebra could be obtained by including both the node-sets

and their finite unions. but this would still not be dn

atomic boolean algebra. which is what we are looking for.

~e can't correct for this problem by including in Ball

atoms of A: A may have uncountably many atoms while~. if

it is to be a prime model. must be countable~ ~e leave the

solution of this proble~ to the formal construction below.

The formal proof will proceed -as follows: First, we define

a tree, i.e. a ~et of nodes. on which we shall hang both

the components of tne successive partitions described above

and the atoms which will find their way into the submodel

being constructed. Second. we present the construction

which, given a model.! of CAI(f), assigns a "node-set" A(P)

and a "node-atom", a(PI, to each node, P. Thirdl we define

the shell of ! as the s~bmodel of A generated by the

collection of node sets and node atomSe In the next

subsection. we show that the shell of ! is isomorphic to

Off).
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First, the tree:

Definition 5.2.10.

ca) A node is a finite sequence (nl ••••• n.k>.-- -
where k ) 0 and for all i < k, n.i ( i.

(The letters P and R will be used as variables

ranging over nodes.)

(b) If P = <n1 •••• , n.k>, then

1. The ~g~h (or 1epth) of P, IPI. is k,

2. If 1 ~ i ~ k, then P(i) = n.i, and

3. p1m = <nl, ••• , nk, m)

(e) P extends Riff IPI > IRI and

if 1 < < 'R I, the n P ( i) = R ( i )

I

It

t

Cd) P Q-extends Riff P extends Rand

i fiR I < ii' PI' the n P ( i) = 0

Nodes can be regarded as the vertices of an infinite tree

in which (0) is the root and P dominates Riff R extends P.

Notice that the number of immediate descendants of a node

grows as the depth of the noae increases.

We shall now assign a set to each node by r~peatedlv

partitioning the basi~ of!. At the same time ~e shall

assign an atom to each node.



Construction 5.2.11. Suppose! 1= CAl (f). For each

node. P, we define A(P), an infinite element of !. and

a(P). an atomic element of !. as follows; note that

this construction makes arbitrary choices at a number

of points:

(a) Let A«O» be the basis of !. and

let a«O» be any atom of ! .

(b) Suppose A(P) and alP) have been chosen.

Let m = IPI and let

k = (f ( ( m+ 1 ) !) - f ( If:! ) I (m!)

(kecall that f must be congruous if CAI(f) has

a model. so k is an integer. Now, let

A(P'O), ••• , A(P'm)

be an (m+l.k)-partition of A(P) if A(P) is common or

an (m+l,k+l)-partition of A(P) if A(P) is charmed.

Fact 5.2.12 guarantees that such partitions exist.

In either case, choose A(P'O) so that it contains

alP). This is always possible because A(P) contains

a(P).

(e) Let a(P'O) = a(P)

If 0 < i ~ m. let a(P'i) be any atomic subset

of A(P'i).

The sets A(P) will be referred to as "node-sets" and

the atoms alP) as "node-atoms".
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Fact 5.2.12. Suppose! 1= CAlef), n ) 0, m > 0, and

k = f(n~m) - f(n»/n. Then

(a) x has an (m,k)-partition iff! 1= Modfm.kl(x),

(b) every common n-factor of A has an (m.k)-partition.

Ie) every charmed n-factor of A has an (m,k+l)-

partition.

Proof:

Cal Obvious.

(b). (e). If (b) holds, then so does (c), since each

charmed n-factor is one atom larger th~n each com

mon n-factor.

Furthermore, (b) and (c) must hold for some k,

since all common (charmed) n-factors are the s~me

size and satisfy the same Modlm,kl predicate.

So, suppose that each com~on n-factor ha5 k charmed

m-factors and (m-k) common m factors.

By (a), ! has fen) charmed n-factors and (n-f(n))

common n-factors. Partitioning each of the n-fac

tors into m subsets of roughly the same size

yields an (nOm)-partition of!; the charmed m-fac

tors of the n-factors of ! are the charmed (n*m)

factors of ! and the common m-factors of the n-fac

tors of ! are the common cnOm)-factors of !&

Each of the common n-factors has k charmed m-factors
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and each of the charmed n-factors has (k+l) charmed

m-factors. In all. then. there are

(n - f(n»Ok • f(n)~(k.1J,

i.e. n*k • fen),

charmed m-factors among the n-factors of A.

But. by (a) again, there are f(n¢m) charmed (n¢m)

factors of A. So

f(n*m) = n~k + fen)

and k = (f(n*m) - f(n»/n.
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The following list of facts are provided mainly to help the

reader understand this co~struction. All of them can ~e

established by induction on the deoth of nodes.

Fact 5.2.13.

(a) A(P) c A(R) iff R extends P or P = R.

(b) If A(P) = A(R), then P = R

(e) There are n! nodes (and hence node-sets) of

depth n.

Cd) If i , j. then A(P'i) 1\ A(P'j) = 0

(el Any two node sets of the same depth are

disjoint.

(f) Each node-set is the disjoint union of its

immediate'descendants.

(g) Each node-set is the (disjoint) union of all

of its descendants of a given depth.

(h) a(P) c A(R) iff P extendS R.

(i) alP) = aIR) iff P = R or one of P and R a-extends

the other.

(J) Every node-set contains infinitely wany node-atoms.

(k) For any n, the node-sets of depth n form an

(n!,fcn!»-partition of the basis of A.
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Proof of (k):

For each n, let (oJ be the claim that

(*) the node-sets of depth n for~ an

(n!,f(n!»)-partition of the basis of A.

If n = 1, then n! = 1, fen!) = 0; A«O» = the

basis of A. So (~) holds because any set is a <1,0)-

partition of itself.

Assume that (*) holds for ne Then (~) also holds

for (n+1): each node set of depth n has (n+1)

immediate descendants, so there are (n!)*(n+l) =

(n+l)! node sets of depth (n+1).

Furthermore. fen!) of the n-factors are charmed

and (n! - f(n!)) are common. By fact 5.2.12, each

charmed n-factor has an (n+l.k+l)-partition and

each common n-factor has an (n+l,k)-partition.

where

k = (f(n!O(n+l» - f(n!))/(n!J

(substituting In!' for In' and '(n+l)' for 'me).

So. there are

(k+l)Of(n!) charmed (n+l)-factors from the

Char~ed n-factors

and k*(n! - fen!)) charmed (n+ll-factors from
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the common n-factors.

In all. then. the number of charmed n-factors is:

(k+l)Of(n!) • kO(n! - fen!»)

= kOf(n!) • fen!) + k*(n!) - kOf(n!)

= f(n!) + kO(n!)

= fen!) + f(n!)O(n+l» - f(n!)

= f«n!)(:(n+l»

= f ( (n+ 1 ) ! ) •

So, the (n+l) factors of the n-factors of the basis

form an «(n+l)!. f«n+l)!»-partition of the basis.

That is to say. (*) holds for (n+1).
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Given a collection of node-sets, A(P), and node-atoms,

a(P). from a model. !. of' CAI(f). we can now construct a

submodel. ~. of ! which is isomorphic to Q(f).

Definition 5.2.14. Suppose f is total and congruous.

A 1= CAl (f) and (A(p),a(P) : P is a node} are

a collection of node sets and node atoms of A

produced by construction 5.2.11. Then the

submoael of ! generated by (A(PJ,a(P») is a

shell of A.

For the remainder of this chapter, we will regard as fixed:

f - a total, congruous remainder function,

! - a model of CAI(f).

(A(P)}. (a(P)) - a collection of node sets and

node atoms produced by 5.2.11

and § - the shell of A generated from

(A(P), a(P)J

To show that ~ is isomorphic to 2(f). we need a sharper

characterization of the elements of B. Recall that each

member. x, of 0 can be represent~d as:

«((x) \/ DiCK)) - D2(x)

where C(x) is a quasi-congruence class and 01, 02 are

finite sets. We may r~quire that:

DiCx) 1\ t(x) = Dl(x) 1\ DZ(x) = ~

and that 02(x) S ((xJ
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and. if we do so. the representation is unique (see

3.2.24).

We can obtain a similar representation for elements of B:

the node sets play the role of (some of) the congruence

classes; finite unions of-node sets CDrrespond to the

quasi-congruence classes; finite sets of node- atoms

correspond to the finite subsets in Q.

Definition 5.2.15.

(a) )( i 5 a ~uasi -nodal set of A iff it is the union

of finitely many node sets ( iff it is the union

of finitely many node sets at a g\ven level).

(b) )( is a finite .!-set iff it i s a finite set of

node atom5.

(c) If x & A. yEA. then x is !-near y iff

both (x-y) and (V-x) are finite !-sets.

(cf. 3.2.14 - 3.2.18)

Still following in the footsteps of chapter 3. we can

characterize a as the collection of sets !-near Quasi-nodal

sets. Analogues of 3.2.15 through 3.2.18 obtain for

A-nearness.

Fact 5.2.16.

fa) x E B iff x is !-near some quasi-nodal set of !.

(bJ § is an atomic boolean algebra whose atoms are the
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node atoms. a(P).

(el If x E Bt then x has a unique representation as

(C(x) \/ D1(x)) - D2(x).

where (x) is a quasi-nodal set disjoint from 01(x)

and including 02(x). both of which are finite !

sets.

Proof:

(a) (-~) ~ is generated from node sets and node atoms

via the boolean operations \1 t 1\ • and -. each of

which preserves !-nearness to quasi-nodal ~ets-

(~-) ~ must contain finite unions of node-sets as

well as ~-finite sets; so it must also contain

sets obtained by adding or removing !-finite sets

from quasi-nodal sets.

(b) The proof parallels that of theorem 3.2.21 exactly

ee) let C(x) be !h! quasi-nodal set which is !-near x.

(cf. 3.Z.23); let Dl(x) = (x - (X»i and let

D2(x) = «((x) - x) (Cf. 3.2524).
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5.2.3 rn! !m~~~~!ng!·

To embed Q(f) into !. we first describe Q in terms of node

sets and node atoms. In effect. we are performing the

construction 5.2.12 on 9(f). but with two differences:

first. we are stipulating which (n,m)-partitions to use at

each level; second, we are selecting node atoms so that

every singleton in Q is the node atom for some node. BV

satisfying this latter condition. we can be assured that

the shell of Q(f) will be g(f) itself.

Definition 5.2.17. Suppose P is a node. Then

( a ) I f I P I = k. then

C(P) = ( (k!)~n + sum{P(i)~(i-l)! : 1 ~

(b) The ~pth of Q(P) = tPI-

Examples:

(a) 0«0») = t n I.

(b) Q«O.l» = 12n+l1·

(C) Q«O.O» = (2nl·

(d) 0«0,1.0» = 16n+1)-

(e) Q«O.1.2» = 16n+51·

( f) Q«O.O.2» = (6n+41·

Definition 5.2.18.

Cal I(P) = the least n E Q(P).

(bl q(P) = (I(P»).

< k) I
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Fact 5.2.19.

(a) If P = <nl ••••• n.k>. then

I(P) = sum ( (i-l)!)*n.i : 1 So is k)

(bJ I(P) = I(R) iff P = R, P a-extends R

or R O-extends P.

(e) For every n. there's a P such that n = I(P).

(d ) For every n, there are infinitely many P such

that n = I (P) •

(e) For every n, there's a P such that n = I(R)

iff R = P or R a-extends P.

Fact 5.2.20.

(a) At each depth, n. the I(P) take on all and only

values less than n!.

(h) If I(P) = k, then all nodes along the left-most

branch descending from P also have value k.

These are the only nodes below P with value k.

(c) Indeed, every natural number will be the value of

all and only those nodes along the left-most

branch descending from some node.

So. though for a given n there will be infinitely many

nodes P such that lIP) = n, we can associate with each

natural number a shortest (i.e. shallowest) node for which

I(P) = n.
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Definition 5.Z.Z1. 1(n) = the shortest P such that

I(P) = n.

Fact 5.2.22.

CaJ l(~(n» = n

(bJ P extends i(I(P»)

Ie) '(~(I(n))) = ~(n)

(d) ~(I(P» = P iff P = <0> or P(IPI) 1 o.

(i.e. a node. P, will be the highest node with a

certain value just in case P is not the leftmost

immediate descendant of its parente)

Note: Each of the points listed in Fact 5.2.13 hold

for the sets Q(P) and q(P). That is to say.

the Q(P) can be regarded as node sets and the

Q(P) as node atoms for any model Q(f)- Notice.

especially. that 5.2.13k holds.

We may finally define the embedding of g(f) into A:

Fact 5.Z.Z3. If x E Q. there is ~ unique V E B

such that:

Proof:

(P)(q(P) , x ~-. a(P) ~ V),
If ~here is any such y. there is at most one, by

fact 5.2.16. To sho~ that there is such a y. sup

pose first that x & Qe. So there is some n
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such that:

x = xl \/ ••• \/ x.k

where each x.i is an (n! I-congruence class and

hence a node-set in gef). So

x = Q(Pl) \/ ••• \/ Q(P.k).

Now. let

y = A(Pl) \/ ••• \/ A(Pek).

So V & Band:

Q(P) c x

iff Q(P) c Q(P.i) for some i

iff P extends P.i. for some i, by 5.2.13h

iff a(P) c A(P.i) for so~e i

iff A(P) c y.

If x is not a quasi-congruence class. then

x = (x' \1 Dl(x») - D2(~),

where x' is a quasi-congruence class. So, let

y' be the element of B corresponding to Xl, as

described above, and let

y = (yl \/ (a(P) : q(P) f Dl(x)})

- {alP) : q(P) ~ 02(x»)).

Definition 5.2.24. If x E Q. let g(x) be the y e 9

such that:

(P)(a(PJ £ y ~-~ Q(P) ~ xl

We shall c~11 9 the nodal embedding of Q into

A.
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Fact 5.2.25.

(a) If x e Q. then

g(x) = (g(C(x) \, g(Ol(x)) - g(02(x))

(b) 9 is one-one.

(el 9 maps Q onto 6 •.

Proof:

(a.) Immediate from the proof of 5.2.23.

(b) Suppose g(x) = y = g(x'). Then

But every integer is I(P), for some P, so x = Xl.

(c) Obvious.
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Theorem 5.2.26. If 9 is the nodal embedding of Q into

!. then 9 is an isomorphism of g(f) onto B.

Proof:

( 1 ) 9 (f) I = (x f y)

iff (P) (Q(P) £ )( -~ q(P) £ y)

iff (P) (a(P) ~ 9 ()( ) -. a(P) S g(y). bV 5.2.24

iff ~ I = (G ( x ) f geV) ). by 5.2.16.

( 2) q can be shown to preserve ~. t • unions. inter-

sections. relative complements. and proper SUDsets

as in (1).

(3) g(f) 1= (x = y)

iff 9Cf.x) = Sef.y)

iff nc ( )( , n ) - ( cd ( 01 ( )(» - cd ( 02 ( )() ) )

= nc(y.n) - (cd(Dl(y» - cd(D2(y)))

where nC(l,n) = the number of charmed

node sets of level n contained in e(l)

and n = the least k such that x and yare

both unions of node sets of deoth k.

iff nc(g(x)9n) - (cd(g(Ol(x» - cd(g(02(x))

= nc(g(x),n) - (<:d(g(Dl(x» - cd(g(D2(x))

since QIP) is charmed i ff A(P) i 5 charmed

and 9 preserves boolean relations

iff ! I = (g(x) - 9(yl)-
iff ~ I = (g(x)

.. g(y)). since ~ £ A-
(4) gC f) 1= ex < y)

iff Q( f) I = (x - Je' t x' c y) for some )( . 6 C-
since gef) I = REP<
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iff A I = (g(x)
.. g(x l ) t. g( x' ) c 9(Y))' by 2.3-

iff ! I = (g(x) < 9 ( y) ) t since ! 1= SUBSET, INCISe=

iff ~ 1= (g(x) < 9(V))' since ~ ~ !

(5) g(f) I = SUM(x,y,Z)

iff 9(f) 1= (x' \/ y' = z £. x = Xl t Y = y'

& x' 1\ y' = ,,) t for some x', y' 6 Q

since .Q(f) I = OfF·

iff ~ 1= (g(x') \/ 9 (y' ) = g(x) t 9(x) = g()(I)

£. g(y) = g(y') t 9 ( )(' ) 1\ g(y') = ") , by 2,3

iff A 1= (g(x') \/ g(y') = g()() & g(x) =g(x')

~ C. g(y) = gCY') & 9 ( x 0 ) 1\ 9 (V· ) = ~)

iff A 1= SUM(g(x).g(y),g(Z»), since A I = OEF+

iff ~ 1= SUM(g(x).g(y).g(Z)). since § £ ~

So, each model of CAI(f) has a submodel isomorphic to g(f).

and we may conclude:

Corrolary 5.2.27. If f is total and congruous. then

CAI(f) has a prime model.
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5.3 SUMMARY

We can now draw our final conclusions about CA, CSt and

their completions.

Theorem 5.3.1. If f is a total. congruous remainder

functio~, then CAI(f) is complete and consistent.

Proof:

CAl (f) is consistent because f is congruous. by

3.3.12c. Since CAl (f) is model complete. by 5.1.6,

and has a prime model. by 5.2.27. the prime model

test. A.3.3, applies. So CAI(f) is complete.

Corollary 5.3.2. If T is a completion of CAl. then T 

tAI(f) for some congruous f.

Proof:

For each n ) O. T 1- MOD(n.i) for exactly one it 0

~ i < n: Since T is complete. T 1- MOOfn,il or T 1

~MOOln.i) for each such i. But if T 1- ( ~MODtn.OJ

t •• 5 & ~MOD(n,n-lJ ). then T is inconsistent,

since T 1- tAl and CAl 1- DIVlnl. Hence T 1

MODln,it for at least one i, 0 ~ i < n.

But suppose T 1- MODln.il and T 1- MOOln,jl. where

o ~ i 1 j < n. Again, T would be inconsistent. for

CA 1- MODln.iJ -. ~ MODln,jl (see lemma 3.3.11).
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So. let fen) = miff T 1- MOOln.ml. Then T 1

CAlef) and. since CAI(f) is complete. CAlef) 1- T.

Corollary 5.3.3.

(a) Every completion of CA is consistent with CS.

(b) CA - (S.

Proof~

Ca) Follows from 5.3.2 and 3.3.13.

(b) Follows from (a) and 3.3.1b, given that CS 1- CA.

Theorem 5.3.4.

(a) For n > 0, CSiEXACTLVlnl is decidable.

(b) CS is decidable.

Proof:

(a) CS;EXACTLY(ni 1- ~ iff f.n 1= _.

But f.n is a finite model.

(b) To determine whether CS 1- ~. alternate between

generating theorems of CA and testing whether

f.n 1= ...".

Theorem '.5.3.5.

Cal CSI has 2o~g completions.

(b) For total f. (SI(f) is decidable iff f is

decidable.
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Proof:

(aJ There are 20*g remainder functions whose domain

is the set of prime numbers. Each such function is

congruous. so each corresponds to a consistent

extension of CSI. BV lindenbaum's lemma each of

these extensions has a consistent and complete

extension.

(b-~) If f is decidable, then CAl (f) is recursively

enumerable. But CAl (f) is complete, so it is

decidable.

(b~-) To calculate f(n), see which sentence

MOD{n,m) is In (SI(f).

Theorem 5.3.6. There is no sentence _ such that

T = (A;_ is consistent and T only has infinite models.

Proof: If _ is true only in infinite models of (A, then

~_ is true in all finite models of CA, so ~~ E CS. But

CA = CSt 50 CA;_ is inconsistent.

Theorem 5.3.1. CS is not finitely axiomatizable.

Proof: Suppose (S 1- _. s~ CA 1- _ and. by

compactness, (BASIC \, T) 1- _ for some finite set of
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ADIV principles. T = (AOIV(n) : n c J}. Let K = (n :

every prime factor of n is a member of J).

let! be a model whose domain. A. is \1 IO(k) : k E K).

in which size relations are determined in accordance

with the size function e defined in 3.2.26. We claim

the following without proof:

( 1 ) A I = BASIC

(2 ) A I = AOIV(jl for all j e J.

(3 J A 11 ADIV(kl for any k & K.

By ( 1 ) and ( 2) A I = (BASIC \/ T). so A I = ~. gut by

( 3) • A 11 CS. Hence fIJ If cs.
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6 SETS OF NATURAL NUMBERS

CS has finite standard models since it consists of

sentences true in all such models. CS has infinite models

Q(n) and Q(f). In this chapter we will show that CS has

infinite standard models over P(N).

An ordering of P(N) that satisfies CS will not necessarily

appear reasonable. For example, some such orderings say

that there are fewer even numbers than there are prime

numbers (see below, 6.2.13). To rule out such anomalies,

we introduce a principle, OUTPACING. in section 1.

OUTPACI~G mentions the na~ural ordering of N and applies

only to subsets of N. Section Z establishes that OUTPACING

can be satisfied jointly with any consistent extension of

CS is a model whose domain is P(N). So CSi OUTPACING does

not fix the size relations over peN).
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6.1 THE OUTPACING PRINCIPLE.

Throughout .this Chapter, 'x' and Iy' will range over P(N)e

Definition b.l.1. x outpaces y iff

(En)(m)(m ) n -. xlml ) y (ml)

That is to say, x outpaces y just in case: given any

sufficiently large initial segment of N. the restriction of

x to that initial segment is larger than the co~responding

restriction of y. Notice that the size comparison between

the two restricted sets will always agree with the

comparison of their normal cardinalities since all initial

segments of N are finite.

We employ this notion to state a iufficien! condition for

one set of natural numbers to be larger than another:

OUTPACING: If x outpaces V, then x ) yG

The general motivation behind this principle should be

familiar. We extrapolate from well-understood finite cases

to puzzling infinite cases. But we should also emphasize,

again, that this extrapolation cannot be done in any

straightforward. mechanical way without risking

contradiction. We cannot, for example. strengthen the

conditional to a biconditional, thus:
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(1) x ) Y iff x outpaces y

This revised principle conflicts with CS. for gutpacing is

not a quasi-linear ordering. For example. neither (2nl nor

{2n.l} outpaces the other since eaCh initial segment

{O •••• ,2n+l} of N contains n evens and n odds. 9ut the two

are discernible under outpacing. since (2ni outpaces (2n+2'

while 12n+ll does not. There is another point that

underlines the need for care in extrapolating from finite

cases to infinite cases: we cannot just use (2):

(2) If, given any finite subset z of Nt x restricted to

Z is larger than y restricted to z. then x > y-

Though (2) is true. its antecedent is only satified when y

is a proper subset of x.

So. there are many statements tnat assert of infinite cases

what is true of finite cases. Some of these conflict with

one another. Others are too weak to be helpful. It is

doubtful whether there is any mechanical way to decide

which of these statements are true. The best we can do is

propose plausible theories, determine whether they are

consistent. and see how far they go.
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Definition 6.1.0. ~ is an 2Y!p~cing~odel iff

A = PIN) •

.! 1= BASIC, and

.! 1= OUTPACI~G.

(There is a slight difficulty in saying that an

interpretation of l(C<J "satisfies OUTPACING". Since

OUTPACING involves the smaller-than relation over N. it

cannot be expressed in L(C<J. We shall finesse this

problem by regarding OUTPACING as the (very large) set of

sentences

( ~ < ! : a outpaces b).

Fact b.l.1. Every outpacing model satisfies the

following:

(a) 12n) ) 13nl

(b) (3n l > (4n' ) (5nl > •••
(c ) If k > O. then Iko!!1 ) I n*(lZ I

Proof:

(a) 12n I has at least (k-ll/2 members less than or

equal to k, for any given k. 13n) has at most

(k/3) • 1 such members. If k > 4, then

(k-l)/2 ) (k/3) • 1.

(b) Similar to (aJ.

(c) Note that if m = k*o2, both (kOnl and Ino*ZI

have exactly k members < m. For m ) k~(k.l). Nlmt

will have more members in Ikonl than in (n**21.
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Theorem 6.1.2. Every outpacing models satisfies

(a) 12nl ~ 12n+1)

(b) 12n+l1 ~ 12n+21

(e) If 12n l ) 12n+11. then 12n+11 = 12n+21

Proof:

fa) By fRItH, it is sufficient to show that (2nl is not

smaller ~han 12n+11- If it were, then. by REP<, there

is a y such that y = (Znt and V c 12n+ll. But any

proper subset of 12n+1) is outpaced by. and hence

smaller than. 12nl: let k be the least odd number not

in y. Then (Znl leads y at (k+l) and y never catches

up. So there is no y such that IZnJ = y c 12n+11

(b) Similar to proof of (aI_

(c) Note that 12nl = (2n+ZI \/ (0) and that BASIC 1

(*).

(*) (y ext z ~ y t ATOM(zl) & Z c x

t x = z \/ z·) -~ y = z.

Letting x = (2nl, V = (2n+ll' Z = (Zn+Ze and applying

(~). (2n+11 = 12n+21.

The two alternatives left open in b.1.2 correspond to the

possibilities ~hat N may be odd or even: if (2nl = (2n+1I,

then N is eveni if 12n+11 = (2"+21. then N is odd. In

section 6.2 we show that both of these possibilities can be

realized in standard models over P(N). Here. we generalize

6.1.2 to similar cases, including other congruence classes.
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Definition 6.1.3e <x.y> is an alternating pair iff x

and yare infinite and fnr all i > 0, xli) < Yli) <

x(i.!).

Fact 6.1.4. If <x,y)' is an alternating pair. then in

any outpacing model:

x = y or x ) y = (x - x(I»).

Proof: The argument for 6.1.2 applies here since the

only facts about (2nl and 12n.11 used hold by virtue of

these sets forming an alternating pair.

Theorem 6.1.5.

(a) If 0 ~ i < j < k, then <lk*O • il.lk*n • jl> is an

alternating pair.

(b) For a given k ) 0, let A.i = tk*~ • it for each i <

k. Then there is a 0, 0 < p ~ k such that

(i) If i < j ( p. then A.i = A.j,

(ii) If p 1 k. A.O = A.p \/ {OJ, and

(iii) If P ~
•< k, then A.i = A.p.

•

(See example below).

(~) A.iln) = k*n + it A.j(n) = k*n • j, A.i(n • 1) :

k6n • i • k, and i < j < k • i.

(b) If A.a > A.i for some i. let p be the least such i;

otherwise let p : k.
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(i) For 0 ~ i < p, <AO,l.i> is an alternating ~air

SO AO > A.i or AO = l~i by 6.1.48 But AQ ~ A.i by

the selection of p. so AO = A.i. (i) follows bV

TRANS-.

(iiI Immediate from 6.1.4 ~ince <A.O.A.p> is an

alternating pair and A.O > A.p.

(iii) A.a ) A.p ~ A.i if i ~ p. So A.a > A.i.

Hence A.i = A.O - {OJ = A.p. So l.i = A.p.

Example: Let k = 4. so A.i = 14n. i I for i = 0,1,2.3.

Then one of the following situations obtains:

( 1 ) A.O = A.l - A.2 - A.3 ) 14n+41- -
(2 ) A.O ) A.I = A.. 2 = A.3 = (4n+41

(3 ) A.O = A.i ) A.2 = A.3 = 14n.41

(4) A.O = A.1 = A.2 ) A.3 = 14n+41



•

•

•

•

•

•

•

•

•

•

168

6.2 MOOEL~ OF CS AND OUTPACING •

In this section, we construct models of CS over PIN) that

satisfy OUTPACING.

Outpacing models will be constructed out of finite models

of CS by a technique which is very much like the

I· U 1 t r -:lpr odu c t canst r uct i on" common i n mode 1 theor y, tllOUgh

the a~~ lication here demands some important differences.

D~finition b.2.1 •

(a) LeN) is the first order language which results from

adding to L(C<), as individual constants. a name for

each subset of N•

(b) !.n is the finite standard interpretation of L(N)

over P(N(nl) in which

!.n(i) = a 1\ N(nl = alnJ for each a £ N•

Cefinition 6.Z.2. (cf. Monk, Oef. 18.15, p.318) If X

is a set and F ~ P(X). then

(a) F has the finite intersection Qr9Rer~ itf the

intersection of any finite subset of f is non-empty_

(bl F is a filter over X iff

(i) F 1 "

(iiI If a E F and a ~ b, then b E F, and

( iii) I f a E F and b E F. then a /\ b E F.

(e' F is an ultrafilter over X iff

(i) F is a filter over x,



( i i) x E F, and

( iii) i f Y ~ X t then Y £:- F or (X - Y) E F.

Cd) An ultrafilter. F, over X is Drjnci.W iff

there is some x e F such that F = (a eX: x E a)i

otherwise F is ~~rinciQ!l.

fact 682.3.

Ca) A non-principal ultrafilter contains no finite

sets. (See Bell and Slomson, Ch.6, lemma 1.3, p.108)_

'b) A non-principal ultrafilter over X contains all

cc finite subsets of X.

.'

(c) If F ~ PIX) and F has the finite intersection

property. then there is an ultrafilter over X which

includes F. (See ~onk. Prop. 18.18, p.31Q)_

Cd) If Y ~ X and Y is infinite. then there is a

non-principal ultrafilter over X which contains Y.

Definition 6.2.4. If F is an ultrafilter over ~,·then

A(F) is the interpretation of l(C() in which

( i) A ( F) = P ( N·j

(ii) !(F) 1= a < ~ iff (k : alkl < blklJ e F, and

similarly for other size predicates.

(iii) Boolean symbols receive the usual interpretation.
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Our main result is that if F is non-p~incipal. then !(F) is

an outpacing model.

Theorem 6.2.5. If F is a non-principal ultrafilter o~er

~ and! = !(F). then

(a) If t is a term of L(N). then

A.k(t) = A(t) /\ A.k = A(t)lnt

(b) If _ is a Quantifier free formula of L(N), then

! 1= ~ iff (k: !.k 1= SIS) E F

(c ) If .- is a universal formula of L(N) and

.!_k I = SiI, for every k, then A 1= fII·-
(d) ~ 1= REP(.

( e) ! , = BA SIe •

( f) ~ I = ADIVlnl, for every n.

P roo f:

( a) BV induction on the structure of t:

( 1 ) If t is a constant, t = a for a c N.

So A.k(t) = alkJ by b.Z.lb.

( 2 J If t = 't 1 \/ tZ',

A.k(t) = A.k(tl) \/ A.k(t2)

= CACti) 1\ A.k) \/ (A(t2) /\ A.k)

= (A(tl) \1 A(tZ») ,\ Aak

The proofs for intersections and relative comple-

ments are similar.

(b) By induction on the structure of _:

(1) If _ = 'a c be, then ~ 1= _ iff a c b.

If a c b, then there is a k & b but not & a.
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So if n ) k, aln' c bini. Hence.

(n: A.n 1= -J is cofinite and, by 4.Z.3b. in F.

Conversely, if (n: a(nl c bIni) E F, then it is

infinite. So there cannot be a k in a but not

in bi otherwise a(nl ~ould not be included in

bin} for any n greater than k. So a c b. But.

clearly a 1 h, so a is a proper subset of b.

( 2) I f 121 = • a = b'. then

A 1= _ iff a = b

iff atnl = b(nl for all n

iff (n: A.n 1= S'JJ = N

iff In: A.n 1= a = b} E F

since if A.n 11 'a = be, and k ) n,

then A.k 11 'a = b'.

(3) A 1= (a < b) iff {k: .!.k 1= (a < b)} E Fg

(immediate fro~ 6.2.4b.)

(4) If tJ is non-atomic.

! 1= (_1 & _2) iff ! I~ _1 and! 1= ~2

iff (k: !_k 1= s!Jl) 6 F

and (k: ~.k 1= _2) E F

iff (k: ~.k 1= (,,1 & "2) ~ 'F

! 1= ~_l iff not(! 1= _1)

iff (k: .!_k 1= _1) is not in F

iff (k: ~_k 1= ~_l) ~ F

since F is an ultrafilter~
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(c ) Suppose !.k I = (x)"lx). for all k

then !_k I = _ (aJ, for all a, for all k

so !.k I = t8(a). for all k. for all a

so A 1= ,,(a), for all a, by (b )

SO A 1= (x)_(x)

(d) Suppose A 1= (a < b).

We want to construct a', a subset of b. for

which A 1= (a =a').

Let K = (k: a(kl < b(klJi 50 KeF.

let K = (kl, ••• ,k.i •••• ). where the k.i·s are

in strictly increasing order.

Let aD = {a

a.(i+l) = a.i \/ (the n greatest members of

b I k. ( i • 1) J wh i c h are not ina. i ) ,

where n = cd(alk.(i+l)l) - cd(a.i)

let a' = \, (a.i)

Then a' ~ b, since each a.i draws its new

members from b.

Claim: If k E K, then al(kl = a(kl.

Hence: ! 1= a' = a. since they are the same size

over some set which contains K, and is, thus, in F.

(e) Immediate from (c) and (d): BASIC is equivalent to

a set of universal sentences. together with ATOM

and REP(. (! 1= ATOM because it contains all

singletons of natural numbers.)

(f) Given n ) 0, x, an infinite subset of Nt and

let x.i = (x(k*n + i-I): k ~ N).

( n.
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So. the n sets. x.i, partition x. Furthermore. these

form an "alternating n-tuple", in the manner of the

congruence classes modulo n (see theorem 6.1.5).

So, as in 6.1.5, these sets are approximately equal

in size and! 1= Div(nl(x).

Corollary 6.2.6. If F is a non-principal ultrafilter

over N. then

(a) ,!(F) 1= CAl. and

(b) .!(F) 1= CSI

Proo f:

(a) Immediate from b.2.5e and b.2.5f.

(b) Immediate from (a) and 5.3.3b.

Perhaps a remark is in order: The proof of 6.2.6 is modeled

on the usual "ultraproduct construction", but isn't Quite

the same. In the usual construction (see Bell and

Slomson,pp.81-9Z), a model is built by first taking the

product of all the factors (in this case, the A.k). which

result5 in a domain whose elements are functions from the

index-set (~. here) to elements of the factors. These

functions are then gathered together into equivalence

classes (by virtue of agreeing "almost evervwhere", i.e.

on some member of the filter) and the reduced ultraproduct

is defined by interpreting the language over these

equivalence classes. The model so constructed, which we'll

call "Pr(A.k)/F". has the handy propert~· that it satisfies
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any formula which is satisfied by "almost all" factors. and

certainly any formula which is satisfied in all of the

factors. This is handy because. given that each of the !.k

1= CS, we can immediately conclude that ?r(A.k)/F also

satisfies CS.

Unfortunately, Pr(A.k)/F isn't the model we wanted: for its

elements are not subsets of Nt but equivalence classes of

functions from N to finite subsets of N. There is. indeed.

a "natural mapping" from subsets of N to such elements. and

this mapping would al1o\J us to identify a model over peN)

as a submodel of Pr(A~k)/Fi but only a submodel. So, had

we constructed the reduced ultraproduct. we would have then

been able to infer that the part of that model which held

our interest satisried all universal formulas of C5; we

still would have had to resort to special means to show

that the non-universal formulas were likewise satisfied.

Fortunately. these special means were available; the only

non-universal axioms of CAl could be verified in the

constructed model more or less directly. and the

completeness proof of the last chapter, allowed us to infer

that all formulas true in all of the factors are true in

the model A(F). after all.

Notice that. given any F, there will be many cases where

!(F) 1= ~ < Q even though b doesn't outpace a. This will
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h3Ppen whenever (k : !.k 1= alkl < blklJ ~ F but isn't

cofinite. Consider a familiar example: Let a = 12n+ll and

let b = 12 n l. Then a(kl < blkl iff k & 12nl. for if we

count the even numbers and the odd numbers up to some even

number. there will always be one more even and if we count

up to some odd number, there will be the same number of

evens and odds. (2nl is neither finite nor cofinite, so it

~av or may not be in F. If 12nl E F. then ~(F) 1= ((2n+11

< (2 n l)_ Otherwise 12n+11 E F, so ~(F) 1= (12nl = 12n+11).

The construction of a model !(F) from any non-principal

ultrafilter, F, suggests that there are many outpacing

models unless different ultrafilters yield the same model.

~e will first show that this qualification is not needed.

Theorem 6.2.7. If Fl and F2 are distinct non-principal

ultrafilters over ~, then !(Fl) 1 ~(FZ). (Proof

below.)

To show this, we will show that the presence of a set in an

ultrafilter makes a direct. "pcrsonaltzed" contribution to

the model !(F). Putting this in another way. there is a

set of decisions that must be made in constructing an

outpacing model; each decision may go either way. though

the decisions are not independent of one another.

Furthermore. each decision is made for a model ~(F) by the

presence or absence of a particular set in F.
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Definition b.2.8. If K ~ N. then x+ = (i+l : i ex).

A pair of sets <x,x+) can sometimes be an alternating pair.

Lut this is not always the case.

Fact 6.2.9. (x,x+) is an alternating pair iff x is

infinite and there is no n E x such that (n+l) 6 x.

i.e. no two consecutive numbers are in x.

Nevertheless, pairs (x,x+) are like alternating pairs in

the following way:

Lemma 6.2.10. If x is infinite. xl = (x - x+). x2 =

(x. - xJ. F is a non-principal ultrafilter. and A =

A(F). then

(d) (xl,xZ> is an alternating pair.

(b) A 1= (x = x+) or ! 1= ex > x. = (x - x(l) ).

(e) ! 1= ex > x+) iff x E F.

Proof:

(a) let a run of x be a maximal consecutive subset of......
x. (So (2nl has only one-membered runs. while (N -

(lOn)) has only nine-membered runs.) So xl(n) is the

first element in the Dth run of x and x2(n) is the

first element after the Dth run of x.

(b) We know from (a) that x2 =xl or xZ = (xl - xl(l).
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But the disjoint union of ex 1\ .+) with xl or xZ.

respectively. yield5 x or x+. So (b) follows from

OISJU. fe) We need only prove (0). which we shall do

(*) cd(xlnl) > cd()(·ln) iff n €: x

informally: xln, first becomes greater than x+lnl where

n = x(l) since x(l) is not & x+ because (x(l) - 1) not

C x. Throughout the first run of x, x retains its

lead. losing this lead at the least n. n not & x (for

(n-1) e ~. so n e x+). This pattern repeats during

successive runs of x.

We can now prove our theorem.

Proof of 6.2.1. Without loss of generality. we can

suppose there is a set. x. such that x E Fl and x not ~

F 2 • By 6.2. 10 C t ~ ( F 1) I = x ) x + an d ! (F2) I = )( = )( + •

Theorem 6.2.7 allows us to improve upon some previous

results. For example. we can show that either of the

alternatives in 6.2.10b can be obtained for any alternating

pair.

Theorem 6.Z.1l.

(a) If neither x nor y outpaces the other, then there

is an ultrafilter. F, such that .!(F) 1= )( = y.

(b) If (x,y> is an alternating pair, then there is an

ultrafilter, F. such that !(F) 1= x ) y.
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Proof:

(a) let J = (k : cd(xlkJ) = cd(V{kl) J. Since neither

x nor V outpaces the other, J is infinite. By b.l.3d,

let F be a non-principal ultrafilter which contains J.

Then !(F) 1= x = y.

(b) If <Xty> is an alternating pair. so is <y.(x -

x(l)>. So, by (a) there is an F such that ~(F) 1= (y

= (x - x(i)) ). But then !(F) 1= (x > V).

Theorem 6.2.12. Every infinite completion of CS has an

outpacing model.

Proof: Recall that every infinite completion of CS is

equivalent to CSI(f) for some total and congruous

remainder function. f. (See 3.&.2)

Given such an f. let G.k = Ikon. f(k) + 1)1 for each k

) O. Note that (oJ holds for each k:

(*) G.k = (n : ~.n 1= MOOlktf(k)11

let G = (G.k : k ) OJ.

The intersection of any finite subset, H, of G is

infinite. If H is a finite subset of G. then H = (G.k

: k ~ J), where J is some finite subset of N+. So H =
(n+l : if k & J. then n - f(k) mod k). But f is
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congruous, so the restriction of f to the finite domain

J has infinitely many solutions (see 3.3.8a).

Since the intersection of any finite subset of G is

infinite. there is a non-principal ultrafilter F such

that G ~ F. By C*). ~(F) 1= MOD(k,f(k)l, so ~(F) 1=

CSI(f).

On the basis of 6.2.11 ~e noted that there are even and odd

outpacing models; we can now extend that observation to

moduli other than 2. ~ore specifically. note that all of

the p05sibilities listed in 6.1.5 for the relative sizes of

the k~congruence classes are, in fact. obtainable in

outpacing models.

This section has explored the existence and variety of

outpacing models. Three comments are in order before we

turn to the common structure of outpacing models.

First. even if T is an infinite completion of CSf there is

no unique outpacing model which satisfies T. This would be

true only if fixing the relative sizes of congruence

classes determined whether x = x+ or x > x+ for every x £ N

(see b.2.10c). That all such choices are not determined by

a remainder theory can be seen intuitively. perhaps, by

considering x = In O*21: Any finite set of congruences has

infinitely many solutions that are squares and infinitely
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many that aren'ti so whether x E F is an independent

choice. Note also that there are only (Zo*;) remainder

functions while there are 2 o*(2 o*w) non-principal

ultrafilters over Nt each yieldi~g a different outpacing

model (see Bell and Slomson, Ch.6, lheorem 1.5).

Second, it is not clear whether every outpacing model can

be obtained by the construction of 6.2.4. Lemma b.2.l0c

may suggest that any outpacing model. !w is !(F) for F =
F.A = (x :.~ 1= x > x+), but it shoulon't. To establish

that A : !(F.A). both (1) and (2) are necessary.

(1) If ~ i~ an outpacing model, then F.! is a

non-principdl ultrafilter.

(2) If F.~ = F.~, then A = ~.

I have not been able to prove (1) or (2). If (1) is false.

then clearly! 1 !(Fe!). But even if (1) is true. two

outpacing models may agree about all pairs (x.x+) but

disagree e15ewhere. ~t most one of them is obtainable by

our construction. So (1) and (2) are open problems.

Finally, though it's probably extraneous to show that

OUTPACING is independent. we will do so.

Theorem 6.2.13. There are standard models of CS over

peN) which do not satisfy OUTPACING.
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Proof: Suppose that ~ is a linear ordering of N. under

which ~ forms an w sequence. Then ~e could define x

(-outpaces y. thus:

En ( m) (n ' m -~ c d ( (k : k Eo )( & k ~ m}) > cd« (k : k

E V t k ~ m)) )

and OUTPACING~, thus:

If x ~-Gutpaces y, then x ) y.

Modifying b.2.4, we could produce standard models of CS

over P(NI which satisfy OUTPACING~ and these won't. in

general, satisfy OUTPACING.

Suppose, for example. that ~ is the ordering:

p(l). q(l) •••• , p(k). q(k), ••••

where p is the set of primes and q is its complement.

In dny GUTPACING~ model, p and Q will be nearly the

same size, and the evens and oddS are in outpacing

mod~ls. But the evens are much smaller than q~ 50 P )

(2nl and OUTPACING is false in OUTPACING' models.
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6.3 DENSITY AND SIZE

When number theorists talk about the sizes of sets of

natural numbers, they don't content themselves ~ith

speaking of the (Cantorian) cardinalities of these sets.

Since they often want to compare infinite subsets of Nt

they n~ed d more discriminating notion.

One notion they use is "asymptotic density". The

aysmptotic density of a setf x. of natural numbers is the

limit, if there is one, of cd(xln)/n as n grows. For

example, the asymptotic density of (2nl is 1/2. From now

on, we shall use the term "densi ty" instead of "asymptotic

density".

In this section, we compare the ordering of peN) given by

density to the orderin~s given by CS and OUTPACING •

Definition 6.3.1.

(a) fr(x,i) = cd(x(i II/i, the fraction of numbers less

than or equal to i that are members of x.

(bl If x £ y 1 ~. then p(x.y), the density of x ~ y.

is the limit, if it exists. of

fr(x,i)/fr(y.i)

as goes from V(l) to infinity. That is,

P(x,y) = riff (d)(d) 0 --~ (En)(i)(i ) n --~

-d < fr(x,i)/fr(y.i) < d)

(c) The densitY-2! x, P(x), is the density of x in N.
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if x has a density in N.

(d) If x c y 1 ~, then x converges in y, cvg(x,y), iff

x has a density in yi other~ise x diverges in y.

dvg(x,y). (e) K .conver,.9!.1.' cvg(x). iff x converges in

Ni x ..dllllllili....v_e...,r.....Q!.!.. iff )( diverges in N..

Fact 6.3.2.

(a) If x is finite, p(x) = 0

(b) If x is cofinite. p(x) = 1

(e) p((2nl) = 1/2

pCI4 n l.(2nl) = 1/2

pC 14nl) = 1/4

Cd) If cvg(x.y) and CV9(Y'Z). then cvg(x,z)

Fact 6.3.30

(a) There are divergent sets.

(b) If 0 S r ~ 1. there is a set with density r.

ee) If 0 < r ~ 1 and y is infinite, then there is a set

with density r in y.

Proof:

(a) let x = (i: (En)(lO~*Zn ~ i < lOO~(2n.l»),

so x contains all numbers bet~een 0 and q, between 100

and 99Q, between 10000 and 99999. and so forth. If n )

1, fr(x,lOo*Zn) ~ .1 and fr(x,10~*(Zn+l») ~ .9. So

fr(x,k) cannot have a limit.



(b) Suppose r is given. Construct the set x as

follows:

xO = ~

x.(i+l) = x.i if Cd(xei)/Ci+l) ~ r

(x.i)i(i+l) if cd(x.i)/(i+l) < r

x = \/ (x.i)

(e) Modify the construction for (b) in the obvious

ways.

Theorem 6.3,.4. Suppo5e that both )( and y converge i n

z. Then, if p(x.z) < p(y,Z). Y outpaces x.

P roo f:

Let b = (p(y.z) - o(x,Z) )/3

n1 = the least n such that for all i ) n,

-b < (fr(x.i)/fr(z,i) - p(X'l) < b

nZ = the least n such that for all i ) n,

-b < (fr(y,i)/fr(z,i») - p(y,Z) < b

Then, for any i ) (n1 + n2).

fr(x,iJ/fr(z,i) < p(x,Z) + b

and fr(V,i)/fr(z,i) > p(y,Z) - b

But p(x,Z) + b < p(y,z) - b,

so f(x,i)/f(z,i) < f(y,i)/f(Zti)

so f(x,i) < f(y,i)

so cd ( J(' i I ) < e d ( Y( i I ) •
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We can use the relation between density and outpacing to

draw conclusions about densitie5 that have nothing to do

with outpacing. as in theorem 6.3.5.

Theorem 6.3.5. If p(x,zl) < p(y,zl) and both x and y

converge in z2, then p(x,Z2) ~ p(y,zZ)_

Proof: Since p(x,zl) < p(y,zi)t y outpaces x. But if

p(x,z2) ) p(y.zZ). then x outpaces V, so p(x.zZ) ~

P(y,zZ)_

Notice that we cannot strengthen the consequent of 6.3.5 to

say that p(x,zZ) < p(y.z2): let zl be the set of primes.

let x contain e¥ery third member of zlt and let y be (zl 

x). Th~n p(x,Zl) = 1/3 and p(y,zl) = 2/3, but p(x,N) =

p(y.N) = O.

Theorem 6.3.4 impl ies that in any outpacing model, sets

with di~tinct densities ~il1 have distinct ~izes. Even if

two sets have the same density. they will differ in size if

they have different densities in some com~on set. So, from

facts 6.3.3(b) and (c). we can begin to apprecidte how

precise an ordering outpacing models provide:

Fact 6.3.6. If A is an outpacing model, then

(a) there are uncountablv many sizes of sets in A, and

(b) if 0 ~ r ~ 1, then even among sets with density r,

there are llncountabl y many sizes inA.
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Proof:

(a) follows immediately from fact b.3.3b and theorem

6.3.4. (b) Let x be an infinite set with density r,

let y be an infinite subset of x, where p(y,x) = 0, and

let l = (x - V). There are uncountably many subsets of

y with aistinct densities in V' though p(yl,x) = O. for

any yl c v.

Suppose. now. that yl c y.

V2 c y. and

p(yl,y) ( p(y2.y).

Then A I = yl < y 2, by 6.3.4

SO A I :: ( Z \/ yl) < (2 \/ yZ), bV DISJU

But PCl \/ yi) = pez \1 y2 ) = P(x). since z was

obta i ned by removing from x a set with density 0

relative to x.
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It's tempting to infer from these results that the

extremely fine ordering of sets by size (or. rather,

any 5uch ordering which is realized in an outpacing

model) is both a refinement and a completion of the

ordering suggested by density: a refinement because

it preserves all differences in size which are

cdptured by the notion of density. a completion

because all sets are located in a single. linear

ordering of sizes.

But the situation is really not so clear. It is

evident that the size-ordering over peN) in any

outpacinq model is a refinement of the ordering by

cardinality: if • has a smaller cardinal number than

y. then x is smaller than yt though t~o sets with the

same cardinal number may have different sizes. We

can regard the cardinality of a set in P(N) as

determined by its s~ze, though different sizes may

yield the same cardinal number. We shall express

this fact by saying that. at least when we focus on

P(N), cardinality is a function of size. (Note: it

i~ not at all clear that this is true in any power

set.)

Now. we want to know whether the density of a set is

a function of its size. It turns out that a negative



188

answer is cOhlpatible with our theory (CS and

OUTPACING), while an affirmative answer mayor may

not 'be consistent. First. we will give a more

precise formulation of this problem; second, we will

show that a negative answer is consistenti finally,

we'll discuss the consistency of an affirmative

answer. In passing, we'll explain why this is called

tithe convexity problem."

Consider (1) and (la):

(1) If x = y and p(x) = r, then p(y) = r.

(la) If x = y and P(x) = rand cvg(y). then ply)

= r.

(la) is an immediate consequence of theorem 6.3.4.

For if y converges. there is some r2 = p(y); if r <

r2. then x < y and if rZ < r. then y < x; but y = x,

so rZ = r.

So. the Questionable part of (1) can be expressed as

( 2 ) :

(2) If x = y and x converges. then y converges.

Theorem 6.3.4 insures that (1) if and only if (2).

Recalling that sets may have the same density even if

they differ in size, we may consider two additional

formulations:
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(3) If PIx) = D(Y) and x < z < y. then p(z) =
P(x).

(4) If p(x) = ply) and x < Z < yt then z

converges.

(3) and (4) are eQuivalen~ for the same reasons that

(1) and (2) are equivalent.

Fact &.3.7. An outpacing model satisfies (1) just

in case it satisfies (3).

Proof:

(-~) Suppose x = y and PIx) = r~

If x = ~ or x = ~t then V = x. so ply) = p(x)

To apply (3). we need to find two sets, xl

and x2. such that

p(xl) = p(x2) = r = p(x)

and

xl < y < x2.

Assuming that x 1 ~ and - ~ N, let

xl = x - (a). for some a t x

and

x2 = xib, for some b not E x.

Then

xl < K ( xl, by SUBSET

and

xl < Y < x2, by INDISC=.

Since adaing or removing a single element has
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no effect on the density of a set.

p(xl) = p(x) = p(x2).

So, by (3) • p(y) = r.

(~-) Suppose )( < y < z and p(x) = p(Z)o

By RE P< t there are two sets. )( I and yl. where

x· c y' c z, )( = x', y = y'

Since x = Xl and pIx) = p(Z), (1) guarantees

that p(x') = p(Z). But then p(Z - x'} = Ot

SO p(l - Vi) = o. But y' = z - (z - y')t

so Plyl) = P(Z). So, by (i). p(y) = p(Z).

The question at hand is called the "convexity

problem" because of the formulation in (3). In

geometry. a fiqure is convex if, given any t~o points

in the figure, any point between them (i.e. on the

line segment from one to the other) is also in the

figure. Applying this notion in the obvious ~ay to

the size ordering. (3) says that the class of sets

having a given density is convex. By theorems 6.3.4

and 6.3.7, (1), (2). and (4) say the same thing.
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We regret that all we know about (3) is that it may

be false:

Theorem 6.3.8. The negation of (1) is satisfied in

some outpacing model.

Proof: Let x be a set with density r and let y

be a divergent set which neither outpaces,

nor is outpaced by. x. Let K be

( n : xlnl = vl n ) }

K is infinite. so K is a member of some

non-principal ultrafilter, F.

!(F) 1= (x = V). so (1) is false in !(F)_

Open problem: Is (1) consistent with CS and OUT

PACING?
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APPENDIX

A.l NOTATION

A.1.1 Pr!Qi~!!~ 1291£-

The formal theories d~scussed in this thesis are theories

with standard formalization, in the sense of (Tarski, p.5).

That is. they are formalized in first-order predicate loqic

with identity and function symbols. The following notation

is used for the predicate calculus:

& and

or

-~ if ••• then

.-~ i f and only if

~ not

= identical

, not identical

(Ex) - there i s an )(

( )( ) - for all )(

Conjunctions and disjunctions of sets of sentences are

represented by

& f_ : ••• , - - -)

and f_: ••• _ - - -}

Here, as elsewhere, we don't bother to use corner- quotes.

SUbscripts on variables appear on the line. rather than
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below it, thus

xl. x2 ••••

Where confusion might arise, in particular where the

subscripts are not numerals. a dot is used, thus

Double subscripts are displayed in parentheses":

x(i,l). x(n,k)

A first order language is determined by its non-logical

constant symbols. in the usual way. These may be

predicate~, individual constants. or function symbols. We

shall specify languages. in the style of (hang and Keisler.

as a set of con5tant symbols. In most cases, the ranks of

the symbols will dccord with their f0mil iar uses and we

will not bother to stipulate them.

We use parentheses in the conventional manner to indicate

the argument places of predicates. So,

SU~()('Y'Z)

is a three-place predicate.

A "sche.l1atic function" is a function whose range is a set

of formulae. DIV, for example (see 3.2.8). is such a

function. DIV maps natural numbers into sentences. The

arguments of such functions are indicated within square

brackets. So. for any n,

OIVlnl
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refers to a particular DIV sentence: the one with n

disjuncts.

Similarly. MOO is a Z-argu~ent schematic function and for

every pair of natural numbers, nand m. there i5 a MOD

sentence. ~OO,n,ml.

Schematic fu~ctions may also have predicates as values. In

this case. the notation for schematic functions and the

notation for predicate arguments are combined. For

example. Div is such a function and, for any n,

Div(nt(x)

is a l-place Div predicate.
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For first-order languages with booledn operations and

predicates, we use the following notation:

! 1:t.e ~niverse

~ the null element

x \/ y the union of )( and y

)( /\ y the intersection of x and y

x ~ y )( is a subset of y

)( c V )( i s a proper subset of y

J( - y the relative complement of y. in x

These symbols are also used for set-theoretic relations,

outside of first-oraer languages. In addition, we use the

~ollowing:

)( ~ y x i 5 a member of y

PIx) the power set of )(

( x: F(x)) the set of x which are F

\/ )( the union of all members of x

1\ X the intersection of all members of )(

I

)Cia the union of )( and (a) (from Endert.on)

<xl'.e.,x.n) - the n-tuple whose i.th member is x.i

N

N+

z

the set of natural numbers: (Otl, ••• )

N - (O)

the set of integers

the smallest infinite cardinal

2 to the ;
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A.I.3 ~[i!n!!!~!i£

For a r i t hmet i c • we use the f 0 1 low i n 9 : (" i I' t h r 0 ugh II nil

rang!f! over the natural numbers and "I", "Jilt and "K" range

over sets of natural numbers, unless otherwise specified.)

i ~ j olus j

i-j i minus j

i*j times j

i :::;': j to the j-th power.. factorialI •

i I j divides j

gc d ( i , j ) - the greatest common divisor of

n ~ m mod j - n is conqruent to m modulo j

For s~ts of natural numbers. we use the following

notations:

( ••• n ••• 1 = (~: (En)(k = ••• n ••• )}

For example,

f2nl = the set of even numbers

'n**31 = the set of cubes

and j

When more than one variable appears within the brackets,

one is designated (by underl ining) as that which

corresponds to 'n' above. Thus.

li*a + jl = the set of k congruent to j mod i. but

(i*n + j) = the set of numbers> i*n

Finally.

x(kl = Ii: e x and 0 ~ i ~ k)

and xCi) = the t-th element of x.



197

A.l.4 ~r~~~ l~!~~!~

Upper case greek letters are not used. lower case greek

letters are approximated in the following ways:

" phi

e theta

~ sigma

~ alpha

n beta

~ delta

! tau

v nu

i( chi

W omega

p rho
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A.Z ~ODEL THEORY

This section lists the model-theoretic notions and results

assumed in the text and presents our notation for these

notions.

An interRretation, ~, of a first order language, L.

consists of a domdin, At and a function which assigns to

each individual constant of L a member of Ai to each

n-place predicate of L. a set of n-tuples over A; and to

each n-drgument function symbol of l, an n-ary function

defined over all n-~uples of A and yieldinq values in A.

We use underl ined. upper ca~e letters to denote models and

the same letters. without underl ining, to denote the

domains of those models.

We assume the notion of "satisfaction" as defined in (Chang

and Keisler, section 1.3) and use

A 1= '" for itA satisfies ¢" or .. ~ is true in A"

We assume familiarity with the following notions:

A.l.i. Familiar notions (models)

( a) A is a sUbmodel of ~; A £ B

(b) ~ i s an extension of ~; A £ 9

(c) the subnlodel of § .generated b¥ X, where X i s a

subset of B

(d) A i s isom9r~ to ~; ! ~ ~

(e) f i s an isomornhic embedding of A into ~--



(f) ~ is an ~lementary extensio~ of A

(g) (A.i) is a chain of models;
- 4

(h) ~ = \/ (~.i); the union of a chain of models

A.2.2. Familiar notions (theories)

(a) A theory is a set of first-order sentencps•

(b) The land~e of theory T; L(T)

(c) T proves ,s; T 1- ~

T1 Rroves T2; Tl 1- T2

(d) Tis c om p 1e t e----

•

•

e·

•

(e) T is consistent

(f) Tis cat~~oric-311

(g) T1 is equivalent to 12; T1 - T2... .
A.Z.3. Well known facts

(a) If T 1- SlS, ther some finite sub~et of T proves

o. (Cornp-3c tnes s )

(b) If T is complete and Ti~ is consistent, then T

(c) If T is cat~gorical, then T is complete •

A.2.4. Fairly famil iar notions

(al T is existent.ial iff it is equivalent to a set

of prenex sentences. none of which have universal

Quantifiers. (b) T is Mniversal iff it is

equivalent to a set of prenex sentences, none of

which have existential quantifiers.

(e) T is universal-eKistential iff it is equivalent
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to a set of sentences in prenex form. each of which

has all of its universal quantifiers preceding all

of its existential quantifiers.

(d) ~ is a primitive formula iff ~ is an

exist~ntial formula in prenex form whose matrix is

a conjunction of atomic formulas and negation5 of

atomic formulas.

A.2.S. Fairly familiar facts

(a) If T is existential, A 1= T t and A £ g, then ~

1= T.

(b) If T is universal and A t= T, then any suomodel

of A also satisfies Te

(c) If T is uni~ersal existential and ~.i 1= T, for

all i ~ 0, then \/ {~.i} 1= T.
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A.3 MaDEL COMPLETENESS

This section presents the definition of and basic results

concerning model completeness so that we don't have to

pause o~er them in chapters 4 and 5.

There are several ways of showing that a theory is

complete; we use only one. The method we use is based on

A. ~ot>inson's notion of "model com~leteness".

Definition A.3.1. T is model com~lete iff T is
----------~.---

consistent and for any two models A and B of Tt ~ £ ~

iff A is an elementary 5ubmodel of B (Monk, p.355)_

A model co~plete theory isn't necessarily complete. unless

the theory has a prime model:

Definition A.3.2. A is a Qrime mode\ of T if ~ is a

model of T and A can be embedded in any model of T

Fact A.3.3. If T is model complete and T has a prime

model. then T is complete.

To show that a theory is model complete we rely, directly

or indirectly. on a theorem of Monkes (see 4.Z.1a). which

in turn is based on some often-cited equivalences for model

completeness:
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Definition A.3.4.

(al The !-expansion of L is the result of adding to L
•

a constant for each element of A.

(b) The diagram of A is the set of atomic sentences
~ ...-,

and negations of atomic sentences of the !-expan-

sian of the language of A which are true in ~.

Fact A.3.5. The following are equivalent:

(a) T is model complete.

(b) For every model! of T and every A-expansion L' of

L, T + (ll - diagram of !) is complete.

(e) If A and ~ are models of T, ! £ ~, ~ is a universal

(d) If ~ and ~ are models of T, ~ £ ~, _ is a primitive

(Monk. po356)
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Index of Models, Theories. and Statements

!.i b.2.1

!(F) 6.2.4

ADIVlni 3.2.33

ATLEASTlnl - 3.2.2

BA 3.2.1

BAlnl 3.2.2

BAI 3.2.2

BASIC 3.2.1

BOIVin) 3.2.11

BDtVlI) 3.2.11

CA 3.2.31

CAl 3.3.b

COP.E 2.1.2

CS 3.1.4

CSI 3.3.b

Divlnl 3.2.33

DIVlnl 3.2.8

DIV(!) 3.2.11

EVEN 2.1

EXACTLY(nl - 3.2.2

EXCORE 2.2.4

f·n 3.3.1

INF 3.2.2

• L(t) 3.1.1

l(C<) 3.1.1



l() 3.1.1

L(N) 6.2.1

Mod(n,ml 3.2.33

MOD(n,ml 3.2.8

OUTFACING b.le~

peA 4.1.6

PC S 4.1.2

PSIZE 4.1.3

Q 3.2.19

.Q ( f ) - 5.2.3

Q( f .n ) 5.2.4

C(n) 3.2.19

Qln) 3.2.21

at 3.2.12

e((n) 3.2.12

QUASI-LOGICAL - 2.1.1

RT(f) 3.3.7

~(~) 4.1.1

SIZE 3.2.b

T(fl 3.3.1

Times 3.2.33

Zg 4.2010

Zgm 4.2.10

Zgm(.!) 4.3.2
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