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ABSTRACT

As part of theeffort to quantify thermodynamic events occuring in
a cell during freezing, an experimental method has been developed and
applied to measure human red cell membrane permeabilities at low tempera-
ture. The stop flow technique is used to impose a step change in extra-
cellular solute concentration, and the resulting changes in cell volume
are monitored by photometrically measuring the light scattering charac-
teristics of the cell suspension. A high speed digital data acquisition
system and dedicated microprocessor provide high resolution storage
and manipulation of experimental results. An electronically controlled
thermal system maintains the apparatus at the desired temperature. High
concentrations of ethylene glycol are used to depress the freezing points
of the experimental solutions. Coupled transport equations, solution
models and cell volume models have been derived to describe the resulting
non-dilute, non-ideal conditions. A computer program has been developed
which uses a statistical criterion to converge on those values of the
membrane parameters which yield the best fit between the experimental
data and the theoretical modelling equations. The apparent activation
energy for water transport is found to be between 3.4 and 4.7 Kcal/mol;
in addition, the water permeability is found to be a strong function of
concentration, diminishing by a factor of ten as the total mean solute
concentration is increased from isotonic to 5.6 osmol/Kg.
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NOMENCLATURE
Ac cell surface area (135 x 10'8cm2)
a chemical activity
a general constant
a general parameter, Chapter 8
c concentration, molal or molar
D diffusion coefficient (cm2/sec)
h hydration number (mol water/mol)
Het hematocrit (ml cells/100 m1 suspension)
%H percent hemolysis (cells destroyed/total number of cells)
J mass flux (mol/cm2 sec) except Appendix A
L phenomenological coefficient, see Chapter 2
Lp water permeability, see equation 2.25
£ length
MW molecular weight  (gm/mol)
m molal concentration, also as 0.5 m (mol1/Kg HZO)
M molar concentration (mol/liter solution)
Osm concentration (osmol/Kg) see section 3.1
P pressure
R universal gas constant (8.313 joule/mol °K)
T temperature (°C or °K)
t time
v partial molar volume (cm3/mol)

volume

X ‘generalized driving force
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X mol fraction, see equation 3.4

XsY,2Z generalized coordinates or variables

Greek Symbols

o, B matrices of Marquardt algorithm, Chapter 8

Y activity coefficient, see equation 3.3

8 small variation

A finite difference

9 volume fraction, see equation 2.16

A interpolation factor, Chapter 8

u chemical potential (joule/mol)

u* chemical potential reference

v dissociation number (ions/molecule)

0 density (gm/cm3)

o} reflection coefficient, see equations 2.23, 2.24
g standard deviation of ith data point, Chapter 8
T - time constant

) dissipation function, see equation 2.12

¢ molal osmotic coefficient, see equation 3.6

x2 chi-square, see equation 8.1

w solute permeability, see equation 2.20 and 2.22
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Subscripts

b -~ bulk solution

c cell, as in Voo Ac

c characteristic, as in Cc or lc
Hb hemoglobin

i ith component in solution
i,J.k general indices

iso isotonic, .290 osmol1/Kg, normal physiological state
m membrane

pb pseudo-binary solute

s solute

si solute, impermeable

sp solute, permeable

W water or solvent in general
Superscripts

b bound

f free (unbound) see especially Chapter 4
h hydrated

i inside, intracellular

m mean

0 outside, extracellular

~ non-dimensionsal
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CHAPTER 1
INTRODUCTION
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Whole organ transplantation shows great promise as a surgical
technique, but is seriously hampered by the short ex-vivo lifetime of
donor organs. Though donor organs may be available, they are not always
available at the time and place of need. Banks of organs preserved by
freezing offer a solution to this problem, but at present only a limited
number of biomaterials, principally blood, spermatozoa and cornea can be
frozeq successfully.

E;periments with individual cells indicate that different cell types
require highly specific freezing protocols for maximum viability. As part
of the effort to understand the behavior of single cells and extend that
knowledge to complex organs, a mathematical model was developed by Mazur [1°
describing thermadynamic processes in the cell during freezing. Work in
this laboratory has continued that effort, with particular emphasis on
the human erythrocyte [2] [3] [4] in the belief that thorough understanding
of the red cell will provide the theoretical basis for development of
successful freezing protocols for other cell types and whole organs without
extensiye experimentation. In order to do this, it is necessary to specify
the physio-chemical parameters of each cell type.

The most significant cell parameter contained in the analytical models
has been found to be the membrane resistance to water flow. The water perme
bility has been extensively studied at room temperature (e.g. [5] [6] [7] [8
and in the range 37°C to 7°C [9], but prior to this work no measurements hav
been made at sub-zero temperatures. Theoretical simulations of freezing,

utilizing extrapolations of existing membrane data, have not correlated



14

well with experimental freezing work [3] [4].

The original intent of this work, then, was to measure the red cell
membrane permeability in the sub-zero regime and so supply the absent
data. However, as a consequence of the high concentrations of permeable
solute used to depress the freezing point of the experimental solutions,
it became evident that the water permeabiiity is also strongly concentration
dependent. This is a significant result, since as a cell suspension is
cooled below ifs equilibrium freezing point the remaining liquid solution
becomes increasingly concentrated as water is removed in the form of ice.
The membrane conductivity will then be affected by both the temperature
and concentration of the suspending medium.

The data presented here will include the erythrocyte water permeability
as a function of temperature at two different concentraticn levels, the
concentration dependence of the water permeability at 25°C, and the
membrane parameters characterizing transport of two common cryophylactic
additives, ethylene glycol and glycerol.

The experimental concept is simple. A cell initially at equilibrium
in one solution is suddenly exposed to another solution with different
solute concentration. The transmembrane difference in concentration acts
as a driving force for flows of water and permeable solute, which cause
changes in the volume of the cell. By measuring the cell volume time
history and applying appropriate thermodynamic and transport models, one
may then obtain the membrane resistancé to flow.

To successfully implement this scheme, we will develop the following

tools:



1)

2)

3)

4)

5)

15

Coupled transport models which relate mass flows through the membrane

to thermodynamic driving forces, as a function of membrane parameters.

Solution models which express the driving force, chemical potential,

as a function of known concentrations.
A model for cell volume as a function of water and solute content.

An experimental technique for rapidly mixing a cell suspension with a
solution of different composition and measuring the subsequent volume

changes.

A data reduction scheme which, given the experimental data and non-
linear theoretical modelling equations, computes the best-fit values

of the membrane parameters.
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CHAPTER 2

MEMBRANE TRANSPORT MODELS



17

2.1 Irreversible Thermodynamics, The Linear Flux Equations

And The Kedem-Katchalsky Transformation

There are two possihle analytical approaches to passive membrane
transport: microscopic modets which postulate specific transport mechanisms,
or macroscopic schemes in which the membrane is regarded as a lumped
resistance with unknown internal characteristics. The author strongly
feels that at the present time there are insufficient transport data for
the erythrocyte membrane to justify any choice among the many intuitively
plausible microscopic models. Therefore the emphasis in this work will
be on the development of well defined lumped models which adequately
describe the experimental data with a minimum of analytical complexity
and successfully predict membrane behavior in new circumstances.

The theory of irreversible thermodynamics provides a suitable frame-
work in which to formulate such a model. While classical equilibrium
thermodynamics yields information about end states independent of time,
the theory of irreversible processes allows one to draw general conclusions
about rates without specifying mechanisms. The following development
closely parallels that of the texts of de Groot and Mazur [10], Prigogine
[11], and Katchalsky and Curran [12].

We begin by considering one-dimensional diffusion in an isothermal,
tsobaric, continuous medium. The local rate of entropy generation due

to trreyersibie mass transfer i1s given by
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dup.
ds* _ 1 i
LR DDA (2.1)

where Ji is the mass flux (mol/area-time) in the z direction and u; the

chemical potential (energy/mol) of the ith component. The rate of internal
entropy production per unit volume %%:

entropy %%, since there may also be an entropy flux across the boundaries

is not equal to the total change in

of the local volume element.

Equation 2.1 holds only if the system is in a stationary state, that
is, if all the system state variébles are time invariant, even though
the ﬁystem is not at equilibrium. Such stationary states are difficult
to achieve experimentally, but it is often the case that boundary
conditions change slowly with respect to changes in the internal state and
the system may be considered to be quasi-stationary. It is also crucial
to recognize that in the steady state conservation of mass requires that
the fluxes Ji are not functions of position z.

We next apply equation 2.1 to the isothermal discontinuous case shown
in Figure 1, a permeable membrane separating two bulk solutions. We
consider only membranes which are homogenecus from point to point on the
surface, but whose properties may vary through the membrane. That is,
we model the membrane as a uniform 1ipid bilayer without imbedded proteins
or pores. The chemical pbtential profile shown in the figure represents
a situation in which transport is rate limited primarily by intra-membrane
diffusion rather than by the solution/membrane interfaces, but the actual

profile is, of course, unknown.
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FIGURE 1 Flow through a homogeneous permeable membrane
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In order to integrate equation 2.1 it is now only necessary to assume
that at some point very near the interface the chemical potential is equal
to that in the bulk solution. Then the internal entropy generation per

unit area of membrane is given by

—j—

d a
ds* _ ds* _ 1 -
W'/ WdZ'T/ 29y dug -
0

ZJiAui (2.2)
1

where Auj = u;™ - w
If a system is near equilibrium it is usually considered reasonable
to assume that each flux Ji is a linear function of driving potential.
Fourier's law of heat conduction is a well known example of such a
linearization. While it is difficult to justify a linear formulation
a priori, it may be validated by the final results. Another basic concept
of irreversible thermodynamics is that if the conjugate potentials and
flows are such that the sum of their products is equal to the entropy
generation, as in equation 2.2, then each flux will depend linearly on

all the driving potentials, viz,

Jj ij
The L:j are termed the phenomenological coefficients and are not considered
to be functions of driving potential Au, but may be functions of system
state. In fact, the non-linear chemical potential profile shown in

Figure 1 is possible only if we accebt local coefficients L:j(z) which
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vary with position within the membrane. The electrical analog is a series
resistor combination to which we apply an overall DC potential. If we
measure the current through the resistor string we can compute the total
resistance, but the voltage drops and individual resistances within the
string are unknown to us.

The general results of equation 2.3 may be applied to a membrane
which is permeable only to water w and a solute sp to yield the relations
(2.4)

_ * *
dy = Lyt + Ly, Augp

_ * *
Jsp = LZ] Au" + L22 Ausp (2-5)

For the cellular membrane let us define au = ui - u? where superscript i

denotes the intracellular and o the extracellular condition. A flux J

is then defined as positive if that component is exiting the cell.
According to the Onsager reciprocal relation, well established on

. theoretical and experimental grounds, the matrix of coefficients is

symmetric, so that
(2.6)

Thus, for the present case of two coupled flows, only three parameters are
required to completely characterize the membrane: a water permeability
L;], a solﬁte permeability LZZ. and a coupling coefficient L;Z. Another
relation between the coefficients may be obtained by combining equations

2.2, 2.4 and 2.5 in the form
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ds* 2

I _ L* . L* ot * 2
dt b vy by Ly dautugy + Loy Bugy (2.7)

p

The second law of thermodynamics requires that the entropy production be
positive for arbitrary Aujs which is true only if the phenomenological

coefficients satisfy the following inequalities

>0 (2.8)

The 1inear flux equations 2.4 and 2.5, simplified by the Onsager
relation and subject to the above constraints, provide a simple picture
of coupled passive membrane transport which adequately fits the physical
data. However, they are written in terms of chemical potential, a variable
which is not directly measurable. Therefore, Kedem and Katchalsky [13]
in 1958 developed an alternate set of transport equations in terms of
simple concentration driving forces by a transformation of the linear
set above. .In performing this transformation they also derived new membrane
parameters which have been widely used ever since. Unfortunately, these
equations are valid only for membranes exposed to dilute solutions, and

are considerably more complex than the linear set. To remove the dilute
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restriction, the transformation scheme of Kedem and Katchalsky will be
used in the following section to derive new transport equations based on
the Kedem-Katchalsky (K-K) parameters and non-dilute chemical potential

driving forces.

We begin by defining a volume flux Jv and a relative solute flux

J_. in terms of the absolute fluxes Jw and Js

D P
3y = 40w * IspUsp (2.9)
Isp
3 = - 3.5 (2.10)
sp

where v is the partial molar volume. The mean permeable solute concentration

C.. is defined in terms of the bulk solution concentrations (mol/liter)

m
sp

czp _ _sp i sp ~ SDAQ sp (2.11)
_Sp
o)
sp

In the original K-K derivation the logarithmic definition was motivated
by the concentration approximation for chemical potential. In the present
case the definition 1s arbitrary and the arithmetic mean will be used.

The product of system temperature and internal entropy generation

1s often termed the dissipation function ¢ =T g%: » SO we may write

equation 2.2 as
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o = J, du, * Jsp Ausp (2.12)
We now introduce a second dissipation function
0, = JuX, + IpX) (2.13)

where the conjugate driving forces Xv and XD are undetermined. By imposing
the requirement that the entropy generation be invariant under the
transformation so 2 = 9 and by recognizing that the fluxes Jw and Jsp
are independent we may use equations 2.9, 2.10, 2.12 and 2.13 to obtain

An Cm
_ w sp
Xy = 0, (18] * T4 Bugp (2.14)
and
CQ Ysp
= [au,, - A, ] (2.15)
+0 sp Uy W

where the mean permeable solute volume fraction o is defined by

0 cm (2.16)

~ Ysp “sp

As before, each flux is assumed to be linearly coupled to both driving

forces
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(<
I

] \
vitnk il (2.17)

Jp = Lip Xy *+ Ly Xp (2.18)

Using equations 2.9 and 2.10, equation 2.18 may now be rewritten in terms

of the solute fiux

m
C [] Au ]
- sp W, m + 1-6 + ocM
‘Jsp (1+6)2 "ll[uW cspA”sp] Li2 [uw Buy, 2Cspm‘sp

(2.19)

! -0 m
* Ly [ v, M * Lsp A"sp] z

A new,parameter w, the solute permeability under conditions of zero volume

flow is then defined by

= M
Jsp wCsp (2.20)

Ausp
To obtain o in terms of the phenomenological coefficients, equations 2.14
2.15, and 2.17 are solved for B, and the results substituted into

equation 2.19 with the result
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I .2
5 =) [t - (M) ) (2.21
sp 1+6 ' T Msp :21)
L, - oL _
n 12 3y = 0

Thus, the solute permeability is a combination of the coefficients and

mean concentration

[} ] 1 2
¢ L, L, - (L)
w = ]_ig 11 |22 '12 (2.22)
Ly - oy

Anuther rew parameter, the sclute reflection coefficient o, is defined

by

Au
L— (2.23)
v C" Mg
w'sp Jv =0

c=1+

We set the volume flux Jv to zero and apply equations 2.14, 2.15 and 2.17

to obtain
]
-le (1+0)
. = (2.24)
L1 - 8y

The reflection coefficient is usually taken to be a measure of membrane
selectivity: 1f o = 1 the solute is completely excluded and the membrane
behaves as an ideal semipermeable barrier; for o < 1 the solute is only

partially excluded (reflected).
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It is now possible, through a series of algebraic manipulations, to
write flux equations based on the parameters L]] (usually denoted Lp), w

and o as follows

1 Lp Au L (1-0)
dy = v, (1+6 -eon [1+e-eo * el’sp“’] v, 1+e 8o~ Ysp ]cspA"sp} (2.25)

2
L,(1-0) Ay L (1-0)
= 1 P - m W P m -
JSp ]+6-90{[1+6-90 Usp ]Csp ot ['H'B-Oo Csp w cSpAuSp} (2.26) -

where Lp has units cm3/dyne sec and o is in mol/dyne sec.

In the dilute 1imit 6 - 0 and the dilute approximation for solute
chemical potential, equation 3.19, may be used. It is also true for most
biological membrane - solute combinations that Lp >> w S0 the above flux

equations reduce to the usual K-K formulations

-RT

3, - . L aC; + (Lo + Uspw)ACspt (2.27)
_ m YL w

Jgp = -RT Csp{Lp('l-o) aCy + [Lpo(l o) - ]ACSP} (2.28)

sp

where ACsi is the trans-membrane difference in impermeable solute concen-
tration (osmol/Kg). We have not explicitly included the conversion

factors 103 cm3/liter and fw = 1 gm/cm3.
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It should also be noted that the dilute approximations may be
applied at any point in the above development and the definition or
expression of interest will collapse to the forms originally presented
by Kedem and Katchalsky and Katchalsky and Curran.

To gain some physical insight into these parameters, let us consider
the following experiment: a cell initially at equilibrium in a solution
of impermeable solute is suddenly exposed to a permeable solute. The
cell will rapidly lose water and shrink because of the decreased extra-
cellular water chemical potential, then slowly swell as solute and
water enter the cell, driven by the solute concentration gradient. The
rate of the rapid initial shrinkage will be determined almost wholly

by the water permeability L_, as L_ >> w and there is initially very

little solute transport. A: solutz begins to enter, and water continues
to exit the cell, the interaction term o becomes importapt. The shape
of the volume minimum seen, for instance, in Figure 35, will be fixed
primarily by o. As solute slowly enters, the rate of swelling is almost
entirely a function of solute permeability w. During this phase, intra-
cellular concentration is increasing and water re-enters the cell, but

the change in cell volume is rate limited by permeable solute entry.

Any of the above flux equations may be transformed into rate
expresssions for intracellular water and solute by applying the following

mass conservation relations
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af! = -ACJw [mo1/sec] = [cmz][mollcmzsec] (2.29)
and

dn

_Sp _ _

T Achp (2.30)

where Ac is the cell surface area and effluxes are considered positive.

2.2 Critical Examination of Transpbrt Model Assumptions

The preceding transport models were derived for isothermal,
isobaric, stationary membrane systems. How valid are these assumptions
in the present case?

Although the experimental solutions and cells are initially in
thermal equilibrium, the membrane is not an adiabatic barrier, and
coupling between mass and heat transfer could exist. However, based on the
analysis of Appendix B we may conclude that the maximum trans-membrane
temperature difference induced by mass flow would be on the order of
.01°C. In’addition.ithermal equilibrium within the cell would be reached
very quickly - the lumped thermal time constant of the red cell is roughly
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2
=£c _ (7 x 10”4 cm)

T
T &% 1.38x1073 cmz/sec

2
-4 x 1077 sec

where we have used the thermal diffusivity ar of water and taken the
characteristic length kc to be the ratio of cell volume to area.
The maximum pressure difference which the membrane can withstand

is about 2 x 10'4

atm [14]. Such a AP alters the chemical potential of
water by an amount equivalent to a 10'5 osmol/Kg concentration difference

and can be neglected.

The assumption that intramembrane conditions are quasi-steady is
critical to the irreversible thermodynamics development. Let us first
examine the simple case of water transport only. If the water chemical
potential at a boundary is suddenly changed and then held fixed, conditions
within the membrane will approach a new steady state within a character-
istic time

8

.2 -
=_m_100x10 "cm _ ..-4
(.Tm)w L ] 10 sec

p 10°° cm/sec

where um is the membrane thickness and we have used a mean experimental
value of the conductiyity Lp. By inspecting typical experimental records
it may be seen that the time constant for changes in cell volume and hence

cell water content and wates chemical potential following a step change



31

in extracellular concentration is of the order 10"2 second. The intra-
cellular boundary condition thus changes slowly with respect to intra-
membrane rates, and the quasi-stationary assumption is reasonable.

The time required for a solute flux to reach steady state is much
longer. For example, the measured ethylene glycol permeability is about
1076 cm/sec, so (Tm)sp will be of the order of 1 second. Now, in the
typical permeable solute experiment discussed earlier we see there are
two distinct time scales - an initial rapid phase dominated by water
transport and a later slow phase rate limited by solute flow. The time
constant of this slow phase is of the order 102 seconds, so again the quasi-
~ steady assumption is not unreasonable. However, during the rapid changes
of the first few hundred milliseconds the solute flux will ciearly be
unsteady. At this point the theory falls apart, since equation 2.1 does
not apply, nor is the integration in equation 2.2 possible. Is this
important, though, in the context of our present objectiyes? We are
really interested in measuring macroscopic membrane properties under
varied conditions, and then using this data to predict cell response to
freezing protocols. Now, we note that our computed permeability parameter
values are quite insensitive to the magnitude of solute flow during the
initial rapid phase. Therefore, even though the theory does not hold

rigorously, we may still use the theoretical framework to arrive at a self

consistent set of operational permeability parameters.
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The final question we address is whether the membrane boundary
conditions C are equal to the bulk solution concentrations Cb. When
water flows through the membrane, the competing effects of convective
transport and diffusion in the bulk solutions will alter the concentration
in fluid boundary layers adjacent to the membrane, as shown in Figure 2.
This is the unstirred layer or solute polarization effect discussed by
Dick [15], Dainty [16], Sha'afi [17], Levin [4], and others.

To estimate the importance of this, we formulate the following
simple model: (1) transport is one-dimensional and the membrane is an
infinite plane; (2) we examine only short times, before any permeable
solute transport is significant, and thus treat solutions as pseudo-
binary and the membrane as ideal semi-permeable; (3) we neglect motion of
the membrane boundary; (4) we neglect solution non-ideality. The resulting
governing equation for diffusion in the intracellular solution is

%%1 = pY 23%1 0 <x < L

X

At the cell center, symmetry requires that

1
® -0 x=0

The boundary condition at the membrane states that the quantity of solute
swept to the membrane surface by the water flux Jw must equal the amount

removed by back diffusion
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The corresponding non-dimensional equations are

Py 24\

aC _ 9°C .

— = 0<x <1
3t ax

.y x=0

>

where the non-din:nsional groups are defined as

_ Jwuw!‘c s _t pY
VIERELEL t = 5—
M g2
c
AL Ci > _X
C =3 X= e
C (t=0) c

The scaling parameter o is related to the Sherwood number and represents

the ratio of convective to diffusional flow. For small a we see that

concentration polarization at the membrane is negligible

LI
ax

x>
]
—

a << 1
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The maximum water fluxes in each of the present series of experiments,
obtained either by evaluating equation 2.25 at t=0 or from computer
simulations, range from 3 x 10'6 to 10 x 10'6 mo]/cmzsec. The character-
istic length is again taken to be the ratio of cell volume to surface

~4 cm. The mutual diffusion coefficient DY is computed 1in

area, .7 x 10
Appendix A and is equal to 2,6 x 10"7 cm2/sec for a cell in isotonic saline
and 1.9 x 10'6 cmz/sec for a cell pre-loaded with concentrated ethylene
glycol. We find that o ranges from 6.6 x 10'4 to a worst case value of
4.6 x 10'2, qnd therefore we can reasonably neglect the effect of unstirred

layers on measured permeabilities,
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CHAPTER 3
GENERAL SOLUTION MODELS
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3.1 Chemical Potential, Activity, Osmolality

The fiux equations developed in Chapter 2 relate mass flow through a
membrane to differences in bulk solution chemical potentials. The following
chapter will present general relations between the chemical potential and
accessible concentration scales.

th

The chemical potential u of the i~ species in a solution is given by

(e.g. [18])

*
My = Uy + RT 2&n a; . (3.1)

*
where a; is the activity. For the solvent w, the reference state u _ is

i w
simply equal to the Gibbs free energy per mole of pure substance at the
given temperature and pressure; For soiutes s, ”s* is equal to the chemical
potential of the solute in a hypothetical state in which the amount of
solvent in the solution is reduced to zero. Thus, for solutes, “s* is a
function of temperature and pressure, and may depend on the solvent and
other solutes present. However, in neither case is u* a function of
concentration.

In this work we are interested only in differences in chemical potential
across a membrane, and, as discussed in section 2.2, this is an isothermal,
jsobaric situation. Therefore, for the solvent, u* is irrelevent. As
regards solutes, we must make the assumption that they do not interact

to any extent and each may be treated as if it were in a binary aqueous

solution. The trans-membraie difference in chemical potential is then
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Aui = RTA2n a, (3.2)

for both solvent and solutes.

The activity ay of i in a non-ideal solution is defined as

a; = Yixi (3.3)

where the activity coefficient Y; approaches unity in the dilute limit

X, * 1. The mole fraction xi is given in terms of the mole amounts of all

independent entities in solution as

vini
i

where Yy the dissociation number, is the number of ions formed from a
single molecule of electrolyte.

The activity of the solvent in a binary solution may also be given
by

wnoa = - Mww évm (3.5)

where Mww is the solvent molecular weight, m the solute molal concentration
and ¢ the molal osmotic coefficient. When the solvent is water, equation

3.5 becomes

. =18.015 gm/mal
n a" = ~1wm9%— ¢vm (mol/l(g) (3.6)
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Equations 3.5 and 3.6 are actually defining expressions for the osmotic
coefficient ¢, which is solute and solvent specific and a function of solute
concentration. The quantity ¢vm is commonly termed the solution osmolality
and has units of osmol/Kg H20 or QOsm.

Solvent activity is related to a physically measurable quantity, the

solution equilibrium freezing point Tf by

on a, -Lw
- ﬁT—f: (3.7)

where Lw is the latent heat of fusion of pure solvent at that temperature
[18]. By using a polynomial expression for Lw(T)’ Levin [4] has integrated equa-
tion 3.7 for water and has obtained the following numerical expression

) 1

tna_ = 3.736x10° (- - =)+ 36.18 't . 1204(T -T,) + 5.435x1072(T2-T_2)
W . e T, . T;' . o f ) f o

(3.8)

where To = 273.15°K. If the latent heat is taken as constant, the following
approximate relation is obtained from equation 3.7:

L (T . -T,.)
ana, =2o_ f

W 2
RTo

(3.9)

The osmometer, a commercial laboratory deyice which measures solution
freezing points, uses this linear expression and equation 3.6 to obtain the
osmelality from To - Tf by the relation 1 osmol/Kg = 1.858 °K. Water

activities based on this linear expression differ by less than 1% from those
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computed with equation 3.8 in the concentration range 0 - 5.0 osmol/Kg.

In the absence of an adequate solution theory and in light of the data
of Katchalsky and Alexandrowicz [19] it is reasonable to assume that

equation 3.6 may be extended to solutions containing multiple solutes,

- =18.015
n aw = —7000 zs:d)s\)sms (3.]0)

The osmotic coefficients ¢s(ms) used in equation 3.10 are those measured
separately for each solute in a binary aqueous solution. In writing
equation 3.10 we are again assuming that solute/solvent interactions are
more important then solute/solute effects.

The water activity computed from equation 3.8 or 3.9 will be the activity
at the freezing point, and to be strictly correct, all activities should be
referenced to a standard temperature. However, a comparison of water
activity in an aqueous NaCl solution as computed using freezing point data
[20] and equation 3.8 or as tabulated at 25°C [21] reveals that the temper-
ature effect is not significant (Figure 3). Lewis and Randall [22] outline
a procedure for activity temperature correction, but the necessary thermo-
dynamic data are available only for NaCl. As a check of equation 3.8, this
procedure was applied to the freezing point activities shown in Figure 3

and good agreement with the data at 25°C was obtained.
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3.2 Dilute Approximations

When a solution is dilute it is possible to derive approximate
expressions for the chemical potentials of solvent and solute. First,
since in the dilute 1imit the solution approaches ideal behavior and then

by definition the activity coefficient y + 1, equation 3.1 becomes
= u. +RT (3.11)
Hi = My RT 2n X; .

The solvent mole fraction x,, may be expanded to yieid

n rvon
- W _ S S
anw = on [nw”:vn]— -2n [1+ A, ] (3.12)

where T VN, is a summation over all solute species. If the solution is

number dilute in thatnw >> I vN., the Togarithm may be approximated by

Zv.h -z v.Nn
~2n [l + —Fﬁ] T . S5 % g X (3.13)
W W

In temms of molal concentration me

Zvn
ss _ 18.015 gm/mol
~h, 7000 gn/ka = Vs"s (3.14)

Thus, the chemical potential of the solvent may be approximated as
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_ . * 18.015
Uw = l—lw = 1000 RT f« \’slﬂs (3.]5)

which is equivalent to equation 3.10 in the ideal dilute limit ¢ -+ 1.
Similar results for the chemical potential of a non-electrolyte solute

may be derived by first approximating the solute mole fraction as

n

s
X _S (3.16)
s,

where we again consider a number dilute solution. In terms of molal

concentrations the solute chemical potential is approximately

n

* 18.015 gm/mol
b Tu," + RT on (—6——7——, g ms) (3.17)

An aqueous solution which contains primarily non-protein solutes
with molar volumes of 10 - 100 cm3/mol will also be volume dilute if it is.
number dilute. That is, the total volume of solution V = Zvyn, will be
approximately equal to the volume of solvent in the solution. In that
case, concentrations may be expressed either as molal (mol/Kg H20) or
molar (mol/liter solution) without appreciable error. In the latter case
we neglect the small temperature variation of water density and set
Puw = 1.00 Kg/1iter. The red cell intracellular solution is not volume
dilute, however, even under isotonic conditions and some care must be
exercised in the use of different concentration scales. In order to

simplify notatton, concentration will often be denoted simply as C,
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without specifying units unless the choice of scale is significant and
not apparent from context.
If we are concerned only with trans-membrane differences, the logarithmic

dependence in equation 3.17 may be eliminated by first defining a mean

concentration
¢l - ¢°
=S f (3.18)
cs
2“(—6)
C

S

where, as before, superscript o denotes extracellular and i intracellular.
The difference in chemical potential is then
%

ci c!-¢
Aug = u: - ug = RT zn(—§)= RT ———5— (3.19)

m
cS CS

For small concentration differences, C;/CS ~ 1, we may use the first term

in the series expansion

3
tnz=2 -§—;}+'§(§§}) — f (3.20)

to approximate equation 3.18 with the arithmetic mean

i 0
c_+ Cs

m~ s
cs = 5 (3.21)
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3.3 A Method of Computing Solute Activity

As discussed previously, solvent non-ideality may be easily calculated
from freezing point data. The solute activity, though not directly
obtainable, may also be computed by the methed outlined below.

The Gibbs-Duhem equation [18] describes restrictions on possible

changes in constituent masses and chemical potentials in a binary solution

o ou

S -
W X ng 3, 0 (3.22)

where n is the quantity (mols), u the chemical potential, and x the mole
fraction of the solvent w and solute s. From the definition of chemical
potential in terms of activity coefficient y and mole fraction, the Gibbs-

Duhem equation may also be written

"w(a?yw) *"s(a;Ts) =0 (3.23)
Wi S/t,p

If one applies the defining relation for the molal osmotic coefficient ¢

and converts mole fractions to solute molal concentration me - equation 3.23

may be integrated to yield the solute activity coefficient at any molality

[22]

s gglmg) -1
tnvgmg) = olmg) - 1+ / S dn, (3.24)
: 0
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The osmotic coefficient as a function of concentration may be obtaine
from solution freezing point data and least squares fitted with an nth

order polynomial

- 2 n
¢S(ms) =a  tam +am”+ ...am (3.25
The integral in equation 3.24 may then be directly evaluated

m

3 m
cps("'s) - 1 2 ast2 anmsn :
. ___—ET_-__'dms = (ao - 1)¥n mg +ame + 5+ L —
s
)
(3.26

s
+ 0, the first polynomial coefficient a, should eqt

The first term, (ao - 1)2n m_, is undefined at me = 0. However, since by
definition ¢s + 1 as mg

one, given a perfect fit, and the first term is thus equivalent to

Tim x&nx
x+0

This may be transformed to

1im =any
ypo Y

which by 1'Hbpital's rule is equal to

-1y
e

The right hand side of equation 3.26 is therefore equal to zero at me =0

and the solute activity coefficient is given by
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2.+ hant  (3.27)

iy (mg) = (ag-1)(1 + 2amg) + 2aqm + (1 + Fayn s

The concentration dependent osmotic coefficient of ethylene glycol
in water shown in Figure 4 was computed from freezing point data [20]
according to equations 3.8 and 3.6. The method outlined above was then used
to compute the activity coefficient and activity, plotted in Figure 5.
Polynomial least squares curve fits of this data are listed in Appendix F,

as are similar data for glycerol/water solutions.
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CHAPTER 4
THE PSEUDO-BINARY INTRACELLULAR MODEL
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4.1 The Pseudo-Binary Solution Mcdel

Although the human erythrocyte contains a complex aqueous solution
of proteins, electrolytes and sugars, the hydrated pseudo-binary solution
model of Levin [4] provides simple descriptions of intracellular solution
and cell volume behavior. The model is based on the following assumptions:
(1) all impermeable intracellular solutes may be lumped into a single
ficticious pseudo-solute (hence, a pseudo-binary solute/water solution );
(2) this pseudo-solute may be considered to have the combined properties
of hemoglobin, the principal protein, and KC1, the dominant electrolyte;
(3) a portion of the cell's water content is tightly bound to hemoglobin
and KC1 as water of hydration; (4) thermodynamic descriptions of solutions
in-vitro apply equally well to the erythrocyte intracellular solution.

In developing this solution model it is first necessary to assign
yalues to the relevant quantities for the cell in the normal isotonic
state. Of the total cell volume of 100.0 x 107'%cm® (Table H2) about
72% is water, as determined by drying with heat or vacuum (Table H3), so
the isotonic cell water content is 4,00 x 1072 mol. If the hemoglobin
(Hb) molecular weight {s taken to be 66,800 gm/mol, and the small quantity
of non-hemoglobin proteins is added to the normal cellular hemoglobin
content of 33.7 gm/100 ml cells, a value of 5.2 x 1071® mol Hb/cell is
obtained. A KC1 content of 1.052 x 10714 mol/cell is obtained by cal-
culating the amount necessary to yleld a computed solution osmolality
of .290 osmol1/Kg under {sotonic conditions. This agrees well with the
yalue for total electrolyte content, 1.033 x 10714 mol/cell from data in
Table H4.
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The water of hydration bound to hemoglobin is approximately .30 -
.26 gm H,0/gm Hb [4] [23], roughly 1260 mol Hy0/mol Hb. For KC1, the
hydration data range from .6 to 1.9 mol HZO/mo] KC1 [21], so a value of
1.0 will be used for the hydration number hKC]' The hydrated molar volume
of hemoglobin Unb is taken as 7.0 x 10% cm3/mo] [24], and that of KC1
computed as 45.5 cm3/mol by summing its anhydrous molar volume 27.5 cm3/mol
[21] and the volume of the water of hydration. Not: that these hydration
numbers and molar volumes are derived from static rather than diffusion
experiments, and therefore include only the inner, tightly bound, water shell
and not the outer shells which are swept along by a moying solute. Also,
it is assumed that the hydration numbers and molar yolumes are not con-
centration dependent.

Similar parameters for the pseudc-solute are determined by forming
appropriately weighted sums of hemoglobin and KC1 data. Noting that KC1

is an electrolyte with dissociation number v = 2, the quantity of pseudo-

solute in the cell is

nPh = Z"KCI L (4.1)

(2)(1.052 x 1071%) + 5.2 x 10716

2.156 x 10°'% mo1/cen

The pseudo-solute hydrated molar volume is
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h h

h _ “kc1 "ke1 * “ub "Hb
U b - n (4.2)
p | pb
= 1.710 x 10% cn’/mo
and its hydration number is
h n + h, n
— _KC1 "KC1 Hb "Hb
hpb = - (4.3)

pb

30.88 mol H20/m01 solute

The isotonic quantity of free water, that is, water not strongly bound

to solute as water of hydration, is given hy
f

N, =N, - hpb L (4.4)

n

3.334 x 10712 mo1/ce

Even under isotonic conditions, the intracellular solution is non-
dilute and non-ideal, Therefore, the solut{on models of section 3.1 will
be used to deyelop relations hetween cell water content n, and water

activity a . First, the pseudo-solute molality is defined by

= 4.5
Mob = 2Mkcy * My (4.5)
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where the molality of each species is given as usual by
_ 1000 gm/Kg M
m;(mo1/Kg H,0) T‘W‘E‘L%Ta.o gn/moT o,

Note that solution properties are in terms of total water . without
regard to the free water/water of hydration partitioning.

Data for the hemoglobin molal osmotic coefficient $yp from Adair [25]
and McConaghey and Maizels [26] are shown in Figure 6, and were least
squares fit with a fifth order polynomial. Similar data for KC1,
tabulated by Robinson and Stokes [21], are shown in Figure 7. These
data were also fit with a fifth order polynomial in the region of
interest, 0.0 to 0.7 molal.

The pseudo-binary solute molal osmotic coefficient ¢pb is now

defined by the relation

%pb™ob = 2 Pkc1™c1 * PHb™ib (4.6)

This follows from the requirement that the water activity be a physical
property of the solution, independent of our choice of concentration
variables. The pseudo-binary osmotic coefficient may now be calculated
as a function of pseudo-solute molality by first noting that, for a-

given cell water content Ny the molalities Mibe Mkel and m p are in

p
fixed ratios set by the constants M kel and "pb' Given the concentra-
tions of hemoglobin and potassium chloride, Mub and Mecte the osmotic
coefficients Pub and $kcy My be computed from the data curve fits. The

coefficient ¢pb 1s then easily obtained from equation 4.6.
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Unfortunately, the data for hemoglobin do not extend to the high
concentrations encountered in our experiments. Rather than simply
extrapolate the hemoglobin data, Levin [4] suggests a correlation of
the van Laar type applied to the pseudo-binary solution. The computational
scheme is briefly discussed in Appendix C, and a rationale for the
method is presented by Levin. The final results for the pseudo-solute
osmotic coefficient are presented in Figure 8 in terms of pseudo-solute

molality.
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TABLE 1

SUMMARY OF PSEUDO-BINARY CONSTANTS

pseudo-solute content
pseudo-solute molar volume
pseudo-solute hydration number
total water content, isotonic
free water content, isotonic

bound water content

"w iso

f
(nw)iso

2.156 x 10714 mo1
1.710 x 103 cm3/mol
30.88 mo1 H,0/mol
4.000 x 10°12 mo1
3.334 x 10712 mo1
6.658 x 1013 mot
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4.2 Red Cell Volume

The pseudo-binary solution model also accurately predicts cell
volume as a function of cell water content. The cell is pictured as
consisiing of water, the hydrated pseudo-solute, and a small quantity

of membrane materia’ Vm’ so cell volume is

_ . f h
Vc " YW + "pb Upb + V'rl (4.7)

From section 4.1 the computed pseudo-solute content is npb = 2.156 x 10']4

3

and the hydrated molar volume is Ugb = 1.710 x 10 cm3/mol. Since

we consider the membrane to be completely impermeable to the intracellular
electrolytes and proteins, and assume that hydration is nouv concentration
dependent, these values are constant. The cell water content under

isotonic conditions was computed to be (n'z)iso = 3,334 x 10']2 mol. The

-8

erythrocyte membrane is roughly 100 x 10-8 c¢m thick and 135 x 10 cm2

in area, so the membrane volume is V_ = 1.35 x 'IO']2 cm3. Thus from

equation 4.7, the pseudo-binary model predicts an isotonic cell volume

of 98.3 x 10'12 cm3. To simplify later calculations and reconcile the

computed volume with the initial data value, the isotonic cell volume
is set equal to 100.0 x 10712 cnd

1.7 x 10'12 cm3

by including a small correction of
in the fixed volume term "pb“:b + vm. The resulting

cell volume equation is

v, = n; x 18.015 cm3/mol + 39.94 x 10712 cm3 (4.8)
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where we have assumed that the partial molar volume of water in the
intracellular solution is equal to the pure substance molar volume.

The pseudo-binary solution and cell volume models now contain the
information necessary to calculate the equilibrium volume of a cell
suspended in a solution of known composition. Suppose the cell is
immersed in a solution of water and an impermeable solute such as
NaCl. Since we assume that there is no temperature or pressufe differ-
ential across the membrane, the equilibrium condition is equaiity of
water activity in the extracellular and intracellular solutions, a3 = a;.
The equilibrium condition may also be expressed in terms of solution
osmolalities

=¢° (4.9)

¢ . m
pPbipb  "ST | aquitibrium

where Cgi is the extracellular impermeable solute concentration (osmol/Kg),
mpb the pseudo-binary solute molality, and ¢pb the pseudo-solute molal
osmotic coefficient. Cell volume as a function of extracellular con-
centration may now be calculated from the equilibrium condition equation

4.9, the definition of molality with constant n b the curve fit for

p
¢pb(mpb) 1isted in Appendix F and the cell volume relation, equation 4.8.
A simple correlation may be obtained if we note that for constant

pb the cell volume relation takes the form

i
R i B
st
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. h . .
where the intercept a, -~ "prpb + Vm’ Figure 9, therefore, is a plot

of calculated cell volume, normalized to the isotonic volume 100 x 10']2 cm3,
as a function of inverse extracellular concentration. The data points
(n = 57) were obtained in the course of nine calibration sets, as
described in Chapter 7, performed over a three month period.
It is interesting to note that the fixed volume predicted by the

12 cm3, has roughly the same numerical value

pseudo-binary model, 40 x 10~
| as the so called "osmotic dead volume" commonly obtained by extrapolating
data such as are shown in Figure 9 to the limit ]/Cgi + 0. It should be
emphasized, however, that the pseudo-binary model does not depend a priori
on such experiments, but is developed solely from data for cells under
isotonic conditions and well established physical chemistry data and

theory.

When cells are immersed in a solution which contains a permeable
solute sp as well as an impermeable species si, cell volume will be a

function both of water content and solute uptake. This may be expressed

as
V. =nfv +n_uv_+n. ol +v (4.10)
c WWw Sp sp pb~pb m :
where nsp is the amount (mols) and Ysp the molar volume (cm3/mol) of

permeable solute in the intracellular solution.



NON -DIMENSIONAL CELL VOLUME

63

11 EQUILIBRIUM CELL YOLUME AS

A FUNCTION OF EXTRACELLULAR

NaC! CONCENTRATION
10 |-
09 |-
08 |-
07 |-
“ pu—
08 |

isotonic
04 L L 1 l 1
0 1 2 3 4
v c: (undIKl )

FIGURE 9 Equilibrium red cell volume as a function

of extracellular NaCl concentration




64

The partial molar volume of a species i in a solution with total
volume V is defined as the change in volume per mol of i added at constant

temperature, pressure, and quantity of all other species

vy T (%%T . (4.11)

Since the volume of intracellular solution, apart from the small membrane
volume, is equal to the cell volume, equation 4.10 may be differentiated

to yield

(avc ) : )
v =l — | 4.12
P anSP T,P nf n

9’ L ] w’ pb

assuming constant molar volumes Uy and Ugb' Thus Qsp is strictly the solute
partial molar volume. However, there is no reason to expect that the partial
molar volume of a solute in the complex non-dilute intracellular solution
corresponds to the molar volume of pure substance, or even to its partial
molar volume in a binary aqueous solution.

The solute partial molar volume may be measured experimentally by
suspending cells in solutions containing a constant concentration of im-
permeable solute Cgi and known concentrations of permeable solute. At

equilibrium, two conditions pertain:

i_. 0

B, = (4.13)
Wt |equ111brium
! (4.14)

_ .0

Hep ~ H
sP splequilibrium
Since we neglect solute-solute interactions, for this isothermal, isobaric

* 3 *
case the solute reference chemical potentials will be equal, (usp)1 = (usp)o.

In addition, the solute activity a_, will be a single valued function of

sp
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the molality msp, Thus the second equilibrium condition implies

i 0
m_=m (4.15)
sp Sp equilibrium
*
The reference state for the solvent My is a function of temperature and
pressure only so the first condition becomes
a' = a° (4.16)
equilibrium
If we again assume that permeable solute properties are a function only
of permeable solute concentration, the osmotic coefficients ¢;p and ¢gp
will be equal. Writing the water activities in terms of solution
osmolalities leads to the equilibrium condition

= 0 .
| (8.17)
equilibrium

¢pb mpb
We see therefore that the equilibrium cell water content N depends only
on the extracellular impermeable solute concentration, which in this
experiment is held fixed. Temperature, pressure, and intracellular
impermeable solute content npb are also constant, so this experiment
satisfies the conditions of equation 4.12.

In terms of solute molality msp’ the cell volume relation may be

written
_ 18.015 mol f h
Vc = 1000 gn/Kg mspuspnw + " + "prpb + vm (4.18)
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In order to verify this Tormulation, cells were suspended in solutions
of isotonic sodium chloride (.290 Osm) and varying concentrations of
ethylene glycol, and the finé] volumes measured using the method
described in Chapter 7. The data are presented in Figure 10 in terms

12 3

of cell volume VC normalized to 100 x 10° ' cm”~, as a function of

ethylene glycol molality msp'
From the slope of the least squares fit line one may use equation
4.18 to calculate the ethylene glycol partial molar volume Usp = 42.3
cm3/mol, comparéd to the pure substance molar volume of 55.9 cm3/mo1.
Given the high correlation coefficient (r2 = .98) for the linear regression,
one may also conclude that the ethylene glycol partial molar volume is
constant in the concentration range 0 to 7.0 mol/Kg. Similarly, the
excellent agreement between theory and experiment for cells in equilibrium
with varying impermeable solute concentrations (Figure 9) justifies the
earlier assumption that the partial molar volume of water in the intra-
cellular solution is constant and equal to the specific molar volume.
As a further check of the volume model, cells were suspended in

solutions of 4 M ethylene glycol and varying NaCl concentration, with

the results shown in Figure 11.
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CELLS SUSPENDED IN
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FIGURE 11 Equilibrium cell volume as a function of NaCl con-
centration, in the presence of 4 M ethylene glycol
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CHAPTER 5
NON-DIMENSIONAL FORMS OF THE MODELLING EQUATIONS
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The membrane transport equations of Chapter 2 and the pseudo-binary
solution and volume models of Chapter 4 are written in terms of physical
variables. There are several advantages to be gained by casting them in
non-dimensional form: (1) the equations will be more compact, easing
numerical computations; (2) proper scaling will improve the accuracy
of computer algorithms; (3) dimensionless groups will give us some
insight into system time constants and the relative importance of
different terms.

We begin with the modified Kedem-Katchalsky flux equations 2.25
and 2.26. As the first step in simplifying them we examine the repeated
term 1 + 8 - 60. The organic solutes typically encountered in erythocyte
membrane research have reflection coefficients o between 0.5 and 0.9 [27]
and molar volumes of about 40 to 100 cm3/m01. As a worst case, consider
cells exposed to an ethylene glycol solution with C?p =4 M, usp = 42.3
cm3/mol, o = .8. Even for this concentrated solution 1 + 6 - 6c = 1.03, so
little error will result from setting 1 + 6 - 60 equal to one.

We next apply the mass conservation equations 2.29 and 2.30 to obtain

the rate equations for intracellular water and solute

dn -A L RT 6u_ w] Mna v w
w__¢C sp W _y _ _SPp m
T ——L"w [] + Lp ] y + [(1 o) Lp ]csp M‘"asp! (5.1)

Afna
sp _ m fw W m 2 ., w m
72 - -AchRT’ [Csp(l-o) s o ] ¥, [Csp(l-m) e ]CspMnasp! (5.2)

pd “w p
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Notice.that chemical potentials are now given in terms of activities

Au_i = RT Afn a;

where

- i_ 0
Agn a; Ln a; 2n a;

In the pseudc-binary solution model, only that portion of cell
water which is not bound as water of hydration is free to cross the
membrane, so

f

dnw ) dnw
* (8.3)
The non-dimensional free water content is now defined with respect to the

isotonic free water content as

# n E 1]
~f _ w mo
w’/iso

Similarly, the dimensionless permeable solute content is defined by

sp (n:)iso v, Cc [mo]][cm3/moi][m01/1iter X 10'3]

A= "sp __ [mo1] (5.5)

The characteristic permeable solute concentration C_ (mo1/1iter) is

introduced for scaling purposes and is taken to be either the initial

)
sp’
whichever 1is greater. If no permeable solute is present, Cc is set equal

intracellular concentration or the constant extracellular value C
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to the concentration of pure water, 55.509 mol/liter, so\)wcc = 1.

For convenience we also introduce the characteristic solute volume

fraction o _ = Uspcc [cm3/mol][mollliter X 10'3]. (5.6)
A physically meaningful time constant T may be formed as

f
- ("w)is v [sec] = |mol|[cm3/mo]]l'103 cm3/1itegj
(o p ’c [ecm®][dyne cm/mo1°K][°K][cm~/dyne sec][mol/1iter]

(5.7)

and a non-dimensional time defined by

{-:%g} (5.8)

The solute permeability w is non-dimensionalized as

Aler

t=

0o e - wc [gg%/dyne sec] — (5.9)
p ’c [cm”/dyne sec][mol/liter x 107 ~]

Finally we define a dimensionless mean solute concentration

M
am _ S
Cop = t‘;P' (5.10)
where Czp is the arithmetic mean
m c:g * c:g

If we now apply all of the above defintions to the rate equations

we obtain the dimensionless formulations
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~f
dn Afn a ~
___w= - 2Am A] -[ _ _ ~1 m
d% [l + ec cspw cc o (1-0) ec J CSp Afn aSp (5.12)
dn ~ AN a ~
] R I m A~ W _[em o 2 oalam
:trp’ [CSP(] o) eccspw] cc Uw [CSP(] o) +w]Csp Afn asp (5.13)

Several alternate scalings, such as one employing 1/uw in place of Cc,

are also possible.

The linear flux equations, 2.4 and 2.5, may be similarly non-dimen-

sionalized. First, we apply a scale factor Lij = L* RT so the

ij “w
transport equations are simply

O
Y = S AT : L1y duy * Lyo A"sp‘ (5.14)

=

and the L1j have the convenient units cm/sec.

We next apply the mass conservation expressions to these flux equations,

and write chemical potentials in terms of activities to obtain the rate

equations



anf  -A
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dn$J2 -A
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The following simple non-dimensional groups are now defined:

w

f
ﬁf - fnw
w
("w)iso
"sp (n)
w'iso
f
cm N (n)iso
A Iy
. 4
t=7

and the non-dimensional rate equations may be written directly

~f
dn
¥ - .Atp a
dt
d':sp Y
dt L

L2
w L]]
AN aw
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[sec] = |cm3[mol||mol|

C
5 { L]] Aln a, + L]2 Aln asp.}

= c
"3 { L]2 A%n a,* L22 A%n asp‘}

[cmz][cm/sec]

(5.16)

(5.17)

(5.18)

(5.19)

(5.20)

(5.21)

(5.22)

(5.23)
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A note concerning units is appropriate here. Although the water

permeability L_ has dimensions cm3/dyne sec as it is used in the

p
modified Kedem-Katchalsky equations 2.25 and 2.26, we will present our

data in terms of cm/sec by applying the conversion

RT (8.313 x 10 dyne cm/mol °K) (°K) Lo (cm/dyne sec) (5.24)
Uy (18.015 cm/mol)

Lp(cm/sec) =

If we now compare equations 2.25 and 5.14 we see that if there is no
permeable solute present Lp(cm/sec) is identical to L1](cm/sec). The

solute permeability w is similarly scaled by

w(cm/sec) = RT (8.313 x 107 dyne cm/mol °K)(°K) x w(mol/dyne sec) (5.25)

It is also necessary to derive simple expressions relating the
non-dimensional solute and water contents to the physical concentrations
used in computing water and solute activities. In developing the pseudo -
binary formulation we considered the total cell water N to consist of
a portion n: which is free to cross the membrane under normal conditions
and a fraction "3 tightly bound to solutes. It is important to remember
that this division only reflects water's ability to leave the cell, and

that solution properties are always based on the total intracellular water.
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The pseudo-solute molal concentration is, therefore

n
__ b . 1000 gn/K
Mob = F o ¥ T8.0TE gndeT (5.26)

n
w "w

Since "3 is constant we may also write

n
= pb 1000
Mob b X 78.0T5 (5.27)
~f W f
" ! ;? (nw)iso
w iso '
which reduces to
m p (mo1/kg) = 320 (5.28)
P n' + .1997
W
. . b f . .
when we insert the numerical values of "pb’ N and (“w)iso listed in
Table 1. Similarly, the permeable solute molality may be written
ﬁs cc
m_ (mo1/Kg) = ——2—C— (5.29)

where Cc is in me1/liter and we have again assumed a constant water
density Ry~ 1 Kg/1iter.
The cell volume Vc is non-dimensionalized with respect to the isotonic

cell volume 100 x 10']2 cm3

v =- (5.30)
¢ (vc’iso
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so the cell volume relation, equation 4.10, becomes

f h
v ~f ~ V(M) Yob"pb * Vm
= + + .
Vc (nw ccUspnsp) Wc)i,so (vc)iso (5 3])

If we use the numerical values given in Table 1 and section 4.2 this

becomes

o Af PN |
Vc = .6006 (nw + Bcnsp) + .3994 (5.32)
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CHAPTER 6
THE EXPERIMENTAL APPARATUS
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6.1 Introduction to Stop Flow; The Fluid Handling System

The theoretical models of the previous chapers allow one to
describe the volume response of a cell following a step change in extra-
cellular concentration, The experimental task is to produce such a
step change in the extracellular environment of a population of cells
and then measure their volume as a function of time. Though simple in
concept, the practical implementation is non-trivial because of the
short time scales involved, often less than 500 msec, and the small
size of the erythrocyte. These problems were resolved by applying the stop
flow technique to achieve very rapid mixing of a cell suspension with
a different solution, and a light scattering technique to measure cell
volume. The overall configuration of the apparatus shown in Figures
12 and 13 is similar to that of stop flow systems used by chemists to
study rapid reaction kinetics. The apparatus may be divided into several
subsystems: (1) a fluid handling system which contains and mixes the
experimental solutions; (2) an optical system which measures cell
volume; (3) a data acquisition system which stores and manipulates the
signals from the optical system; (4) a thermal system which maintains
the apparatus and experimental solutions at the desired temperature.
Each of these subsystems will be discussed in turn below, and further
details may be found in a previous work by the author [28].

The stop flow operating concept is quite straightforward. Thg
drive syringes are loaded with the reactant solutions, in this case a

cell suspension and another solution of different composition, and the
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fill valves are closed. The afr cylinder drive is actuated, pushing

the ram and the drive syringes down and forcing the solutions through
the mixer and optical chamber and out the exit port. After 2 1-2 second
interval during which residual contaminents are swept from the fluid
path,the ram hits a mechanical stop and fluid flow abruptly ceases.

The optical chamber now contains the solutions which, apart from a smail
delay time, have just been instantareously mixed. The instant at which
flow is stopped is taken as the datum time t=0 of the experiment, which
may now be monitored in the optical chamber.

The details of the drive may be seen in Figures 14 and 15, The air
supply to the cylinder is pressure regulated to maintain a uniform ram
velocity from run to run, and air flow is controlled with a fast acting
solenoid yalve. To insure equal delivery rates from the two syringes,
the driye bar houses small plastic bushings which ride on the guide rods,
and teflon pins projecting from the bar mate with a hole in each syringe
plunger. Photometric dye dilution tests showed that the delivery rates
of the two syringes were equal within a few percent. In order to
eliminate the effect of even this smail difference, throughout any
series of experimental runs one drive syringe always contains the cell
suspension and the other coﬁtains the solution, The voltage output of a veloci
transducer attached to the drive bar allows one to monitor drive velocity;
a typical trace is shown in Figure 16. The drive stop is a small removable
aluminum block which brings the bar to a complete halt in about two msec

with negligible rebound. The veloctty transducer ts also connected to a
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level sensing circuit when provides a pulse used to trigger the data
acquisition device at roughly the mid-point of the 2 msec deceleration
period.
The entire fluid handling subsystem is encased within the solid

aluminum thermostat block, as shown in Figure 17. The syringe barrels are
machined from standard plastic disposable syringes and pressed into bores
in the block. Their lower ends are closed with teflon plugs sealed with
rubber Q-rings. Retaining plates at top and bottom prevent vertical move-
ment of the barrels. The syringe plungers are machined stainless steel

coated with a thfn layer of epoxy and also sealed with O-rings. The shape
| of the plunger ends and teflon plugs and position of the O-rings is
designed to minimize residual trabped fluid volume. This, along with the
fi11 procedure outlined {n Chapter 7, virtually eliminates cross contami-
nation when experimental condittons are changed. The fluid path from fill
yalyes to syringes and from syringes to mixer assembly is via small bore
PYC tubing. A minfature flare compression fitting, leak tight to 100 psig,
was desfgned for all connections. .

The mixer and optical chamber are combined in a single assembly, shown in

exploded yiew in Figure 18. The mixer is a simple Y junction constructed by
drilling holes in a small teflon biock. The upstream flow passages are .102 cn
diameter and the passage downstream of the junction is .132 cm diameter.- The
opttcal chamber, described tn sectfon 6.2, ts sandwiched between the mixer and
the teflon ex{t hlock. A glass plate on the far stde of the exit block makes
tt possible to tnspect the chamber for atfr bubbles or contamination. Teflon



Rl

FIGURE- 17 The stop flow thermostat block and fluid system
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film gaskets keep the sandwich leak tight when compressed by the
clamping plate. After the assembly is connected to the syringes it is
tightly inserted into a cayfty in the thermostat block.

In the beginning of this section we stated that when flow is
stopped the optical chamber contains instantaneously mixed reactants.
Actual stop flow performance, however, is degraded by several effects.
(1) The mixer may not be efficient, in which case there will be a
significant delay after flow stops during which solutions are brought
together by diffusion. The present system was tested by photometric
measurements of an acid-base reaction with dye indicator [28] and it
appears that there is no measurable mixing delay. (2) Stop flow experiments
are also limited by system dead time, here operationally detined as the
difference between the stop time and actual reaction initiation. The
dead time of this system was measured (Appendix E) and found to be due
primarily to the finite time required for fluid to travel between mixer
Junction and observation point. A1l experimental times were corrected
for this transit time, which was computed for each experiment from fluid
system dimensions and measured drive ram velocity. Transit dead times
were typically 6-10 msec. (3) Because of the finite size of the optical
beam and the non-uniform velocity profile of fluid traveling from mixer
to observatton chamber, optical measurements really represent an average
over reactions of different age, However,estimates of this time smear
effect [28] indicate that it is less than 1 msec and may safely be

1gnored.
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6.2 Qptical System

Light incident on a suspension of small particles is attenuated by
two mechanisms - absorption and scattering. Absorption at any wavelength
will depend on the nature and concentration of substances within the
particle. Scattering amplitude and angular distribution will depend on
particle size and shape, surface characteristics and index of refraction
relative to the medium, the number of particles per unit voiume, and
optical system geometry. If absorption is reduced by suitable selection
of incident wavelength, particle count is held fixed, and shape, surface
parameters and internal index of refraction assumed to be unique functions
of particle size, it should be possible to relate scattering to cell
volume. Unfortunately, the question of light extinction as a function
of non-spherical macro particle dimensions has received little theoretical
attention, and what work has been done (e.g. [29] [30] [31] [32]) does
not successfully predict the experimentally observed relations. Despite
this, it is still possihle to empirically relate measured 1ight intensity
to cell size for a giyen system geometry, and thus follow the time course
of cell volume changes,

The components of the optical system were seen in Figure 12 as part of
the overall stop flow apparatus. A lamp powered by a regulated DC supply
- provides a stable 1ight source, This light is filtered, then transmitted
via a fiber optic 1ight pipe to t1luminate the red cell suspenston inside
the optical chamber. Another fiber optic carries the transmitted and
forward scattered 1ight to a photomultiplier. The output of the photo-
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multiplier is amplified, filtered, and passed to the data acquisition
system. The source lamp, stop flow apparatus, and detector assemblies
are all rigidly mounted to a steel frame.

The source lamp is a 12 volt 60 watt tungsten filament bulb
ordinarily used as a Zeiss microscope illuminator. The standard
illuminator housing has been modified to block ambient light and the
lamp is force air cooled. The original spring loaded electrical contacts
have been removed and the power leads soldered directly to the bulb to
eliminate fluctuations by changing contact resistance.

The lamp is powered by a Hyperion Industries model SI 15-10 D.C.
supply. Since filament resistance may drift with ageor changes in
temperature, narmal current or voltage regulation is inadequate. The
circuit shown in Figure 19 senses both lamp current and voltage, and
uses the auxiliary inputs of the supply to regulate lamp power, After a
twenty minute warm-up period, this scheme 1imits optical system drift
to less than 0.5% in six hours, and at 10 V output supply noise is only
2 my peak to peak,

Hemoglobin, the principal absorbing species in the red cell, normally
exists in seyeral forms, each with a unique absorption spectrum. None,
howeyer, absorbs significantly at wavelengths above 600 nm. Thus, by
illuminating the cell suspension only with 1ight of wayelength greater
than 600 nm, almost all attenuatton will be due to scattering, and the
propartion of each hemoglobin type will not be an experimental variable.
Figure 20 shows the absorption spectra of the two most prevalent forms,
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oxygenated HbO and reduced hemoglobin Hb [33], and the spectral character-
istics of the opttcal filter and photomuitiplier. The filter, a high

pass glass sandwich interference filter, is contained in an aluminum
housing coupled to the lamp assembly. A fiber optic 1light pipe inserted
into the fiber housing at the focal point of the illuminator lens carries
the 1ight to the stop flow optical chamber,

The optical chamber was designed with the following objectives in minc
small sample volume; biological compatibility; maximum sensitivity to
cell yolume changes, The chamber configuration was shown in Figure 18,
The chamber itself is a section of pyrex tubing .25 cm ID, .40 cm 0D,

.32 cm long, sandwiched between thé teflon mixing and exit blocks. An
aluminum support plate surrounds the glass tube, and holes through the
support plate and assembly holder serve as optical slits .19 cm in
diameter and 2.22 cm long. The slits and the inner surface of the support
plate surrounding the glass are coated with flat black paint, with the
result that only transmitted Tight or light with a small forward scatter-
ing angle will reach the face of the detector fiber optic.

The detector is an RCA 8645 assembly, a sealed unit containing a
type 8644 photomultiplier tube and its associated dynode voltage divider
resistors and electrostatic and magnetic shielding. The tube is an end
window type with $-20 spectral response extending from 300 to 800 nm,

a dark current of 10'9 amp and a 10"8 secand rise time, As the shield
ts held at cathode potenttal, typfcally 1 KV, the entire assembly is

encased tn a phenolic cylinder which also accepts the detector fiber
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optic. The other end of the casing is cleosed with a grounded metal c
to which is attached a chassis box containing the photomultiplier sig
are-amplifier.

A photomultiplier amplifies light by repeated secondary emission
acceleration of electrons through thé dynode stages. Tube gain is
determined by the yoltage applied to the dynodes through the voltage
divider resistor string, For the 8645 assembly, tube gain G increase.
as the external supply voltage raised to the 8.0 power, The dynode
voltage is provided by a Keithly Instruments model 246 regulated supp’
with stated ripple and noise of 1 my and regulation of .002% through
its 0-3000 volt range,

In order to reduce the effect of noise pickup from external sour
the photomultiplier anode is coupled directly to a shielded pre-ampli
Since a photomultiplier is a nearly ideal current source with very hic
output impedance the pre-amp also serves as a current to voltage co.
verter and impedance buffer. The pre-amplifier is based on an Analog
Devices model 52K op-amp, an FET input design with 130 dB open lopp ¢
rolling off at 6 dB/octaye above 4 Hz, 10'2 ohm input impedance, and
excellent input noise and offset characteristics. It is used in a
standard inverting configuration, with a 105 ohm precision metal film
resistor and 100 pF capacttor in the feedback loop. This gives the
amplifier & DC closed loop gain of about 10° volt/amp with 6 dB/octave
rolloff at frequencies ahbove 130 Hz,



96

The pole ffequency of this passive first order filter was selected to be
aboye the characteristic frequency of most experimental signals, and in
the worst ;ase the filter contributes less than 0.5% signal distortion.
When illuminated with a 100 Hz square wave modulated LED, no distortion
was apparent in the amplified photomultiplier output.
Because the 1ight impinging on a photomultiplier is made up of
photons randomly distributed in time there is an unavoidable noise
current at the photo~cathode, often termed shot noise. The photomultiplier

signal to noise ratio SNR is given by [28]

]
SNR = FG‘?TT (6.1)
p

where IA is the anode current, E the change of an electron (1.6 x 10']9

coulomb), G the internal tube gain, and f_ the filter pole frequency (Hz),

The photomultiplier is typtcally operatedpwith a 900 volt dynode supply
producing a gain G = 1.3 x 103, and an anode output current of 10'6 amo,
Por these conditions the signal to noise ratio, either measured or cemputed,
is about 103, ’

When setting the optical system operating parameters several constraints
must be kept in mind.

1) Pre-amp output should be 10 my or more, as there is roughly 0.1

mV (peak to peak) noise pickup tn the pre-amp ciréuit. external

leads and data acquisttion system.

2) Photomultiplter anode currents greater than 5 micrc amps,
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corresponding to a pre-amp output of 0.5 volt, will degrade
tube stability and should be avoided.
3) Source lamp intensity should be as great as possible to
maximize the signal to noise ratio. However, lamp life will
be increased if it is operated somewhat below its rated 60 watts.
4) For linear photomultiplier operation, dynode supply voltage
should be greater than 400 volts. The absolute rated maximum
dynode supply of the 8645 assemply is 1800 volts. Remember,
however, that changing the tube gain does not affect the

signal to noise ratio.

The relationship between red cell volume and photomultiplier pre-
amp output voltage was determined in the course of a series of calibration
experiments described in Chapter 7. Briefly, cell volume was varied
by allowing cells to come to equilibrium in a series of solutions with
different impermeable solute concentrations. The clinical index of

red cell volume is the hematocrit Hct, given by

Hct(ml cel1s/100 m1 suspension) = N_(cells/100 m1) x V. (mi/cell) (6.2)

By maintaining the number of cells per unit volume N, constant within

a calibration set, the cell volume would be proportional to the measured hemato-
grit. . The results of 24 independent calibration sets performed over a three
month.neriod»éresshown in-Figure 2%, The data includes calibrations performed

under. 3 variety of conditions: cells in saline only; in solutions containing
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up to 4 M ethylene glycel or .25 M glycerol; at temperatures ranging from
25°C to -10°C; with values of Hct* from 4 to 12 m1 cells/100 m1. A1l data
points 1ie within the 95% confidence 1imits of the regression

YoTer = 0945 exp(2.353 fict) (6.3)

The results of each set were normalized with respect to values (denoted *)
obtained for cells immersed in isotonic saline and whatever permeable
solute was present.

If there is no permeable solute, the non-dimensional cell volume
Vc is simply equal to the measured relative hematocrit Hct/Hct*, since
in this case Hct* = (HCt)iso' If there is a permeable solute in the
calibration solutions, the cell volumes corresponding to measured
values of Hct/Hct* may be found by concurrently measuring the hematocrit
of cells in an {sotonic saline suspension with the same cell number density

and computing

v = vC = HCt* X Hct* v (_6 . 4)
¢” Wl Het ety

Alternatively, the non-dimensional cell volume corresponding to the
nomalizing * condition may be obtained from data such as are shown
in Figure 10, and then we have

9.~ fsxs x A | (6.5)
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The volume-voltage relationship shown in Figure 21 may be used
to evaluate the cell volume resolution of the apparatus. The voltage
resolution of the data acquisition system is better than .1 mV, and a
typical signal level is 50 mV. From the least squares regression it is
possible to compute a corresponding volume resolution of 0.1%.The system
accuracy can be evaluated by examining the 95% confidence 1imits on
future observations. That is, given a measured value of volt/volt*,
the. probability is 95% that the corresponding value of Hct/Hct* lies
within these 1imits. These statistics are computed in Appendix J, and
we find an uncertainty in non-dimensional cell volume of roughly + .04.
For cell volumes ranging from .5 to 1.1, this corresponds to an error

of 3.5% to 7.5%.

In addition to changing with cell volume, the measured light
intensity is also a function of several other cell and solution
properties.

Certainly as the number of cells in the light path increases, light
intensity will diminish. This was measured experimentally by preparing
cell suspensions with varying cell number density but constant cell
volume. Blood was collected, washed, and packed as usual and suspensions
were made up with 10 ml of NaCl solution and between .2 and 1.4 ml of
packed cells. These suspensions were injected directly into the stop
flow optical chamber and the resulting photomultiplier signals recorded.

Three separate experimental sets were performed, each with a different
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function of cell number density
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NaCl concentration and therefore a different cell volume. Within each
set the signal levels and cell concentrations were normalized with
respect to the value corresponding to the most concentrated cell
suspension with the results shown in Figure 22.

Signal levels are not a function of temperature, and volume-voltage
calibrations performed at -10°C were identical to those at 25°C. It is
important, however, to maintain the apparatus and experimental solutions
at a uniform temperature, or variations in fluid indices of refraction
within the optical chamber produce anomalous results.

Light extinction in cell free saline solutions was found to be a very
weak function of NaCl concentration. Measured light intensity decreased
less than 2% as the concentration was varied from .2 to .6 osmol/kg.

Although not a normal result of the experimental procedure,
occasionally a fraction of the cell population rupture and lose their
intracellular hemoglobin (hemolyze). Excessive shear during the mixing
phase of stop flow operation may mechanically damage cell membranes,
but in general, ram velocities of less than 5 cm/sec did not induce
measurable hémolysis in this apparatus. If cell volume exceeds 1.3
times the isotonic volume, hemolysis usually follbws immediately. This
places a lower limit on impermeable solute concentration of about .20
osmol/Kg. High concentrations of solute may also result in hemolysis,
though on a Tonger time scale. Typically, 10% of the cells will hemolyze
(denoted 10% H) after immersion for one hour in 2 Osm NaCl, or isotonic

saline plus 5 M ethylene glycol or 4'M glycerol. It is this sensitivity
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to high solute concentrations which determines the minimum temperature
at which one can perform the experiments. Cells which have been stored
for longer than three weeks after collection are usually more susceptible
to all modes of injury.

In the preliminary stages of apparatus development it had been
noted that photomultiplier output was extremely sensitive to the percenta
of cells hemolyzed. This was later quantified by first preparing a
washed cell suspension (Hct ~ 8) in isotonic saline, then dividing the
suspension into two equal aliquots. One was left unaltered, and taken
to be un-hemolyzed (0% H). The other fraction was rapidly cooled by imme
sion in liquid nitrogen; then reswarmed in air to ambient temperature.
The cells in this suspension were assumed to be totally destroyed
(100% H). By mixing varying proportions of these two stock suspensions
different ratios of hemolyzed to un-hemolyzed cells were obtained. These
% H values were verified by the standard clinical cyanmethemoglobin
spectrophotometric technique, with good agreement. The various %H
suspensions were then manually injected into the stop flow optical
chamber and the resulting signals, normalized to the value for the 0% H
suspension, are shown in Figure 23, plotted vs 1 - %%U . The experiment
was later repeated with cells suspended in a solution of isotonic saline
and 3 M glycerol, with results within 2% of those shown [34]. The
similarity between the hemolysis data and those obtained for varying
cell number density suggests that for light scattering from red cells

to be significant a large differénce must exist between the intra-
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cellular and extraceilular indices of refraction. Thus, when cells
lyse and lose their contents they are no longer effective scattering
objects.

It would be expected, therefore, that light intensity would also
vary as a function of the extracellular solution index of refraction.
This was confirmed by suspending identical aliquots of packed cells in
solutions of isotonic saline and varying ethylene glycol concentrations.
Again, the suspensions were manually injected into the stop flow optical
chamber. The measured signal levels, normalized to the value for cells
in isotonic saline alone, are shown in Figure 24. Also shown for
reference is the variation in signal predicted on the basis of solute
induced volume changes, derived from the data of Figures 10 and 21.

It is because of this considerable index of refraction effect that all
volume-voltage calibrations were performed in solutions with the same
permeable solute concentration as found in the corresponding experimental
post-mix extracellular solution.

In conclusion, the data presented in this section demonstrate that
all the measured effects on light intensity are independent and that the
actual intensity will appear to be a product of those functions. Also
notice that in every case the normalizing rrocedure eliminates the

effects of source lamp intensity and photomultiplier gain.
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6.3 Data Acquisition

As cell volume changes during the course of an experiment, the
optical system produces a proportionally varying voltage. The task
of recording these signals for analysis is not an easy one. In many
experiments one wishes to examine both events occurring on a milli-
second time scale and an overall picture which encompasses tens of
seconds. Also, one is often interested in volume changes producing
signal variations which are only a small fraction of the nominal
voltage level. O0scilloscaopes and chart recorders simply do not have
the necessary dynamic range and resolution, so a high speed digital
data acquisition system was designed and built to our specifications
by Rollins Associates of Lincoln, Massachusetts. The data system
samples the incoming analog signal, converts it to digital form, and
stores the discrete points in semiconductor memory. After the
experiment is completed, memory may be accessed and the stored signal
examined at leisure. " |

Two identical analog input channels, which may be used separately
or multiplexed, have switch selectable input ranges of 0 - 0.8 and
0 - 8.0 yolts, input impedance of 6 x 107 Ohm} and front panel
polarity selection. Analog input is sampled and converted to 14 bit
digital words, providing resolution of 1 firt in 16,000.

The sampling rate may be set from .1 to 999.9 msec per'memory Tocatior

The'4096 word memory thus allows one to record experiments with durations
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ranging from .4 second to over an hour. (In multiplex mode, the

two input channels share memory, halving the number of locations
available to each.) Regardless of the sampling rate, that is, interval
between samples, the duration of each sample is about 7 microseconds.
A11 timing is quartz oscillator controlled and .01% accurate.

Triggering may be either manual of by an external signal, in which
case controls similar to an oscilloscope's adjust for trigger level,
polarity, and slope. Because of the memory structure, it is also
possible to capture events occurring prior to a trigger. Nhen the
device is armed, incoming signals are continuously sampled, digitized,
and loaded into the top of the memory stack, rolling down previous data.
When a trigger is received,acquisition continues for another 4096 samples,
then stops. In the pre-trigger mode acquisition continues for only 2048
or 3072 samples after triggering, and thus the first half or quarter of
memory contains input before the trigger.

Once stored, data may be displayed in several ways. In CRT mode,
memory is repetitively scanned and the digital values converted to a
stepwise analog signal which is displayed on a conventional oscilloscope.
Slewing controls allow the operator to shift the display on the screen,
and any portion of memory may be time expanded simply by positioning it
at the left of the screen and incr~asing the sweep rate of the oscilloscope.
The operator may also manually scan memory with the same slewing controls
and read the voltage stored in each location on a five digit LED display.
Consistent with the 14 bit A/D resclution, the display reads to + .05 mV
in the .8 volt range. The location being accessed 1s indicated by a cursor
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on the oscilloscope dicplay and the location number may be read from
another LED display. Knowing the original sampling rate, it is a simple
matter to convert location number to time. It is these manually read
voltage/time pairs which are then used in subsequent data reduction.

Memory contents may also be dumped in analog form on a strip chart

recorder to produce hard copy of the stored signal., Just as in CRT mode,
time and voltage scales may be expanded or compressed as desired after the
experiment is performed. The oscilloscope and strip chart recorder may
also be used independently or in parallel with the digital system. Memory
contents may also be stored off-line on magnetic tape, using standard
audio cassettes, Each experimental data block is assigned a code as it

is loaded which allows the system to locate it later. When reloaded into
memory these tapes provide all the data of the original experiment. Future
plans include an interface which will make it possible to dump tape records

directly into a computer for data reduction.

Because of the numerous sources of noise in the experimental signals
and the small variations from run to run, it was felt that it would be
adyantageoqus to average results of several replicate experiments prior
to data reduction. Signal averaging is performed electronically by a
dedicated microprocessor constructed and programmed by Rollins Associates.
The microprocessor is based on a Signetics 2650 CPU and has 16 K bytes of
8 bit RAM storage and 2 K bytes of ROM available for programming, It

is connected directly to the data acquisition memory with a serial data
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bus and control interlocks which prevent inadvertent destruction of

data or program interrupts. Although at present only the signal
averaging algorithm has been written and stored in PROM, other data
manipulation subprograms could be compiled and later called with existing
front panel switches. With the addition of a keyboard and alphanumeric
CRT display, FORTRAN or BASIC languages could be implemented.

n

After each replicate experiment n of a set, the average value §h

at each memory location m is computed as

where the previous average gﬁ,n-l is stored in microprocessor memory.
This 4096 location subset of memory may be accessed in exactly the same
modes as the data acquisition memory. The average program is written in
double precision (16 bit) arithmetic so that even after the maximum

ten averages, the accumulated numerical error is less than the resolution
of the data system. The efficacy of the averaging process may be seen

in Figure 25. Nine snapshots of the original signal, a repetitive sine
wave with superimposed noise, were taken with the data system and averaged
with the microprocessor. A square wave synchronous with the signal
triggered the data system at the same point in the cycle so the nine

sine waves are time correlated. (The limited slew rate of the hard copy
recordef'has heavily filtered the original noisy signal; when viewed with
an oscitlloscope it was impossible to discern any wave shape buried in

the noise.)
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6.4 Thermal Control System

A thermal system, designed as an integral part of the stop flow
apparatus, allows the user to run experiments at any temperature between
-30°C and +35°C.

Nitrogen gas, selected as coolant because of its ready availability
in this laboratory, is first passed through a heat exchanger immersed
in Tiquid nitrogen and cooled to -190°C. The heat exchanger is a
folded array of copper tubing housed in a stainless steel tank insulated
with rigid urethane foam. The tank holds twelve liters of liquid
nitrogen and has a boil off rate of about three liter/hour under normal
operating conditions. Gas flow rate is adjusted depending on operating
temperature and is typically .5 Kg/hour. The cold gas then passes through
a heater consisting of a ni-chrome coil encased in a sealed phenolic
tube. The electronic controller described below regulates power input
to the heater coil and hence the temperature of the gas flowing into
the thermostat block. Grooves milled in the block, and aitached cover
plates, form small gas channels over the entire surface (see Figure 17).
At steady state, point to point temperature variations within the stop
flow appafatus are less then 0.5°C. However, the time constant for
thermal equilibrium of fluid loaded into the drive syringes is over five
minutes, so a pre-cooler was devised. The pre-cooler is an aluminum
cylinder machined to accept several bottles of experimental solutions

and surrounded by a copper coil fed by a portion of the gas stream
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exiting the heater. When the system reaches its operating point, the
pre-cooler is typically within less than 1°C of the thermostat block
temperature. To reduce coolant load, all exposed gas tubing, the
heater, and the pre-cooler are heavily insulated. Extensions of the
frame which supports the source lamp and photomultiplier assemblies form
a box which surrounds and clamps the main stop flow assembly. The box
framework is covered with an aluminum skin and polystyrene insulation,
.and includes an easily removable front access panel.

The electronic controller shown in Figure 26 measures the thermostat
block temperature and modulates power dissipation in the gas heater to
maintain the desired steady state. The copper-constantan measuring
thermocouple is inserted into a deep well in the thermostat block and
the reference thermocouple is immersed in liquid nitrogen, so the
resulting thermal emf is always unipolar. Both thermocouple leads are
enclosed in grounded shielding cable to reduce noise pickup. The copper
leads of the thermocouples are connected to a high performance
instrumentation amplifier with gain of 1:1000. A first order low pass
filter with unity gain then removes most of the noise from the amplified
thermocouple signal. Controller set point voltage is produced by a
unity gain buffer and precision ten turn potentiometer. After referring
to a table of thermocouple emf vs. temperature, the operator simply
adjusts the potentiometer until the value displayed in the digital panel
meter is equal to the desired tabulated voltage. A summing point

amplifiér-then outputs an error signil proportional to the difference
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between set point voltage and amplified thermocouple voltage. As the
gas cooled thermostat block is essentially a first order system, pro-
portional control should be adequate; however, even when the system is
at set point, heater power is required to offset the cold gas stream.
Therefore, the next stage incorporates proportional-integral control,
with gains and time constant which represent a compromise between
.stability and offset error. The proportional-integral stage is followed
by a bound 1imiter which rejects negative error signals (the heater can
only add energy, not remove it) and limits output to less than ten volts
to prevent saturation of the power stage.

The power amplifier, located on a separate chassis, is essentially
a Darlington amplifier with cascaded transistors in a common collector
configuration. The feedback resistor and base driver op-amp produce
linear amplifier current response over its zero to ten volt input range.
An overheat detection circuit protects the gas heater from burn out.

A thermistor attached to the outside of the heater tube forms one leg of
a bridge which drives a level detector with hysteresis. When the set
bridge imbalance is exceeded the level detector output increases sharply
and turns on a transistor which pulls power stage input to ground.

The thermal system start up procedure is as follows: (1) turn.on
the cuolant gas to flush out any water vapor which might cause ice plugs;
(2) fi11 the reference thermocouple dewar and heat exchanger tank with
1iquid nitrogen; (3) turn on the temperature controller and heater ampli-

fier; (4) adjust the gas flow value and set point potentiometer for the



desired operating temperature. With ambient temperature typically between
22°C and 27°C, steady state is reached in a half hour when the set point
is 25°C, and ninety minutes are required for cool down to -10°C. The
control system will then maintain the apparatus within 0.5°C of the set

point for at least six hours.
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CHAPTER 7

EXPERIMENTAL METHOD
AND TYPICAL RESULTS
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Blood was drawn by venous puncture from random donors at the
Massachusetts General Hospital Blood Transfusion Service in conjunction
with their normal collection procedure. Acid citrate dextrose (ACD) was
the usual anticoagulant in the 25 ml glass coilection tubes, though
citrate phosphate dextrose (CPD) was used on occasion. Heparin coated
tubes were also tried, but discontinued when clotting was noted after
only three days storage. The choice of anticoagulant did not appear to
affect the experiments in any way [35]. Bloods were stored in their
collection tubes at 5°C for one to twelve days prior to use.

Red cells were prepared just before each day's experiments by a
simple washing procedure. After discarding any clotted bloods, each
aliquot was separately diluted 1:1 with isotonic saline, gently agitated,
and centrifuged at 900 x g for ten minutes. The supernatant plasma and
saline and the upper white cell layer were removed by'aspiration. These
washed red cell aliquots could then be combined without concern for
aggl@tination caused by donor type incompatibility. The combined washed
packed cells (Hct = 90) constituted a stock suspension to be used in
that day's experiments and calibration procedure.

Because 1ight scattering theory does not adequately predict the
relation between the size of non-spherical scattering objects and light
extinction, it was necessary to establish an empirical correlation
between erythrocyte volume and the 1ight received at the photomultiplier.

In the early phases of this research the volume calibration described
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below was performed prior to eack experimental set; in later experiments,
the least squares fit based on the accumulated data shown in Figure 20
could be used.

A range of cell volumes were easily obtained by alloewing cells to
come to equilibrium in solutions with varying concentrations of NaCl, an
impermeable solute. Typically, five calibration solutions were selected
to provide the range of volumes expected in that experimental set. An
isotonic NaCl solution was always included for reference. If the
experiment involved a permeable ssiute, all the calibration solutions
were made up with the same permeable solute concentration as would be
in the post-mix extracellulur solution. Thus the index of refraction
effect shown in Figure 24 was not a factor in the calibrations.

Saline solutions were made up with reagent grade NaCl and distilled
water and their osmolalities measured to + .002 osmol/Kg with a freezing
point osmometer. As the permeability does not appear to be affected by
pH in the range 6-8 [6] we did not feel that the additional experimental
coﬁpIexity involved in using buffered media was justified. Permeable
solutes were then added to these stock saline solutions as needed.

These solutions were made up to the desired solute molar concentrations
on a volume soiute/volume solution basis, using buret and volumetric
flask. The small volume contribution of the salt was neglected, which
at worst leads to a 1% errof in solute molarity in a 1.0 osmol/Kg

NaCl solution. |

Calibration cell suspensions were made up with 1 ml of stock packed
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cells in 10 m1 of solution, both measured by volumetric pipette. Solutions
were measured in the usual manner, while the more viscous cell suspensions
were gently blown out of the pipette. The experimental suspensions were
prepared in the same tenfold dilution and thus had the same cell number
density as the calibration suspensions. If no calibration was performed,
the experimental suspension was made up with a dilution between 1:10 and
1:15. As mentioned in Section 6.2, cell volumes are derived from
measurements of suspension hematocrits. The hematocrit, Hct, is the
product of cell number density and population mean cell volume, and
has units ml cells/100 m1 suspension. If cell number density is heid
fixed, as we have been careful to do in our dilution procedure, relative
cell volumes will be proportional to relative hematocrits.

After allowing time for cells to reach their equilibrium volumes,
hematocrits were measured by first centrifuging the suspensions at
1000 x g for ten minutes in standard clinical micro-hematocrit capiliary
tubes. The relative volumes of supernatant fluid and packed cells
were then measured with the specially constructed opticai reader shown
in Figure 28, A movable illuminated stage holds the capillary tube,
which may be yiewed through a low power microscope with fixed cross
hairs. The stage is linked to a dial indicator through a lever sized
to produce a 1:4 displacement reduction. By moving the stage and
reading the displacement shown on the dial indicator, one is able to
measure distances along the tube to + .005 cm. The hematocrit is
taken as the ratio of the height of the packed cell column to the
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total fluid height in the capillary. Using this technique, replicate
determinations of the same tube or several tubes drawn from the same
suspension consistently agreed to within 2% of reading. The experimental
suspensions typically had hematocrits ranging from 5 to 12 ml cells/100 ml.
Relative cell volumes were always referenced to the isotonic cell

volume, that is, the non-dimensional cell volume is given by

9 vc _ Het

c (vc)iso i (HCt)iso

when the cell count is held constant, and (HCt)iso is the measured hema-
tocrit of the cells in isotonic saline. If the calibration solutions
contained permeable solute, an additional solute free isotonic saline
suspension was used as the volume reference, but not injected into the

stop flow apparatus.

| Stop flow operating procedures are identical for calibration and
experimental determinations. The flow path is first thoroughly flushed
and filled with isotonic saline. The lamp power supply, photomultiplier
high yoltage and pre-amp power supplies and data acquisition system
are turned on, and the lamp shutter opened sufficiently to produce an
approximately 80 mV photomultiplier signal. System output is then
measured until {t attains steady state, usually within 20 minutes.
When experiments are performed at other than ambient temperature, the

thermal system start up procedure described in Section 6.4 is also
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followed. Throughout the cool down period the experimental cell suspension
and solutions are held in the pre-cooler.

The stop flow fill procedure is designed to eliminate trapped air
bubbles and fluid cross contamination and is as follows: (1) close the
lamp shutter to prevent photomultiplier overload; (2) holding both drive
syringe plungers fully down, open the exit valve and inject about 3 ml
of solution into one fill valve, flushing the associated drive syringe
and the fluid path; (3) close the exit valve and, releasing that drive
syringe, continue to inject fluid until it is filled (about 3 ml);

(4) follow the same sequence to flush and fill the other drive syringe
with cell suspension. When the shutter is now opened the signal voltage
will be roughly one third the experimental signal, as the optical

chamber contains a cell suspension with double the post-mix number density.
The photomultiplier high voltage supply, and thus gain, should be ad-
justed at this point to obtain a signal level of about 25 mV. This
setting will usually provide the maximum experimental signals without
exceeding the constraints on operation outlined in Section 6.2. Photo-
multiplier and lamp power supply settings are, of course, not changed
during the course of a set of experiments.

The system is now ready for an experimental run, which is performed
by arming the data acquisition system, inserting the drive ram stop
block, and actuating the air cylinder drive. (This should be done
within three minutes of filling, to preclude the effects of cell set-
tling in the drive syringes.)
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In a calibration run, the cell suspension is mixed with a solution
containing solutes in the same concentration, so the cell number density
is halved but cell volume does not change. Strip chart records of
photomultiplier output during several typical calibration runs are
shown in Figure 29. These are only a portion of that day's calibration
set, which also included two other NaCl concentration levels and repeat
runs of each cell volume. The calibration voltage was read to + .05 mV
roughly 60 seconds after flow stopped, using the data acquisition system
in a real time digital voltmeter mode. At least two repeat runs, typically
agreeing to better than .5 mV, were then averaged.

The fi11 and operating procedure is identical for a kinetic run,
but the added solution has, of course, a different solute composition.
For a given experiment, from two to ten repeat runs were performed and the
results numerically averaged with the microprocessor after each run.
Roughly forty data points were then read from microprocessor memory,
using the manual slewing controls and location and voltage displays. Fig-
ures ~ 30 through 35 show some typical experimental results, either as
real time strip chart records, digital data acquisition system hardcopy,
or microprocessor average hardcopy. Unless otherwise noted, T = 25°C.

Signal voltages were converted to cell volume by several alternate
methods. If a calibration set had been performed, the results were
applied directly, using either an exponential fit such as equation 6.3
or linear interpolation between closely spaced volume/voltage data

points. In later experimental sets, it was only necessary to know the
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concentrations of solutes in the solutions; equilibrium cell volumes
could then be ccalculated from the pseudo-binary volume model. If there
was only one measurable equilibrium condition in the experiment, as in
Figure 35, then equation 6.3 was applied directly. If there were two
measurable steady state voltages, as in Figure 33, the form of equation
6.3 was used, but new best fit coefficients computed. The coefficients
obtained in this manner were consistently within 10% of those in equation
6.3. The non-dimensional cell volumes, however calculated, were then

entered on computer cards for data reduction.

Perhaps the most serious sources of error in stop flow measurements
of cellular kinetics are the optical transients seen after flow is
stopped. There appear to be two distinct time scales involved - a
short oscillatory transient, shown in Figure 36, and the slow monotonic
decay seen in Figure 37, Though the mechanisms involved in these transients
are not fully clear, the following facts are relevant. (1) Cells
carried in a flow field have statistically preferred orientations
(e.g. [36] [37]), and 1ight transmission through red cells is orientation
dependent [38]. This would explain the shift in level and superimposed
small fluctuations seen in the optical signal during the flow phase.

(2) The magnitude and time scale of the optical transients do not

depend on flow velaocity prior to stopping flow, nor on the manner in
which flow is halted,Other experimenters with substantially different
apparatus configurations have observed identical transients.[al [39] [17].
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(3) The transients are also seen when a cell suspension is mixed in the
stop flow with the same cell suspension, and are therefore not due to
dilution effects. (4) The nature of the transients depends critically
on cell storage age, the time between collection and use, as may be

seen in Figures 36 and 37. (5) Cells shrunken to crenated spheres in
hypertonic saline show a greatly increased transient magnitude, relative
to steady state signal level. Cells swollen to spheroids in hypertonic
saline produce a reduced transient. (6) Similar short time oscillatory
signals are seen with suspensions of glutaraldehyde hardened cells but not
when using cells sphered by addition of sodium lauryl sulfate [38].

(7) As cells age in-vivo they become increasingly spheroidal [40].

(8) Membrane rigidity, or surface tension, of hypotonically swollen
cells {s greater than that of normal cells. Cells shrunken to crenated
spheres in hypertonic media exhibit reduced membrane stiffness [14].

This 1s consistent with the notion that membrane surface area is constant
during cell volume changes, (9) Addition of high concentrations of
permeable solute (e.g. Figure 29) or experimental temperatures below

10°C greatly diminish the transients,

These collected bits of information imply that: (1) the signal
oscillations seen during flow and immediately after flow is stopped are
due to the rapid changes in cell orientation; (2) the short time
transient lasting 100-300 msec is then observed as fluid and cell motions
are damped out; (3) the slower monotonic decay is probably due to

relaxation of the cell from a perturbed, distorted configuration to
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its normal state. It is significant that the time constant for this transier
(~10 sec) is approximately equal to that measured by Rand [44] for stress
induced membrane changes leading to hemolysis.

What can the experimenter do to reduce the adverse effect of these
optical transients? Changes in apparatus configuration, drive velocity
or stopping mode have almost no effect. Sphering the cells by the
addition of detergents or other agents is clearly undesirable. One
common approach is to run "base line" experiments in which cell volume
is not changed and then use these to correct the kinetic results. The
author disagrees with this approach for two reasons. First, in
Section 6.2 we saw that the optical signal appears as a product of
numerous uncoupled effects. Thus, the transient correction should be
via a miltiplicative rather than subtractive manipulation, but it is
not obvious how to do this properly. Second, the optical transients
are not independent of cell yolume or the kinetics of concurrent cell
volume changes, so the meaning of a "base 1ine" is ambiguous.

The approach taken in the present work was first to use only cells
with storage ages between two and twelve days. Within this range of
storage times no correlation was seen between permeability and cell
age, This strategy reduces but does not completely eliminate the optical
transients. The short time transient may be reduced still further by
signal ayeraging, as may he seen fn Figures 32 and 34. Also, it will
be shown 1n Section 8.3 that the first 100 msec of noisy data may be
completely discarded without affecting the measured permeability values.
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For many experiments with time scales of less than 1 second the long
time decay appears as a constant offset. We then simply subtract this
offset from the short time record and proceed as usual to reduce the data.
There is really no justification for such a procedure, but it does
result in correct initial values and consistent time histories, and is

the minimum manipulation one could make.
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CHAPTER 8
DATA REDUCTION
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8.1 The General Algorithm

Given a set of data points Y5 and a theoretical fitting function
y(xi), the correlation between theory and experiment may be measured
by the chi-square statistic

2 Zy,--y(xi) 2 |
X = 1 (}—-—g;——-) (8.1)
where the oy are the standard deviations of each data point.

For a fitting function y(xi) which depends on unknown parameters
aj, the optimum aj may be obtained by applying the method of least

2

squares and minimizing x~ with respect to all the parameters

2
2 - .
ol 2 Z(’__i ""1’) -0 (8.2)

If, however, y(xi) is not a linear function of the parameters,
equation 8.2 can not be solved for the aj and other less direct methods
must be used.

One can imagine equation 8.1 as describing a xz surface in aj
coordinates. The least squares problem then becomes one of searching
for a local minimum. Although in general the surface may have more
than one mimimum,physical constraints will dictate a limited parameter
region in which to search.

In the gradient method [41], all parameters are adjusted simul-

taneously by an amount Baj
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da, ~ - 333— (8.3)

J aaJ
such that the search direction at each step is along the gradient of
the x2 surface. Unfortunately, as a Tocal minimum is approached the
magnitude of the gradient diminishes, and the search is slow to converge.
Another approach [41] is to linearize the fitting function with

a first order Taylor series expansion in the parameters
3y, (xs)
y(x;) =y (x;) + Z —°—i 6a; (8.4)

The chi-square is then given by

d (x )
E ’yi - Y, (x - Z Yo Gaj (8.5)

J

For a non-analytic function y(x), the derivatives may be evaluated
numerically as

3.V(x1) _ .Y(x.p aj + ;:1) - y"‘i’ aj - Aajl

= (8.6)
8aj Aaj

where, for given values of the independent variable and parameters, the
fitting function is generated numerically,
If the method of least squares is applied to the parameter increments

GaJ in equation 8.5, one obtains

Ay, (x4) Y4 (x;)
22—; Yq = Yolxy) - Z °1 53;‘:—‘—=0(8.7)
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This result may be written in matrix form as
ada=8 (8.8)

where the elements of the vector B are

3y (x;)
B = 12%2' (yi B yo(xi.)) aa: : (8.9)

and the elements of the matrix a are given by

) Ay, (x;) 3yy(x;)
“ﬁ'iaﬁ 33,

(8.10)

Equation 8.8 is easily solved for the desired parameter increments

by matrix inversion

-1
da=a B (8.11)

Since the Taylor series expansion is only an approximation to the:

2 surface, the local minimum must be approached by repeatedly

actual x
computing the 6aj, moving to the new position x?'(a‘j + Gaj) and
comuting improved estimates of the GaJ. In contrast to the gradient
search, the expansion method converges rapidly near the minimum, but
is not well behaved far away.

A search algorithm which behaves 1ike the gradient method far
from the minimum and 1ike the expansion method as the solution con-
verges was developed by Marquardt [42] by forming a modified o' matrix,

specified by
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a. .
v %K) §=k (8.12)

ajk J# Kk

If the interpolation variable A is smail, the solution method simply
follows the Taylor series scheme, but for large A, the matrix equation

8.11 degenerates into the uncoupled equations

B
Gaj = Tgﬁ (8.]3)

Now, if one defines the chi-square at some point in aj space as

2
Yi = ¥q(xs)
X = Z(i oi° 1 ) (8.14)

i

then from equation 8.9
2
- 1 axo

chd oy

Also, since from equation 8.10 the &5 do not involve the data points
Yis for a defined fitting function the value of @y at any point in
a; space {s invariant. Therefore, within a scaling factor, we see
that equation 8.13 1s equivalent to the gradient method.

The Marquardt search algorithm is as follows: (1) select some

small value of A and choose some initial ays (2) compute xz(aj) and
303,
given A, compute the Gaj by inversion of the a' matrix; (4) compute

the at this point using equations 8.1 and 8.6; (3) for the

the chi-square at the new location 3y + GaJ; (5) if x2 has increased
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return to step 3 with larger A; (6) if x2 has decreased, reduce A,
replace the aj with the new parameter values aj + 6aj, and return to
2

step 2; (7) when subsequent decreases in x~ are less than a specified

convergence test, terminate the search.

8.2 Computer Program Description

The search algorithm outlined above has been implemented in
FORTRAN programs RBCPERM, PERM2, and PERM3, which differ only in their
theoretical modelling equations. PERM2 is based on the non-dimensional
forms of the modified Kedem-Katchalsky transport equations and solution
and volume models derived in Chapter 5, and is fully listed in Appendix D.
PERM3 uses the linear flux equations 5.22 and 5.23, but is otherwise
identical. RBCPERM employs the conventional Kedem-Katchalsky rate
equations and the "osmotic dead space" cell volume model. Because these
equations apply only in the dilute limit, RBCPERM was not used for data
reduction but seryed as a test and development program. Similar
computer algorithms have also been described by Marqdardt [42],
Bevington [41], and Stusnick [43]. The first two are general purpose
and may be applied to any non linear parameter search, while Stusnick
specifically examined the problem of membrané transport.

The program is made up of a mainline MAIN which primarily handles
input/output, subprograms CURFIT, FDERIV, FCHISQ and MINV which
actually perform the Marquardt algorithm, and subroutines VOLFUN, RKI,
and MODEL which generate the theoretical cell volume fitting function.
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User input to MAIN consists of the experimental conditions such
as temperature and solute concentrations, initial guesses of parameter
values, and the cell volume data obtained from the stop flow apparatus.
In the general case the user would also input SIGMAV as a weighting
vector of standard deviations 0; of each data point. However, the
present data acquisition scheme does not produce that statistic,so
SIGMAV has been set equal to a constant scalor value of .05, and all
data points are equally weighted in computing xz. MAIN computes post-
mix extracellular concentrations and activities, initial intracellular
conditions and cell volume, and several parameter independent constants.
The parameters contained in vector A(J) are either the scaled Kedem-
Katchalsky set LpRT. wRT and o, or the linear set L]], L]2/L]] and
L22/L]1. MAIN also sets the search convergence criterion HALT, the
initial value of the interpolation variable LAMBDA and the integration
time step DT. After performing these initialization tasks, MAIN calls sub-

2 surface. After each iteration

routine CURFIT to search along the x
of CURFIT, which corresponds to a new position in parameter space,

MAIN computes TEST, the percent change in the chi-square statistic.

If TEST is less than HALT, typically .01, one assumes that the

minimum has been reached and the search is terminated. The program
then uses the last set of parameter values to generate and display the
theoretical best fit cell volume and intracellular concentration time
histories. Data and computer generated best fit lines for three typical

experiments are shown in Figures 39, 40 and 41. MAIN also outputs the
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estimated parameter uncertainties, ERR{(J), computed by Bevington's
method [41].

Subroutine CURFIT, which embodies the Marquardt algorithm, accepts
as fnput the non-dimensional cell volume data V(I) as a function of time
T(I), the number of data points NPTS, the current value of the membrane
parameters in vector A(J) and the current value of LAMBDA. CURFIT first
generates the elements of matrices ALPHA and BETA according to equations
8.10 and 8.9. Notice that since o is a symmetric 3 x 3 matrix, only
six elements need be computed. The theoretical fitting function y(xi)
is the non-dimensional cell volume VFIT(I), generated for a given set of
parameter values by NPTS calls to function subprogram VOLFUN. Deri-
vatiyes of the fitting function with respect to each of the parameters
are computed at each point i by subroutine FDERIV, using equation 8.6.
The finite differences Aaj are not constant, but are always .05 ay.

The modified o' matrix ARRAY is filled according to equation 8.12 and
the current value of A. Each element of ARRAY is then scaled by an
amount S; =\ﬁ;ﬁ;FF:; to improve the numerical accuracy of the sub-
sequent matrix inversion. This is performed by subroutine MINV, which
is based on the IBM SSP program of the same name, but has been rewritten
for the particulr case of a 3 x 3 matrix. The inverse matrix returned
by MINV {s first properly rescaled by factors sdk,then applied in
equation 8.11 to compute the parameter increments GaJ and the new
parameters bJ "4y + Gaj. These temporary values, subject to any

external constraints such as are contained in equations 2.8, are
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then passed to VOLFUN to generate 2 new fitting function. If the x2

based on this temporary fitting function exceeds the previous xz,
the interpolation variable A is increased by a factor of ten and a
new o' matrix, now weighted more toward the gradient method, is
computed. If the xz has diminished, A is divided by ten, the previous
parameters are replaced by the new values in vector bj and the program
returns to MAIN.

The value of x2 for given data V(I) and theoretical values VFIT(I)
is computed by function subprogram FCHISQ. Notice that FCHISQ actually

returns the reduced chi-square statistic

2
2 1 Z(yi’Y("i))
x - mm— = —————————
R M J o

where the number of degrees of freedom N is equal to the number of
data points minus the number of adjustable parameters. If the standard

deytations o; were known, x§ would approach unity for a perfect fit,

2 are arbitrarily scaled.

but in the present case xﬁ and x
The theoretical cell volume history VFIT is produced by sub-
routines VOLFUN, RKI, MODEL, and several auxiliary FIT functions.
Giyen the time index I and the current parameter vector A, VOLFUN
returns the non-dimensfonal cell volume at the time T(I). The values
of the indepdendent variable contained in the data vector T may be
arbitrarily spaced, but for a given set of parameter values, sucessive

calls to VOLFUN must increment I by 1, beginning with I = 1. The
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data time vector is passed from MAIN to VOLFUN via a labelled COMMON
block. On the first call to VOLFUN with new parameter values the
subroutine computes parameter non-dimensional groups and returns a
cell volume based on the pseudo-binary model and the inital values of
free water and permeable solute content NWFN and NSPN passed to it
from MAIN. Subsequent cell volumes are generated by numerically
integrating the rate equations for water and permeable solute and
applying the pseudo-binary volume: model.

The numerical integration frem T(I-1) to T(I) is performed by
subroutine RKI, using a fourth order Runge Kutta technique. RKI is
deriyed from the similarly named SSP program, but has been rewritten
for maximum computational speed in the special case of two simultaneous
first order differential equations. In any numerical integration
scheme, one would 1ike to use a small time step when the variables
are changing rapidly and a longer interval as the system approaches
equilibrium. In the present experiments, cell volume data are typically
recorded at variable time intervals such that the volume changes
about 1% between data points. The integration step DT = 5 msec and
the 1imits on the number of steps between T(I-1) and T(I) specified
in RKI haye been selected to take advantage of these variable intervals.
Continued program operation has demonstrated that these choices yield
stable and accurate numerical solutions with a minimum of computation

time.
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The transport equations to be integrated by RKI are contained in
subroutine MODEL. Given values for free water and permeable sclute
content, denoted Y1 and Y2 in RKI and NWF and NSP in MODEL, MODEL first
computes the pseudo-solute molality MPB, and, using a polynomial curve
fit, the pseudo-solute osmotic coefficient PHIPB. The permeable solute
molality MSP is easily calculated from the non-dimensional water and
solute content, and the arithmetic mean concentration CSPM is then
obtained with the aid of the curve fit for solute molar concentration
contained in function FIT2. The transmembrane difference in water
actiyity DLNAW is calculated from the relation between osmolality and
activity, the curye fit for permeable solute osmolality, and the
extracellular condition LNAWO. The permeable solute driving force

follows directly from the curve fit for fna. as a function of m,

P P
and the extracellular constant znagp. Finally, the non-dimensional
rate equations yield the time derivatives dﬂ", (DNWFDT) and d"sg to

be returned to RKI. dt dt

Subprograms MODEL, RKI, and VOLFUN, have been caréfully written
to minimize, as far as is possible, their execution time. In a typical
data reduction run, there will be thirty or more data points and
CURFIT will converge after four iterations. The program flow chart
in Figure 38 reyeals that for such a case VOLFUN and RKI will each be
called 960 times, and depending on the data time iﬁtervals MODEL will
be called between 7,680 and 768,000 times. For the same reason, the
~ polynomial curye fits for pseudo-binary and permeaﬁlg solute non-
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ideality containedin functions FIT1 through FIT5 have been written in
factored form. When run on .an Interdata Model 80 computer, program
execution requires between 30 and 110 seconds, depending primarily on

the experimental final time.

8.3 Program Tests

The computer data reduction scheme was tested under controlled
conditions to evaluate the numerical accuracy of the algorithm itself,
and the effect of various experimental errors on the computed membrane
parameters.

RBCPERM, the program used for these tests, contained the simplest
possible cell and solution models but was otherwise identical to the
programs éctually used for data reduction. The transport equations
used in RBCPERM were the Kedem-Katchalsky set, with concentration
driying forces, equations 2.27 and 2.28. The cell yolume model was
the commonly used "osmotic dead volume" approach, roughly equivalent
to a linearization of the pseudo-binary model.

In order to establish a well defined reference, subroutines
VOLFUN, RKI and MODEL, tdentical to those in RBCPERM, were linked
with a mainline program YOLSIM and used to numerically generate
theoretical cell volume histories, (A similar simulation program
deriyed from PERMZ, VOLSIMZ, was extensively used as an aid in
experiment design.) For these program tests, two typical experiments

were simulated: one in which cells initially suspended in isotonic
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saline are exposed tc .65 osmol/Kg NaCl, here denoted "hypertonic
shrink”, a second labelled "glycerol", in which cells in isotonic
saline are immersed in a solution of isotonic saline and .25 M glycero’
The generating parameter values used in these simulations were taken
from the literature and were: water permeability Lp =1.230 x 107V

-16 mol/dyne sec;

cm3/dyne sec; solute permeability w = 2.140 x 10
reflection coefficient o = .880. The simulation routine produced
values for non-dimensional cell volume at about a hundred equally
spaced discrete times. From these, about thirty-five "data points"
were selected at unequal time intervals, as in the actual experimental
data recording process. Input to RBCPERM consisted of these data
values and the same experimental conditions specified in the simulatior

Program accuracy was tested by using the unaltered simulation
results, correct to four significant digits. Given initial parameter
guesses within 20% of the final value, as would normally be the case,
RBCPERM converged in four or less iterations. When the user supplied
guesses were an order of magnitude removed, the program required no
more than nine iterations. In all cases the computed parameters were
within better than .1% of the parent values.

The experimental error in the volume/voltzge relation may lead
to errors in the parameters; to simulate a worst case, the computer
generated non-dimensional cell volumes were scaled to produce modified
%él = 1.zo.§c - 0.20. Given this erroneous data, RBCPERM returned
parameters which differed from the generating values by the percent

amounts 1{sted in Table 2.
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TABLE 2
RESULTS OF DATA REDUCTION PROGRAM TESTS

Percent Error In Parameters

Test Description "Experiment" Lp w o
unaltered data hypertonic shrink .00
glycerol .00 -.05 .00

20% scaling error | hypertonic shrink | 26.0

glycerol -19.2 -11.4 13.6
15 msec dead time | hypertonic shrink | 11.4
error glycerol 13.9 -5.2 -4.7

+ 4% random noise | hypertonic shrink .9
glycerol 9.6 -18.2 -13.3

100 msec optical | hypertonic shrink | -4.8
transient

first 100 msec hypertonic shrink .00
data deleted
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Errors may also arise because of stop flow dead time. Although
it may be measured and raw data times offset to correct for it, an
uncertainty of a few msec remains. A worst case was simulated by
subtracting 15 msec from the VOLSIM output times and providing RBCPERM
with those modified times, but unaltered cell volumes.

Random noise in the photomultiplier signal may arise from several
sources: photomultiplier shot noise; amplifier noise and cable pickup;
fluctuations in light intensity due to red cell displacements and
deformations. Noise was simulated by superimposing random fluctuations
of between + 4% on the theoretical cell volume histories. These
fluctuations, which do not obey normal noise distribution statistics,
were generated with a table of random numbers. This noisy data and
the resulting computer best fit for the "glycerol" experiment are
shown in Figure 42.

For the purpose of testing, a representative optical transient
was superimposed on the simulation data, with the results shown in
Figure 43, It is interesting to note that the theoretical modelling
equations are sufficiently constrained that if one completely deletes
the distorted first 100 msec no error in parameter computation results.

In conclusion, the computer algorithm itself contributes virtually
no errgr to the data reduction process, and even in the worst case
none of the identifiable experimental errors causes unreasonable un-

certainty in the computed parameters.
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CHAPTER 9

RESULTS AND DISCUSSION
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The original intent of this research was to measure the erythocyte
water permeability as a function of temperature. However, in order to
perform the experiments at sub-zero temperatures, it was necessary to
add high concentrations of permeable solute anti-freeze to the solutions.
It quickly became apparent that the membrane transport parameters de-
pended not only on temperature but also on the composition of the media
surrounding the cell. We then proceeded to measure these effects
independently, and obtained the variation of membrane permeability with
temperature at two different concentration levels, and the variation
with solution concentration at constant temperature,

Experiments were performed under a wide variety of concentration
conditions, listed in Table 3. In the experiments coded S, cells were
exposed only to aqueous sodium chloride solutions; in those coded EG
or G the solutions also contained ethylene glycol or glycerol. Solute
concentrations in the pre-mix cell suspension, given in the columns
labelled "cells initially in", set the initial conditions - water and
permeable solute actiyity and cell volume. The cell suspension was then
mixed in the stop flow device with the "added solution" to produce a
step change to the "post-mix extracellular" condition. The latter
was computed oh the dasis of equal syringe delivery rates and was
corrected for the yolume displaced by cells. The total mean concen-
tration € 1n the last column is the arithmetic average of intracellular

and extracellular solution osmolalities (total) at time t = 0. Since
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osmolality is proportional to 2nq~, C represents a characteristic water
activity for the experiment. Although the experimental types are

here arranged within each group in order of ascending C they were not
performed in any set order. Repeats of a given experiment were usﬁally
separated by days, or even months. Experiments at different temperatures

were also performed at random.

The variation of water permeability L_ with temperature was measured

between 25°C and 0°C in a series of S 3 exzeriments (the upper line in
Figure 44) and from 25°C to -10°C under EG 9 conditions (the lower
1ine). Each data point represents a mean of two to seven experiments,
performed on different days with different bloods. Also, remember
that each "experiment" is actually a microprocessor average of two

to ten repeat stop flow runs. Both sets of data were fit with an

Arrhenius expression

-Ea

(F - )
L =L eR T T
P Po
where the reference state is at To = 25°C. The apparent activation
energy E, increises slightly, from 3.38 to 4.74 Kcal/mol as C is
increased, but this is within experimental uncertainty. To a first
approximation then, the effects of temperature and concentration are

uncoupled.
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FIGURE 44 Water permeability LR as a function of

temperature, for meah concentrations
.475 Osm (S 3 conditions) and 5.58 Osm
(EG 9 conditions) '
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Viera et al [9] measured Lp for cells in saline solutions of un-
specified concentration, in the temperature range 37° to 7°, and
computed an activation energy of 3.3 Kcal/mol. Their data were
presented in terms of Lp (cm3/dyne sec); and from equation 5.24 we find

that in order to compare their results with ours their Ea must be

zn(T/To)
corrected by an amount R 7T 1T - In the temperature range 40°
0

to -20°C this term is essentially constant and equal to about .6 Kcal/mol.
Thus corrected, their value becomes Ea = 3.9 Kcal/mol, in good agreement
with our results.

Comparisons between the activation energy for water permeability and,
for instance, water viscbsity, should utilize an Ea derived from Lp
data in the base units cm/sec rather than in the d~rived units
cm3/dyne sec. Also notice that the membrane diffusivity will be given

by D, (cnl/sec) ~ L, (cn/sec) x 100 x 1078 cm.

The ethylene glycol permeability w as a function of temperature
under EG 9 experimeﬁtal conditions was also obtained and is shown in
~ Figure 45. At 0°C and below, ethylene glycol transport is so slow
“that it can not reliably be measured. The reflection coefficient o
does not vary significantly with temperature, as shown in Table 5.
As one would expect, the temperature dependence of each linear parameter
L1]. le or L22 is equal to that of thé corresponding K-K parameter

Lp’ g or w.
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FIGURE 45 ° Ethylene glycol permeability w as a
o function of temperature, under EG 9
conditions (see Table 3 for details

of experimental conditions)
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The effect of concentration C on the water permeability Lp, at
25°C, is shown in Figures 46 and 47. (There is no theoretical reason
for the logarithmic and inverse transforms in Figure 47 - they are
used only for purposes of scale expansion.) The experimental conditions
for each data point may be obtained from Table 3 by noting that within each
group experiments are listed in order of ascending C, or decreasing
1/C. Again, each point represents the mean of two to seven experiments
and the error bars indicate *+ one standard deviation. The trend line
in Figure 47 is not a least squares fit but is the function which, in
our opinion, best represents the data, taking into account the various
experimental and theoretical uncertainties. The equation of this line
is

L,(C, 25°C) = 1.75 x 1073 o1+ 137(1/C)

where C is in osmo1/Kg and L_ is cm/sec. There is no theoretical basis

for this correlation, which :s presented here Onli_ for use in future
cell freezing simu1atfons; The experimental results are also presented
in Tables 6 and 7, both in terms of the conventional Kedem-Katchalsky
parameters and the linear set. In certain cases, indicated by a "?" in
the table entry,experiment to experiment variations were so great as

to make an average value meaningless. Also note there are no S type
entries in Table 7, since in the absence of permeable solute L,; is

identically equal to Lp.
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X WATER PERMEABILITY AS A .
" FUNCTION OF MEAN CONCENTRATION C

T = 26°C

o / isotonic
. ,%

-

W

WATER PERMEABILITY L, (cm/sec)

¢ NaCl only
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FIGURE 47 Water permeability as a function of
' mean concentration at 25°C, expanded scale
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Previously published values for the water permeability Lp at
ambient temperature and in dilute, but usually unspecified, saline

2 40 1.7 x 1072 cm/sec. Now, regardless

solutions range from 1.2 x 10~
of the details of the model, all permeability measurements are derived
from expressions of the form
av
(Ve)iso 'HE£'~ Ly A AC

Thus, in order to properly compare values of Lp from different sources,

it is essential to know what values of isotonic cell volume (vc)iso

and surface area Ac were used in the computation. If we recompute the

data of Sha'afi [17] and Viera [9] to account for differences in cell
physical parameter values, we find that their values for water permeabilities

"2 and 2.13 x 1072 cm/sec, comparable to our results

become 1,70 x 10
for S type experiments,

As can be seen by comparing the data in Tables 6 and 7, the measured
variation in water permeability is independent of the transport model
employed. A minor:point here is that while the transport models assume
constant parameters, the permeability is a function of extra-membrane
conditions. The change in C during a given experiment is small, however,
and the use of constant parameter models is not unreasonable.

Based on the analysis of section 2.2 and Appendix A we may reject
the possibility that the apparent shift in water permeability is due to

concentration polarization. In fact, as permeable solute concentration

is increased, the intracellular volume diffusivity DV increases. Extra-
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cellular diffusivities are an order of magnitude greater, so diffusion
in the extracellular solution is certainly not the rate limiting step.
Some authors have suggested that cell volume is a determinant of
permeability. With the exception of experiments S 1, S 2, and S 5,
our initial cell volumes only vary from isotonic to 1.1 x isotonic, and
final cell volumes do not correlate with the observed shift in Lp.
We have also been careful to design these experiments such that
the maximum water flux does not change significantly from experiment
to experiment. With the exception of S 4, the computed water fluxes

6 6 mol/cmz-sec and

at time t = 0 1fe between 1.8 x 107" and 6.6 x 10~
do not correlate with changes in permeability.

In all of these experiments, the initial rapid water flux is
outward and the cells initially shrink. We are therefore not concerned
with the still unresolved question of membrane directional properties.

Is the average osmolality C a reasonable choice of independent
yariable? Some researchers feel that only the extracellular concentration
affects the water permeability. However, this necessarily implies a
microscopic model in which the quter membrane surface is the rate 1imiting
barrier, so we have chosen not to use this approach. The experiments
themselyes do not provide the information needed to choose between extra-
cellular or mean concentration as the significant variable.

A far more tmportant questfon is whether the water permeability
is a function only of solution osmolality (i.e. water activity) or

whether there are addittonal speci-s specific effects. First, there does
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not seem to be any difference in the effects of the two similar
organic solutes, ethylene glycol and glycerol. Comparison between the
experiments involving permeable solutes and those in saline only is
somewhat ambiguous, however. Three of the data points, experiments
$3,S5S4, and S 2 are consistent with the trend of the permeable
solute experiments, while all of the saline-only experiments taken
together exhibit essentially no concentration dependence. Levin et al
[64] measured Lp in a series of experiments in which cells initially
suspended in jsotonic saline were exposed to various hypertonic NaCl
solutions. Those results, shown in Figure 46, agree well with our
data for the permeable solute experiments. There is further evidence
that Lp depends only on the water activity. In three paired sets of
experimental conditions - EG 2 and EG 1, EG 4 and EG 3, and EG 6 and
EG 5 - the ethylene glycol concentration is the same in each member
of the pair but the salt concentration is significantly higher in the
second experiment. In each case, the experiment with higher NaCl

concentration shows a substantially reduced L To a first approximation,

p*
then, it appears that the water permeability is primarily a function

of the water actiyity of the surrounding media, and further experimental
work will be necessary to explore the question of solute specific

effects.
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The marked concentration dependence of water transport has several
important implications for cryobiology. First, any modelling of
freezing protocols must take this effect into account - at -10°C one
would predict only a twofold decrease in Lp based on the measured
temperature dependence, whereas the solution equilibrium concentration
of 5.6 osmol/Kg would cause more than a tenfold reduction in water
permeability. These results also suggest that the cryoprotection
afforded by solutes such as glycerol may be due in part to a decrease

in water conductiyity and thus a lessening of damage caused by cell

dehydration.

Data for ethylene glycol and glycerol transport parameters were
also obtained from our experiments and are presented in Tables 6 and 7.
Naccache [65] measured ethylene glycol and glycerol permeability
in solutions containing .3 M solute, corresponding to our EG 2 and G 2
conditions. His values of w, not corrected for cell volume and area,

5 cm/sec for

are 3,38 x 1070 cm/sec for ethylene glycol and .58 x 10”
glycerol, in excellent agreement with our results.

Using a somewhat different experimental technique, Goldstein and
Solomon [27] obtained values of .63 and .88 for the reflection
coefficients o of ethylene glycol and glycerol. Given the scatter in
our data, any comparison would be meaningless. Accurate measurements
of the coupling coefficients o or L12 are difficult because cell

volume time histories are relatively insensitive to the magnitude of
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these parameters. Fortunately, this also means that we need not be
overly concerned with the value of o or le used in cell freezing simulations.
We should also note that many experiments could not be fit adequately
with the Kedem-Katchalsky equatiorns, while excellent fits were obtained
with the linear transport model. This 1is a direct consequence of the
restricted range of o, 0 + 1, which is intuitively correct but does

not folloew from the thermodynamic constraints, equations 2.8.

It is the author's conviction that future research in red cell membrane
transport must address two difficult questions. First, the stop flow
optical transients must be fully characterized. Until the signals
produced by cell deformations or orientation changes can be properly
uncoupled from signals caused by cell volume changes, we can only
assume that we are measuring volume time histories. Alterratively,
we must develop new experimental methodologies which do not involve

cell motion. (Fortunately, the equilibrium models for chemical potential

driving forces and cell volume work very well.)
Second, we must ask ourselves whether the observed variations in
the solute permeability parameters represent real changes in membrane
state from which we may deduce the physics of transport, or whether
they are only an apparent result of untenable models which require increasingly

complex corrections to accomodate the data.
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TABLE 4
L., TEMPERATURE DEPENDENCE AT T = .475 osmol/Kg (S 3 CONDITIONS)

L, (cm/sec x 1072)

T(°C) Mean | + SD n
25 1.910 .372 7
20 1.388 .093 3
15 -].424 .249 2
10 1.268 .059 2

5 1.215 .098 3
0 1.096 .143 2
_ha -1y
Lp = Lpo e R T To
Lp = 177 x 107% cm/sec (T, = 25°C)
E. = 3.38 Kcal/mol
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TABLE 5

C = 5.58 osmo1/Kg (EG 9 CONDITIONS)

(Lp (cm/sec x 10°2)| w(cm/sec x 107°)

T(°C) Mean +SD Mean + SD Mean + SD n
25 .251 .067 1.621 .291 .785 .059 5
20 .227 .103 .859 .206 .788 .125 5
15 170 .022 .457 .024 .776 .006 2
10 .148 .022 .218 .041 .752 .046 4
5 .128 .033 .109 .03 .743 .074 3
0 .100 .021 .084 .026 .776 .047 3
-5 .092 .005 ? ? 4

-10 .084 .002 ? ? 2

water permeability

L = .224 x 10~2 cm/sec
po

ethylene glycol permeability
w, = 1.622 x 107 c/sec

(T° = 25°C)

E. = 4.74 Kcal/mol

E. = 22.38 Kcal/mol




177

TABLE 6

KEDEM-KATCHALSKY MEMBRANE PARAMETERS AS A
FUNCTION OF CONCENTRATION AT 25°C

Water Permeability

Solute Permeability

Reflection Coefficient

Lp(cm/sec X 10'2) w(cm/sec x 10"5) o

Experiment| Mean + SD Mean + SD Mean + SD n
Code - -

S 1 1.759 .350 6
S 3 1.910 .372 7
S 4 1.958 .412 4
S 2 1.688 .182 3
S5 1.673 .374 1
EG 11 3.105 .592 | 8.4 2.20 .489 .035 4
EG 2 1.074 .285 6.33 .86 .400 .054 2
EG 1 .835 128 ? ? 3
EG 4 .809 .337 | 4.57 1.10 .466 127 5
£G 3 .631 .274 3.85 2.24 .969 .059 5
EG 6 .427 .050 4.20 1.27 .809 .069 3
EG 5 .363 .46 | 6.07 .55 .925 .089 5
EG 8 .226 .030 3.90 .55 .914 .045 2
EG 7 .244 .091 2.61 .62 .990 .019 4
EG 10 .245 .002 | 1.8 .10 .762 033 | 2
EG 9 .251 .067 1.62 .29 .785 .059 5
G 2 2.398 .740 .661 140 | .84 .147 4
G 2 1.299 .078 .564 .18 | .522 .048 2
G* 1.063 .330 ? ? 3
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TABLE 7

LINEAR MEMBRANE PARAMETERS AS A FUNCTION OF CONCENTRATION AT 25°C

Water Permeability

Solute Permeability

Coupling Coefficient

L]](cm/sec X 10'2) L22(cm/sec X 10'7) L]2(cm/sec X 10"5)
Egggriment Mean + SD Mean + SD Mean *+ SD
EG 11 2.851 .533 3.45 .85 2.95 .62
EG 2 .873 .068 4,39 .86 1.62 .73
EG 1 7172 .052 1.70 .63 -2.05 .63
EG 4 .745 . 7285 5.28 1.01 2.25 71
EG 3 .639 .255 3.1 1.36 ?
EG © .410 114 7.27 29 ?
EG 5 . 358 .138 11.74 1.85 ?
EG 8 .229 .030 14.08 1.65 ?
EG 7 .254 .084 12.45 2.36 -1.47 .43
EG 10 .285 .059 19.52 3.10 4.81 1.61
EG 9 .229 .091 18.10 5.48 4,92 1.70
G 3 2.040 .788 .413 .206 ?
G 2 ? 1.427 .194 -1.308 .168
G 1 1.065 .292 1.200 .002 -1.003 . 262
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APPENDIX A
MUTUAL DIFFUSION COEFFICIENT OF A PSEUDO-BINARY SOLUTION

In Chapter 2, we defined the dimensionless group o as the ratio

of bulk flow to diffusion flow,

quwlc

a:
DV

The mutual diffusion coefficient DY of a non-dilute solution may be

computed from the diffusion coefficient of dilute solute in water Ds/w

and the self diffusion coefficient of water Dw/w as follows [21]

Dv _ BZnas nw

anx n [was/w * stw/w]

(A7)

where n/nw is the solution viscosity relative to water. In a dilute

- anas N o
solution §Eﬁ§;'+ 1, ;r-e-l, X, 1, Xg 0 and the volume diffusivity
simply equals the solute diffusivity Ds/w'

Now consider the following situation: a cell in isotonic saline
is pre-loaded with 4 M ethylene glycol and then a water flux is induced
by a step change in extracellular concentrations. If we examine only
shoft time events, glycol does not cross the membrane and the counter dif-
fusing species may be taken to be water and a composite solute s
composed of all the cell proteins and salts (the pseudo-binary solute
pb of Chapter 4) and ethylene glycol sp. As suggested by Levin [4] we

form the total solute diffusivity D as a volume weighted average given by

s/w
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65 _ epb . esp (A.2)

s/w  Dpb/w  Dsp/w

D

The volume fraction ei is here defined in terms of mol fraction X3

partial molar volume Ujs and total concentration C = as

ZU.iX..i

Gi = iniC (A.3)

Since we are considering a diffusion process, the independent entities
are taken to be the hydrated pseudo-solute, the permeable solute, and
the cell's free (unbound) water. For this case of a cell in equiiibrium
with isotonic saline and 4 M ethylene glycol, the mole fractions of

free water, pseudo-solute and permeable solute are

£ -

x = .896

3

Xob> 5.79 x 10

= 9.87 x 1072

Xsp

w S T >

where we use superscript h to emphasize that these are hydrated

properties. The volume fractions are then

f_

Bw = .535
h _

epb- .327
h_

esp— 0]39
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where we have used Usp = 42.3, from section 4.2.

Using a similar procedure, Levin used data for hemoglobin and KC1
diffusivities to compute the pseudo-solute diffusion coefficient pr/w =
7.00 x 10—7 cm2/sec. In the absence of exact data for ethylene glycol,

we use a value typical for most non-electrolyte solutes D = 7.0 x 10'6

. sp/w
cmz/sec. From equation A.2 the total solute diffusivity is then

s/ 7 cmz/sec. We neglect solution non-ideality and set
alna

Yg = 1, therefore aznxs = 1. A value for the viscosity ratio may be

‘ S

obtained either from data for aqueous ethylene glycol solutions, or a

D wo 9.57 x 10

correlation between intracellular solute volume fraction and solution
viscosity [4], and in either case we find n /n® 0.5. With the above
data, equation A.1 now provides a value for the mutual diffusion

coefficient DY = 1.9 x 10'6 cm2/sec. In comparison, the computed value
7

for the intracellular solution without glycol is 2.6 x 10° cmzlsec.
Notice that, contrary to intuition, the addition of ethylene glycol
has increased the diffusivity. This is because we are examining a
yolume exchange process, in which the diffusion of water in one
direction must be balanced by diffusion of an equal volume of solute
in the other direction. As we add a solute such as ethylene glycol
which diffuses more readily than the intracellular protéins, the over-
all diffusion process becames more rapid. The real situation is much
more complicated, of course, and the solutes will separate as they

move at different rates through the solution, but for our purposes this

binary model with an effective overall diffusion coefficient is adequate.
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APPENDIX B
COUPLED HEAT AND MASS TRANSFER

The phencmenological equations for coupied flows of heat q and
mass W across an ideal semi-permeable membrane are given by Katchalsky

and Curran [12]

o
[}

wa Auw + qu AT (B.1)

(=
n

Lyg TAH, *+ L TAT + Jw A, (B.2)

q qq

The explicit dependence on temperature and the additional term Jw Auw

in equation B.2 arise because the dissipation function is originally
written for an entropy flux. It is highly unlikely that the heat-

mass coupling will ever be measured in the red cell membrane, but it

is still possible to make estimates of the magnitude of the effect.

We have available to us values of the water permeability coefficient

wa in the (assumed) absence of heat flow and we can estimate the
membrane thermal conduction coefficient qu. We may also compute the

water flux Jw and driving force Auw for a typical experiment. The

permeability coefficient is

i} _ -7 2 2
wa GRT 4,5 x 10" mol1°/joule cm~ sec (B.3)

when Lp has the nominal value 2.0 x 10'2 cm/sec.and T = 25°C. The
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thermal coefficient is taken to be a function of the membrane thermal
conductivity Km and thickness Em

_ M
qu = _'I'_R.;; (B.4)

The red cell membrane is essentially a liquid phase composed chiefly
4

1

2.0 x 10" " joule/cm sec °K,

joule/cm2 sec °K2.

of 1lipids, so we assign a value of Km

typical of an organic liquid, and L 6.4 x 10°

qq
The maximum vailue of the coupling coefficient qu is constrained by

the second law of thermodynamics

L 5,[\._ww'—qu (B.5)
< 5.4 x 1074 mot/em? sec °K

In the chosen experiment, cells initially in .26 osmol/Kg NaCl
are suddenly exposed to .44 osmol/Kg NaCl solution. Immediately after

the step change in concentration, the driving force is Auw = 7.81
6

4

joule/mol and the computed flux is Jw = 3.8 x 10 mo]/cm2 sec.

Rather than solve the coupled rate equations for cell water content
and temperature, let us make some qualitative aréuments about short
time events. In the imagined experiment, the cell is initially in
thermal and chemical equilibrium with its environment. The extracellular
water chemical potential is then suddenly changed and the driving
force Ay, induces both a mass flow J, and a heat flux Jq. In that

first instant before the cell temperature changes, the magnitude of



185

Jq is 1.26 jou1e/cm2 sec. If there were no conduction across the

membrane, this heat flux would cause a rapid change in cell temperature;
however, the thermal conductivity of the membrane is extremely high
and the temperature change never appears. Even for a AT of only .01 °K,
the conduction heat fliow quTAT exceeds our maximum estimate of induced
flux Lw

q
temperature is .01°K.

TAuw + Jw Auw. Thus, the maximum expected change in cell
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APPENDIX C
THE VAN LAAR COMPUTATIONAL SCHEME

Vary the cell water content through the range in which solution

data exists, and for a given value of water content n

a)

b)

d)

W compute

Pseudo-solute molality
n
Mob = EEE X }gog15m Kamol
P W : gm
Pseudo-solute hydrated mole function (The independent species

in the solution are the hydrated pseudo-solute and the free

water. )
S Teb | "pb -
pb npb + n: "p511 - hpb) 0y

where hpb is the pseudo-solute hydration number.

The free water mole fraction

f_ h
X~ 1 - pr

Water activity, using the previously derived curve fit for
osmotic coefficient ¢pb(mpb) and the expression

f - gna = -18.015
inay = &3y = 1000 %pb "pb
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3)
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e) Water activity coefficient

Znyf = !Lnaf - anf
w W W
c 172 Xl
Plot [Znyw] as a function of e and find the least squares
X
pb

best fit line.

Use this best fit line to extrapolate to more concentrated solutions
and back calculate to obtain ¢pb(mpb) in the regimes where data

is not available (dotted line in Figure C1).
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APPENDIX D
PERM2 PROGRAM LISTING

The data reduction program PERM2 occupies 22K bytes and is written in
- ANS FORTRAN, with the exception of the plotting routines, which are

local to the MIT Mechanical/Civil Engineering Computer Facility.
An explanation of the input codipg follows the program listing.

If the permeable solute fs othehfthan ethylene glycol the user must

supply the proper curye fits in subprograms FIT1 through FIT4.

!



1.,V

// FORTRRN **+ DPERMD2 *%% MEMBRANF PERMEARILTTY DRTA REDUCTINN #*.
REAL IDRPUN '
RERL TAMDR
PRAL L.1,LNAWO,LMASPN
REAL HMSP,MSPO,MPR
PFAL NWEN,NWFSAV,NSPN,NSPSAV
" DIMENSTION TIME(50),T(50),VTN(50),V(%0),VFIT(50)
DIMZNSTION A(3),SIGMAAC(2), ERR(3)
DIMENSION PLOT(3,50), XLAR3(20)
DIMENSION SOLUTE(S5), IDRUN(S)
COMWON/BLK1/NWFN,NSPN,CC,V5SP,VFC,DT
COMMON/BLK2/LNAWO,LNASPO,CEPO
COMMON/RLKU/ T
COMMON /RLKS5/NWFSAVY ,NSPSAYV

DATR YLAB3/' ', ' ‘! T*,*IMT *,°(SEC®,")
1 o'o ', n'o ', NOI'ON_DI-'-MEngl'UTnnnn'-L
2°TL V*,*'0OLUM* ,'E ', /
C
2 READ (R,105) NRUNS
b0O 90 J=1,NRUNS
RERD (8,197) TIDRUN
READ (8,52) HCTNOM
REMD (8,52) TEMP
READ (2,101) SOLUTF,¥SP
REARD (2,1062) CSI1I1,CSI2,CSP1,CSP2 .
RERD (f,103) L1,¥W, SIG
READ (8,104) TDEAD
READ (8,105) NDATA
READ (8,106) (TIME(T),VIN(I), I=1,NDATR)
Cc
C UNIVERSAL GAS CONSTANT R (DYNE-CH/MOL-DEG ¥)
c TEMPERATURE TEMP (DEG C)
R=6.3127E7 5
RT=R*(TE¥P+273.15)
c ) ‘
C EXTRACELLULAR SOLUTION, OSMOL/KG AND MOL/LTTER
C COMPUTED POST-MIX, CORRECTED FOR VOLUME DISPLACED RBY CELLS
CSTO={(1.0-HCTNOM*.01)*CST1+CSI2)/(2.0-HCTNNON*,D1)
CSPO=((1.0~- HCTNOH*.G1)*C9P1+CSP2)/(? 0-HECTNON*.01)
HSPO=FIT1(CSPO)
LNASPO=FIT4(MSPO) .
: 'LNAWO=-18, 015F-3*(FTT3(HSPO) + CSTO)
c ‘
C - WRITE FXPFRIHFWTAL CONDITIOWS FOR THIS RUN
WRITE (5,85) IDBUN,TENP SOLUTE,VSP
WRIT® (5,110) TDEAD
WRITE (5,86) HCTNOM, CSI1 CSP1,SOLUTE
 WRITE (5,87) CSI2,CSP2, SOLUTE
WRITE (5,88) CSIO,CSPO,SOLUTE
WRITF (5,89) 11,4,SIC
C : ;
o - CHRARACTERISTIC CONCENTRATION MOL/LITER

IF (CSP1-CSPO) 5,5,10
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CC=CSPO

Gn TO 16

CC=CSP1

IF NO PERMEARLT SOLUTE, USE WATER CONCENTRATION
TR(CSP1 oLT. 1eR=10 JAND. CSP2 JLTe 1.¥=-10) CC=55.50913
vsp IS THY SOLUTE PPRTIRL ¥OLAR VOLUME (CUPIC ”H/HOY)
VE: TS THE CHARACTERISTIC VOLUME FRACTTON.
VFC=CC*.001* V3P

L1 IS THE WRTER PEPMEARBILITY (CUBIC CM/DYNF-SEC)

W (OMFZA) IS THF SOLUTE PERMEABILITY (MOL/NYNFE-SEC)
SIC (SIGMA) IS THE SOLUTE REFLECTION COEFFICTLIENT
A(1)=L1*RT

A(2)=W*RT

A(3)=S1GC

COMPUTE INTTIAL CONDITIONS AND FILL IN MISSING DATA POTNT
FREE WATER (NON-DIMENSIONAL)

NWFN=(.3590/FTT5(CST1)) - .1997

IF (CSI1 GT. 0.289 JAND. CST1 .LT. 0.291) NWFN=1.000
PERMFARLE SOLUTE (NON-DIMENSIONRL)

NSPN=(NWFN + .1997)*FTT1(CSP1)/CC

V(1)=VOLFUN(1,R)

T(1)=0.0

FILL TIME VECTOR, INCLODING STOP FLOW DEARD TIME CORRECTION
NPTS=NDATA+1

DO 20 I=2,NPTS

T(T)=TTME(T-1) + TDEAD

NON-DIMENSIONAL CELL VOLUME DATRA

V(I)=VIN(I-1)

CORTINUE

SET CURFIT NUHERICAL PARAMETERS AND MRKE FIRST CALL TO TO CURF.

‘STGMAV=0,05

HALT=,01

LAMDA=.001

DT=,05

KOUNT=0

WRITE (5,120) HALT,SIGMAV,DT

WRITE (6,127)

CALL CURFIT (V,SIGKAV,NPTS,A, SIPH!A LAMDA,VFIT,CHTSOR,XOUNT)
WRITE (5,121) CHISOQR

CHISAV=CHISQR

ENTER MAIN CURFTT LOOP

KOUNT=KOUNT+1

CALL CURFIT (V,SIGMEV,NPTS,A,SIGMAA,LAMDA,VFIT,CHISOR, KOUNT)
TEST=(CHISQR-CHISAY)/CHISOR

L1=A(1)/RT

- W=R(2)/RT

SIG=A(3)
WRITE (5,122) KOUHT LA®DA,CHISQR,TEST,L1,W,5IG
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WRITE (6,122) XOUNT,LAMDA,CHISOR
IF(ABS(TEST) «LE.HALT) GO TO Q

CH
GN

AFTER CNNVFRGENCE CRITERIA IS SATISFIED,

DO
ER
ITF
WR
HR
WR

MISSING ZERO TIME DATA WILT Br

A\
V(

I2c

ISAV=CHTSOR
TO 8

R(K)=STIGMAA(K)

(A(K) «NE. 0.0) ERR(¥)=SIGMAA(K)*100./A(V)

ITE (5,123) (ERR(I),I=1,3)

TTE (5,126)
ITE (5,121)

SAV=V(1)
1)=111.0

yTEST,L1,W,STG

onTePyYT RESNILTS

DENOTED *#**x#++% ON PRTNTHPR

CALL VOLFUN USING FINAL PARAMETER VALUTS TO OBTAIN REST

FIT CFLL VOLUME AND COMPUTF INTRACELLULAR CONCENTRATIOMS

DO
VF

INTRACELLULAR CONCENTRATIONS - PSEUDO
AND PERMERBLE SOLUTE MOLAPRITY
MPR=0,3590/(NUFSAY + (0.1997)
POLYNOMIAL FIT FOR PSFUDO-RINARY

15 I=1,NPTS
IT(T)=VOLFUN(I,R)

~BINRRY OSMOLALITY

OSMOTIC COEFFICENT

PHIPB=((1.4431*MPB-1. 0*013)*MDB+0.70639“)*VPB+0.820722
OSMPE=PHIPB*¥PRH :
MSP=CC*NSPSRV/(NWFSAV + 0.1997)
CSP=FIT2(MSP)

WRITE (5,125)

PLOT(1,T)=VFIT(I)

PL

OT(2,I)=V(I)

PLOT(3,1)=T(I)
CONTINUE
PLOT(2,1)=VASAV

PLOTTING ROUTINES ARE LOCAL TO MIT ME COMPUTER FACTLITY

T¢(I),V(I),VFIT(I),OSHPR,CSP

CALL QPICTR(PLOT,3,NPTS,QNX(3),QLAREL(-200U) ,0XLAB(YLARY))

THEORETICAL FINAL VOLUMFE
NWESAV=(.3590 /FIT5(CSI0)) - .1997

IF (CST0O .GT. 0.289 .AND. CSIO
NSPSAV=(NWFSAV +
VFINAL=

WRITE (5,128) VFINAL
CONTINUE

«LT. 0.291) NWFSAV=1.0
«1997)*FIT1(CSPO)/CC
.6006* (NHFSAV + VFC*NSPSAV) + .3994

FORMAT (8F10.2/2F10, 2/8P1O 3/2F10. ?/8?10 4/2F10.4)
FORMAT (F10.2)

FORMAT (*1°*, 30X, SAMI'
PERMEABLE SOLUTE IS °*,5Au4/°

1.
2'

FORMAT (*0°,

1l

CUBIC CM/MOL*)

OSMOLAL'SALINE'/1ox F6.3,"°

TEMPERATURE=

MCLAR

*»F5.1,°

*45R4)

DEG C*/

WITH MOLAR VOLUME VSp=

',F6.2

v BLOOD SUQPENSION (HCT*,F6.2,° PERCENT)'/10X,F6e.
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87 FORMAT (*'0*',*' ADDED SOLUTTON*/10¥,F6.3,* DSMOLAL SALINZ*/10Y,
1F6.3,' MOLAR °*,5AWL)

8e FORMAT ('0°,*' EXTRACELLULAR SOLUTTON AFTER MIXTNG®/10%,F6.3,
1* OSMDLAL SALINT*/90X,F6.3,° HOLAR *,5Mh0)

89 FORMAT(*1°*,*INITIAL PARAMFTFR GUESSRES*/S¥,°L1=",4X,211.4,

1* CUBIC C"/DYNE SEC*/5Y,'4=°,57,F11.4,"' MOL/DYNE SEC*/S7,
2'STGMA= * ,F6.3)
1M1 FORMAT (5A4,F10,2)
102 FORMAT (4710.3)
103 FORMAT (2F10.2,%10.2)
104 FORMAT (F10.4)
15 FORMAT (T2)
106 FORMAT (F15.3,F10.4)
107 FORMAT (5n4)
110 FORMAT(*0O*',* STOP FLOW DEAD TIME = °,F6.3,° SECNONDS')
120 FPR¥AT(*0O"*,*CURFIT NUMERTCAL PARAMETERS*/SY,
1 'CONVFRGENCE CRITERION HALT= *',F6.3/5Y,
2 'ERPCR ESTIYATE SIGMAV= ',2PF6.3,' PERCENT'/5X,
3 CINTEGRATION INTERVAL DT= *,0PF6.3,° SECONDS®)
121 FORMAT(°0Q*,CHISQUARE FOR INITIAL PARAMETEP GOESS = *,F11.4)

122 FORMAT(*0°*,*AFTER *,I2,*' ITRRATIONS'/® LAMDA= *,¥F7.,1/
1 CHRTSQUARRE= ‘',E11.4/" TEST= *,E10.3/° L1=°,
2E11.4,* CURIC CM/DYNE-SEC*'/® 4= ',E11.4,

3* MOL/DINE-SEC'/® SIGHMR= *',FH.3)

123 FORMAT('0O*,°*THE FINAL PARAMETER UNCTRTAINTTES RRE*/6X%,°'L1°,6X,
1F7.2,* PERCENT'/6X,°W*,7X,%7.2,* PERCENT*/£X,*'SIGMA *LFT.2,
2' PERCENT")
124 FORMAT('0°*,5X,*'TINE',7¥,*'VC (DATA)*,5X,*VC (FTT)",6Y,
1 °*OSHPB*,aY,°*'CSP*/)
125 FORMAT (* *,5X,F643,5X,F6.4,8X,F6.4,2(7X,F7.4))
126 FORMAT(*1°*',°TIME (SECONDS) INCLUDES DEAD TTME CORR¥CTTONR®/
1* VC NORMALTZED TO TSOTONIC CELL VOLUME (100 CUBRIC MICRONS)°®/
2* OSMPB TS PSEUDO-BTNARY OSMOLALITY, CSP IS SOLUTE MOLARITY®)
127 FORMAT (°* FIRST CALL T0O CURFIT®)
129 FORMAT (°*0*, *THEORETICAL FINAL CELL VOLUME=*,F7.4)
END ‘
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SURROUTINE CURFIT (V,SIGMAV,NPTS,R,SIGMAR,TAMDA,VFTT,CHTSOR,

1KOUNT)
C SEARCHES FOR THE PARAMETEP VALUES WHTCH MINTMIZE THE CMNTSOUARE
c FOR THE DATR AND TREORETICRL FITTING FUNCTION
C
DIMENSION BETA(3),ALPHA(3,3),R(3),R(3),ARRAY(3,3),S(3,3)
DIMENSION STGMAA(3), V(50),VFIT(50), DERIV(3,50)
REAT LAMDA
T (KOUNT +EQe 1) GO TO 64
C |
c FILL ATPHA AND BETA WITH ZFROES
DO 34 ¥=1,3
BETA(CK)=0,
Do 34 J=1,X
34 ALPHACJ,K)=0.
C
IF(XOUNT.GT.0) =0 TO 41
C -
C GENERATE THE FLEMENTS OF ALPHA AND BETR

. DO 40 I=1,NPTS
) VEIT(TI)=VOLFUN(TI,R)
41 DO u4 K=1,3
CALL FDERIV (A,X,NPTS,DERIV)
DO 42 I=1,NPTS
4?2 BETA(K)=BETA(K)+((V(I)-VFIT(I))*DERIV(K,T)/(STGHRV*STGMAV))
DO 43 J=1,K
DO 43 1L=1,NPTS
ALPHA(J,K)=ALPHA(J,K)+(DERIV(J,L)*DERIV(K,L)/(SIGMAV*STGHAY))
43 CONTINUE
4y CONTINUE
DO 45 ¥=1,3
‘ DO 45 J=1,K
u5s ALPHA (X,J)=ALPHR(J,K)
DO 46 J=1,3
DO u6 ¥=1,3
S(J,K)=SQRT(ALPHA(J,J)*ALPER(K,K))
IF (S(J,K) «EQ. 0.0) S(J,K)=1.0
46 CONTINUE

c
IF (KOUNT.GT. 0) GO TO 64
c
CHISOR= FCHISQ(V,SIFHRV NPTS VFIT)
RETURN
64 CRISQ1=CHISQR
C
c INKER 1LOOP - ONLY LAMDA, ABRAY, AND B(J) ARE CHANGED
71 po 74 J=1,3
Do 73 K=1,3
c ARRAY IS THE MODIFIED ALPHA HATRIX, NORMALTZED TO ITS
c DIAGONAL ELEMENTS WITH MATRIX S(J,K)

73 ° ARRAY(J,K)=ALPHA(J,K)/S(J,K)
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ARRAY(J,J)=1.+LAMDA

SOTLVFE FOR THE NFW PRRAMETERS

CALL MINV(ARRRAY)

bn 84 J=1,3

B(J)=A(J)

DO Ru4 ¥=1,3
B(J)Y=B(J)+RETA(K)*APRAY(J,¥)/S(J,K)

CONSTRMIN ALL PARAMETERS POSTTTVE AND STGMP LESS THAN 1
Dn 85 J=1,3 '

R(J)=RAPS(R(]))

IF (BR(3) .GT. 1.0) B(3)=ABS(2.-B(3))

COMPUTE CHTSQUARE HYITH NEW PARRFMETEPRS
DO 92 I=1,NPTS

VETIT(I)=VOLFUN(T,R)
CHISQR=FCHTSQ(V,SIGHMRV ,NPTS,VFIT)
TF(CHTSOQ1-CHISOR) 95,101,101

IF CHISOURRF TNCRLEASED, TNCRIRSE TLAMDA AND TRY AGATN
LAMDA=10.*LAMDA :

WRITE (6,110)

GO TO 71

TF CHISQUARRE DECREASED, RETURN TO MAIN

Do 103 J=1,3

A(J)=R(J)

IF ALPHA(J,J)=0.0, OR IF A(K)=0.,0, PARAMFTFR UNCERTAINTY
ERR(J) WILL BFE DENOQTED #*#*#*#*x ON QOUTPUT
SIGHAA(J)=1.ES

IF (ALPHA(J,J) .NE. 0.0)
1SIGMAR(I)=(SQRT(ARRAY(J,J)/ALPHR(J,J)))*SICHAY
CONTINUE

LAMDA=LAMDA/10.

FORNAT (°* CURFIT HAS INCREASED LAMDA BY 10°)

. RETURN

END
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SUBFOUTINE FDERIV (A,X,NPTS,DERIV)

CNO¥PUTES THE DERIVATIVE OF THE FITTING FUNCTION WITH RESPECT TO
THE PARAMETER A(K) AT THE POINT T(I)

DIMENSTON A(3), DERIV(3,5N), VUP(50)

IF (A(K) .ED. 0.0) 50 TO 20

A=A (K)

ACK)=RK*1.05

DO 12 T=1,NPTS
VUP(T)=VOLFUN(I,A)

A(K)=RK*0,.95

DO 18 T=1,NPTS

VDWN=VOLFUN(I,A) |
DERIV(X,I)=(VUP(I)-VDWN)/(AK*0,1)
A(K)=AY

RETURN

DO 25 I=1,MPTS

DERTV(X,1)=0.0

RETURN

END
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SUEBROUTINE MINV(ARRRAY)

INVERTS A 3%3 SYMMETRIC MATRIY USTNG GRZUSS-JORDAK FLTIMINATTINN,
THE IRPUT MATRIX TS DESTEROYED TN COMPUTATIZN AND
REPLACED ®Y ITS INVERSE.

PRSP ETEPER)]

DTMENSTON ARRAY(3,3), T¥(3), JX(3)
DO 100 K=1,3
AMAX=0.
21 DO 30 I=K,2
DN 30 J=K,3
TF(ABS(AMAY) =ABSCARRAY(T,3))) 24, 20,30
24 AKAX=ARRAY(T,J)
TK(K)=1I
JK(X)=J
30 CONTINUF
TF(AMAX)YU1, 100,81
41 T=TX(X)
IF(I-K)21,51,43
43 DN 50 J=1,3
SAVE=RRRAY(K,J)
ARRAY (K ,J)=ARRAY(I,J)
50 ARRAY(I,J)=-SAVE
51 J=J¥(K)
TF(J-K)21,61,53
53 DO 60 I=1,3
SAVE=ARRAY(I,K)
ARRAY(I,K)=ARRAY(I,J)
60 ARRAY(T,J)=-SAVE

61 pn 70 1=1,13
' IF(I-X)63,70,63
63 ARRAY(I,K)=-ARRAY(I,K)/AMAX
n CONTINUE
po 80 T1=1,3
DO 80 J=1,3
Th IF(J-K)75,80,75

75 APRAY(I,J)=ARRAY(T,J)+RRRAY(I,K)*ARRAY(K,J)
80 CONTINUE
po 90 J=1,3
IF(J-¥X) 83,90,82
83 ARRAY(K,J)=ARRAY(K,J)/AMAX
g0 CONTINUE
ARRAY (K,K)=1./AMAY
100 CONTINUE
bo 130 L=1,3
K=4-L
J=IK(K)
IF(J~-K)111,111,105
105 DO 110 I=1,3
SAVE=RRRAY(T,K)
RRPAY(T,K)==ARRAY(T,J)
110 ARRAY(I,J)=SAVE



119
113
120

130
140

I=JK(K)

IF{T-K)Y 130,120,113

D3 120 J=1,3
SAVE=RRRRAY(Y ,J)
APRAY(¥,J)=-ARRAY(I,J)
ARRRY(¢I,J)=SAVE
CONTINUE

RFTURN

END

198
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FINCTTON FCHISO(V,SIGMAV,NPTS,VFIT)

COMPUTES THE PEDUCED CHI-SOURRE STATISTIC,
(SUM((DATA-FIT)**2))/((STANDARD DFEVIATION)*{DEGREES FREEDOM))

SRS NSNS

DIMENSTON V(5C), VFIT(50)

]

cHIsSC=C.
bn 30 I=1,NPTT
DELV=V(I)-YFIT(T)

30 CHISO=CRTISN+(DELV*DFLYV)
FCHTISO=CHTSQ/((FLOAT(NPTS-3))*STIGHAV*STGMAYV)
RETIRN
“ND
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FUNCTION VOLFUNC(CI,RM)

COMPUTES THE CELL VOLUME AT TIME T(I) FOR * GIVEN SET OF
PARAMETERS A(K) AND INITIRL CONDITIONS

"DIKENSION T(50), A(3) _

REAL NWFSAV,NSPSAV,NWFN,NSPN

COMMON /RLK1/NWFN,NSPN,CC,VSP,VFC,DT
COMMON /RLK3/WR,SIG

COMMON /BLKU/ T

COMMON /BLKS/NWFSAV ,NSPSAV

IF(T.NE.1) 50 TO 10

TIME CONSTANT TAU AND NON-DIMENSINNAL SOLUTE PERMEARTILITY WR
TAU=4 ,449F=-2/(R(1)*CC)
WB=A(2)/(R{(1)*CC*.001)

STG=A(3)

NAFSAV=NWFN

NSPSAV=NSPN

GO TO 50

NON-DIMENSTONAL TIMFS

TOR=T(I-1)/TAU

TFE=T(I)/TAU

DTR=DT/TAN

CALL RXI(NWFSAV,NSPSAV,TOR,TFR,DTR)
PSFUDO-BINARY VOLUME MODEL
VOLFUN=,6006* (NHFSAV+VFC*NSPSAV)+0.3994
RETURN

END
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FUNCTTON FTT1 (CSP)

MOLALTTY RS A FUNCTION OF MNLARITY
"THYL®NE GLYCNL CURVE FTIT OF 4/21/77

FIT1=CSP

IF(TSP .GTe «35) FITI1=(.0BB?619*CSP+,927122)Y*CSP+,N3INZAETT
RTTURN

EMD
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| "_’smm.fs PERM2 OUTPUT

AVG 1-5 12/5/77 B
TEHPEBATURE= 25.0 DEG Cc :
PERKERBLE SOLUTE IS ETHYLERE GL!COL '
WITH HDLAR VOLUHE ySP= 42,33 CUBIC CH/NOL

STOP FLOW DEAD TI!E = 04007 SECOND3

BLOOD SUSPENSION (HCT 8.00 PERCENT)
0.290 OSHOLAL SALINE .
0.900 MOLAR ETHYLERE cnzcoz

'ADDED SOLUTION
0.290 OSMOLAL SALIRE :
1.100 HOLAR ETHYLENE GLYCOL

EXTRACELLULAR SOLUTIOI RFTER HIXIIG
0.250 OSEOLAL SALINE o »
1.004 HOLAR ETHYLERE GLYCOL
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~-VINITIIL PIRAIBTER GUESSES W
o Li= . 0.GUODE-11 CUBIC CHIDTEE SBC
Hs " 0.9600E-14 !OL/DYHE SEC R

SIGHL= 0Os 900 R

CURFIT HUHEBICAL PRRAHETEBS | B .
CONVERGENCE CRITERION HRLTS 0.010 .
ERROR ESTINATE SIGMAV= 5.000 PERCENT
IHTEGRITIDN INTERVAL DT= 0. 050 SBCONDS

CHISQUARE-FOB‘INITIRL PARAHETBB GUESS = 0, 20“88*01

,AFTEB 1 ITERATIONS.

~ LAMDA= 0.1E=03 '
CHISQUARE= 0.5434E-02
TEST= -0.277E 01 RO
Li= 0. 35205-11 CUBIC C!/DIHE-SEij?
He  0.1778E-14 HOL/D!IE*SEC SO
SIGHAE .012 '

‘AFTEB 2 I!EBHTIOHS
“LaKDA= 0.1E-08
‘ZCHISQUARB'£ Do 5“123‘02 e
o TBST= -0-“003'02 RN ERER,
«‘L1“ 0.3276E-11. CUBIC CH/D!“E'SEC]5
. 0 18883-1“ HOL/D!NE-SEC,m:HWE

i*~Inz r:wnL pnnnasrsa uncznraxnr:ns nng~ S
1 |

B

sxcua
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TIME (SECONDS) IRCLUDES DEAD TIHE CORRECTIOHR

&; VC HOREALIZED TO ISOTONIC CELL VOLUNE (100 CUBIC HICRORS)
et CSEPB 15 PSEUDO-BIHNARY OSHOLALITY, CSP IS SOLUTE HOLARITY
gi ”-TIHE VC ¢DATA) ve (FIT) 0SAPB cSP
E 0.000 t#nsate " 4,0286 0.2923 0.88
5 0,207 1.,0270 1.,0159 0.2937 0092
} 0,217 1.6240 1.0156 0.29R8 0,92
0,227 " 1.0280 1.0152 0.2990 0.92
0,237 1,0220 1.0149 . 02992 0,92
0,247 1.0200 1.01486 0.2994 0,92
‘ 00257 1.0180 1.0143 0.,2995 0.92
j 0,267 1.0180 1.0140 0.2997 0.93
; 0.277 1.0160 1.0137 0.2998 0,93
; 0.287  1.01490 1,0135 0.3000 0.93
; 0,307 1.0130 1.,0130 0.3002 097
 0.327 1.0100 1.0126 0.3005 0.9
0.347 1.0090 71,0118 0.3008 0.9%
0.367 4.0090 1.0%11 0.3012 0,94
0.387 1.0080 1.0104 0.3016 0.9t
0,407 1.,0060 1.0097 0.3019 , 0.9t
0.457 1.0050 1.0082 0.3027 0.6t
' 0507 1.0030 1.0069 0.3033 0.9t
- 0.557 1.0030 1.0057 0.3039 0.9%
0.607 1.0000 1.0047 ’ 0.3045 0.9°
0.657  1.0000 1,0038 - 0.3049 0,97
0,707  1.0010 © 1.,0031 0.3053 0,.9%
' 0 807 ) 009980 1.0018 003059 - 0095
04907 0.9980 1.0010 0.3064 0.9¢
¢1.001% 7 1.0000 1.0004 0.3067 0.9¢
. 9507  %.0000 0.9998 0.3071 0.9¢
a-jZoOOT"}f 1i0030 1,001 : 0.3065 0,.9¢
LT 24%07 uv,e.oouo-. 1.0028 043057 069"
. . 3.007 - 1.0030 9.0087 0.3048 0.9
S 34507 1.0040 1.0064 . 0,3039 0.9°
84007 _A1‘0030; : ~1.ooa1 0.3031 0.9
o B.50T .3_1.a090g . 160087 0.3028 0.9"
0 54007 1.0090 1.0112 0.3017 0.9"
: . 1.0140 © 1, 0180 0.3008 0,.9"

‘~1.o1soa':- © 1.0185  0.2992 0.9°

11,0190 1.0187  0.2982 0.9

- 150210 - 1.0206 . 0.2973 0.9

n 01,0200 1.0228 002965 0.9

'4,0280  1.0280 0.2958 0.9

— 4.,0258 0.2952,‘-, 6.9
) . 9,0266 0,287 0.9

- 91,0277 ©.2982 . 0.9
e oze1f<;,'~é;o°2937<w» 049

’a3[1.ezss;'.;~_; 42933 ;w;*a09~
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APPENDIX E
DEAD TIME EXPERIMENT

Stop flow dead time may be directly measured by monitoring a
reaction of the type |
- K.l .
A+B =X C (E.1)
K2
If we denote concentrations a, b, c respectively, the overall rate of

" formation of product C is given by

gg Ky ab - Ky (E.2)

This rate law takes the approximate form

de = kab, - (Kb, + Ky (£.3)
if initial conditions ad,' bo and cé,; are set such that

Cs ™ 0

b. > a _. | | (E.4)

The t1me dependence of this pseudo first order reaction may convenient'ly :
be witten in terms of the equﬂibrium concentration of product Ce and

the reactinn time constant t

Cscf{1 -eth} - (E.S)»'.
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Photametric measurements of reaction pragress are described by the
Beer-Lambert law, which states that if a 1iquid of thickness d is
1iuminated with 1ight of intensity I, the exiting 1ight intensity I
~——— . is given by

%}_ﬂ e—cad (E.6)
o

where o is the molar absorbtivity and c the concentration of the lighf

absorbing component. Although strictly true anly for discrete wave-

lengths, the result is qualitatively the same for broad band radiation,

To simplify equation.E.5 one may define the solution absorbance A by

A & .-R,n({;-)= cad (E.7)

If the pseudo first order reaction described above has also been chosen
to form a strongly absorbing product, measurements of solution absorbance

w511 yield the time dependence

A=A [1 - et ] (E.8)

where Ag is the equilibrium absorbance and t is the time from initiation
of the reaction. This real reaction time t is related to the stop flow

exberimental time ts’ measured from the instant flow stops, by

FI= t. * tp , (E.9)

whevre tD 1$ the system dead time.
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Dead times were measured experimentally with the vrzaction

rettt 4 soN” === FescNtt (E.10)

The reactant solutions were made up as .01 M ferric nitrate Fe(N03)3 n
.1 N suiphuric acid H2§04, and .01 M potassium thiocynate KCNS [45].
This reaction forms a deep orange product which is easily detected with
a moncchromatic or broad band optical system. The reactant solutions
were mixed in the stop flcw apparatus and the subsequent measured
intensities I(ts) normalized to the value I, recorded with a water
filled optical chamber. The results of five repeat rums were averaged
and are plotted semi-logarithmically as 1 -'%;- ys time ts in Figure E1.
Since the reactant solutions did not absorb measurably, a least sguares
fit could be used to extrapciate the data back to A/Af = 0 and so obtain
the dead time from equation E.8 with t . = -t,.

The experiment was repeated for three different stop flow ram
yelocities, and a strong correlation was found between the experimentally
measured dead times and the computed mixer to observation point transit
times. This suggests that mixing is essentially complete immediately
downstream of the mixer junctibn, and system dead time is due primarily
to the finite time required for fluid to flow from the mixer to the
optical chamber,

For a given vam velocity V (cm/sec) the transit time tT (sec)

ram
may he easily calculated from known flufd system cross sectional

areas as
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| -2
_ 1.31 x 10 (E.11)

t 7

ram

In subsequent permeability experiments, the recorded stop flow time ts
was corrected by an amount tD = ir to obtain actual reaction time t.

For most experiments the dead time was 6 - 10 msec.
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APPENDIX F
POLYNOMIAL CURVE FITS

A1l are of the form y = ag +agx + azxz,..anx"

Pseudo-solute osmotic coefficient

computed from hemoglobin and KC1 data and van Laar extrapolation

X = Mo (mo1/Kg) 0.18 + 1.32

y = ¢pb
ag * .82072 a, = -1.0501
ay = , 70638 ag = 1.4443

Hemogicbin osmotic coefficient

data used in computing pseudo-solute non-ideality

X = My (mi1limo1/Kg) 0.0 ~ 17.0

Y Oy
ag = 98910 a = .28056 x 107!
ay = .30709 ag = 19622 x 1072
a, = -.11877 ag = 48010 x 107
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Potassium chloride osmotic coevficient

data used in computing pseudo-solute non-ideality

X5 ey {(mo1/Kg) 0.0~ 0.7

Y= bye
ag = . 98730 a3 = »19,189
ay = ~1,1435 a, = 25.286
ay = .6.7502 ag = ~12,420

Pseudo-solute molality (imverse of fit 1)

used o compute equilibrium condition from extracellular concentration

5= ¢Pb mpb (osmo1/Kg) 0.17 » 1.05

y = mpb (mo1/Xa)
ag = -.026855 a, = -,76386
a1 = 1,3313 a3 = 18796
Ethylene glycol molality
X = Csp (mo1/1iter solution) 0.35 + 5.40
y = Mgy (mo1/Ky Hy0)
ao = ,030268
ag = .92712 for x < 0.35 use msp = Csp
= ,088262
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zghyiene glycol molarity (inverse of fit 5)

(mo1/Kg) @.35 ~ 7.60

o
"‘S"p

y = C%p (moi/Titer)
aq = -023398
aq = JOATA 0.35 use C__ =
1 YRy for x < 0.35 use Lsp Mgp

Qo @ ~. 032451

Ethylene glycol osmolality

X = g (mo1/Kg) 1,0~ 7.6

D
Y 6 epsp (osmo1/Kg)

& = .015245
3, = .952585 for msp < 1.0 use ¢spmsp = mSp
a, = 026515
Ethylene glycol activity

X = msp 1.0+7.5

y= -J?.nasp
ag = ~4,5080
ay = .62880 for Map <1,0

- -3

a, = -.038168 use 2nasp = uzn(msp % 18.015 » 10°°)



9)  Eihylene glycol osmotic coefficient

vsed i computing solute activity

= g (in01/Kg) 1.0+ 7.6
yE ¢Sp
ag = -09584 a, = .55234 x 107°
ay = = 26981 x 1073 ay = -.35792 x 1073
10) Glyceral molality
N = qu (mol/Titer solution) 0.0~+4,3
U (mol/¥g)
60 = ,027837
a1 = ,89819
a, = 11152

11) Glycerol molarity

X = Mo (mo1/Kg) 0.0 +~ 5.9
¥ =S (mol/11ter)
ag = .Q16477
ay = . 97538
= «,044557
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12)  Glycevol osmotic coefficient

5 g (mo1/Kg) 0.0~ 5.9

Y= b
0 = 1.0133 a, = -.B4974 x 1072
2y = 059727 a = .57365 x 103

13) Glycerol activity

e {mo1/Ka) 0.0 + 4,0

.
~W(aﬁp)

X

‘y\

5.2692

7

= =1.4540

o
—
i

. 18859



APPENDIX G

CELL VOLUME SIMULATION PROGRAM VOLSIMZ
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The above YOLSIMZ mainline is followed by subprograms VOLFUN, RKI,
FIT1, FIT2, FIT3, FIT4, and FIT5 identical to those in PERM2Z,

Subroutine MODEL s changed oniy by the addition of these statements,

COMMON/BLIG/RATET ,RATEZ

RATET
RATEZ

uon

DNHFDT
DNSPDT

and the Tabelled common blocks are stightly altered

/{ XEQ 6

¢ 18 BLKI
#C  BLK2
#.C 194 BLK3
A0 8 BLKS
*L.C 8 BLKS
SC 8 BLK6

Input to YOLSIM2 follows NAMELIST format,
The first 1ist contains:

NSIM

TF

T -

NPRNT

The second list is

IDRUN
HCTNOM
TEMP
SOLUTE"
ySP
CsSIl
CS12
¢S
CSP2
L1

W

SI6

number of simulations to be overlaid on plots
final time (seconds) '

integration time step (secaonds)

number of point/plot points

as follows:

a label, up to 20 characters enciosed in quotes

hematocrit of cell suspension {(ml ceil/100 ml)

temperature (°C)

permeable solute name, up to 20 _characters in quotes
solute partial molar'vmiuma:(cm3/mol)

cell suspension impermeable solute

added solution (osm/Kg)

cell suspension permeable solute

added solution (molaré

water permeability L icm /dyne sec)

soiute permeabiiity 4 mol/dyne sec)

refiection coefficient o

If NSIM > 1, simply repeat the second 1ist
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Below is a sample of actual input. Notice the VARIABLE NAME =
VALUE format, the comma hetween each item, and the ampersand (&) closing
each 1ist. Also, upon repeats of a list, you only need to input those
variables you wish to change.

NSiM=2, TF=20.0, DT=.010, NPRNT=50 &

IDRUN=' 10/6/77 ', HCTNOM=8.0, TEMP=25,0, SOLUTE='ETHYLENE GLYCOL',

YSP=42,33, CS11=.265, CS12=.265, CSP1=0C.0, CSP2r0.2,

L1=1.3E-11, 1=20.0E-16, S1G=0.8 &
CSI12=.600 &
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APPENDIX H
RED CELL AND BLOOD PHVSICAL PROPERTIES

~ TABLE HI

PROPERTIES OF NORMAL HUMAN WHOLE BLOOD

red cell count 5.2 + .8 106 cells/mm3 - [46]
white cell count 7,2 + 1.8 102 celis/mm° [46]
hematacrit 46 + 5 ml cells/100 mi blood [47]
blood pH 7.3 - 7.5 [48]
plasma osmolality .288 - ,292 osmal/Kg [48]*

*and measurements in this
Taboratory
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TABLE H2

HUMAN ERYTHROCYTE DIMENSIONS

Voﬁume(?ﬂ“jzcm3)

Surface Area (101§cm2)

Major Diameter (10"4ch

97 + 14 135 + 16 7.82 + .62 [49]
107.5 + 16.8 138,1 + 17.4 8.07 + .43 [50]
87 + 5 6.5 « 9.3 [av]
103 8.6 [51]
100 135 as used
in this
thesis
o
TABLE H3

WATER CONTENT OF HUMAN RED CELLS, AS MEASURED BY DRYING

.70

742 % 015
.661 + ,014
737 + .005
.685 + ,005

|+

gme-

am/ml
am/nl

mi/mt

gm/ gm

[26]
[52]
[52] citing McLeod
[53]
[54]
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TABLE H4
PRINCIPAL CONTENTS OF THE NORMAL HUMAN ERYTHROCYTE

Component m mol/ | osmotic charge/ | total m osmoi/Kg | Note
Kg coef- ma! charge
ficient ¢

K" 141 .91 +1 141 128.3
Na® 18 .92 +1 18 16.7
Mg 3.5 .93 *2 7 3.3
ca*" 1.4 .86 | 42 2.8 1.2
c1” 78 .93 -1 -78 72.5
Hemoglobin 7.2 3.2 -4.7 -34.3 23.0 i
Total Phosphate| 17.7 .91 -2 -35.4 16.1 2
Glucose 5.5 .95 0 0 5.2 3
HCOS 20 .93 -1 -20 _18.6 3.4

+1.1 284.9 5

Note:

These values were compiled from [48] [47] [46] [55] [56] [57] [58] [59] [50]

and each represents an average of at least two reported values.

Literature

vatues which varied significantly firom the commoniy reported vaiue were

given less weight.

1. Hemogiobin charge at the given concentration from [61].

2. Total phosphate is the sum of all phosphate radicals and the valence

of -2 represents a rough average.

Gy
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6lucose and bicarkonate osmotic ceefficient from [62].a11 other ¢
from [211. |
Bicarbonate concentration computed using the Donnan equilibrium
[, _ [HCO3);,
[ci7] [HCO3]

out out

These totals only serve as a check. Net charge should be zero and

total osmolality should he equal te that of plasma, .290 Osm.
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~ APPENDIX [
CONCENTRATION CONVERSIONS (AQUEOUS SOLUTIONS)

Welght percent to molality

o 1000 A%
Ws = 7§01 (100 - AZ)

#olality to mole fraction
L

x - - n
s o . _toa0
Vs * 18G5

Weight percent to mole fraction

vV, A%

X, = -
S w AL+ (100-A%) Mg

Molality to motarity

A closed form expression is not possible, but data such as in
Figure1-1 may be found in the Handbook of Chemistry and Physics [20]
for many aqueous solutions.

A useful approximate expression is

M = .__m§___
§ USmS

W+]



Nemenclature

Mg

US'

g
A%

*s

'\J s

M
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molarity

specific volume of pure solute
moltality

weight percent

mole fraction

dissociation number

moiecular weight

mol solute/Titer solutign
cm3!m01

mol solute/Kg H20

gm solute/100 gm solution

mol solute/mol sofution

jons/molecule

- gm/mot
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APPENDIX J
CONFIDENCE LIMITS GF VOLUME/VOLTAGE CALIBRATION DATA

The data of Figure 21 was fit with a least squares Tine

y = e
or
y' = &' + bx
where
y = voit/yolt*
x = Hct/Hct*
y' = n(y)
a' = an{a) = 2n(.0945) = ~2.359
b = 2.353

Giyen the data and the regression line, the probability is 1 - o that
a future ohseryation x corresponding to a value y will lie in the

interval [63]

(y' = yw)z
Ty - ¥
]

1
it X tos2,n-2 Sxy T+at

where
t {s the 100a percentage point of the t distribution for v

@sY ,
degreas of freedom
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n is the n
- 1
V' a Ly

for our data

ta/2,n-2

we can now compute

}:(x1 - xﬁt(i))2 is an estimate of variablity
n-2

about the ¥it Tine

umber of data points

i the mean value

= 125

= -, 445
2

7.825 x 107

1.984 for a = 0.5 (95% confidence)

volt/volt* Hct/Het* = Xeit +
.4 .613 + ,037
.6 .786 + .036
.8 .908 + .036
1.0 1.000 + .037

1.2

1.080 + .037



10.

1.

APPENDIX K

LIST GF MANUFACTURERS

Keithly Instruments
52 Main St.
Flemington, N.J.

Hyperion Industries
134 Coolidge Ave.
Watertown, Mass. 02172

Teledyne Phiibrick
Aliied Drive
Dedham, Mass. 02026

Analog Devices
Route One Industrial Park
Norwood, Mass. 02062

Carl Zeiss, Inc.
444 Fifth Ave.
New York, New York 10018

Ditric Qptics
247 Mapie St.
Mariboro, Mass. 01752

Edmund Scientific
800 Edscorp Bldg,
Barrington, N.J. 08007

Heath Schlumberger Instruments
Benton Harbor, Mich. 49022

R.C.A. Electronic Components

360 First Ave.

Needham Hefghts, Mass. 02194

¥Yelonex

560 Robert Ave.

Santa Clara, Cal. 95050

Rollins. Associates
Concord Rd,
Lincoln, Mass. 01773

high voltage supply
Tamp power supply
op-amps

op-amps

lamp and housing
optical filter

fiber optic 1ight pipe

strip chart recorder

photomultiplier
digital panel meter

digital data acquisition
system and microprocessor
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13.

14,

15.

16.

Tektronix
P.0. Box 500
Beaverton, Qre. 97005

Advanced Instruments, Inc.

1000 Highland Ave.

Needham Heights, Mass. 02194

Hamilton Syringe
P.0. Box 17500
Reno, Nevada 98510

AST/Seryo Systems
30 Shawsheen Ave.
Bedford, Mass. 01730

Clippard Instrument Lab
7390 Colerain Rd.
Cinncinnati, Ohio 45239

oscilloscope

freezing point osmometer

miniature valves

velocity transducer

air cylinder
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