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ABSTRACT

A phase space autopilot is designed for the controcl preblem of
the precise nulling of the residual attitude and motion errors of a
reaction-jet controlled spacecraft following a maneuver. The phase
space technique, which coordinates control for all six degrees of freedom
of the vehicle, produces alternating periods of coasting and jet firing
to rapidly converge on an end state of constant ccmmanded attitude and
constant commanded translational velocity. IMU measured velocity and
attitude data is processed by a rate estimator while the vehicle is
coasting. This estimator provides inputs to a control law which combines
these inputs with commanded attitude and rates to generate a six-
dimensional "rate change request vector". The request vector, in turn,
is used by a jet selection routine which selects and commands firing
times for jets to produce the changes recuested in angular and trans-
lational velocities.

Two jet selection algorithms are compared. One, called the "pseudo
inverse” method is based on a matrix manipulation procedure which pro-
vides an optimization of the jet selection process. The other jet selec-
tion procedure uses predetermined combinations of jets to satisfy each
component of the rate change request vector and requires significantly
less computation time than the pseudo inverse method while providing
comparable performance.

Two alternative jet firing policies were studied. One initiates
all jet firings simultaneously and terminates individual firings when
commanded firing times have elapsed. The other policy divides some of
the shorter firing times into several segments which are distributed
within the interval of the longest firing jets in a manner to reduce
excursions in attitude and rate. _

Simulation results of the phase space autopilot and its alternative
features are presented.

Thesis Supervisor: David G. Jansson
Pitle: Assistant Professor of
Aeronautics and Astronautics
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CHAPTER 1

]

INTRODUCTION

The problem of achieving a desired end state in minimum time for
a reaction-jet-controlled spacecraft will be investigated and used as
a basis for developing and evaluating new concepts in the group of
control techniques known as "phase space control”". For this study,
the spacecraft is to be contrelled to achieve desired terminal con-
ditions of constant attitude and constant translational velocity. It
_is assumed that initial errors in these quantities have resulted from

a prior attitude and/or translational maneuver. The initial errors in
attitude and attitude rate are expected not to exceed 1 deg and 1 deg/
sec about each of the body axes. The initial errors in translational
velocity are typically 2 ft/sec along each of the body axes. However
extreme cases were investiagted in which maximum initial translational
velocity errors were as large as 6 ft/sec. The nulling of these

state errors in minimum time can be a difficult problem if the preci-
sion required for the end state approaches the limits of measurement
accuracy of the inertial measurement ﬁn@t (IMU) and uncertainties in
jet'control. The time required ﬁo reacﬁ the desired end state with a
specified pfecision is strongly influenced by the manner in which the
vehicle state is estimated from measurements and by the manner in which
these estimates are processed to generate jet-firing commands. The

1,2 to this control problem is to employ indepen-

conventicnal approach
dent roll, pitch and yaw control channels, whose jet-firing commands

are determined by some function of the errors in attitude, angular
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rate and translational velocity. This approach implements rotational
contrel in terms of a phase-plane representation of angular-rate error
versus angular error for each axis. The estimated position in this
phase plane, in relation to switching boundaries and/or control regions,

is used to determine the jet-firing commands for rotational changes.

The firing cdmménds for rotational and translational contrbl can be

in the form of on-off commands issued to each jet every control cycle
period, or they can be in the form of total firing times computed for
each jet (as determined from predicted phase-plane trajectories which
will result from these firing times). The selection of the jets which
will be employed by each channel is most often done by a "table look-
up", in which the jets assigned to translational and rotational con-
trol in each channel are predetermined as a function of the variable
mass properties of the vehicle and the maneuver to be performed.

In the conventional phase-plane approach, the coupling effects
between control channels and between the rotaticnal and translational
control modes are treated as disturbances which are to be nulled out
in the process of feedback control. Unfortunately, the timing and
magnitude of these disturbances in any one control channel cannot easily
be predicted because of the assumed independence of the three channels
and because of the separation of translational and rotational controls
in each channel. These disturbances alsc complicate the problem of
including jet-firing effects in estimating the angular rate and
-translational velocity for each autopilot channel.

The conventional procedure of committing certain individual ijets
or groups of jets to rotational and translational control on a per-
axis basis may alsoc be inefficient in applications where the jets are
not conveniently located relative to the control axes. Moreover,

this procedure may turn out to be cumbersome in applications where
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alternate sets of jets must he tabulated to accommodate variable mass
properties or to compensate for the inhibiting of jets because of
failures or operational constraints.

The foregoing difficulties of the phase-plane method seem to be
largely overcome by the use of a new "phase space" control approach
developed originally by E. Bergmann.3 The term "phase space" refers
to the fact that this autopilot uses "rate" and "position" vecfg;s
in place of the "rate" and "position" scalars of the phase plane
approach. These vectors, which can include body-axis components of
both translation and rotation, form the basis for a control approach
that can conveniently coordinate rotation and translation for all the
three body axes, simultanecusly.*

. The development and evaluation of a modified phase space approach
for application to the particular problem of precisely achieving a
constant attitude and constant translaticnal velocity in minimum time
will be the object of this thesis. The modified phase space approach,
resulting £rom this effort has some options which offer new perfor-
mance capabilities and other options which offer a more efficient

utilization of flight computer time than even the relatively crude

phase-plane control approach.

The generalized phase space autopilot developed by Bergmann employed
a six-dimensional phase~gpace contrel law—and a linear programming
jet selection. The autopilot was tested in a simulation of the NASA
Space Shuttle. Alsc, the phase space autopilot was compared with

the exisiting phase plane autopilot for the shuttle and shown to
require 35.4% fewer words of core memecry, 20.5% less average CPU _
time, up to 65% fewer firings, and consume up to 25.7% less propellant
for the cases tested. It also proved capable of maintaining control
in the presence of a large number of jet failures.

12



CHAPTER 2

PHASE SPACE CONTROL

2.1 General Formulation

The phase space autopilot concept generates a "rate change
request"” vector based on the magnitudes and directions of error
vectors in "rate" and "position" similar to a phase-plane autopilot
concept which determines jet firing-time commands based on achieving
a certain change in angular rate, according to the phase-plane rela-
tionship between angular rate error and angﬁlar error. As mentioned
previously, the "rate" error vector, in general, includes three body-
axis components of anguiar rate error and three body-axis components
of translational velocity error. Similarly, the "position" error
vector, in general,'includes body-axis components of angular er.or
and position error. When certain specified limits on theée rate and
position.vectors aré exceeded during ﬁhe éutopilot opefation, the
vectors are examined in relatiorn to each other in a control law to
generate the rate change request vector. This request vector, com-
posed of three angular rate components and three translaticnal veloc-
ity components (all referred to body axes) is then employed by a jet
selection routine to determine the separate firing times for the
individual reaction control jets.

In addition to the benefits of combined three-axis, six degree-
of-freedom control offered by the phase-space approach, this method
offers a very useful feature of allowing relatively long coasting

periods between jet firings. These coasting periods can be employed
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to great advantage in estimating angular rate and translational veloc-
ity by allowing the use of simple averaging methods to reduce the
effects of measurement noise.

The phase space approach permits a considerable degree of flex-
ibility and generality in its jet selection, since the rate request
vector indicates the net effect required from all jet firings. Var-
ious schemes hava been developed to select the jets to be fired and
to compute their firing times based.on the rate request vector. Two

0f these schemes are covered in this thesis.

2.2 New Formulation and Concepts

A simplified version of the original phase space autopilot will
be presented in this thesis. The basic elements and organization of
this simplified version are shown in the block diagram of Figure 2.1
and in the flow cﬁart of Figure 2.2. The basic variables of the

autopilot are defined in Table 2-1.

p
Cp Ict:am . -
[} Q Yt
ERAOR . conTroL | & JET
e e
GUIDANCE ™1 - o TATION Law ™1 seLecTion [ VEHICLE
' Ve
_ RATE
Y =1 ESTIMATION
—gimt

AIRS
MU

p
Cy I'meas &_Qm

Figure 2.1, Functional block diagram of the
phase space autopilot.
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Table 2-1. Definition of basic variables of the phase space antopilot.
Variable Definition
cg Platform-to-commanded-body-axes transformation
com
CE Measured platform-to-body—~axes transformation
meas
AB Body-angle increment vector, computed from measured AIRS
band-angle increments
ge Measured attitude error vector (angular components about
body axes)
Eest Estimated angular rate vector (rate components about body
axes)
v Initial value of the velocity-to-be-gained vector (platform
“Finit coordinates)
Em Initial measured velocity (platform coordinates)
init
!m Current measured velocity (platform coordinates)
!é Current velocity-to-be-gained (platform coordinates)
ze Estimataed velocity error at the center of mass (body
coordinates)
Q Rate change request vector (body coordinates)
t. Commanded jet-firing-time vector
—jet
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Sequence of operations of the

phase space autopilot.
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Like the original phase space autopilot the new version performs
rate estimation, control law computations and jet selection. However,
the implementation of these functions is quite different than in the
original autopilot.

The simplified phase space autopilcot has several major features
which are outlined below and discussed in detail in subsequent chap-

ters on this thesis.

2.2.]1 simplified Computation of Rate Change Request

The generation of the rate change request vector by the general
phase space contrcl law takes into account the fact that the requested
changes in angular rate and translational velocity will also impact
the angular position and translational position. However, for the
particular control problerm considered in this thesis there is no
translational position requirement. Therefore, the simplified auto-
pilot does not consider the translational position effects of the
translational velocity changes but merely uses the translational
velocity errors directly in the six-dimensional rate change request
vector (shown as § in Figure 2.1). The angular rate components of
this vector, on the other hand, are computed by considering both an

estimated angular rate error vector, w

Yot and an estimated angular

error vector,9 .
—e

2.2.2 Jet Selection Alternatives

Two alternative jet selection procedures are investigated in place
of the linear programming jet select algorithm which was employed in
theloriginal approach and tested in the Space Shuttle simulation. Linear.
programming is the most general algorithm known for lineariz;d fuel or
-time optimal jet selection in systems with many jets, significant
variations in mass properties or a need for maximum fault tolerance.

Its benefits are clear. However, in systems with few jets, and nearly
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static mass properties, the computational burden of the linear jet
select algorithm in comparison to simpler algorithms (such as those
investigated in this thesis) may be too great to justify its use.

The two jet selection routines considered in this thesis compute
the total firing times, Ejet' for all the jets based on the six-

dimensional rate change raquest vector Q, as shown in Figure 2.1.

One of the two jet seleégion methods coﬁsidered in the Egesis is
the "pseudo inverse" method, based on a matrix manipulation procedure.
This method is not a;—éuitable as linear programming for a large number of
jets but does provide an optimization of the jet selection process
for the limited number of jets considered in this thesis.

The second jet selection procedure which was investigated is a
simple fixed selection routine invelving (1) the initial computation of
firing times to meet the translational velocity change request and (2)
the subsequent computation of jet firings to meet the angqular rate
change request, taking into account the effects of translational jet
firings on angular velocity.

The first of these jet selection approaches provides efficient
use of the.jets at the expense of relatively long computation time,
while the second approach is relatively inefficient in its jet utili-

zation but requires much less computation time.

2.2.3 "Parceling Out" of Jet Firings

Another basic revision to the original phase space concept
is the addition of an alternative to the original concept of starting
all jet firings simultaneously and terminating each jet firing accord-
ing to its jet-selection-determined firing time. This alternative
policy fires the shorter-firing jets more than once during the inter-
val of the longest-firing jet. The total impulse determined by the
jet selection routine for each jet is retained in computing the sep-
arate firings. The objective of this "parceling out" of jet firings
is to reduce the attitudé changes which can, in some cases, result

from drastically different firing times.
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2.2.4 Rate Estimation During Coast

The original phase space autopilot performed rate estimation
continually, which required that the effects of the jet firings be
included in the rate estimator. The new approach avoids the uncer-
tainties and complexity of incorporating jet firing effects by estimat-

ing the angular rate and translational velocity only while coasting.

2.2.5 No=-Interrupt Feature

The new phase space concept differs also in that there is no pro-
vision for interrupting either the rate estimation coast period or the
execution of jet firings. The duration of the uninterrupted sequence
of jet firings is determined by the jet selection routine, and the
duration of the rate-estimation coast period following these firings
is predetermined by the accuracy requirements of the particular esti-
mation.

These and other features of the control law, jet selection and
rate estimation are developed and discussed in detail in Chapters 3,

4 and 5, respectively. All of these elements are combined for eval-
nation in a simulation. This is discussed in Chapters 6, and 7.

Conclusions are presented in Chapter 8.
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CHAPTER 3

THE CONTROL LAW

3.1 Introduction

The phase space control law is developed here for a specific space-
craft control problem in which it is required to achieve in a minimum
time and with relatively high precision a constant commanded attitude, a
constant commanded translational velocity, and zero angular rate. These
requirements are assumed to be specified by the guidance system. For
this étudy the specified tolerance for the magnitude of the attitude
error vector is 0.5 degrees. The tolerance for the attitude rate is
0.1 deg/sec for each component of the rate vectcr expressed in body
coordinates. The tolerance for the translational velocity if 0.05 ft/sec
for each component of the velocity error vector expressed in body coor-
dinates. For this application, the control law is designed to allow
uninterrupted pericds of coasting to be used for the estimation of
angular rate and translational velccity. Estimation during coasting
avoids the necessity of modeling jet-produced accelerations during jet
firings and substantially decreases the computer burden compared to a
policty which requires estimation during jet firings. However, there
is a trade-off hetween reduced computation time and increased time
required for achieving the commanded state.

The next section (3.2) presents the equations used in generating
a six-dimensional rate change request vector which specifies desired
corrections to the wvehicle's trajectory. In the last section (3.3),
the control decisions which determine when and how the corrections will

be computed and implemented are discussed.
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3.2 Computation of the Rate Change Request Vector

3.2.1 General

One function of the control law is to generate a six-dimensional

rate change request vector, {i

Q = |..... (3.1)

Three components of the request vector { are requested changes in trans-
lational velocity along the body axes. These components comprise

the vector Ee’ which is determined from the velocity-to-be-gained

vector supplied by the guidance system. The other three components of

Q are requested changes in angular rates about the three bedy axes.
These components comprise the vector Agc, which is computed by the

control law.

3.2.2 Requested Change in Translational Velocity

The velocity-to-be-gained vector, zg, represents an error in the
translational velocity of the IMU which must be nunlled out by the
action of the control system. This vector is initialized by the gquid-
ance system and then updated by the control system to incorporate the
effects of changes in the IMU—sensed velocity. (It is assumed that
the quidance system already compensates for gravity effects, so that
gravity-produced changes in velocity need not be included in this
updating process.)

Since the IMU is not located at the wehicle center of mass, the
nalling of zg can be accomplished by any combination of translaticnal
velocity at the vehicle center of mass and vehicle rotational velocity
which would yield the desired velocity at the IMU. However, since the
vehicle anqular rate is to be nulled independently of any !g require-

ment, it is convenient to delete from !g the effects of the velocity

21



at the IMU resulting from vehicle rotation rates. This deletion
amounts to determing a translational velocity-to-be-gained at the
vehicle center of mass, which is the wvector zé used in the control law.

The computation of Ee involves first the determination of an

estimated velocity-to-be-gained, V ; based on averaging the coast-
est
period computations of zg (performed every autopilot cycle). The value
of V is computed no more than twice during a coast periocd: £first,
est

immediately upon the completion of an angular rate estimation, and
possibly once more if there is additional coasting before performing-
a jet selection. Each time Egest is computed it is transformed to
body coordinates and the effects of angular motion deleted through the
use of the coast-period estimation of angular rate, Eest' The result-
ing vector is Ver which is the translational portion of the rate change
vector (.

The steps for cocmputing Ee are summarized as follows in terms of

the mathematical relationships which must be implemented:

1. At the end of each rate estimation period and subsequently
if the coast period is extended, generate an estimated

velocity-to-be~gained, Egest' according to the relatienship

Ck
1
v = vV —-E Em + vV (3.2)
Pest “Finit 5 i —minit
i=]
where
Eg = jinitial velocity-to-be-gained vector,
init supplied by the guidance system at the
beginning of the control system's nulling
operations
v = initial value of the measured velocity, VvV ,
Minit —n
{at the instant when Vv is supplied)

init
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!m = IMU accelerometer—measured velocity, sampled
i .th . . . .
at the i autopilot sampling time during the
coast period
k = number of autopilot cycles in the coast period

2. Transform dest from IMU platform coordinates to body
coordinates and delete the effects of angular rotation using

the angular rate estimation w which was computed from

—est
coasting period data. The resulting vector is ze

= - x I .
Cizg Lest " Eny (3.3)

Y
est

Here, Cg is the measured platform-to-body transformation matrix
and R

-TMU
IMU with respect to the center of mass of the vehicle.

is a vector which represents the position of the

It should be pointed out that if translational position control
were required it would be necessary to determine a translational rate
change request vector !e which is a function of both positional errors
and translational velocity errors. However, for the purposes of this
thesis it was assumed that position control was not required in which
case the translational velocity changes required (and requested) are
merely the translational velocity errors. By contrast, both the
angular position and the angular rates must be considered in the
determination of the rotaticnal portion of Q, which leads to the more

complicated formulation described in Section 3.2.3.

3.2.3 Requested Change in Angular Velocity

The attitude control problem has two conflicting goals. First,
the vehicle attitude vector, 8 must be driven to the commanded vector
Ec' This requires a non-zero vehicle angular rate vector, w. Second,

the vehicle angular rate must be driven to a desired terminal value of
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zero. The phase approach provides a means for iteratively homing in on
both of these goals by using a variable coefticient equation to deter-
mine the commanded angular rate gc which is employed in the computation
of the angular rate change request Agc. This equation gives precedence
to the attitude goal when the attitude error vector Ee is large in mag-
nitude and then gives an increasing emphasis to the zero angular rate
goal as |§e| approaches zero. This error vector ge is initialized and
update§ every 15 autopilot cycles in terms of off-diagonal elements of
the measured-body-axes-to-commanded-body-axes transformation matrix, as
described in Section 6.4. In every autopilot cycle between these updates,
Ee is updated incrementally by subtracting the measured body-angle

increment vector from 6
—e
- A8 (32.4)

~The angular rate change request Agc is the difference between the com-

manded angular rate Wa and the estimated apgular rate Bost

Aw = -w (3.5}
—c
where the commanded angular rate is determined from the attitude error

Qe by the simple relationship

-C -t -

This relationship commands the wvehicle to rotate at an angular velocity
c about an axis that would result in all the components of Qe being
reduced to zero at the same time if the actual rate w were equal to

. the commanded rate u,- The "convergence factor" ¢ is made a function
of the magnitude of Ee' with ¢ decreasing as |§E| decreases and with

¢ reducing to zero when ]ge] becomes less than a "deadband" level.
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Thiz variation of c with [ge[ gives the proper emphasis to the com-
manded attitude goal for large Ee and then allows the zero rate goal
to dominate when the attitude error has reached the deadband.

Details of the manner in which the convergence factor c is
varied with changes in the magnitude of the attitude error Ee are
described and discussed in Section 3.3.

There are three assumptions made in using'equatiohs (3.4} to (3.6)
to generate Agc: {1) It is assumed that the attitude of the vehicle
is sufficiently close to the commanded attitude that the difference
between commanded and actual attitude can be represented by three
angular errors about the three body axes, toc form a vector ge. (2)
Rotations of the vehicle to null out ge are assumed to be sufficiently
small to be commutative, so that any set of body-angle increments
represented by a vector 4O can be merely subtracted from ge to obtain
a new Ee' independently of the sequence of rotations which produced the
attitude increment 40. (3) It is assumed that the direction of the
error vector Ee does not change while w is being driven to the desired
rate @, - To the extent that this assumption is wvalid, the direction
of the new ge will still be such that it can be nulled by the angular
rate Ec' In practice the anqular rate must be driven to the desired
rate by means of finite jet firing times, during which the magnitude ~
and more importantly, the direction ~ of ge may change. If the new
error is different in direction from ﬁhe original Ee’ then the acquired
angqular rate will not drive all components of Ee to zero simultanecusly,

It is possible, at least in principle, to compensate the control
law for anticipated changes in Ee based on some predicticn of the
effects of the jet firings. Such compensation is not considered in

this thesis but recommended for future study.

3.3 Phase Space Contrcl Law Decision Policies

For the purposes of control law computations, the three-

dimensional attitude error space is divided into four regions defined

25



R and R, as shown in two

1° 727 3
dimensions in Figure 3.1l. The magnitude of the attitude error vector,

by three concentric spheres of radii R

|§e|, is compared to Rl, R2, and R, to determine the region in which
the attitude error lies. The determination of the region in which

the attitude error lies is made immediately following estimation of
the vehicle's angular and translational rates. In the flow chart of
autopilot operations shown in Figure 2.2 this determination is made at
the point at which the vehicle state is examined to see whether any
criteria for jet selection are met.

Region 4 was designed to define a "larger error" region in which
it is desired to initiate thrusting as soon as possible to reduce
the attitude error. To insure only a small delay in thrust initiation
in this region, the coasting period for rate estimation is chosen to
be of smaller duration than in the other regions. The trade-off for
the reduction in thrust initiation time is a reduced accuracy in rate
estimation in Region 4.

Region 3 was established as a "buffer" region between Region 4
and Regions 1 and 2. In Region 3 vehicle angular rates are to be
estimated with sufficient accuracy so that they may be reduced to
acceptable levels after a single burn. The convergence rate for
reducing the attitude error during coasting is sufficiently small in
Region 3 to allow the longer coasting period required for accurate rate
estimation. (A discussion of the way in which convergence rate is
reduced is given below). The distinction between Regions 3 and 4 lies
only in the difference in the rate estimation coasting periods. The
control decision criteria are identical for the two regions. The.radius,

R,, of the sphere which defines the boundary between Regions 3 and 4

p
wis chosen to be 1.25 degrees.

Before describing the roles of Regions 1 and 2, it is useful to
define the term "deadband region" as applied to the present control
problem. The deadband regioh is defined as the region in which a
convergence rate of 0 is specified. If jets are fired in the deadband

region it is for the purpose of directly reducing attitude rate {(and
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REGION 4
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| 8,
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There are four attitude error switch inj regions REGION 1: {4, I<R1
defined by three spheres: REGION2: Ri1< |Qe]< R2
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By

R1 = 0.3 deg
R2 = 0.5 deg
R3 = 1.25deg

Figure 3.1. Attitude error switching regions.
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ye) to within acceptable tolerances and not for establishing a con-
vergence rate for further reduction of Ee' The deadband radius must

be sufficiently small so that the magnitude of attitude errors in the

region are within the specified tolerance. 1In the present design the
deadband region includes Region 1 and may under certain conditions be
expanded to include Region 2. If Ee lies in Region 2, the decision on
whether or not Region 2 is a deadband region depends on the particular

path by which Ee entered Region 2. This is illustréted by Figure 3.2.

REGION 4 . REGION 4

REGION 3 REGION 3

REGION 2
@

REGION 1

PATH A : PATH B:
4, ENTERS REGION 2 Qe ENTERS REGION 2
FROM REGION 1 FROM REGION 4 OR 3

. Figure 3.2 Two possible paths by which ge may enter Region 2.

If Ee is determined to have followed a path described by Path A, then
the deadband region includes both Regions 1 and 2. In this case, no
distinction is made between Regions 1 and 2 in terms of control policy.
It Qe is determined to have followed a path described by Path B, then
the deadband region is "shrunk" to be Region 1. 1In this case, Region 2
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is equivalent to Regions 3 and 4 in terms of control policy. Region 2,
therefore, can be considered as a "hysteresis" region. The radius, R2,
of the sphere which includes Regions 1 and 2 is 0.5 degrees. This is
the tolerance specified for achieving the commanded attitude. After a
burn is made in the deadband region, a coast period follows in which
attitude rate is estimated. It is desired that during the burn and
rate estimation periods the attitude errcor not drift into Region 3.

The motivation for establishing the dual deadband design is based on
this requirement. In selecting the value of the radius, Rl’ there are
two conflicting requirements which must be considered. From the point
of view of maximizing the probability that the coasting attitude error
trajectory will intersect Region 1, a large value of Rl should be
chosen. From the point of view of minimizing the probability of the
attitude error trajectory drifting into Region 3 from Region 1 during
rate estimation, a small value of Rl should be chosen. Simulation
results indicate that a good compromise to satisfy these two require-

ments is obtained with a value of R, = 0.3 degrees. It was not attempted

1

to select Rl based on a theoretical analysis of the probability dis-
tribution of the solution time (i.e., the time required to achieve the

desired state).

For implementation of the control law the regions are used for

two purposes:

1. They are used for deciding among the following three alter-
native control policies (described in Figure 3,3.)

a. The control law signals that the desired terminal state

has been achieved.
b. The control law requires the vehicle to continue ceoasting,

c. The control law commands jet firings hased on a computed

rate change request vector,
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Figure 3.3. Flow chart of control law decisions.
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2. The regions are used in determining the appropriate value of
the convergence rate, c, which is used to compute the angular

rate components of the rate change request vector.

As shown in the flow chart in Figure 3.3, the vehicle will con-
tinue to ceast unless conditions for performing and implementing a jet
selection are met. These conditions are dependent on the region in

which the attitude error lies. There are two cases to be considered:

Case 1: Ee lies in the deadband region—i.e., Ee is in Region 2
as a result of having followed a path described by Path a

in Figure 3.3 or Ee is in Region 1.

Contrel Policy: If any of the components of w or V
—=st —e

exceeds its specified limit, command jets to reduce

these quantities to zerc. If w and V are within the
—est —a

desired tolerances, then the control maneuver is complete.

Case 2: ge lies outside the deadband region—i.e., Ee is in
Region 2 as a result of having followed a path described
by Path B in Figure 3.3 or Ee is in Regions 3 or 4.

Control Policy: Command jets to be fired to achieve the

computed rate change request vector if, (1) The current
region is different from the region computed just pre-
viocusly te the current cna. Or (2) lgel has increased
by more than a specified amount since the previcus com-~

putation of [Qe|.

A special policy is followed at the beginning of the control
maneuver. Upon completion of the initial estimation peried, jets are
commanded to be fired to achieve a desirasd convergence rate unless ge

is in Region 1 and all components of oy and !e are within the

st
specified limits.

The convergence rate ¢ used in Eg. (3.4) for generating the

requested incremental angular rates was chosen to he proporticnal to the
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distance 4f Ee from the origin of the attitude error space. This form

for the convergence rate was chosen to satisfy the requirements that,

1. For attitude errors in Region 4, the convergence rate should
be sufficiently large so that the time required to achieve

the desired terminal state does not exceed a specified value.

2. For attitude errors in Region 3, the convergence rate should
be sufficiently small so that the attitude’ error does not
reach the vicinity of the origin before rate estimation is

completed.

For a given rate estimation periocd in Region 3, requirement 2 establishes
an upper bound on the value of the proportionality constant, K, by
which 8 is multiplied. To determine this value, assume that lee] will

"ooast" to the origin in the time, T it takes to complete rate

est’
ectimation. It is assumed that a burn has been commanded to achieve the
convergence rate c. Therefore, the time required for ge to coast to the

origin (assumed here to be Test) is given by the equation

e}
T, = —= (3.7)
est c -
But, ¢ is chosen to satisfy the equation
c = ko] (3.8)

From these two relationships, therefore, K is determined to have the

value el

(3.9}
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This expression for K is based on the assumption that the con-
vergence rate, c, is exactly and instantanecusly achieved. Since in

practlce these ideal conditions are not realized, the attitude error

w1ll not coast directly to the origin and indeed may coast through

the deadband region in the time required for estimation. To minimize
this possibility, the convergence rate, ¢ and therefore the value of
K, should be reduced. The amount by which X is reduced is based on
the expected deviations in the vehicle state from the ideal state
during this coasting period. The value of k used in this autopilot
design is 0.8 sec-l.' This value corresponds to Test = 1.25 sec, which
is slightly longer than the maximum rate estimation pericd of 1.14 sec.

The choice of this and the other estimation periods is discussed in

Chapter 5.



CHATPER 4

JET SELECTION

4.1 Introduction

Assuming a rigid vehicle with constant mass properties, the vehicle

equations of motion may be expressed as

dH
= -— X
L - (4.1)
and
dyi
= M- .
£, = (4.2)
where
T = 3-dimensional torque vector whose elements are the net jet
torques about each of the three body axes
EI = 3-dimensional force vector whose elements are the net jet
forces along three orthogonal inertial references axes
w = 3-dimensional angular velocity vector whose elements are
the angular velocities about the three body axes
H = 3-dimensional angular momentum vector
H = I w, where I is the inertia tensor of the vehicle
v, = 3-dimensiocnal translational velocity vector whose elements

are the translational velocity components along three

inertial reference axes

M = wvehicle mass
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The above equations can be simplified as follows for the partic-

ular problem of achieving an end state of constant attitude and con-
stant translational velocity.

First, the angular velccities comprising w can be assumed to be

small enough that the term w x H can be neglected, resulting in

(4.3)

(Here, it may be noted that the elements of w x H are called "angular
velocity coupling terms".

These terms will be neglected in the auto-
pilot implementation but included in the wvehicle simulation.)

Second, the effects of angular rotation on the direction of the

translational acceleration resulting from the jet forces can be neg-

lected, so that Eg. (4.2) can be rewritten in terms of the body-axis

force vector, £, and body-axis translational velocity, V

{(4.4)

(This approximation is employed only in the autopilot implementation,
not in the vehicle simulation.)

Both Egs. (4.3) and (4.4) can be solved for the angular and trans-
lational acceleratinn vectors

dw
at

It
-
|

(4.5)

av
i

==
[

(4.6)
The jet selecticn routine of the phase space autopilot computes a set

of firing times such that the elements of the change in w, as obtained
by integrating Eg. (4.5)
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Aw = I'lf Tdt (4.7)

and the elements of the change in V, as obtained by integrating Eq. (4.6)

(4.8)

(=

1<

lie
S

I

s

‘-r

are equal to the corresponding elements of the rate change request
vector Q. This computation of firing times is a two-step procedure in
which the firing-times are first computed assuming constant jet forces
and the times are subseguently adjusted to compensate for the transient
build-up and decaf of jet forces (which results in a nominal force-
impulse versus firing-time curve).

The phase-space jet selection represents the firing time of each of
m jets as an element of an m—d%mensional vector, Ejet' If the forces
of the jets are constant over their respective firing times, then it
can be shown from Egs. (4.7) and (4.8) that the changes in w and V
resulting from the firing times are merely equal to the products of the

firing times and the associated elements of I'-l T and %-E: These ele-

ments are represented by a constant 6-dimensional vector éi for the ith
jet
FI—l Fr, xu,
=i i
a; R T T R ‘ (4.9)
Fu /M

-1 . , . . .
where I is the inverse of the inertia tensor, F is the constant force

assumed for each jet (which is here assumed to be the same for all jets),

36



M is the vehicle mass, L, is the position vector of the ith jet with
respect to the vehicle center of mass and u is a unit vector in the
direction of the force produced by firing the .‘i.th jet. The acceleration
vectocrs Ei of the m jets for constant jet forces may be incorporated

into a 6 *x m acceleration matrix A

pae -
+ ¢ +
A = é‘i :i_.-z . :i_.m {4.10)
| + ¥ ¥ i

The product of this A matrix and the jet firing time vector, Ejet’ yields
a 6-dimensional vector, whose first three elements represent changes

in e¢lements of w and whose second three elements represent changes in
elements of V resulting from the constant-force firings. Setting this

matrix-vector product equal to the rate change request vector { gives

Q = AL, {(4.11)
- —jet

In general, there will not be a unique solution of Eq. (4.11) for

t. ..
—jet” T T T ST TTE s e
tions having onme or more negative components must be rejected. Additional

criteria for selecting Eﬁet from the set of solutions will be dis-
cussed in Section 4.2.

The two jet selection procedures presented in this chapter compute
required firing times based on constant thrust jets. As mentioned
previously; the thrust is not actually constant but takes a finite time
to build up to and decay from the rated value. The firing times com-
puted by the jet selection algorithms must therefore be nodified to
account for this effect. New adjusted firing times must be computed

which will deliver the same total impulse as would have been delivered
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by constant thrust engines firing for the originally computed times.

This is discussed in more detail in Section 4.4.

4.2 Pseudo Inverse Jet Selection4

The jet selection procedure must find a solution Ejet to the set

of linear equations given by

8 = AL, (4.12)

whera A is n x m. If the number of independent equations is equal to
the number of unknowns (i.e., n=m}, then the solution is found by

multiplying @ by the inverse of the A matrix

Ejer = A-lg (4.13)

When the number of unknowns is not equal to the number of egquations, an
alternative operation is to multiply f by an appropriate matrix, AT,

called the "pseudo inverse"5 of A
t = A Q (4.14)

Af has two forms depending on the relative dimensions of A. If A has

more columns than rows (i.e., if the number of unknowns is greater than
the number of equations), then the pseudo inverse, A , is chosen to
yield the solution vector, Ejet having minimum length. The pseudo
inverse in this case is given by

1..

A - AT(AAT)_l

(4.15)

Tf A has more rows than columns (i.e., if the number of unknowns is

less than the number of equations), then, in general, the equation

36



R =2Aat cannot be satisfied. Therefore, for any vector, t a

- —jet —jet’
non-zero error vector {i - A Ejet will be produced. In this case, the
pseudo inverse is chosen to minimize the length of the error vector
and is given by

+ _
a = (ata)~taT (4.16)

The spacecraft considered in this thesis has twelve jets, result-

ing in m=12. Therefore, since n=6 by definition, there are more col-

emns than rows in A (i.e., m > n). For this case the pseudo inverse
matrix, AT is computed from the relationship given in Eq. (4.15) and
t i i ation
LI is given by the equ

e, = at@mah g (4.17)

—jet

If Ejet contains no negative components then the solution for jet
firing times is complete. In general, however, Eﬁet will have nega-
tive components as well as positive ones, in which case the solution
will be unacceptable. Two methods for obtaining an acceptable
solution were investigated.

The first approach considered for dealing with the problem of
negative firing times was to form a reduced A matrix using only the

acceleration vectors, Ei' of the jets having non~negative firing times

(and assuming that the firing times of the rejected jets are zero). A
new solution for Ejet was found using the appropriate foxrm of the pseudo

inverse. This solution was then' examined for negative firing times and
the process of eliminating all negative firing jets was repeated until
a non-negative solution was obtained. However, when this approach was
implemented it was found that a singular AAT matrix occasionally re-
sulted. The existence of this singular matrix indicates that the rate
change request vector cannot be exactly satisfied with the particular
jets chosen. Another approach was developed in an attempt to avoid

this singularity problem.
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Instead of eliminating all the jets with negative firing times from

a given computation of t, the saecond approach eliminates only the

'
single jet having the loi;Zst negative firing time, and continues the
process of eliminating one jet at a time until the resulting elements

of Eﬁet are all positive. This elimination procedure is described in the
flow chart of Figure 4.1. The singularity problem was not avoided using
this approach, but the occurrence of singularities was reduced. Further
study is required to develop a modified jet selection procedure for these

singular cases.

It should be emphasized that the pseudo inverse method of jet
selection is a general one which does not need to be revised when vehicle
mass properties change or when particular jets become unavailable due to
failures or to operational constraints. It adapts to new mass properties
by using the new jet acceleration vectors, Ei’ and it adapts to jet fail-
ures and constraints by omitting the corresponding jet acceleration vec-
tors from the A matrix used in Egs. (4.15) and (4.16). Moreover, the
pseudo inverse method provides an exact, minimom length solution. The
disadvantage to this method, in addition to the need to address the
singularity problem, is that it involves matrix multiplications and
inversions which may require substantial computation time. It may be
possible to reduce the number of computations required by developing
a scheme to eliminate unsuitable jets from the A matrix so that the
first computation of Ejet results in a non-singular AAT matrix and in a

non-negative solution for £, _.
—jet

4.3 Fixed Jet Selection Routine

In the interests of reducing the computational load of tbe jet
selection program, a simplified jet selection policy was investigated.
This policy, called the "fixed jet selection routine”, uses predetermined
combinations of jets to satisfy each of the six components of the rate

change request vector, Q. The jet selection procedure is most easily
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Figure 4.1. Pseudo inverse matrix solution for firing-time vector.



designed when the jet configuration is relatively simple and is par-
ticularly easy to design when there are pure jet couples available
for producing torques about each body axis. As the jet configuration
becomes more complex and the jets more skewed to each other, the
design of this method becomes more difficult.

In general, the fixed jet slection procedure will not be as."
afficient as the pseudo inverse procedure in terms of fuel consumption
or convergence time for reducing residual errors. It does have the
advantage, however, that it places a relatively low burden on the flight
computer, both in terms of storage and computation time.

The fixed jet selection procedure designed for this study is
based on a spacecraft with a l2-jet configuration arranged in positive
and negative couples in the x-y, x-z, and y-z body-axes planes as
shown in Figqure 4.2. The request vector, , is composed of three
incremental angular rates and three translational velocity errors in

body cocordinates.
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&
The fixed jet selecticn routine can be summarized as follows:
1. Determine the firing times to null out the y- and z-trans-

lational velocity errors using roll jets.

2. Determine the firing times to null out the x-translational

velocity errors using pitch and yaw-jets.

3. Modify the angular velocity errors of the rate regquest vector
by subtracting the angular rates produced by the translational

firings from the desired angular rate changes.

4. Determine the firing times to null out the modified angular
velocity errors using pure rotational jet couples. (Some
of these jets will also have been selected in Steps 1 and 2.
The firing times for these jets will be the sum of the firing
times computed in Steps 1 and 2 and the firing times computed

in Step 4.)
The detailed implementation of the procedure is given as follows:

l. Define new body axes y~ and z” by rotating the y- and z-~axes
45° in a positive direction about the x-axis. (The y~ axis
is parallel to the directions of the R2 and R4 jets, and the

z” axis is parallel to the directions of the Rl and R3 jets).

2. Transform the components, Vey and Vez of the request vector

to the y” and z” coordinate system as follows

v cos (45°) sin (45°) v
e e
Y Y
= (4.18)
v - sin (45°%) cos (45°) v
e, e,

3. Choocse the appropriate roll jet, R2 or R4, to preduce the
requested velocity change, V; . If V; is positive, then R2

is fired for the time Y Y
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¢. Rear View
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Figure 4.2. Vehicle dimensions and jet configurations:
top, side, and rear views.
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M -
= =V .
t = (4.19)

where M is the vehicle mass and F is the jet force. If V;

is negative, then R4 is fired for the time b4

(4.20)

Choose the appropriate jet R3 or Rl to produce the recquested

velocity change V; . If V; is positive, then R3 is fired
for the time z z
M __.
tR.3 - ¥ Vez (4.21)

If V; is negative, then Rl is fired for the time
z

M.
t = -— F v (_4022)

Choose the appropriate jets to produce the requested x-axis
velocity change, Ve . Two pitch and two vaw jets are used
for x-translation. TIf Ve 1is positive, then jets P1, P3,

X

Yl, and Y3 are used and the firing times are given by

t.. = t = t = t M

Pl p3 Y1l ¥3 4 F cos (45°) Vex (4.23)

If Vex is negative, then jets P2, P4, Y2, and ¥4 are used

and the firing times are given by

t., = t = t = t ., = H

p2 P4 2 va4 ~ 4 F cos (45°) Vex (4.24)
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Compute a modified rate change request, Agé. This is nec-

essary to correct for the angular rate changes resulting
from jet forces not acting through the center of mass. The
modified reguest vector is determined by first computing the
angular rate changes that will be produced by the trans-
lational firings and then cubtracting these rates from the

desired angular rate changes, Aﬂc

m
- —l
A = A -
w w I F f (ri X ui)tjet {(4.25)

Here, the t”e 's refer to the firing times computed for the

jet,
12-jets (in Stéps 3-5) to satisfy the translational velocity
request. The £i vectors are the position vectors of the jets
relative to the center of mass and the u, vectors are the

unit thrust vectors of the jets. F is the jet thrust.

Compute the firing times for pure rotational jet couples to

satisfy the modified request. For this purpose, assume that

one Jet couple per body axis is fired to produce the constant

over

torques T T T
qu x’ Yr z z

the firing intervals Atx, Aty, At ,

resulting in the torcque impulse vector

t T At
max X X
f T dt = T At (4.26)
0 - Y Y
T At
Z

is the longest firing time of the jet couples.

(4.3), it

where t
Integrating Eqg. is seen that for a constant inertia
tensor (I) this torque impulse vector produces an angular

velocity change Aw, according to
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t
max
f Tdt = Idw (4.27)

Equating (4.26) and (4.27), and replacing Aw by the requested

angular velocity change Agc

T At = I Aw (4.28)
-

If the inertia tensor I and the requested angular rate change
vector Agc are expressed in terms of their compcnents, the

above vector eguation may be written as three scalar equations

Tx Atx = Ix ch - Ixy Amc - Ixz ch (4.29)
x Vs z
T At = =1 Aw” + I Aw” - I Aw” (4.30)
v Y Xy X Y cy Yz cz
= - - - - + Fl
Tz Atz ‘ Ixz AmCx Iyz Amcy Iz Amcz {(4.31)

The jet selection routine sglves these scalar equations for
the firing times At _, At , At_, using values of t , T , T

X Y z X Yy =z
that are determined by the product of nominal force times
moment arm for each jet couple. The magnitudes of Tx, Ty, T,
are the same for each two opposing couples of the l2-jet space-
craft chosen as an example in this thesis. These magnitudes
are expressed as follows in terms of the parameters of this

spacecraft
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]rx] = F D sin (20°) (4.32)

ch + B) cos (45°) - A sin (45°)] (4.33)

A
il

A
i

F[% + B) cos (45°) - A sin (45°9)] (4.34)

8. If a jet selected in Step /7, was also selected in Steps 3-5,
then the two firing times computed for that jet must be

added to obtain the total firing time.

In these steps a set of jets has been selected and their firing
times computed to produce the rate request vector, . This approach
takes advantage of the fact that for a constant mass properties, neg-
ligible angular motion, and negligible angular velocity coupling, the
effects of separate translational jet firings and rotaticnal jet firings
can be superimposed tc obtain the net angular and translational velocity
vectors. This jet selection method reduces computation time by more
than an order of magnitude compared to that raquired by the pseudo
inverse method. It is also an exact solution but not necessarily
optimal in any sense.

The choice of jet selection policy may have an appreciable effect
on the size of the excursions in angular rate and the residual attitude
errors which may be produced when the policy results in large alternat-
ing net torque impulses about an axis. Here, the residual attitude
exrors are of particular concern because of their possible effect on
increasing the time to reach the desired state. The problem of large
alternating torque impulses about an axis will generally arise when the
translational jet firings requested produce moments about vehicle axes
which are counter to the moments needed to satisfy the angular rate

change request—and when these opposing moments are of unequal durations.
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It is possible that the more efficient use of jets by pseudo inverse
method may tend, in general, to minimize these adverse effects, but it

is also possible to design the fixed jet selection method with a specific
regard to minimizing these effects. Another solution will be discussed
in Section 4.5. There, it will be shown that a procedure for "parceling
cut" the shorter jet firing times will significantly reduce both the

rate excursions and the residual attitude errors.

4.4 Adjustment of Jet Firing Times

Both the pseudo inverse and the fixed jet selection procedures
compute the jet firing times necessary to produce the requested rate
change vector, {, based on the assumption that the force produced by
each jet is constant. In practice, it takes a finite time after a jet
has been turned on for the jet-produced force to build up to its maxi-
mun value and similarly it takes a finite time for the force to decay
to zero after the jet has been turned off. These build-up and decay
transients in the jet firings can result in a nonlinear curve of nominal
jet impulse versus firing time, as shown in Figure 4.3.

The nominal impulse versus time curve of Figure 4.3 is approximated
in the vehicle simulation by a curve with two constant slopes, F1 and
F2, as shown in Figure 4.4. The autopilot adjustment of firing times
is based on the same two-slope approximation of the nominal impulse
curve. In addition the vehicle simulation provides for assumed biases
in the nominal impuise curve as shown in Figure 4.4. The vehicle
similation superimposes, on the biased impulse curves, the effects of
random variations in individual jet firings, as described in Chapter 6.
Neither the biases nor the unpredictable random variations are included
in the autopilot adjustment of firing times.

AS a result of the dual~-slope relationship of nominal impulse
versus time it is necessary to fire each jet longer to attain a given
impulse than would be the case if the jet force were constant at the

rated level throughout .ts firing time. This adjustment in firing
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times is made in the phase space autopilct following the initial
constant-force computations of firing times by the two alternative jet
selection routines. The adjustment is based on the assumption that a
jet will produce a force Fl until it has fired for a time Tl, after
which time it will produce a force F2. The equations used to adjust

the firing time of the ith jet are:

If
£ i < TlFFl
- Je i
then
t7 = t F (4.35)
jet, jet, Fl :
i i
Otherwise, if
. S TL Fl1
jet, F
i
then
- - F (F2 - F1) -
tjeti tjeti =3 + Tl —5 (4,28)

4.5 Implementation of the Commanded Jet Firing Times

4.5,1 General

Initial studies of the phase space autopilot, conducted for this

: thesis, were based on a jet firing policy in which all of the jets
selected would be turned on at the same time and then turned off when
their respective firing-time requirements were met. An alternative
policy invelving the "parceling out" of some of the firings into mul-
tiple time segments was later found to give significant improvements

in the convergence to the end state (within specified error limits) from

a given initial state.
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The impact of the "parceled out” jet firings on the convergence
time appears to be associated primarily with its reduction of adverse
excursions in the attitude error. More specifically, this peclicy reduces
the excursions in the components of the angular rate vector w which are
caused by the differing jet firing times. This reduction, in turn, leads
to a reduction in the magnitudes of components of Ee resulting from the
integraticn of w. The effects of this parceling out process will be
examined below in terms of a simple example, following a detailed des~

cription of the "parceled out" jet firing policy.

4.5.2 Policy of "Parceled Qut" Jet Firing Times

The "parceled out" policy fires each shorter-firing jet several
times during the firing interval of the longest-firing jet, with these
new times computed to achieve the same total force and torque impulses
as originally requested by the jet selection procedure. This firing
polzéy, which is illustrated in Figure 4.5 is implemented as follows:

The firing interval is subdivided into three divisions (or "parcels")
by dividing the maximum jet firing time by three. The jet corresponding
to the maximum jet firing time is fired continucusly, (See jet #2 in
Figure 4.5.) In practice it takes a finite time for the force delivered
by a jet to build up to the maximum force. Therefore, in order to
produce the same total force impulse as a jet which is fired continuously,
a jet which is turned on and off several times must be fired for a
longer total time. Each jet firing time is examined to see if it could
be fired three separate times and still deliver the required impulse
without exceeding the maximum jet firing time. If it cannot meet this
constraint, then it is turned on at the beginning of the firing interval
and fired continuously. (See jet #3 in Figure 4.5.)

If the jet can be fired three times without exceeding the firing
interval of the maximum jet firing time, then its parceled time (i.e.,
the time in which the jet will deliver one third of the required impulse)

is compared to the minimum allowable jet firing time. If the parceled
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firing time is greater than the minimum allowable jet firing time, then
the corresponding jet will be fired three separate times during the
firing interval. (See jet #5 in Figure 4.5.)

If the parceled time is less than the minimum allowable, then a
new parceled time is computed which will deliver one half the total
force impulse required from the corresponding jet. If this new par-
celed time is longer than the minimum jet firing time, then the cor-
responding jet is fired twice during the firing interval of the longest
firing jet, in the first subdivision and in the last. (See jet #4 in
Figure 4.5.)

If the parceled time which will deliver one half the total force
impulse required from the corresponding jet is shorter than the minimam
allowable jet firing time, then that jet will be fired only once during
the middle subdivision. (See jet #1 in Figure 4.5.)

Consider a simple example which will illustrate the beneficial
effects of jet parceling. Assume:

1. A vehicle whose center of mass is located on the x-body axis

and whose products of inertia are zero.
2. The vehicle has a 12-jet configuration as shown in Figqure 4.2
3. The jets are c nstant thrust.

4. The initial values of angular rate and attitude error are

Zero.

5. The rate change request vector has only cne non-zero com-
ponent, V., , which means that the final as well as the initial
2

angular rates are to be zero.

6. The angular acceleration about the y-=-body axis produced'
by firing roll jets R2 and R3 simultaneocusly is denoted by
w_ and the angular acceleration about the y-body axis pro-

R
duced by the pitch jet couple P3 and P4 is given by -w

mP = ZMR.

p* Let
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Assume further that the fixed jet selection routine is employed. This
routine will compute the jet firing times necessary for the roll jets
R2 and R3 to satisfy the z-translational request. The firing time for
roll jet R2 will be equal to the firing time for roll jet R3, which
will be termed tR' Firing the roll jets R2 and R3 simultaneously for

a time tR will preoduce an angular velocity, wo tR' The requested change

in angular velocity is zero, so the pitch jets P3 and P4 must be fired

for a time tP to null out the angular velocity which would be produced

by firing the roll jets for tR. Since &P = E&R
w £
: R R
t, = - = 3 (4.37)
P

Consider now two alternative methods of implementing these jet-
firing-time commands and compute the attitude errors which result from

each method:

Method 1. - No Parceling—all four jets (R2, R3, P3, and P4) bhegin
firing simultaneously and are turned off as they com-
pPlete their respective commanded firing times. This
firing sequence will produce a negative angular accel-
eration, (éR - QP) for a time tP and then produce a
pesitive angular acceleration, W s for the remainder
of the firing interval. The dotted line in Figure 4.6.
shows a plot of the angular velocity as a function
of jet firing time. The anqular error about the y-axis,

Aee resulting from this burn is given by
Methed 1

. 2 2
A6 _ (“P R)tP "’R(ta'tp) (4.38)

eMethod 1




Method 2. - Parceling—In the seond method of implementing the
commanded firing times, the roll jets are fired con-
tinuously while the pitch jets are fired three sep-
arate times. The angular rate which will be produced

during this firing sequence is shown by the solid

A line in Figure 4.6.
bW
tp 'R .
\:/;WL - TIME
”
~ ~ ’,
e Fd
~ -~
™~ -
~ -
~ ”
o

Figure 4.6. Effect of parceling the jet firing time.

The attitude error which results from this burn is

. . 2 (. ) 2

w_, - w_ w_t -t

AB = 1 (P R)P+ R R |3 (4.39)
®Method 2 3 2 2

This simple example illustrates that the changes in attitude error
resulting from excursions in attitude rate due to varying torques acting
during a burn can be reduced by a factor of 3 where 3 is the number of
subdivisions of a firing interval. This analysis can be extended to show
that the reduction is by 1/n for n subdivisions. Three parcels were
chosen for this autopilot design rather than two because of the symmetry
it provided in handling different length firing times. A vehicle
configuration with variable thrust jets was simmlated to represent
"infinite" parceling but the improvement in performance provided by
the essentially-infihite parceling for the vehicle parameters studied
was not sufficient to justify increasing the complexity of the auto-

pilot design by increasing the number of parcels.
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CHAPTER 5

RATE ESTIMATION

5.1 General

The conventional approach to estimating angular rate and trans-
lational velocity of a jet-controlled spacecraft has been to utilize
the estimated effects of the known-duration jet firings in a Kalman
filter or some simpler, less accurate estimator.l'z'6 The incorporation
of the effects of th?se firings can be a complex and time-consuming
process in the flight computer.

A much simpler and less time-consuming process of estimating
angular rate and translational velocity while coasting is permitted by
the phase space apprcach, which coordinates all jet firings to provide
uninterrupted coasting periods. This estimation method is particularly
well suited to the control goal of constant attitude and constant
translational velocity. Furthermore, the accuracy of the estimations
“obtainable from coasting data alone has been found to be adequate for
the achievement of this goal in terms of assumed system parameters.

In this thesis, random noise has been assumed to produce the
largest errors in both the angqular rate and translational velocity
estimations, if there is no filtering in these estimations. It will
be shown that significant reductions in the estimation errors are

achieved by simple estimation schemes based on averaging measurements.

5.2 Anqular Rate Estimation

In this thesis, three types of attitude measurement errors in the

IMU are modeled: random noise, deterministic errors and quantization.

Pafa
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Onlv the random neoise error was found to have a significant effect on
the accuracy of estimated rate. It will be assumed that this is the
case in the following discussion of rate estimation accuracy.

In estimating angular rate during a coasting period, it is
assumed that the angular velocity coupling terms during the coasting
period are sufficiently small that the resulting angular velocities
about the three body axes do no change by a r . mificant amount during
the angular rate estimation time interval.

Table 5-1 compares the standard deviations of the rate estimated
by three methods, for various numbers of samples (n) of an attitude
angle 8 while cecasting. It is assumed that the errcrs in the measured

values of 8 are uncorrelated.

The largest errors listed for any particular value of n are
obtained by using the two=-point difference method in which the estimated

angular rate w is computed from

est

. 8(nT) - 68(0) (5.1)
est nT

where T is the autopilot sampling peried and nT is the rate estimation
period. This estimation can be shown to produce a standard deviation

in estimated rate, Um’ of

(5.2)

where % is the noise-produced standard deviation of one sample of 8.
A value of ce = 0.05 deg has been used to compute cw values in the
table.

The two-point rate estimaition errors are shown to be reduced
appreciably by taking the average of 6 samples over the first n/2 auto-

pilot pericds (where n is chosen to be even), subtracting this from the
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Table 5-1.

Comparison of the standard deviations of w = constant and uncorrelated

noise in a w which has a standard deviation of 180 sec (= 0.05 deq).

Standard Deviations of Rate Estimations (deg/s)

n = Total nT = Measurement AD AB
Number of Time Interval =—2 1o = n/2 samples From Kalman
Samples (T = 0.03 s) est nT est (n/2)T Filter
10 0.3 0.2357 0.2108 C.1589
20 0.6 0.1179 0.0745 0.0601
30 0.9 0.0786 0.0406 0.0335
40 1.20 0.0589 0.0264 0.0220
50 1.50 0.0471 0.0189 0.0159
60 1.80 0.0383 0.0143 0.0121




average over the seccnd n/2 autopilot periods, and dividing the difference

by nT/2. This second rate estimation approach may be expressed as

1|1 2 A

= = |~ - ; o i 5.3

Wt T |72 :z; B (iT) 73 B{iT) { )
. i=n/2+1 i=1

2

or it may be represented symbolically as in Table 6.2

- Aen/2 Samples (5.4)
est (n/2)T

The standard deviation of the rate estimation for this n/2-average

estimator is given by

/5
g = 2 %" ? (5.5)
w /575 nT

where it will be noted that the second factor is ﬁhe value of Gm for a
two-point rate estimator.

The best rate estimation obtainable from coast-period samples is
that which would be provided by a Kalman filter. The S, values listed
for this filter in the last column of Table 5«1 are only slightly smaller
than those listed for the n/2-average rate estimator, with the percentage
difference between the cm's of the two estimators diminishing with
increasing n. |

It was decided that the n/2-average rate estimator provides an
acceptable compromise between the conflicting goals of simplicity and
accuracy, especially, since its accuracy is so close to that of a
Kalman filter. The n/2-average filter is employed in all of the sim-~

ulation runs of the phase space autopilot in this thesis.
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5.3 Translational Velocity Estimation

The IMU accelerometers which measure translational velocity in
the phase space autopilot have been assumed to have only two error
sources, gquantization and random noise. If the standard deviation of
the random noise is appreciably greater than the level of quantization,
then it is possible to significantly reduce the errors in sampled
velocity by merely averaging these samples over the same period in
which the angular rate is estimated. This is the approach which has

Leen employed in the simulation results reported in Chapter 7.

5.4 Selection of the Estimation Periods

As indicated previously rate estimation is done during coasting
periods (i.e., periods when jets are not firing). For a given
IMU the accuracy with which vehicle attitude and translaticnal rates
can be estimated is a function of the number of measurements and the
smapling interval at which measurements are taken. For the estimation
technique selected for this design, this function is given in Egq. (5.5).
In Figure 5.1, the standard deviation is plotted versus the number of
attitude measurements for the specified parameters of 0.03 sec sampling
period and 0.05 deg standard deviation for attitude measurement error.

For the attitude phase space control system, the attitude rate
estimate is a more critical parameter than the translational velocity
estimate. The length of the estimation period, therefore, is determined
by the need for obtaining sufficiently accurate knowledge of attitude
rate to allow the control system to effectively drive the attitude error
into its deadband. For this.purpose, three different estimation periods
have been selected as shown in the following table. These are shown
along with the respective standard deviations of the attitude rate
estimate in Table 5-2. In selecting the estimation periods for each of
these cases it was necessary to consider the direct impact of the dura-
tion of the estimation period on total convergence time and the indirect

impact of the estimation accuracy (in terms of the total number of
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Table 5-2. Estimation pericds used in phase space autopilot.

Duration or Number of Stand. Dev.

e i i o eriod . , .
Description of P Estimation Period |Measurements of Rate Est.

Inital estimation period :
. .24 8 .2 2
(Independent of Region} 0 Sec 0.2946 deg/sec

Estimation period when
attitude error was in 0.54 sec 18 0.0873 deg/sec
Region 4 prior to most
recent jet firings

Estimation period when
attitude error was in
Regions 1, 2, or 3 prior
to most recent jet
firings

1.14 sec 38  |0.0285 deg/sec

firings and estimation pericds required) on total convergence time.

As will be shown in the discussion of simulation results (Chapter 7)

the choice of estimation peripds allows the control system to effectively
attain the desired state. It was not attempted in this study to opti-~
mize the choice of estimation pericds to minimize the total convergence
time. This would require a solution bhased on consideration of the
probability distributions of initial errors, rate estimation errors,

and jet firing and mass property uncertainties and would require deter-
mination of optimum control law convergence rates.

The choice of a short initial estimation period was based on the
need to aveid a long,delay in commanding jet firings for the case where
the initial angular rate is large and in a direction such that the
magnitude of the attitude error vector is inecreasing. The standard
deviation of the rate estimate for the selected 0.24 sec initial coast-
ing period is 0.2946 deg/sec which is approximately 30% of the assumed
maximum inital rate of 1 deg/sec for each axis. This degree of inaccu-
racy is not critical because of the greatly increased accuracy of the

succeeding rate estimates.
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After the initial estimation period jets are fired to establish
a convergence rate (unless the initial attitude error is in the dead-
band region). The establishment of this convergence rate allows the
use of longer rate estimation periods than was used for the initial
rate estimation. As shown in Table 5-2, an estimation periocd of 0.54
sec is used when the attitude error was in Region 4 prior to the most
recent jet firings. It can be seen from Figure 5.1 that the choice of
18 measurements for this case corresponds to a point in the rate esti-
mate standard deviation curve where its slope does not increase rapidly.
The standard deviation for this case is 0.0873 deg/sec as compared to
0.2946 deg/sec obtained during the initial estimation pericd. |

It was decided to use the same rate estimation period for all
cases in which the Region was 1, 2, or 3 preceding the last set of
firings. This period was selected as l.14 seconds, which was computed
to give a high expectation of the true rate being within the rate dead-
band of *#0.1 deg/sec per body axis when the estimated body-angle rates
were within this deadband. If the body-angle samples obtained every
autopilot cycle of 30 ms are assumed to have a normal distribution
with a standard deviation of 0.05 deg (which has been assumed for the
AIRS driver band angles), then the rate estimation based on differencing
average body-angles over two successive intervals of 1.14/2 sec will
have a normal distribution with a standard deviation of 0.0285 deg/sec.
Assuming that the true attitude rates have a normal distribution with
a standard deviation of 0.05 'deg/sec*, it has been computed that the true

angular rates will be within #0.1 deg/sec for 95% of the times that the

This standard deviation value is only a rough estimate of the effects
of autopilot action in the presence of estimation errors, jet firings
uncertainties, jet minimum impulse and mass property uncertainties.

A Monte Carlo simulation approach, which considered variations in
initial conditions along withthe varicus system uncertainties, would

be required to obtain a more accurate value for this true-rate standard
deviation.
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estimated rates are within this de;dband. If the rate estimation
period were reduced, then the percentage of times within the deadband
would also be reduced. (In addition, on a statistical basis, more
firings and estimation periods would be required to achieve estimated

body-angle rates that are within the deadband.)
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CHAPTER 6

SIMULATION DESCRIPTION

6.1 General

- The response characteristics of the phase space autopilot concepts
described above were investi¢ -2d using a detailed six-degree-of-freedom
simulation of the spacecraft, attitude jets, and inertial measurement
unit (IMU). This simulation, which was programmed on the Draper Labo-~
ratory's amdahl 470/V6 computer, varies its integration step size so as
to accurately represent any abrupt changes in system characteristics or
variables. The nominal value of the integration time interval is 0.005

seconds, and the selected autopilot sampling interval is 0.03 seconds.

6.2 Vehicle Characteristics

The vehicle dimensions, mass properties, jet locations and nominal
jet forces were chosen to suitably tax the performance capabilities of
the phase space autopilot concept and also to illustrate certain aspects
of the postulated control problem. Figure 4.2 shows the vehicle dimen—
sions, center of mass location, and the locations and orientakions of
the twelve attitude contreol jets.

The mass of the assumed vehicle is
M = 100 slugs (6.1)

and the vehicle inertia tensor is
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3600 -300

200
= | - - 6.2
I(slug/ftz) 300 7400 40 (6.2)
200 -40 8200

The vehicle rotational dynamics are simulated in terms of the
general relationship

dH
= e— X .
where
H = I
w
X
w = angular rats vector = wy
w
z
wx, W, W = roll, pitch and yaw rates, respectively
T
X
T = net torque vector = ry
T
z-

To? Ty, Tz = torques about the roll, pitch and yaw axes,
raspectively. (Note: x = roll axis, y = pitch
axis and z = yaw axis)

The vehicle translational dynamics are simulated in terms of
the relationship
av
= M —L (6.4)
EI M dt
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where EI is the translational velocity—at the vehicle center of mass
in inertial coordinates and EI is the total jet force applied to the
vehicle transformed to inertial axes.

It should be noted that the jets are configured toc provide pure
couples about the pitch, roll and yaw axes of the vehicle. This par-
ticular feature of jet couples and the general symmetry of the jets
are not at all required for the phase space autopilot, which can be
accommodated to asymmetrical jet configurations without couples. How-
ever, the simplicity of the chosen configuration facilitates an under-

standing of the autopilot's operation.

6.3 Jet Firing Characteristics

As previously mentioci.ed in Chapter 4, the random variation in the
force impulse of each jet is added in the simulation to the nominal or
biased impulse versus time curve (which is assumed to be the same for
all jets). The dual-slope, straight line approximations of the jet
impulse versus time curve, for nominal conditions as well as for ex-
treme biases are shown in Figure 4.4. The choice of the neominal or
either of the two biased curves of impulse versus time is an input
condition to each simulation run. The effects of random variations in
the force impulses of individual jet firingé are represented by adding
to the chosen nominal or fixed-bias impulse curve a second curve which
represents these random effects. This second curve is obtained by
multiplying one of the curves in Figure 6.1 by a random variable which
is uniformly distributed between -1 and +l1. The polarity of the random
variable determines which of the two curves in Figure 6.1 is to be
employed. A random number generator is called by the simulation to
generate a new value of this random variable for each jet firing.

The impulse versus time curves used in this simulation were
obtained by scaling experimental jet firing data to the particular

nominal force level of 160 lb assumed in this thesis.
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6.4 IMU Characteristics

The basic concept of the floated inertial bali, as implemented

in the Advanced Inertial Reference System (AIRS), is used in the IMU
simulation for this control investigation. The AIRS ball {or "platform")
is assumed to be perfectly stabilized, inertially. The attitude measur-
ing system of AIRS is represented in the simulation, with pessimistically
large noise levels assumed to illustrate the autopilot's capabilities
for estimating angular rate from attitude measurements. The IMU accel-~
-erometerS'are assumed to have the same quantization as the Space Shuttle
IMU accelerometers. A random noise of standard deviation equal to twice
the quantization level is added to show the autopilot's effectiveness
in filtering ocut noise in its estimation of translational veloccity.

The attitude of AIRS is measured by means of printed circuit
resolver bands that are mounted on the outer surface of the floated
ball and on the inner surface of the spherical shell (or "case") that
surrounds the ball. Three orthogonal great circle "driver" bands are
mounted on the ball, and one great circle "receiver" band is mounted
on the inside of the spherical shell. Each driver band intersects the
receiver band at two points, one of which is selected by the IMU elec-
tronics for attitude definition. The IMU electronics measure the
location of the selected intersection point of any band pair in terms
of the angular position of that point along each band from a reference
point on the band. These band angles, which are shown in Figure 6.2,

are defined as ¢l, P ¢3 for the three driver bands and as xl, Xor XB

'
for the receiver banz. The intersection of the nth driver band with
the receiver band is measured by the angles ¢n and X, along theae
bands. '

Since only two pairs ot band angles are needed for determining
the ball-case orientation, the accuracy of attitude measurements may be
optimized by rejecting the least accurate pair of band angles, which is
the pair associated with the driver band that is most nearly parallel
to the receiver band. This band-angle rejection scheme and the AIRS

attitude processing logic are represented in the simulation.
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By 4 PosPa: PLATFORM AXES
By2Baey (INERTIAL)

.Q,,,0,: CASE AXES
SRR (BODY-FLXED)

PLANE OF THE
RECELVER BAND

Figure 6.2. Definition of the AIRS band angles.

The simulation assumes that the case axis vectors 91' QQ, 23 are
related to the bedy-axis vectors X, Y and Z (representing roll, pitch,

and yaw axes) by

o =z
9, = X
9, = X

The relationships for computing the Platform-axes-to~body-axes

transformaticn, Cg from the measured band angles are given as follows
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11 12 13

Cﬁ = d1 9 95y (6.5)

31 32 33

dli = =W COS ¢i cos ¢j

d2i = -? sin ¢j cos xi

d3i = =y sin ¢j sin xi

dlj = -w sin ¢i sin ¢j

d2j = W COS ¢i cos xj

d3j = W coS ¢i sin Xj

dlk = w sin ¢j cos ¢i

d2k = wi(sin ¢j cos Xj - COs ¢j cos xi)
dak = w(sin ¢i sin Xj - cos ¢j sin xi)

where
w = 1/sin (x; - xj)

The subscript, k, is equal to the number of the rejected driver band
and the subcripts i and j are the numbers of the retained driver bands.
There are three possible combinations for i, 3, and k: (1, 2, 3),

(2, 3, 1), and (3, 1, 2). The angles ¢i and X; are the measured angles
of the intersection of the ith driver band with the receiver band, and
5
band with the receiver band.

and xj are the measured angles of the intersection of the jth driver
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The matrix Ci is used by the autopilot to transform the accelerom—
eter measured velocity vector into body coordinates, to initialize the
attitude error vector §e and to update ge every 15 autopilot cycles.

Numerical values of IMU constants are as follows:

AIRS band angles: l. Quantization = 360“/216.

2. Deterministic errors for driver and re-
ceiver angles are as measured in a lab-
oratory mockup of the AIRS attltude

system.*

3. Random noise standard deviaticon is as~-
sumed 180 sec for driver bands and 20 sec

for the receiver band.
IMU accelerometers: 1. Quantization = 0.033 ft/s.

2. Standard deviation of random noise =

0.066 ft/s.

The commanded attitude for the phase space autopilot is specified
in terms of a platform-axes-to-commanded-body-axes transformatien,

CP . This matrix is used in conjunction with the platform-axes-to-

com

measured-body=-axes transformation, Cp (designated as Ci in Eq. 6.5)
meas

to initialize the attitude error vector Ee and to update it every 15

autopilot cycles. This error computation uses the off-diagonal elements

of the error matrix CEZE;S, given by

T

bmeas -
cbcom Ci (6.6)

com [cp meas]

*
These deterministic errors are high-harmonic fluctuations which are

less than 10 min in amplitude and have slopes less than 3 min/deq.
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Cll Clz C13
bmeas
c:1:»cc>m B c21 C22 C23 (6.7)
-931 C32 C33-
The elements of
.b -
a-
X
ge = Be (6.8).
Y
ee
— 2
are then computed from
Be = (c23 - C32)/2 (6.9a)
X
Ge = (031 - C13)/2 (6.9b)
¥
Bez = (Cl2 - czl)/2 (6.9c)

These error components are based on a single-rotation-axis definition of
the orientation of the measured ralative to the commanded body frame.
This definition is based on a theorem of Euler, according toc which a
body may be changed from one orientation to any other orientation by
rotating it about a body-fixed axis that is also fixed in the platform
reference frame, This axis may be designated by a unit vector r, whose
direction indicates the direction of rotation. Both r and the angle a
through which the body must be rotated about 4 can be calculated from
the elements of the direction cosine matrix relating the two bedy
-orientations. In the case where the matrix is szgis the values of r

and a are given by

76



a = cos %-(C + C + C - 1) (6.10)

and
ry = (C23 - C32)/ 2 sin o (6,1lla)
ry = (C31 - C13)/2 sin o {(6.11b)
r, = (,Cl2 - c21)/2 sin a (6.11c)

From the last three equations it is seen that the earlier relationships.

for 86 , 8 , 68 (Eg. 6.9) are based on
e e e
x Y z

6 = r sin o (6.12a)
e x
X
0 = r sin a {(6.12b)
e Y
Y
8 = r sin a (6.12c)
ez z

Since the commanded body axes are close to the measured body axes in

the ralling maneuver, o is small and sin a = a. Thus

8 = ra (6.13)
-e —

In between the updating of 8 based on FMeaS i 1is error vector
- beom
is updated incrementally every autopilot cycle, by subtracting from
Qe the body angle increment vector 48. This vector is computed from

measured AIRS band angle increments, using the relationship

. (6.14)
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ﬂ¢i
A0 = B Ad, (6.14)
-Axi- n

where n indicates a particular autopilot sampling instant. Here, the
incremental transformation matrix, B, is updated every 15 autopilot
cycles, using band angles values ¢£, ¢5, x{, xi which are ohtained
by adding to the current measured values of each angle one half

the difference between the present value and the value measured 15

autopilot cycles previously. The relationship. for B is

l"_- C . -
W COSs ¢i cos ¢j 0 1
B = w2 sin ¢ sin ¥ w2 cos ¢; sin x? 0 6.15)
-w2 sin ¢ cos . w2 cos ¢, cos X. 0
3 ©9% %3 i %% %

6.5 Autopilot Representation

The equations and parameters of the autopilot in the simulation
are as described in previous chapters.

The various values of system constants employed by the autopilot
are stored separately from the true system constants, so as to repre-
sent the uncertainties in the autopilot knowledge of these constants.
The autopilot=-stored constants include (l) vehicle mass, (2) wvehicle
center of mass, (3) vehicle inertia tensor, (4) the two slopes of the
nominal jet impulse curve in Figure 4.4, (5) the positions and
orientations of the jets, and (6) the IMU position. The simulation

neglects computational delays in the autopilot.
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CHAPTER 7

SIMULATION RESULTS

Computer plots and tabulated data are presented below for a group

of simulation runs which were selected to illustrate general capabilities

and specific features of the phase space autopilot. These runs, which

are described in Table 7-1, consider the following alternate conditions.

1.

Either an ideal system in which there are no IMU errors, no

jet firing uncertainties, and no mismodeling of mass properties
in the autopilot or an actual system in which all these errors
and uncertainties are included. (In the latter the auto-

pilot uses the nominal mass properties of Table 7-2(a) and the
vehicle simulation is based on the off-nominal mass properties
of Table 7-2(b)).

Either the pseudo inverse jet selection or the fixed jet
selection reoutine.

Either with or without the parceling of jet firing times. (It
should be noted that in those runs where parceling was employed,
only those sets of jet firings in which the longest firing time
was > 0.3 sec were parceled.)

Three sets of initial conditions labeled A, B, and C which are

described in Table 7-3.

The initial conditions A were chosen to illustrate the performance of

the control system in nulling typical initial errors. Initial conditions

B, and C were chosen to show the benefits of parceling of jet firing

times for "worst case" initial errors.
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Table 7-1. Summary of simulation runs

02

. 3izzri:§§iizi - Parceling of : Total On-
Run Jet Selection IMU Errors and Jet Firing Inlt}a% Jet Firings C?nvergence time of
Number | Procedure Used | Included Uncertainties Conditions* Used Time (sec) ?iiciets
Included
1 pseudo inverse no no A no 4.92 5.84
2 fixed jet no no A no 4.98 6.54
3 pseudo inverse yes yes A no 4.86 5.51
4 fixed jet yes yes A Ro 4.95 6.55
5 pseudo inverse no no B no *x 17.87
6 pseudo inverse no no B yes 7.50 13.27
7 fixed jet no © no B no % 20.45
8 fixed jet no no B yes 7.08 15.93
9 pseudo inverse no no C no 6.63 14.29
10 pseudo inverse no nb C yes 6.00 13.88
11 fixed jet no no C no 8.82 16.14
12 fixed jet no no C yes 7.47 14.27
13 fixed jet yes yes c yes 7.20 14.45

See Table 7-3 for a list of initial conditions

L& \
Did not converge for the 9-second duration of the simulation runs




Table 7-2(a). Nominal vehicle mass properties.

Mass (slugs) 100
_ X y z
Center of mass (ft) 4.00 -0.30 =0.30
IMU position (ft) 5.00 1.00 1.00
ng I¥¥ IZZ

3600 7400 8200
Inertia properties (slug-ft")

Xy Xz yz

-300 200 -40

Table 7-2(b). Assumed off-nominal mass properties.

Mass (slugs) 100
X y z
Center of mass (ft) 3.95 -0.35 -0.30
IMU position (ft) 5.08 1.00 1.05
I, IYY I,

3672 7548 8364

Inertia properties (slug-ft™) I I
Xy X2z vz

~306 204 -40.8




Table 7-3. List of initial conditions.*

cB

Attitude Exrror Vector {deq) Angular Rate (deg/se;) Translational Velocity Error (ft/sec)
Qex Oey ﬁez W W, W Vex vey vez
1.0 -1.0 1.0 -1.0 l.0 -1.0 -2.0 1.5 0.5
1.0 -1.0 .1.0 -1.0 1.0 -1.0 4.0 -0.5 6.0
1.0 -1.0 1.0 -1.0 1.0 -1.0 -4.0 -0.5 6.0
Note that 8§ = 8 - 8, that is the attitude error vector is equal to the commanded attitude

. —2 . .
vector minus thEcactual attitude vector so that for a constant commanded attitude

b= -8 = -u

_e —

Thus, the time derivative of the attitude error vector is the opposite sign of the time
derivative of the attitude vector, w.




The convergence times listed in Table 7-1 for each run are the
times regquired to achieve simultaneously the following three conditions.
i. The magnitude of the attitude error vector, ge is less than
0.5 deg.
2. The magnitude of each component of the estimated vehicle

angular rate vector, w, is less than 0.1 deg/sec.

st’

3. The magnitude of each component of the translational velocity
error vector is less than 0.05 ft/sec.

It should be emphasized that without IMU measurements the convergence

times could have been much shorter than indicated here if the control

law had been redesigned. However, in order to illustrate the effects of

IMU measurements, the same function for the convergence rate, ¢, and

the same length rate estimation coast periods were used in all the

simplation runs.

The total on-time of all the jets is the sum of all the on-times
of each jet over a complete run and is therefore an indication of the
propellant consumed.

Table 7-4 lists, for each simulation run, the effects of successive’
sets of jet firings on the directions and magnitudes of Wor Weinag’
8 . and 6 . It should be noted that these are acutal ratherx
-, .. . —-e_, .

initial final
than measured rate and attitude variables. This means in particular
that the commanded rate Y. is hbased on the actual attitude error vector
Ee rather than the measured error vector {(as in the autopilot implen-—
tation). "Initial" refers to the values at the initiation of jet firings
and "final" refers to values of these variables at the termination of
jet firings. Note that the angle between W and Beinal is not defined
when gc = 0 (i.e., when the attitude error is within its deadband).

Ideally the angle between w_and w_, should be zero. However,

- —final
there are three effects which may cause this angle to be finite. First
is the effect of measurement errors which result in the autopilot version
of w (based on measured 6 ) being different from the ideal w_ in the
- —-e -

table (which is based on actunal ge). This difference in autopilot w.

33



v8

Table 7-4.

Illustrating the effects of the succassive sets of jet firings on the directions

and magnitudes of w _,
o -

innal' 9e.

initial

, and 0

-

_efinal

Angle* Between Angle Between Angle Between 13 |'
|m I, Im . | w,.. and 8 and -a, .
Jet w and w,_. - —final —final -, ... initial
Run .. —C —finzal initial
Firing (deg/sec) 0 |6 |
{deg) —e_. 6 —e_.

final s final

(deq) final (deg)

J (deg) I
1 1 1.72, 1.71 18.6 18.9 2.15, 3.07
2 . 1.79, 1.80 ' 0.8 0.7 2.24, 2.10
3 0.4 0.94, 0.93 3.5 0.2 1.17, 1.05
4 _——— 0.00, 0.01 49.1 111.6 0.02, 0.03
2 1 0.5 1.72, 1.72 13.7 14.1 2.15, 3.33
2 1.1 1.95, 1.96 0.9 0.5 2.44, 2.27
3 0.8 0.98, 0.97 1.6 1.1 1.22, 1.03
4 o 0.00, 0.01 54.5 9.2 0.06, 0.12
3 14.1 1.72, 1.68 7.5 15.2 2.15, 2.99
2 0.9 0.98, 1.05 2.1 1.5 1.23, 1.11
3 —-— 0.00, 0.04 64.1 20.8 0.07, 0.12
4 1 13.5 1.72, 1.68 23.3 14.3 2.15, 3.28
2 0.3 2.0, 2.03 1.5 1.3 2.51, 2.29
3 10.4 0.92, 0.77 11.8 15.0 1.15, 0.94
4 - 0.00, 0,04 127.9 12.06 0.20, 0.20
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Table 7-4

Illustrating the effects of the successive sets of jet firings on the directions

and magnitudes of Wor Weooqv Qe.

, and 8
initial

(Cont.}
final

Angle* Between |m lm | Angle Between Angle Between |6 I
Jet |w and w_, Ve ! =final! . w,_, and 8 and -, ,. . '

Run . . -C —final —final -, ... initial

Firing (deg/sec) initial
(deg) 8 o 19 |
—_, Y
final —__. final
(deg) final (deg)
(deg)

5 1 0.9 1.72, 1.74 132.9 133.8 2.15, 5.53
2 0.8 4.96, 4.95 3.2 2.5 6.20, 4.74
3 2.1 0.91, 0.91 145.8 143.7 1.13, 0.40
4 0.1 1.10, 1.10 3.2 3.3 1.37, 1.35
5 0.3 0.62, 0.61 0.4 0.2 0.77, 0.71
6 1*> 0.6 1.72, 1.72 80.4 80.8 2.15, 1.34
2%k% 0.8 1.22, 1.22 B.3 8.1 1.52, 1.50
3 0.4 0.68, 0.68 0.6 0.6 0.85, 0.79
4 - 0.006, 0.00 0.6 126.0 0.02, 0.02
7 1l 1.1 1.72, 1.74 134.3 135.4 2.15, 6.31
2 0.8 5.58, 5.58 5.2 5.2 6.97, 4.28
3 0.6 0.89, 0.89 163.4 163.1 1.11, 1.01
4 0.3 1.58, 1.59 1.2 1.2 1.98, 1.86
5 0.4 0.81, 0.81 0.5 .1 1.01, 0.87




Illustrating the effects of the successive sets of jet firings on the directions

and magnitudes of w_, W , and O . (Cont.)
—' —f ,
final

Table 7-4,

inal’ ge. L.
initial

98

Angle Between

Angle Between

Angle* Between IG lo

Jet (w and w._, Igci' IE-finall E-final and ge. ., and initial

Run .. — —final initial
Firing (deg/sec) ) ,|8 ) |
{deqg) -—e_, 0 - _
final —e_. final
(deg) final (deg)
(deg)

8 1>* 0.6 1.72, 1.72 89.1 89.7 2.15, 1.49
2%* 1.0 1.40, 1.40 8.5 8.0 i1.76, 1.69
3 0.5 0.78, 0.78 0.7 0.7 0.98, 0.87
4 - 0.00, 0.00 20.0 21.¢& 0.02, 0.06
9 1 0.7 1.72, 1.72 56.3 55,7 2.15, 2.58
2 1.1 1.76, 1.76 5.3 5.3 2.21, 1.98
3 0.1 0.84, 0.84 1.6 1.6 1.05, ¢.90
4 - 0.00, 0.00 106.8 14.6 0.04, 0.07
10 1** 0.3 1.72, 1.72 19.6 19.5 2.15, 2.08
2 0.8 0.97, 0.97 4.1 4,0 1.22, 1.06
3 0.00, 0.00 130.0 31.6 0.08, 0.12
11 1 0.8 1.72, 1.69 75.1 74.5 2.15, 5.44
2 0.9 4,22, 4.22 44 .6 43.5 $.28, 4.37
3 2.2 0.95, 0.96 29.9 30.1 1.19, 0.49
4 0.3 0.57, 0.58 Q.7 0.8 0.71, 0.73
5 - 0.00, 0.00 97.7 56.2 0.09, 0.07
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Table 7-4. Illustrating the effects of the successive sets of jet firings on the directions
and magnitudes of ® , Wc. .. Qe' R and 6 . (Cont.)
initial final

Angle* Between Angle Between Angle Between |8 |'

: w1, |o.. | W, and 6 and e, .. .

Jet w and w_, -C —final —final e, ... initial
Run . — —final initial
Firing (deg/sec) 8 |8
{deqg) —-_, 0 —-e,_,

final -e_, final

(deg) final (deq)

(deg) d
12 1** 0.4 1.72, 1.71 42,2 41.9 2.15, 2.60
2 1.4 1.40, 1.40 7.5 7.4 1.76, 1.63
3 0.2 0.74, 0.74 0.8 1.0 0.93, 0.85
4 - 0.00, 0.00 0.5 894.3 ¢.02, 0.01
13 1% 16.8 1.72, 1.98 75.7 59.3 2.15, 2.88
24 1.8 2.25, 2.31 10.5 10.3 2.81, 2.42
3 9.6 0.923, 0.98 11.3 4.5 1.16, 0.94
4 —_—— 0.00, 0.05 59.9 79.1 0.26, 0.29

*

This angle is nct computed when W_
is in its deadband.) -

*x%

These jet firings were parceled.

= 0 (which is the

case when the attitude error Qe




prcducesangfinal

that of the ideal @, - Second is the effect of angular rate estimation

whose direction (and magnitude) is different from

€ITOrS ON We, .- Here, it should be noted that the rate change request
is based on

T S 7.1
and that the resulting value of Yeinal would ideally be given by

Yeina1 =~ 88t Wsvian (7.2)

or substituting Eg. (7.1} into Eg. {7.2)

= w + {(w ) (7.3)

Efinal ~initial ﬂest

This last relationship shows that errors between the values of Wi ital

Yfinal
{(provided, or course, that the jet firings produce exactly the com-

and Eest translate directly into corresponding errors in

manded Agc). The third and last factor influencing the angle between

w_ and w_. is the deviation of w_. from the sum Aw + w, .. .
- —final —final - —initial

resulting from inaccuracies in the computation and implementation
of jet firings. The jet firing uncertainties, the minimum firing
time, the quantization of the jet firing times, and the effects of
vehicle motion on the anqular rates produced by jet firings all con-

tribute to the angular error between Wesal

The angle between Yeinal and © also should ideally be

zero. This angle is finite first becgﬁgglof all the factors that

and w .
-

caused the angle between w_. and w_ and second because of the effects
=~final -

of the finite jet firing times in changing Ee from the initial value

and 8 are parallel, then w

final —final

on which gc_?as based. If we,.. .,

would be in a direction to reduce all components of Qe to zero simul-

taneously.
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The change in the direction of ge during a set of jet firings,
as shown by the angle bhetween 8 and Qe » depends not only
initial final
on the direction of the jet firings but alsc on the way in which the
firing times differ and on the angular rates at the beginning of the

jet firings. The parceling of jet firings tends to reduce this angle

between B o and Ee as well as the angle between Efinal and
initial final
&
final.

The time histories of the vehicle state and autopilot parameters
for the runs listed in Table 7-1 are shown in Figures 7.1 through 7.13.
The definition of the plotted variables is given in Table 7-5. The
plotting routine samples these variables every 0.03 sec and interpolates
in between. Note that for Runs 1 through 4, these variables are plotted
for 7 sec and for the remaining runs they are plotted for 9 sec regard-
less of the convergence times.

Computer plots for Runs 1 and 2 are given in Figures 7.1 and 7.2
respectively. Beth of these runs were made with the nominal vehicle mass
properties and firing characteristics and with no IMU measurement noise
or quantization. The pseudo inverse jet selection procedure was used in
Run 1 and the fixed jet selection procedure was used in Run 2.

Both runs had an initial firing interval of approximately 1 sec,
and during this interval the magnitude of the attitude error vector
increased by approximately 50%. The attitude error vector alsc rotated
by more than 14 deg in each case as can be seen in Table 7-4. The
translational velqpity errors were within tle specified limits at the
completion of the first burn. Therefore, the second set of jet
firings was needed only to establish a new convergence rate which would
be parallel to Ee and which would therefore drive all three components
of Ee to zero simultaneously. It can be seen from the plots that the
attitude errors approached zero in a well-behaved manner after the

second set of jet firings and that they reached zeroc at nearly the
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same time. The third burn decreased the attitude rates and the final
set of jet firings reduced the attitude rates to within the specified
limits of 0.1 deg/sec about each body axis.

Although the convergence times for Runs 1 and 2 were comparable,
the two jet selections resulted in different time histories during
the initial burn. The largest component of the angular rate vector
which occurred during the first burn using the pseudo inverse jet
selection was -2.02 deg/sec about the x-axis while the largest com~
ponent of the angqular rate vector which resulted from using the fixed
jet selection algorithm was -2.42 deg/sec about the z-axis. These
different angular rate time histories caused the attitude error time
histories to be different for the two runs.

Figures 7.3 and 7.4 show the results of Runs 3 and 4 respectively.
These runs include the effects of IMU measurements and jet firing
uncertainties. The vehicle mass parameters used to simulate the
vehicle response are listed in Table 7-2(b). The autopilot assumed
for its computations the nominal vehicle mass properties given in
Table 7-2(a). The pseudo inverse jet selection procedure was uséd
in Run 3 and the fixed jet slection procedure was used in Run 4. The
convergence times obtained in these two runs were comparable to those
obtained in Runs 1 and 2, indicating that the rate estimation and
resulting jet firings are sufficiently accurate to make the control
system insensitive to the measurement noise levels included as well
as to the uncertainties in mass properties and in jet firings considéred.

The need for parceling of jet firing times arises when large
initial translational velocity errors occur. These large velocities can
require a long initial set of jet firings of unequal durations with pro-~
duce undersirable moments, angular velocity and changes in both the
magnitude and direction of the angular error vector ge' To illustrate
the effects of these large initial velocity errors and the benefits of
parceling, two sets of initial conditions, B and ¢, were chosen which

contain large initial velocity errors. All but the last of the runs
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.
based on initial conditions B and C were made without any IMJ errors,
mass property errors or jet firing uncertainties, so as to illustrate
the basic dynamic problems alleviated by parceling without any secondary
effects to alter the results.

Figure 7.5 illustrates the performance obtained for the initial
conditions B using the pseudo inverse jet selection with no parceling
of jet firings. The initial burn time (i.e., time of the longest firing
jet) was 3.42 sec, and during this time Ee rotated by 133.8 deg and
increased in magnitude from 2.15 deg to 5.53 deg. The large rotation
of ge was due to the fact that 9@ and ge changed sign during the first
burn. Although the jet firings produced a w_. that was nearly par-

—final
allel to Cy as required by the control law, the rotation of ge during

the burn resulted in a very large angle of 132.9 deg between 8 and
. final
Yeinal® As a result of this large angle between 8 cinal and Weinal the

magnitude of Ee diverged during the subsequent coast period, increasing
from 5.53 deg to 6.20 deg. The peak component of the angular rate
vector which occurred during this first burn was -3.82 deg/sec about
the y-axis. This run failed to converge in 9 sec.

The computer pleots for Run 6 are given in Figure 7.6. This run
used the same initial conditions and jet selection procedure as in Run
5, but added a parceling routine which parceled any set of jet in which
the longest firing time was > 0.3 sec. 1In this run the first two burns
met the 0.3 sec requirement and were parceled. Subsequent burns which
were less than 0.3 sec duration were not parceled. The first set of
jet firings for Runs 5 and 6 have the same initial conditions, and
therefore the same request vector, and differ only in the use of par-
celing in Run 6. Comparison of the results of these two sets of firings
shows that the parceling in Run 6 reduced the peak excursion of wY bv
roughly a factor of 2 (from -3.82 deg/sec to ~1.88 deg/sec and resulted
in a reduction in the rotation of Ee (from 133.8 deq without parceling

to 80.8 deg with parceling).
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The magnitude of ge at the beginning of tha second burn was only
1.52 deg with parceling compared to 6.20 deg without parceling (for
the same initial lge! of 2.15 deg). Run 6 with parceling converged in
7.50 sec, while Run 5 without parceling had not converged by the end
of the 9 sec simulation time.

Figure 7.7 and Tahle 7.4 show that without parceling, the use of
the fixed jet slection routine in Run 7 with initial conditions B
resulted in an increase in the magnitude of ge from 2.15 deg to 6.31 deg
and a rotation of Qe through 135.4 deg during the initial burn. The
rotation of Ee was primarily due to the excursion of the pitch rate,
wy, which reached a peak value of -5.36 deg/sec. When parceling was
used in Run 8, this peak rate was reduced by more than a factor of 2
to -2.45 as shown in Figure 7.8. As a result of the reduction in the
wy excursion with parceling, the rotation of ge was reduced from 135.4
deg to 89.7 deg. The magnitude of Ee at the beginning of the second
burn was only 1.76 deqg with parceling compared to 6.97 deg without
parceling (for the same initial |§e[ of 2.15 deqg}.

Runs 2 through 13 were made using initial conditions C. This
set of initial conditions differs only in the sign of the x-component
of the translational velocity error vector. Comparing the plots of these
runs with those of Runs 5 through 8, it can be seen that this sign change
had a major effect on the time histories of the state variables. This
can be explained by examining the jet configuration. When Vex is nega-
tive the jets which must be f£ired to null out Vex are the symmetrically
located jets which have the largest pitch and yaw mcoments. While these
jets are being fired together for translationalvelocity nulling they are
not available to be fired individually or as couples with other jets
to produce requested changes in angular rate about the pitch and yaw
axes. Thus, in effect the ability tc produce or control pitch and yaw
rates is virtually inhibited while these jets are being used for trans-
lation. On the other hand, when V, 1is positive, the nulling of Ve

X x
requires the firing of jets which have only small pitch and yaw moments,
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leaving the larger moment jets free to control the angular velocities
about the pitch and yaw axes. Thus, the response characteristics for a
positive Vex will be quite different then those for a negative Vex,
even if all other initial conditions are the same. The effects of
other conditions in combination with the polarity of vex will determine
which set of conditions are most difficult to null out.

Runs 9 through 12, made with conditions C, consider the same
cambinations of the previous for runs—that is, with two jet selections,
with and without parceling, and without any IMU errors, mass property
errors or jet uncertainties. The improvement in convergence time
resulting from the addition of parceling is evident in these latter
four runs as it was in the first set of runs. However, it should be
pointed out that the non-parceled runs did converge in 6.63 sec and
8.82 sec in Runs 9 and 12 (as shown in Table 7-1), where as they did
not converge within the 9 sec of Runs 5 and 7. There are other dif-
ferences between the two sets of runs which show the strong effects
of initial conditions on performance. For example, the runs with par-
celing converged more quickly for the fixed jet selection than for the
pseudo inverse selection in the first set, while the opposite was the
case in the second set of runs.

It should be noted that the pseudo inverse jet selection pro-
cedure had slightly shorter jet on-times than the fixed jet selection
routine in all the comparative runs listed in Table 7-1. However,
as will be discussed further in Chapter 8, the pseudo inverse has a
very strong disadvantage in the long computation time required relative
to the fixed jet selection method. Therefore the reduction iﬁ pro-
pellant consumption is probably not sufficient in itself to warrant
the use of the pseudo inverse technique over the must simpler fixed
jet selection procedure.

One additional simulation run was made to illustrate the effects
of adding the IMU errors, mass property errors and jet firing uncer-

tainties to the case of Run 12 where the fixed jet selection is employed
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with parceling for the initial conditions C. A comparison of Figures
7.11 and 7.12 shows that there are no dramatic differences between the
responses for the two cases. Interestingly, the convergence time is
less for the case with errors than it is for the case without errors.
However, this reduction of convergence time with added errors is
probably the result of the particular bias assumed for jet firings

and the particular mass property errors assumed rather than the indica-

tion of a general trend.
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Table 7-5. Definition of plotted variables and labels.

ROLL ERROR (DEG)
PITCH ERROR (DEG)
YAW ERROR (DEG)

MEAS ROLL ERR (DEG)
MEAS PITCH ERR (DEG)
MEAS YAW ERR (DEG)

ROLL RATE (DEG/S)
PITCH RATE (DEG/S)
YAW RATE (DEG/S)

EROLL RT (DEG/S)
EPITCH RT (DEG/S)
EYAW RT (DEG/S)

LENGTH (DEG)

REGION

FLAG-BURN

VEL X (FT/S)
VEL Y (FT/S)
VEL Z (PT/S)

X~AACCL (DEG/S-2)
Y-AACCL (DEG/S-2)
Z-AACCL (DEG/S-2)

1
|
}_

Nt it e’ ot tana’

Actual attitude errors in deg

Measured attitude errors in deg

Actual angular rates in deg/sec

Estimated angular in deg/sec

Magnitude of measured attitude error vector
Region in which the attitude error lies
0 - ne inhibition of jet selection and

burn

1l - jet selection inhibited because jets
are firing

2 - jet selection inhibited because vehicle
is coasting to estimate rate

Translation velocity error along the body
axes in ft/sec

Jet-produced angular accelerations about
the body axes in rad/sec?
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Table 7-5. Definition of plotted variables and labels. {Cont.)

X-LACCL (FT/S-2)

Y-IACCL (FT/S-2) Jet produced linear accelerations along

the body axes in ft/se.c2
Z2-LACCL (FT/S5-2)
JET SELECT #1 Pseudo inverse jet selection policy

JET SELECT #2 Fixed jet selection routine
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Figure 7.1. Pseudo inverse jet selection, initial conditions A,
no parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.2. Fixed jet selection procedure, initial conditiocons A,
no parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings}.
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Figure 7.3. Pseudo inverse jet selection, initial conditions A,
neo parceling, with uncertainties (in IMU measurements,
mass pioperties, and jet firings).
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Figure 7.4. Fixed jet selection procedure, initial conditions A,
no parceling, with uncertainties (in IMU measurements,
mass properties, and jet firings).
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Figqure 7.5. Pseudo inverse jet selection, initial conditions B,
no parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.6. Pseudo inverse jet selection, initial copnditions B,
with parceling, no uncertainties (in IMU measurements,
mass properties, or jet Efirings).
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Figure 7.7. Fixed jet selection procedure, initial conditions B,
no parceling, neo uncertainties {(in IMU measurements,
mass properties, or jet firings).
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Figure 7.8. Fixed jet selection procedure, initial conditions B,
with parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.9. Pseudo inverse jet selection, initial conditions C,
no parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.10. Pseudo inverse jet selection, initial conditions C,
with parceling, nc uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.11. Fixed jet selection procedure, initial conditions C,
no parcaling, no uncertainties (in IMU measurements,
mass properties, or jet firings).
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Figure 7.12. Fixed jet selection procedure, initial conditions C,
with parceling, no uncertainties (in IMU measurements,
mass properties, or jet firings}.
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Figqure 7.13. Pixed jet selection procedure, initial conditions C,
with parceling, with uncertainties (in IMU measurements,
mass properties, and jet firings).
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CHAPTER 8

CONCLUSIONS

8.1 General

A phase space control appreoach which performs the three operations
of rate estimation, contrel law computation, and jet selection separately,
in a repeated sequence, has been shown to be well suited to the problem
of precisely nulling initial attitude and motion errors of a jet-controlled
spacecraft to rapidly achieve a desired end state of constant attitude
and constant translational velocity. Some comments are offered below
on the three autopilot operations, first on their design, performance,
and possibilities for improvement, and second on their suitability for

implementation in a modern digital flight computer.

8.2 Design and Performance Aspects

8.2.1 Jet Selection and Implementation of Jet Firing Times

In the simulation runs presented the two jet selection procedures
provide comparable performance but the total on-times of all the jets is
less for the pseudo inverse than for the fixed jet selection procedure
(see Table 7-1).

In those particular cases where large translational velocity
change requests require long firing times for some of the jets, the
resulting attitude and attitude rate excursions can be quite large.
These excursions are slightly larger on the average for the fixed jet

selection procedure than for the pseudo inverse. However in either case,
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it has been possible to reduce these excursicns in attitude and attitude
rate by a factor of two or more by parceling the jet firing times. The
process of parceling increases the computation time and memory require-
ments as implemented in the present design. It would be possible to
eliminate these requirements by using a different approach. This
approach would compute a set of jet firings for one-third of the rate
change request vector, @, and then implement these firings three times
in succession without intermediate periods of coasting.

Some benefits might be realized by redesigning the fixed jet
selection algorithm to consider all components of the rate change request
vector initially and to use different combinations of jets to provide
translation depending on the rotational requirements.

Although the pseudo inverse method is more efficient in its
utilization of jets than the fixed jet selection routine considered in
this thesis, the pseudo inverse method needs improvement in two areas
before it can be considered a practical approach for the phase space auto-
pilot. First, the problem of encountering a singular matrix must be '
resolved—either by eliminating the possibility in the redesign of the
pseudo inverse method or by providing an alternative jet selection pro-
cedure when the singular matrix occurs (see Section 4.2,). Second,
the number of arithmetic operations required for each jet selection must
be reduced to make it more competitive with other approaches such as the
fixed jet selection routine in the utilization of the flight computer.
The present "trial-and-error® approach to selecting the final set of
jets in the pseudo-inverse solution should be re-examined with a view
to reducing the number of iterations and avoiding the problem of a

singular matrix.

8.2.2 Rate Estimation

The effects of each individual source of error in the autopilot
were investigated separately and compared to the case where there were

no uncertainties at all. However these detailed comparisons are not
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presented in this thesis because it was found that the performance of
the system was not appreciably more sensitive to the errors when taken
all together. The errors in the.autopilot modeling of mass properties
and jet firings were therefore included with IMU measurement errors in
runs made to compare the performance of the system in the presence of
all these errxors with the performance without these error scurces. The
crnasting periods in which rate estimates were made were kept the same
in the comparative simulation runs regardless of whether IMU errors were
included. The estimations of angular rate and translational velocity
were sufficiently accurate that the convergence times in the presence
of IMU errors did not differ appreciably from the convergence times
without these errors (see Table 7-1). It is possible that the conver-
gence times might be further optimized by revisions in the lengths of

individual rate estimation periods based on detailed Monte Carlo studies.

8.2.3 The Control Law

The choice of the number of attitude error spheres and their radii
was somewhat arbitrary, but the design chesen and integrated with the
coast~period rate estimation does provide adequate results as shown in
Chapter 7. Further optimization of the control law should be carried
out simultanecusly with the optimization of rate estimation in a Monte
Carlo series of runs. One possible revision is to combine Regions 3
and 4 into one redgion and reduce to two the number of different length
estimation pe;iods used.

It should be emphasized that the assumption that the attitude
error vector, Qe' does not change in direction or magnitude during jet
firings tends to be less accurate for long firings and becomes increas-
ingly more accurate as the firings times approach zero. The first set
of jet firings may be of long duration, particularly when the requested
‘changes in translational velocities are large. The resulting ge vector
at the end of the first set of firings may not be parallel with the
angular rate vector, w established at this time, with the result that
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the vehicle may not be moving a direction to null out g; during the
subsequent coast period. However, it has been found that if the
change in Ee for this initially long burn can be sufficiently bounded
(e.g., by parceling jet firing times), then the initial change in ge will
not adversely affect the autopilot convergence times. The assumption
of constant Ee becomes much better toward the end of the nulling maneuver
when the angular rates are small and when the requested changes in angu-
lar and translational rates are small (i.e., the jet firing times are
short).

The assumptions that ﬁhe jets produce forces in constant direc-
tions in inertial space and that the angular velocity coupling effects
are negligible also become progressively better as the attitude error

approaches its deadband and the angular rates are reduced.

It might be possible to obtain nearly parallel w, Ee vectors at the
conclusicn of a long set of firings by taking into account the antici-
pated effects of these firings on Qe when determining the rate change
request vector. This might require iteratively performing the computa-
tions of the control law and jet selection until a set of jet fifings
is computed which will result in an almost parallel pair of Qe, w vec-—

tors.

8.3 Computer Implementation

Although the phase space autopilot relationships have been
programmed only in a general purpose programming language, it is pos-
sible to estimate in a rough way two aspects of the autopilot's imple-
mentation in a flight computer. First is the computation time that
might be required for autopilot operations in a modern flight computer.
Second is the requirement for storage of program constants and variables
(not for storage of the program itself). For these purposes a flight
computer was assumed which has a single address architecture and which
has execution times equal to those of the Honeywell 701lP computer, as

listed in Table 8-1.
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Table 8-1. Assumed execution times.

Execution Time

(usec)
Load 3.25
Store 3.25
Add or subtract 4.45
Multiply 14.3
Divide 12.85
Change sign 3.25
Absolute value 3.25
Branch 3.00
Modify by increment 3.25

The number of storage locations which need to be committed to
specific constants and variables during the operation of the phase
space autopilot was estimated to be 71. An additional 39 storage
locations were estimated to be required for temporary storage of
variables during the v@r%Pus autopilot operations. These estimations
do not include the operations for computing mass properties or for
determinihg jet acceleration capabilities. The processing of IMU data
to generate the body angle increment vector A0 is also omitted.

One of the very important features of the phase space autopilot
is the very low burden which it places on computer time. The estimations
of angular rate and translational velocity require very little com-
putation time because they are carried ocut during coast periods where
simple averaging procedures are sufficient for estimation. The control
law and jet selection computations are together more complex than the
rate estimation computation, but since they are performed less than
once a second in typical nulling maneuvers, their impact on average

computation-time requirements is quite small.
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Estimated computation times for the various phase space auto-
pilot operations are listed in Table 8-2. Here it may be noted that
the time which has heen estimated fbr a worst case pseudo inverse jet
selection (based on the "one-jet-at-a~time elimination procedure”)
overshadows all other listed computation times. However, even this
large computaticn time might not be a major drawback in cases such as
illustrated in this thesis, where less than one jet selection per
second is required. On the other hand, the fixed jet selection routine,
which would probably bc adequate for many applications, requires very
little computation time and also offers a strong advantage of simplicity
in implemenfation. Total computation time estimates given below were
made for the case of the fixed jet selection routine.

The total computation time reguired in Run 4 of Chapter 7, where
the fixed jet selecticn routine is employed without parceling, is

computed as follows from the data in Table 8-2:
5 estimation periods x 0.83 ms/period for final pass = 4.15
115 intermediate estimation passes x 0.13 ms/pass = 14.95

1l control law pass without jet selection criteria

satisfied x 0.14 ms/pass = 0.14

4 control law passes with jet selection criteria

satisfied x 0.77 ms/pass = 3.08
4 jet section passes x 1.50 ms/pass = 6.00
Total computation time 2 28 ms

The nulling maneuver converged in 4.92 sec, which means that the
average utilization of the computer for autopilot computations was
only 0.028/4.92 = 0.0057 or 0.57%.

The total computation time required in Run 13 of Chapter 7, where
the fixed jet selection routine was employed with parceling of the jet
firing times in the first two burns is computed as follows from the

data in Tahle 8-2;
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5 estimation pericds x 0.83 ws/pericd for final pass = 4.15
115 intermediate estimation passes x 0.13 ms/pass = 14.95

1 control law pass without jet selection criteria

satisified x 0.14 ms/pass = 0.14
4 control law passes with jet selection criteria satisifed

x 0.77 ms/pass = 3.08
4 jet selection passes % 1.50 ms/pass = 6.00

2 computations of parceled jet firing times x 1.B84/

computation = 1.68

32 ms

11

Total computation time

This nulling maneuver converged in 7.20 sec, so the average utilization
of the computer for autopilot operations was only .032/7.20 = 0.0044
or 0.44%. |

It should be pointed cut that the largest burden on the flight
computer would occur during an autopilot cycle in which the estimated
rates were computed, control law computations were performed, jet sel-
ection was carried out and the resulting jet firing times were parceled.
This would require 4.94 ms. The peak burden is reduced to 3.10 ms when
parceling is not performed. The first case might occur only once or
twice in a nulling maneuver, and the second case might occur six times.
The peak burden (i.e., with parceling) of 4.94 ms is only 16% ¢f a 30 ms
autopilot cycle, which would certainly be acceptable. As previously
calculated for two simulation runs, the average computation time
burden may be only ~ 0.6%.

While these estimations of computation time are very crude, they
do show conclusively that the phase space autopilot places a very low

computation-time burden on the flight computer.
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Table 8=2. Computation time estimates.

Autppilot Operations

Estimated Computation

Time {ms)

Estimation of Angular and
Translational Velocities

Intermediate passes 0.13
Final pass 0.83
Control Law
When criteria for jet
selections are:
Not satisfied 0.14
Satisfied 0.77
Jet Selection
Pixed Jet selection Routine:
Unadjusted firing times 0.90} 1.5Q
Adjustment of firing times 0.e0
Pseudo Inverse Jet Selection
Procedure
Unadjust firing ti 00
justed firing times 1 }100.60
adjustment of firing times 0.60
Parceling of Firing Times
(including adjustment of 1.84

firing times)
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