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ABSTRACT

In this paper we introduce a statistical approach to estimate the performance of inventory systems. We briefly survey the existing methods, present a stratified sampling methodology, and describe a new technique to estimate seasonal factors and safety stocks. The paper concludes with an example based in real-life data.
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1. INTRODUCTION

Inventory control theory provides a wide variety of models to manage effectively products with varying characteristics. Extensive surveys are available, Silver [16], Nahmias [13], and Aggarwal [2]. The growing concern in cost reduction programs is motivating firms to take a closer look at their inventory control systems and policies. Consequently, management science practitioners are frequently faced with requests to estimate the benefits for improving the performance of such systems. Firms expect that the estimation process in itself will not represent a major project and consume a considerable amount of human and financial resources. In summary, the analysis must be reasonably accurate and inexpensive.

The management science literature has rarely addressed the identification of problems and the a priori measurement of benefits to be derived from the implementation of a proposed new system. Recently, Hax, Majluf and Pendrock [10], and Wagner [19] have stressed the importance of developing diagnostic analysis tools. In particular Hax, Majluf and Pendrock [10] report the results of a diagnostic analysis of a large logistics system.

The performance of an existing system must be measured by comparing it to some standard, preferably an "ideal model". In order to maintain the budget of a diagnostic study within modest bounds, the practitioner can not afford to promote extensive data collection to evaluate the results to be expected from the ideal model, and therefore must rely on aggregate information. The classical measure used for many years as an aggregate standard has been the turnover ratio: sales divided by average inventory in a consistent period of time, usually a year. However, this parameter lacks some of the necessary insights needed to judge properly the effectiveness of an inventory system. A measure for the performance of the system should take into account characteristics such as service levels attained, set up and carrying costs, magnitude of forecast errors and length and variability of replenishment lead times.

In this paper and its companion [3] we address the question of designing approaches for diagnosing the performance of a large inventory system.
In [3] we studied the role of optimization models in the derivation of bounds for some particular inventory control problems, the dynamic lot size case and the stochastic single period inventory model.

This paper concentrates on the use of sampling, clustering and inference theory for inventory diagnosis. It describes a methodology to solve practical problems. It is a logical approach derived from our experience, and as a such, we can only provide rigorous mathematical support for some of its steps. Unfortunately, we do not find in the literature other global approaches against which to compare the performance of our procedures. Section 2 gives a brief survey of statistical methods used in inventory practice. Sections 3 and 4 cover the stratified sampling methodology proposed. The implementations of this methodology is described in section 5. Section 6 focuses on the important problem of estimating the forecast errors. The paper concludes with a numerical example, based on real life data, illustrating the procedures presented.

2. - AGGREGATE INVENTORY CONTROL IN THE LITERATURE

We find several attempts in the literature to characterize the performance of an inventory system from an aggregate point of view. Works by Brown [6] and Wharton [21] are of special interest since they represent a set of simplified techniques widely used in practice; those researchers estimate the total investment required by a given inventory system through two components: cycle and safety stocks.

To compute the cycle stock, they assume that the investment is proportional to the square root of the usage rate. This is equivalent to assuming that an Economic Order Quantity (EOQ), [14], rule is being used, which could be a fairly restrictive assumption in many real situations. Their procedure for estimating the aggregate safety stock is more general. Safety stocks are calculated as a given proportion of the standard deviations of the forecast errors. The procedure rests upon two assumptions, the “variance law”, and a lognormal distribution of sales across all items.

The variance law states that the variances of the forecast errors (in units) are a function of the sales of the item (in units):
\[ \sigma_i = \alpha x_i \beta \quad \alpha, \beta \in \mathbb{R}^+ \]

where \( x_i \) denotes the sales of item \( i \) over a given time period, and \( \sigma_i \) is the standard deviation of the forecast errors over the same period of time. The real numbers \( \alpha \) and \( \beta \) are independent of the item within a group of items sharing some properties. We will refer to such groups as types (or families) of items. Note that \( \alpha \) and \( \beta \) can be estimated by regular linear regression through a sample of the items. The "law", introduced and popularized by Brown [6], although widely used in practice, is empirical in nature.

The assumption that the distribution of usages (sales) is lognormal, allows one to use the following property: If \( x \) is distributed according to a lognormal probability distribution function, the average of any power of \( x \), \( \bar{E}^{p} \), where \( p \in \mathbb{R} \), can be expressed as a function of the average of \( x, \bar{E} \) [1],[6]:

\[ \bar{E}^p = (\bar{E})^p J^{(1-p)p} \]

where \( J \) is a constant of proportionality depending on the particular lognormal distribution. Therefore, the average safety stock \( \bar{Y} \), under the usual assumptions of normally distributed forecast errors, can be computed as:

\[ \bar{Y} = k\bar{E} = k\alpha \bar{x}^\beta \]

\[ \bar{Y} = k\alpha (\bar{x})^\beta J^{(1-\beta)\beta} \]

and the total average safety stock \( \bar{Y} \) for the \( N \) items in the population is:

\[ \bar{Y} = Nk\alpha (\bar{x})^\beta J^{(1-\beta)\beta} \]

For methods of estimating \( k \) according to a desired service level the reader is referred to [5] and [14]. The parameters of the particular lognormal distribution, are estimated by random sampling of the item population. This procedure, advocated by Brown [6] to estimate aggregate inventory properties, is difficult to use as a diagnostic tool. Note that the core of the analysis rests upon the real numbers \( \alpha \) and \( \beta \), and that in order to estimate them, we need to know the standard deviation of the forecast errors \( \sigma \).
for a number of items in the family. This is usually a difficult step, since the analyst has little guidance to group the items into the proper families in order to preserve the "power law" relation between the magnitude of the forecast errors and the total usage of the item.

THE NEED FOR STRATIFIED SAMPLING IN THE STATISTICAL APPROACH

In the next section, a new procedure for computing both aggregate safety and cycle stocks, as well as any other aggregate measure that might be calculated for individual items is proposed. The procedure holds for a wide range of items rather than only for those controlled by an EOQ like algorithm. The basic idea consists on effectively drawing a sample from the item population, analyze it, estimate the parameters of interest at the item level, and extrapolate the results to the overall population.

The concept of sampling the population, although conceptually simple may present several complications due to the nature of the inventory problem. It has been pointed out in the literature, Brown [5], Peterson and Silver [14] and others, that in most cases found in practice the distribution of usages across the item population is very skewed, hence the usual assumption of a lognormal distribution to fit the distribution of sales across items.

Another important reason for using stratified sampling is the heterogeneity of the items. Attributes like lifetime and seasonalities may vary greatly across the item population. In order for a sample to be representative, it should contain items having all the special characteristics present in the population. To accomplish this requirement, strata will be defined as homogeneous as possible in terms of usage, lifetime, cost structure and the demand profile.

3.- DEFINING THE STRATA

In order to develop a general algorithm for applying the statistical approach, it is necessary to provide a flexible stratification technique. Two conflicting goals come into play when we try to group the items into classes: on one hand, the more homogeneous the classes are, the smaller the variance of any aggregate estimate will be, Raj [15]; on the other hand, the amount of information needed is proportional to the
number of criteria used to carry out the classification.

The nature of the industry under study will determine the number of classes into which the item population should be divided in order to attain a reasonable level of variance of the estimates.

The proposed procedure starts with a simple gross classification that divides the population into a number of classes (sub-populations.) Estimates of the aggregate parameters of interest are computed using aggregate models and/or statistical sampling. In subsequent steps, the classes that present high internal variance are subdivided into more homogeneous subclasses. The subdivision of classes in different steps leads to the concept of a hierarchy of properties. In order to construct such a hierarchy, we have used the taxonomy represented in Fig. 1, based on Silver [16].

The cross reference of all the individual characteristics listed in [16] would generate an enormous number of classes. Instead, we propose in this paper to consider only the classes shown in fig.1. They represent the majority of algorithms in the literature and cover many of the cases encountered in practice. It should be kept in mind, though, that in some diagnostic analyses we may not have to go all the way down to each of the terminal points of the classification tree, whereas, in some others cases, even exhausting the classification power, the sample variance obtained may be so high that larger sample sizes will have to be used. Note that the strategy of analyzing the whole item set as if it were an homogeneous population fits in the proposed scheme, since such action is equivalent to stopping the classification at the first node of the tree.

4. - ESTIMATION OF THE AGGREGATE PARAMETERS

After dividing the population as described in section 3, we are left with a number of classes which contain items that share some qualitative properties. Nevertheless, items with very different total sales may coexist in the same set.

Two problems arise at this point: first, it must be decided, for each sub-population, if an aggregate model will be used or statistical sampling will be performed. Second, if a decision to sample a given class
is made, we still have to estimate a parameter in a very skewed distribution. At the current state of the
research, aggregate models have been developed only for a few types of items. See for example [3] and [4].

If the number of items in a class is large, and no aggregate model is available, a statistical sampling procedure has to be used. In Proposition A.2 of the Appendix, we prove that under certain conditions, if $z_i$ is a particular attribute of item $i$ (for example its cycle or safety stock), and $X = \sum_{i=1}^{N} z_i$ is the "class total" of attribute $z$, (N elements in the class), then, for a given sample size $n$, the variance of the estimate of $X$, $\hat{X}$, is always smaller when we sample from a stratified population than when we consider the $N$ items as a single class.

In the remainder of the paper we discuss and illustrate the diagnostic process of inventory systems. In particular we introduce a new technique to compute safety stocks as a function of forecast errors.

5. IMPLEMENTATION METHODOLOGY

An important problem arises with data collection. Although many corporations have computerized inventory control systems, they can rarely extract from their data bases the kind of information needed for a diagnosis study. Some properties like perishability, special promotions, planned withdrawals, etc., will in general have to be obtained directly from the manager of the system.

Figure 2. displays in broad terms the flow chart of the methodology we suggest in order to implement the statistical approach.

Two major steps can be identified: The estimation of cycle and safety stocks. Initially, we recognize, with the help of management, the set of items to which special attention should be devoted. Usual examples include items that will be removed from the product line or will be heavily promoted. In general, we should ask the information that can not be derived from the observation of the past behavior of the item.

At this point, the analyst must decide at which level of the classification tree of figure 1 the study will be performed. In each box, either the whole population or a sample can be used. In order to make this decision it is useful to realize that a sample size of at least thirty elements per class is required to obtain
The next step is to estimate safety stocks. In the absence of reliable information on the seasonality patterns of the products, we treat the whole sample (or population) as a single class, and apply the

reasonable normal distribution approximations. With this data, cycle stocks can be estimated using the models available in the literature.
procedure of section 6. The algorithm outlined in subsection 6.3 groups, in classes, the items according to the behavior of their demands. If in each class the number of elements is smaller than thirty, a larger initial sample should be considered.

6. - A SYSTEMATIC PROCEDURE OF ESTIMATING FORECAST ERRORS

In order to estimate the safety stock that a company should carry to maintain a desired service level, it is necessary to know the magnitude of the forecast errors of its products, [5], [14]. In this section we introduce a systematic procedure to estimate both the seasonal factors and the forecast errors for a given set of items. The procedure, as described in the flowchart of fig.3, combines both objective statistical techniques and subjective managerial interaction. It applies to any set of items, either the whole population or a sample, depending on the branch we entered the box "Estimate the Forecast Errors" in figure 2.

The methodology is based on a simulation of the performance of a forecasting algorithm with observed demands; this simulation may be run using any of the forecasting techniques available, and in fact, it may be done with several of them to evaluate their performance in the particular system. In order to apply a forecasting technique to a given item, it is usually necessary to have estimates of its seasonal factors and trend. The estimation of the seasonal factors is a major task in itself, and takes most of the effort of the algorithm described in figure 3. The procedure is slightly different depending on the amount of data readily available:

- If three or more full seasons of demands are available, we use the most recent three to estimate the seasonality of each item separately. Section 6.1 details the procedure used.

- If only one or two seasons of demand data are available, we do not have enough degrees of freedom to estimate the seasonal factors item by item, [12]. Only if we have additional a priori information of which items have the same seasonal behavior will we have sufficient data to compute estimates of their seasonalities. This a priori knowledge is rarely available, and when it is, it should be carefully checked. The proposed procedure computes rough estimates of the seasonal factors for each item independently,
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the "pseudo seasonal factors" (psf's). Although such estimates incorporate all the noise present in the actual observations of the demands, they reflect the general shape of the seasonal variations, and are good
enough to be used to group items with similar demand profile.

The specific computation of the pseudo seasonal factors is explained in 6.2. The grouping of seemingly alike sets of pseudo seasonal factors is performed by means of a two steps clustering technique, and it is described in section 6.3.

Once the population is partitioned into sets of items with similar demand behavior, their common seasonal factors can be estimated. The particular computations are detailed in 6.4.

-If less than one full season of data is available, there is little that we can statistically do to compute the seasonal factors. We would have to rely on the behavior of related products and the information given by the managers of the system.

6.1 - ITEM BY ITEM SEASONAL FACTORS ESTIMATION

The seasonal factors used in this study are the multiplicative seasonal factors defined by Winters [22]. The multiplicative seasonal model is appropriate for time series in which the amplitude of the seasonal pattern is proportional to the average level of the series. This is usually assumed to be the case in demand data. The procedure to estimate the seasonal factors from at least three full seasons of data is based on the methodology proposed by Montgomery and Johnson [12] adapted to make use of more "resistant" techniques. A statistical summary of a data set is usually called resistant when it is not very much affected by wide variations introduced by single elements of the set, see Mosteller and Tukey [11]. For example, a resistant version of the mean, as a summary location parameter, is the median.

We illustrate the procedure with the following model:

\[ y_t = (b_0 + b_1 t) s_{ft} + \epsilon_t \]

where \( y_t \), \( b_0 \), \( b_1 \), \( s_{ft} \) and \( \epsilon_t \) are respectively the sales, the base value, the linear trend, the multiplicative seasonal factor, and the random error component.
If the length of the season is $L$, the seasonal factors are defined in such a way that:

$$\sum_{i=1}^{L} s_{ft} = L.$$ 

We estimate the $s_{ft}$'s as follows:

- First estimate the trend $b_t$ as the slope of the line that connects the median sales of the first and the last season of available data. For example, if we have $m$ years (seasons) worth of data, and $\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_m$ denote the median sales for each season, the estimate of $b_t$ would be:

$$b_t = \frac{\tilde{y}_m - \tilde{y}_1}{(m - 1)L}$$

As stated earlier, the reason for using the median instead of the mean is that we can expect the presence of very large or very low demands in the time series that are in fact not due to seasonal variations, but to unpredictable events. Therefore, they should not be incorporated to the estimation of the seasonal factors; in other words, the model should not try to explain accidental variations that most likely do not follow the main seasonal pattern.

- Estimate the base value as the average of the differences between the slope and the summary points:

$$b_0 = \frac{1}{m} \sum_{j=1}^{m} (\tilde{y}_j - \frac{L(2j - 1)}{2} b_1)$$

- Compute the estimates of the seasonal factors period by period ($mL$ of them):

$$\tilde{s}_f t = \frac{y_t}{b_0 + b_1 t} \quad (t = 1, 2, \ldots, mL)$$

- Average all estimates of the same seasonal factor:

$$\bar{s}_f t = \frac{1}{mL} \sum_{j=1}^{m} \tilde{s}_f t + (j-1)L \quad (t = 1, 2, \ldots, L)$$

- Finally, normalize the seasonal factors so that they add to $L$:

$$\hat{s}_f t = \frac{L}{\sum_{j=1}^{L} \bar{s}_f j} \quad (t = 1, 2, \ldots, L)$$
6.2 - COMPUTATION OF THE PSEUDO-SEASONAL FACTORS

The pseudo seasonal factors are used as a first approximation to the real seasonal factors that can not be effectively computed because there is only one season of data for each item. They are used to group items that have similar seasonal behavior. The pseudo seasonal factors should be computed only for the items that do not present a long span of zero demand. The analyst should in each particular situation decide when an item ought to be considered a single season sales item, and therefore deserves separate attention.

As shown in Figure 4, we compute the pseudo seasonal factors as the standardized residuals of a resistant linear model. A resistant line was chosen over a traditional least squares regression line because of the very noisy nature of the data, that would make the model try to explain exceedingly high or low sales, and therefore would deteriorate the goodness of the whole set of psf's. For a discussion of the properties of resistant regression, see Vellman and Hoagin [18]. The technique and the computation of the psf's consist of the following steps:

- Divide the time horizon into three equal length time periods.

- Find the median of the sales in each division and define the "summary points" (median time period, median sales) for each third. Note that for a twelve month data set, the medians of the time (the explanatory variable), are for each third 2.5, 6.5, and 10.5. Let us denote the three summary points by $(x_i, y_i), (x_m, y_m)$ and $(x_h, y_h)$ respectively from early time periods to later time periods.

- Estimate the slope of the resistant line $b$ from the end summary points:

$$b = \frac{y_h - y_i}{x_h - x_i}$$

- Calculate the intercept:

$$\hat{a} = \frac{1}{3}[(y_i - \hat{b}x_i) + (y_m - \hat{b}x_m) + (y_h - \hat{b}x_h)]$$

- Compute the psf's:

$$psf = \frac{y_h - (\hat{a} + \hat{b}t)}{\hat{a} + \hat{b}t}$$
GROUPING THE ITEMS BY DEMAND SHAPES

Prior to the use of the algorithm described in the present section, it is recommended that outliers be identified.

**Non seasonal items:**

Items with many changes of sign in the psf's should be considered non seasonal due to their erratic behavior. The analyst should decide in each case when to consider an item to be non seasonal; note for instance that up to four changes of sign include items with two high selling seasons.

**Outliers reduction:**

To detect some of the often unpredictable, non stationary peaks or drops in sales, we compute, for each month, the “outside” and “far out” psf's of the whole population, and bring them to the monthly “inner fence”. The nomenclature and concepts conform to Tukey [17].

When some a priori knowledge about possible grouping of the items by seasonalities is available, we still compute the pseudo seasonal factors as indicated in section 7.2, but the trimming is done class by class instead of to the overall sample at once.
The following definition is used in what follows:

Definition:

The “sign distance” between two time series \( x_t \), \( t = 1, 2, \ldots, T \) and \( y_t \), \( t = 1, 2, \ldots, T \), is defined as

\[
D(x, y) = \sum_{t=1}^{T} d_{\text{sign}}(x_t, y_t)
\]

where

\[
d_{\text{sign}}(u, v) = \begin{cases} 
0, & \text{if } uv \geq 0 \\
1, & \text{if } uv < 0
\end{cases}
\]

Note that the distance between two time series of \( T \) periods is bounded by zero and \( T \). The distance is zero when the sign of the elements of the two series are the same period by period (or at least one of them is zero), and it is \( T \) when all elements are nonzero and there is no agreement between their signs in any period. The distance between two items will be small whenever their demand profiles go “up and down” in the same phase, regardless of their amplitude.

In order to group the items that have the same demand shape, the following variation of the leaders algorithm described in Hartigan [7] is used:

- Select several leaders or “fundamental demand shapes” with the help of the manager of the company or according to past experience. The leaders are represented as series of ones and minus ones. For example, a leader consisting of ones from period one to six and minus ones thereafter, will match with items in the population that have high sales from January to June and low sales from July to December.

- For each item in the population, compute the “sign distance” between its sequence of pseudo seasonal factors and each leader.

- Assign the item to the closest leader.

Note that this is equivalent to putting in the same class all the items that have high sales and low sales in the same periods disregarding their relative variation.

It is common practice to consider as being zero the pseudo seasonal factors that are within a given
band around zero. Since the distance of zero to any number is zero according to the definition of the sign distance, this procedure tends to reduce the number of errors induced by the noise inherent to the data.

Under the assumption that the leaders selected by the managers truly represent all the fundamental seasonal patterns in the population, it can be shown that the classification rule stated above selects the maximum likelihood estimator of the pattern to which a particular item belongs. This is formally stated and proved in what follows.

Given a sequence \( \{x_t\} \) let

\[
\text{sign}(x_t) = \begin{cases} 
+1, & \text{if } x_t > 0 \\
0, & \text{if } x_t = 0 \\
-1, & \text{if } x_t < 0 
\end{cases}
\]

**Assumptions:**

1) The time series formed by the signs of the seasonal factors of any item in the population is equal to one of the defined leaders. Let us call \( \Psi \) the set of \( L \) leaders, each one a time series of \( T \) elements with components 1 or -1:

\[
\Psi := \{ \{z_{l,1}, z_{l,2}, \ldots, z_{l,T}\} ; l = 1, 2, \ldots, L \}
\]

2) Our observation of the signs of the pseudo seasonal factors \( \{psf_1, psf_2, \ldots, psf_T\} \), for the item considered, is one of the leaders \( l \in \Psi \) affected by an error component of the form:

\[
\text{sign}(psf_l) = z_{l,t} \epsilon_t
\]

and where

\[
\epsilon_t = \begin{cases} 
+1, & \text{with probability } p_+ \\
0, & \text{with probability } p_0 \\
-1, & \text{with probability } p_-
\end{cases}
\]

\( p_+ > p_- \), and \( \epsilon_t \) \( t = 1, 2, \ldots, T \) are independent identically distributed random variables. The error component \( \epsilon_t \) needs not be the same for all items. For simplicity of notation we will denote \( \text{sign}(psf_l) \) by \( \overline{psf_l} \).
Proposition 6.1:

The maximum likelihood estimator \( \hat{l} \) of the leader \( l \) that generated the observation \( \{psf_1, psf_2, \ldots, psf_r\} \) is the \( l \in \Psi \) such that the sign distance \( D(psf, \hat{l}) \) in the minimum for all elements of \( \Psi \).

Proof:

The likelihood function \( f(psf|l) \), the probability that the leader \( l \) generated the observation \( psf \), is:

\[
f(psf|l) = \prod_{psf_i = R_1} p_+ \prod_{psf_i = 0} p_0 \prod_{psf_i = -R_1} p_-
\]

But, since \( D(psf, l) \) is "counting" the number of times the leader \( l \) and the signs of the observed pseudo seasonal factors have the opposite sign, we can rewrite,

\[
f(psf|l) = p_+^{\text{periods with right sign}} p_0^{\text{of zeroes}} p_-^{\text{wrong sign}} =
\]

\[
= p_+^{\text{periods with right sign}} p_0^{\text{of zeroes}} p_-^{\text{wrong sign}} = p_+^{\text{periods with right sign}} p_0^{\text{of zeroes}} p_-^{\text{wrong sign}} =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \left( \frac{p_-}{p_+} \right)^{D(psf, l)}
\]

Therefore, the maximum likelihood estimator of \( l \) will be:

\[
\max_{l \in \Psi} f(psf|l) = \max_{l \in \Psi} \left\{ p_T \left( \frac{p_0}{p_+} \right)^{n_0} \left( \frac{p_-}{p_+} \right)^{D(psf, l)} \right\} =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \max_{l \in \Psi} \left( \frac{p_-}{p_+} \right)^{D(psf, l)} =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \min_{l \in \Psi} D(psf, l) =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \left( \frac{p_-}{p_+} \right)^{\min_{l \in \Psi} D(psf, l)} =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \left( \frac{p_-}{p_+} \right)^{\min_{l \in \Psi} D(psf, l)} =
\]

\[
= p_T \left( \frac{p_0}{p_+} \right)^{n_0} \left( \frac{p_-}{p_+} \right)^{\min_{l \in \Psi} D(psf, l)} = f(psf|\hat{l})
\]
where

\[ D(psf, l) = \min_{i \in \Psi} D(psf, l) \]

Two displays are presented in order to determine if the chosen leaders are fully representative of the main profiles present in the population.

Figs. 5. and 6. present a typical output corresponding to one leader. Fig. 5. shows the leader in the squared points and the average sign of all items in the class month by month. The intent of the plot is to show how close the items of the class are to their leader considering only the sign of their pseudo seasonal factors. Average values near to those specified for the leader imply that most of the items have the expected sign, and average values in the opposite side of the zero line, imply that more items have the wrong sign in the period in question.

Figure 6. plots the median of the psf's in the class for each month, together with the 25 and 75 percentiles.

With those plots the analyst is able to decide if the leader of the class has in fact a substantial chunk of the item population following it. A few trials are enough in most practical cases to determine a reasonably good set of leaders.

Up to this point we have divided the set of items under analysis into classes of items that present the same shape of seasonal pattern but that may differ regarding the amplitude of the variation. The next step is to unify such amplitudes, that is, group the items (within each class formed by the leaders algorithm), that have close relative variation with respect to the average demand. This will allow us to hypothesize that all items that fall in the same class have the same multiplicative seasonal factors.

This second grouping is done via the hybrid clustering algorithm described by Wong [23]. This algorithm does not require either a priori determination of the number of clusters nor a set of arbitrary "centers". It tries to identify natural breaking points in the spectrum of different seasonal amplitudes. In the situations where there is a dense set of intermediate values of amplitudes, the algorithm may be unable to find such natural gaps to divide the population. In this case, if the difference between the "most"
and the "least" seasonal item is large enough so that we cannot assume that their difference is due to randomness, the population in the class must be divided into strata by the analyst.

6.4 - COMPUTATION OF THE CLASS SEASONAL FACTORS

The result of the hybrid clustering algorithm is a set of groups of items that present similar seasonal behavior. At this point, it is not unreasonable to assume for practical purposes that all items in the same
cluster have the same seasonal factors, and that the differences they present are due to unpredictable variations. We are therefore able to compute estimates of the seasonal factors for the items in the cluster. A procedure similar to the one described in 6.1 for several observations of the same item can be used. It has to be adjusted to the fact that now, different observations come from different items and therefore, their trends and base values need not to be the same.

The computations reduce to averaging the pseudo seasonal factors of all the items in the class. These averages are directly supplied by the cluster analysis algorithm. Only a scaling in order to get them to add to the length of the season, usually twelve, is needed.

Forecast-Errors Estimation

With the estimates of the seasonal factors on hand, we can apply the desired forecasting algorithm. The period by period standard errors of such simulation are the estimates of the forecast errors of the item. We illustrate this procedure with actual data in the next section.

7. AN APPLICATION

7.1. DESCRIPTION OF THE DATA SET

In this section we illustrate the procedures detailed in the previous sections by applying them to a set of 7464 items drawn from a real situation. In this application the whole population is used for the determination of seasonal patterns and forecast errors, but we recur to stratified sampling to estimate cycle and safety stocks.

The data was obtained from a wholesaler firm interested in evaluating the performance of its own inventory control system. In particular, the management of the company wanted to know whether it was possible to improve the service level given to customers without increasing their current annual inventory holding cost of 60 million dollars. The aim of the analysis was to estimate cycle stocks and the forecast errors attainable by an exponential smoothing technique, and to compute the maximum service level (as expected proportion of serviceable demand) that could be delivered with the aforementioned sum of 60...
The structure of the product line and the information provided for the analysis can be summarized as follows:

a) **Multi-Period Items.** A total of 6479 items fall into this category. They are non-perishable items. For each of these items, twelve observations of monthly demand and their corresponding holding and setup cost are available. Out of the 6479 items contained in this category, 1514 are “independent” items. An item is called independent whenever there are no economies of scale in ordering it together with any other item in the whole population. The remaining 4965 items belong to 85 families. A family is composed of a number of items sharing the same ordering cost. A given family contains anywhere from 200 to 45 items.

b) **Single-Period Items.** The remaining items, a total of 985, have a single non-zero demand period. The company, therefore, either has to keep the non-sold items in stock for a full year, or has to sell them under-priced. For each of these items, estimates of their expected annual sales and their variability, as well as under and over stock costs are known. Single-period items represented a very small percentage of the total demand, only 1.4%.

### 7.2. ESTIMATION OF THE FORECAST ERRORS

The algorithm described in section 6 was applied to the whole population of 6479 multi-period items. The first step, according to Fig 3, consisted in determining the pseudo seasonal factors. Next, a program to check for the presence of non-seasonal items (more than four changes of sign) was run. 1485 items were found with erratic behavior and removed from the analysis, with their multiplicative seasonal factors set to 1 for all time periods. The same program computes the hinges of the pseudo seasonal factors period by period and reduces the outliers to the outer fences (nomenclature follows Tukey [17].) A summary of the reductions made is shown in the table of figure 7, where the values of the fences and the number of
items trimmed on each side are displayed.

The next step was to identify the fundamental shapes or leaders for the classification. Given the nature of the company and with the aid of its management it was decided before the start of the analysis that eight fundamental shapes of demand representing all items was a reasonable first guess.

The eight "leaders" chosen were:

1: high winter demand (November to April)
2: high spring and fall demand (March to May and September to November)
3: high summer and winter demand (December to February and June to August)
4: high summer demand (May to October)
5: high peak summer demand (June to August)
6: high spring demand (March to May)
7: high peak winter demand (December to February)
8: high fall demand (September to November)

After the trimming, the classification algorithm itself was run. It partitioned the population into eight classes, one for each leader. The results of the classification are shown in figure 8. The two entries of the table are the class number and the sign distance to its leader. For each class, the number of items that are at a given distance is displayed.

Of the plots made to judge the goodness of the leaders, only those corresponding to leader number one are discussed here. They were shown in figures 5 and 6. In figure 5, the leader is plotted with square points, and the average sign of the class with triangles. In January (month one) we observe that the fit is quite poor: The leader has a plus one, but more items have low demand (negative sign) than high demand. On the other hand, in November, for example, a large number of the items have high demand, and therefore, follow its leader.

A better appreciation of the homogeneity of the items in the class may be obtained from Fig.6. It represents the 25 percentile, median and 75 percentile of the true seasonal factor. (This median should not
Fig. 7. Pseudo Seasonal Factors Statistics Period by Period

Fig. 8. Classification Summary Statistics

be confused with the "sign" average represented in figure 5.) Examining Fig.6, we see that in almost all
months, more than 75 percent of the items have the right sign in the pseudo seasonal factor. Particularly
good are June, September and November.

After analyzing the results of the assignment algorithm for all eight leaders, it was decided that they
represented well enough the item population, and that they could be kept as the true “representatives”
of all possible demand shapes. The poor fit that is observed in period one, not only for leader number
one shown here but for all the leaders that call for high demand in the first period, was explained by
the managers of the company as due to exceptional circumstances (a strike) which forced the sales to be
much lower than usual for all items.

With the items grouped by demand shapes, the next step was to subdivide the classes with regard
to the absolute value of their seasonalties. This was done according to the Euclidean distance between
time series of pseudo seasonal factors. The clustering algorithm of Wong [23] was used for that purpose.
The algorithm tries to identify natural groups among all items belonging to the same class. In our case
the algorithm was not able to differentiate natural partition points in any of the eight classes. In those
cases, the conclusion is that there is a continuum between the most seasonal of the items and those having
the most uniform demands. Following the recommended procedures for such instances, we divided each
class into four subclasses containing items with close relative variation. The thirty two classes obtained
captured satisfactorily the characteristics of the items under study. This subdivision was done using the

After this last classification, we hypothesized that all the items in the same subclass have the same
multiplicative seasonal factors. With such hypothesis, the estimation of the seasonal factors was done
according the procedure described in 6.4.

The results, for class one, are displayed in Fig.9. As expected, the four sets of seasonal factors have
the same general shape as the leader. The “square” series belong to the least seasonal items while the
“black dots” correspond to the most varying one. An interesting point is risen by the “circle” seasonal
factors set; note that the January seasonal factor is the lowest in the whole group, and moreover, it is in
Fig. 9. Multiplicative Seasonal Factors of Class 1

contradiction with the leader. A close examination of the items contained in this subclass, showed that a large number of them had zero demand in January, but the rest of the year clearly conforms with the high winter sales item.

Once a set of seasonal factors has been assigned to each item, the simulation detailed in section 6.5 was run. The forecasting technique used was the exponential smoothing of Winters [22] with $\alpha = .3$ for the first three periods and $\alpha = .2$ thereafter.

7.3. - ESTIMATION OF THE LEVELS OF CYCLE AND SAFETY STOCK

The taxonomy of figure 1 was applied to our data set. As commented earlier, only three clearly different classes were present. The properties of the items in each class were:


The items that fall in each class were analyzed as follows:

a) This class consisted of 1514 items. It was reasonable to assume that a moderately sophisticated inventory control system would model the behavior of these items using the Dynamic Programming technique of Wagner and Within [20].

An exhaustive simulation would require the solution of 1514 dynamic programs. This is not an extraordinary number of problems to be solved, but for illustrative purposes, we decided to sample this class. Prior to the sampling, and according to the procedure detailed in section 5, the items were sorted by demand and divided into four strata. A proportional sample of 150 items was chosen, and the simulation run. The random fluctuation of the demand was absorbed by a safety stock.

b) 85 families of items were present in this class. It was assumed that the random component of the demand of the individual items was absorbed by a safety stock. The sets of items in each family, share ordering costs and have deterministic varying demands. These are the conditions required to apply the aggregate algorithm described in section 2.2 of [3].

The company under study computes inventory holding costs as a fixed proportion of the value of the item. In our application, the unit inventory holding costs were constant over time. As stated in Proposition 2.8 of [3], this is a sufficient condition to guarantee the optimality of the aggregate model.

Given that the number of families was only 85, it was decided to use them all in the analysis. This class, therefore, did not add any variance to the total inventory estimates.

c) The same sampling procedure described in (a) was used to select 200 items out of the 985 in the single season class. They were modeled using the classical news-boy algorithm [14].

7.4. - RESULTS OF THE SIMULATION

The results of the simulation are summarized as follows (\( K \) is the factor that multiplies the standard deviation of the forecast error in order to compute the safety stock level, and for illustrative purposes it
is assumed constant for all items):

Independent Multiple Period Items: \( E[\text{Total Cycle Stock}] = 20.38 \text{ Million Dollars}; \sigma^2_{TCS} = 2.26 \times 10^{12} \) Dollars; \( E[\text{Total Safety Stock}] = 2.66 K \text{ Million Dollars}; \sigma^2_{TSS} = .23 \times 10^{12} K^2 \) Dollars;

Multiple Item Multiple Period Families: Total Cycle Stock = 25.45 Million Dollars; Total Safety Stock = 1.98 \( K \) Million Dollars;

Single Period Items: \( E[\text{Total Stock}] = .29 \text{ Million Dollars}; \sigma^2_T = 56 \times 10^6 \) Dollars;

TOTALS: Total Cycle Stock = 46.12 Million Dollars; \( \sigma_{TCS} = 1.50 \times 10^8 \) Dollars; Total Safety Stock = 4.64 \( K \) Million Dollars; \( \sigma_{TSS} = .48 K \times 10^6 \) Dollars.

Therefore, assuming that our estimates of the cycle and safety stocks are estimates of independent random variables, the 95.4% confidence intervals of the total inventory \( (TI) \) as a function of \( K \) are (Note that the contribution to the total variance of the single-period items is negligible):

\[
\text{Pr}(46.12 + 4.64K - 2(2.26 + .23K^2)^{\frac{1}{2}} < TI < 46.12 + 4.64K + 2(2.26 + .23K^2)^{\frac{1}{2}} = .9546}
\]

A graphic representation of this interval is given in figure 10.

Observing the graph in figure 10, we can phrase the conclusion of our analysis as follows:

If the company sets its service level, constant throughout the population, at 99.8%, and uses the Wagner-Within and News-Boy algorithms to compute lot sizes for the appropriate items, the expected total inventory cost will be the current figure of 60 Million Dollars. On the other hand, if the service level is set at 95.4%, there is a .954 probability that the total inventory cost will be between 58.9 and 51.8 Million Dollars.

Figure 11 allows the management of the company to set service levels according to the desired inventory investments. This graph is an example of the so called trade-off curves already popular in inventory control theory [6],[14], with the important addition of confidence intervals.
8. SUMMARY AND CONCLUSIONS

In this paper we discussed a more general systematic methodology to perform a diagnostic analysis of an ongoing inventory system than the one developed in [3]. The procedure, although statistical in nature, uses the deterministic aggregate models introduced in [3] and [4], as sub-models whenever their prerequisites to provide accurate bounds are met.

The algorithm to estimate forecast errors with one year of seasonal data, described in section 6, is applicable to many real situations. This is largely due to the fact that companies do not usually keep in file demand observations for the number of years needed to apply the classical forecasting techniques.

The classification algorithm "by shapes" of section 6.3 has a practical value in itself. It can be viewed under certain conditions as a maximum likelihood procedure to group similar elements in a set. For example, assume that $S$ is a set of $N$ elements $\{s_i \in S, i = 1, 2, \ldots, N\}$, and that each element has associated to it an attribute vector of the form $[a_i^1, \ldots, a_i^p]$, where $p$ is the number of attributes, and $a_i^j$ is $1$ if element $i$ possesses attribute $j$, $-1$ if it does not possess it, and $0$ if attribute $j$ is irrelevant.
to item \(i\). Assume further that we are able to define a set of \(L\) leader-vectors with \(p\) attributes which observations are subject to errors of the same nature as those described at the end of section 6. Under these circumstances, it readily follows that Proposition 6.1 holds, and therefore the algorithm of section 6.3 performs a maximum likelihood grouping of the elements of \(S\) around the \(L\) leaders.
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APPENDIX

Proposition A.1:

If $a \in [0, 1)$, $b \in (0, 1]$ and $s \in (0, 1)$, then

$$\Delta = \frac{(b^s + 1 - y^s + 1)^2}{b^s - y^s} + \frac{(y^s + 1 - a^s + 1)^2}{y^s - a^s} - \frac{(b^s + 1 - a^s + 1)^2}{b^s - a^s} \geq 0$$

for all $a < y < b$.

Proof:

Since $y \in (a, b)$, $y^s \in (a^s, b^s)$. Therefore, at least one of the following cases hold:

1) $b^s - y^s \leq y^s - a^s$

2) $b^s - y^s \geq y^s - a^s$

Assume 1) holds. Then

$$\Delta \geq \frac{(b^s + 1 - y^s + 1)^2}{y^s - a^s} + \frac{(y^s + 1 - a^s + 1)^2}{y^s - a^s} - \frac{(b^s + 1 - a^s + 1)^2}{b^s - a^s} \geq 0$$

by the triangular inequality and $b^s - a^s > y^s - a^s$.

In case 2),

$$\Delta \geq \frac{(b^s + 1 - y^s + 1)^2}{b^s - y^s} + \frac{(y^s + 1 - a^s + 1)^2}{b^s - y^s} - \frac{(b^s + 1 - a^s + 1)^2}{b^s - y^s} \geq 0$$

by the triangular inequality and $b^s - y^s > b^s - a^s$.

Definitions and Assumptions:

The following assumptions will be used throughout this appendix:

- The analysis is performed with a family of $N$ items.

- $z_i \in \mathbb{R}, i = 1, 2, \ldots, N$ denote the value of a given attribute of item $i$. Examples of such attribute are cycle inventory, dollar usage, etc.
- The possible values of \( x_i \) are bounded by 0 and \( M \) \((0 \leq x_i \leq M)\).

- The parameter of interest is \( X = \sum_{i=1}^{N} x_i \), the class total of the attribute.

- Although we have a finite number of items in the population, we will assume that \( N \) is sufficiently large to justify the approximation of treating the attribute \( X \) as a continuous random variable.

- The cumulative distribution of the item attribute \( x \), for the population of the \( N \) items is given by:

\[
P(x \leq x^o) = \frac{x^o}{M^o} \quad o \in (0, 1).
\]

That is, the underlying distribution is of the form:

\[
f(x) = \frac{x}{M} \left( \frac{x}{M} \right)^{s-1} \quad x \in [0, M]
\]

This distribution has been found, by Hausman et al. [8], to fit fairly accurately the classical “ABC” curves present in inventory problems.

Let \( X_h, \tilde{X}_h, \hat{X}_u \) and \( \tilde{X}_p \) be respectively the total of the attribute in strata \( h \), its estimate, the estimate of the population total computed by uniform sampling, and the estimate of the population total by proportionally allocated stratified random sampling. In addition, let \( \Omega \) be a partition of the interval of variation of attribute \( x \)

\[
\Omega = \{0, z_1, z_2, \ldots, z_{L-1}, M\} \quad z_i < z_j \quad if \quad i < j
\]

that is, a partition of \([0, M]\) in \( L \) subintervals \([0, z_1], [z_1, z_2], \ldots, [z_{L-1}, M]\). For each partition \( \Omega \), let \( \{N_j\}_{j=1}^{L} \) with \( \sum_{j=1}^{L} N_j = N \) denote the number of items that fall into each subclass. A sample of size \( n \) is said to be “proportionally allocated” among strata \( \Omega \) if the number of items sampled in a particular class \( l \), \( n_l \), is proportional to \( N_l \), that is:

\[
\frac{n_1}{N_1} = \frac{n_2}{N_2} = \cdots = \frac{n_L}{N_L} = \frac{n}{N}.
\]

Under these assumptions and definitions, the following result holds:
Proposition A.2.: For a given sample size \( n \), the variance of the estimate of the class total, \( \hat{X} \), for any partition \( \Omega \) and proportional allocation of the sample, is always smaller than the one obtained by uniform sampling on the interval \([0, M]\).

**Proof:**

When sampling with replacement, the variance of \( \hat{X}_u \) (uniform sampling) is given by the expression,

\[
V(\hat{X}_u) = N^2 \frac{N - n}{N} \frac{v_z^2}{n}
\]

where \( v_z^2 \) is the variance of the attribute \( z \). Since

\[
v_z^2 = E[z^2] - (E[z])^2,
\]

\[
E[z^2] = \int_0^M x^2 f(x) dx = \frac{s}{M^2} \int_0^M x^{s+1} dx = \frac{1}{M^2} \frac{1}{s+2} |x^{s+2}|_0^M = \frac{s}{s+2} M^2
\]

and

\[
E[z] = \int_0^M xf(x) dx = \frac{1}{M^2} \int_0^M sx^s dx = \frac{s}{s+1} M.
\]

It follows that

\[
V(\hat{X}_u) = \frac{N(N - n)}{n} \frac{s}{s+2} - \frac{s^2}{(s+1)^2}.
\]

On the other hand, using proportional allocation, the value of the variance \( \hat{X}_p \) is given by:

\[
V(\hat{X}_p) = \frac{N - n}{n} \sum_{h=1}^{L} N_h v_h^2
\]

where \( N_h \) and \( v_h^2 \) are respectively the number of items and the variance on the attribute \( z \) in strata \( h \).

The value of \( v_h^2 \) can be readily computed considering that the distribution of \( z \) in the interval \([z_{h-1}, z_h] \), strata \( h \), is of the form:

\[
f_h(x) = \frac{1}{K_h} \frac{1}{M^s} x^{s-1}, \quad K_h = \int_{z_{h-1}}^{z_h} \frac{1}{M^s} x^{s-1} dx
\]
or,

\[ f_h(x) = \frac{1}{z_h^s - z_{h-1}^s} s x^{s-1}. \]

Since

\[ E_h[x] = \int_{z_{h-1}}^{z_h} x f_h(x) dx = \frac{1}{z_h^s - z_{h-1}^s} s \int_{z_{h-1}}^{z_h} x^s dx = \frac{s}{s+1} \frac{z_h^{s+1} - z_{h-1}^{s+1}}{z_h^s - z_{h-1}^s}, \]

and

\[ E_h[x^2] = \int_{z_{h-1}}^{z_h} x^2 f_h(x) dx = \frac{1}{z_h^s - z_{h-1}^s} s \int_{z_{h-1}}^{z_h} x^{s+1} dx = \frac{s}{s+2} \frac{z_h^{s+2} - z_{h-1}^{s+2}}{z_h^s - z_{h-1}^s}, \]

then

\[ V_h(x) = \frac{s}{s+2} \left( \frac{z_h^{s+2} - z_{h-1}^{s+2}}{z_h^s - z_{h-1}^s} \right)^2 - \frac{s^2}{(s+1)^2} \left( \frac{z_h^{s+1} - z_{h-1}^{s+1}}{z_h^s - z_{h-1}^s} \right)^2, \]

and therefore,

\[ V(\hat{X}_p) = \frac{N - p}{n} \sum_{h=1}^{L} N_h \left[ \frac{s}{s+2} \left( \frac{z_h^{s+2} - z_{h-1}^{s+2}}{z_h^s - z_{h-1}^s} \right)^2 - \frac{s^2}{(s+1)^2} \left( \frac{z_h^{s+1} - z_{h-1}^{s+1}}{z_h^s - z_{h-1}^s} \right)^2 \right]. \]

The number of items in strata \( h \), interval \( [z_{h-1}, z_h) \), because of the continuity approximation, can be computed as:

\[ N_h = N \int_{z_{h-1}}^{z_h} f(x) dx = \frac{N}{M^s} (z_h^s - z_{h-1}^s) \]

which leads to:

\[ V(\hat{X}_p) = \frac{N - n}{n} \sum_{h=1}^{L} \frac{N}{M^s} \left[ \frac{s}{s+2} \left( \frac{z_h^{s+2} - z_{h-1}^{s+2}}{z_h^s - z_{h-1}^s} \right)^2 - \frac{s^2}{(s+1)^2} \left( \frac{z_h^{s+1} - z_{h-1}^{s+1}}{z_h^s - z_{h-1}^s} \right)^2 \right]. \]

Therefore, \( V(\hat{X}_p) < V(\hat{X}_u) \) if and only if

\[ F_{11} = \frac{1}{M^{s+2}} \sum_{h=1}^{L} \frac{(z_h^{s+1} - z_{h-1}^{s+1})^2}{z_h^s - z_{h-1}^s} > 1. \]
In order to prove this inequality, let us define \( y_h = \frac{d_h}{h} \) (note that \( y_h > y_k \) if and only if \( k > h \)).

Then,

\[
F_\Omega = \frac{1}{M^2+2} \sum_{h=1}^{L} \frac{(y_{h+1} - y_{h-1})^2}{y_{h} - y_{h-1}}
\]

\[
= \sum_{h=1}^{L} \frac{(y_{h+1} - y_{h-1})^2}{y_{h} - y_{h-1}}
\]

The proof of \( F_\Omega > 1 \) for any partition \( \Omega \) is carried out by the following inductive argument:

1) Assume \( \Omega_1 = \{0, y, M\} \), where \( y \in (0, 1) \), that is, \( \Omega_1 \) is a non trivial two strata partition of \([0,M]\).

\[
F_{\Omega_1} - 1 = \frac{(y+1)^2}{y} + \frac{(1 - y+1)^2}{1 - y} = y^2 + \frac{1 + y^2 - 2y}{1 - y} - 1 = y^2 + 2y + 1 - 1 = (y - 1)^2 > 0.
\]

2) Assume that for a given partition \( \Omega_L \) of \( L \) intervals, the corresponding \( F_{\Omega_L} > 1 \) and that a new point \( y_M \) is introduced between \( z_k \) and \( z_{k+1} \) creating the partition \( \Omega_{L,v} \). Note that \( 0 \leq y_k < y < y_{k+1} \leq 1 \).

Thus, the difference between the new expression \( F_{\Omega_{L,v}} \) and \( F_{\Omega_L} \) is given by:

\[
F_{\Omega_{L,v}} - F_{\Omega_L} = \frac{(y_{k+1} - y_k)^2}{y_{k+1} - y_k} + \frac{(y_{k+1} - y_k)^2}{y - y_k} - \frac{(y_{k+1} - y_k)^2}{y_{k+1} - y_k}
\]

and, by proposition A.1. proved before:

\[
F_{\Omega_{L,v}} - F_{\Omega_L} \geq 0
\]

and consequently

\[
F_{\Omega_{L,v}} > 1
\]

It is worth noting at this point that \( \hat{X}_p \) is an unbiased estimator of the class total \( X \):
If $\hat{X}_h$ is the estimate of the population total in strata $h$:

$$E[\hat{X}_p] = E[\sum_{h=1}^{L} \hat{X}_h] = \sum_{h=1}^{L} E[\hat{X}_h] = \sum_{h=1}^{L} X_h = X$$

The fact that $E[\hat{X}_h]$, the expected value of the estimate of the total in strata $h$ is in fact $X_h$ is a consequence of the properties of uniform sampling within a strata. We have proven in this appendix that in order to estimate the aggregate attribute $X$, we obtain smaller variances using a stratified technique than sampling the whole population uniformly.
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