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1. Introduction

A wide range of power system expansion planning techniques require a very large number of solutions for the real power flows in the lines for a given transmission network. A prime example is of course the design of the transmission network itself but multiple line flow solutions can also be required in generation expansion planning and in the associated reliability studies. The use of complete "A-C load flow" iteration techniques for solving the exact nonlinear equations can easily lead to prohibitive computation requirements. Therefore there is a definite need for approximate transmission line models and solution techniques.

It is the purpose of this paper to investigate and compare three approximate models and solution techniques.

1) "D-C Load Flow Model"

2) "Transshipment Model" - Linear Programming

3) "Ford-Fulkerson Model"

The models are listed in order of decreasing accuracy and increasing computational efficiency. These approximate models are not new. The value of this report lies in the comparison of their natures. We shall try to isolate some of the pitfalls that one might encounter in using those methods, and point out in what circumstances they will give meaningful results.
2. "Exact" Model

It is always possible to represent a three-phase transmission line by the following so-called \( \pi \)-model:

![Diagram of \( \pi \)-model](image)

The inductance \( L \) represents the self-inductance of each phase in the line, and the mutual inductance between phases.

The resistance \( R \) represents the resistance of all three phases.

The shunt admittances \( C \) and \( Y_{sh} \) account for the capacitance and the shunt conductances between the three phases, and each phase and the ground.

The above model is used by engineers for detailed technical studies, especially if the line is very long (more than 200 miles). If the line is not too long, or if less than perfect accuracy is desired, the shunt elements can be neglected.

Note:

1) the shunt conductance is usually neglected, even in very detailed studies;
2) if the line is very long and if the shunt capacitance becomes too important, it is usually partially eliminated by installing shunt inductors at both ends of the line.

For these reasons, we shall consider as our "exact" model of a transmission line the following model, containing only series elements:

\[
\begin{align*}
\text{Bus } i & \quad \text{P}_{ij} \quad X \quad R \quad \text{Bus } j \\
V_1/\delta_i & \quad \text{P}_{ji} \\
\end{align*}
\]

Figure 2

where \( X = J \omega L \).

The real power flows in a line connected between buses \( i \) and \( j \), with bus voltages \( V_i/\delta_i \) and \( V_j/\delta_j \), can be computed as follows:

The complex powers \( S_{ij} \) and \( S_{ji} \) are given by the expression:

\[
S_{ij} = \overline{P}_{ij} + jQ_{ij} = \overline{V}_i \overline{V}_j^* = \overline{V}_i \frac{V_i^* - V_j^*}{Z^*} = \frac{V_i^2 - V_i V_j e^{j(\delta_i - \delta_j)}}{R - jX} \quad (1) \quad \dagger\dagger
\]

\[
S_{ji} = \frac{V_i^2 - V_i V_j e^{j(\delta_j - \delta_i)}}{R - jX} \quad (2)
\]

\( \dagger \) Quantities with a superbar (\(^\bar{}\)) are complex quantities. For example \( \overline{V}_i = V_i/\delta_i = V_i e^{j\delta_i} \).

\( \dagger\dagger \) An asterisk (*) indicates the complex conjugate of a complex quantity.
After separating real and imaginary parts in the above equations, we get:

\[ P_{ij} = \frac{1}{R^2 + X^2} \left( RV_i^2 - RV_i V_j \cos(\delta_i - \delta_j) + XV_i V_j \sin(\delta_i - \delta_j) \right) \]  

(3)

\[ P_{ji} = \frac{1}{R^2 + X^2} \left( RV_j^2 - RV_j V_i \cos(\delta_i - \delta_j) - XV_i V_j \sin(\delta_i - \delta_j) \right) \]  

(4)

An expression for the losses in line \( ij \) can be obtained by adding equations (3) and (4):

\[ P_L = P_i + P_j = \frac{1}{R^2 + X^2} \left[ R(V_i^2 + V_j^2) - 2RV_i V_j \cos \delta \right] \]  

(5)

If all voltages are inserted in these formulas in line values and kilovolts, then all powers will come out as three-phase megawatts. If the voltages are expressed in the per unit system, the powers will be in three phase, per unit megawatts.

The reader will appreciate the fact that even for this simplified model of a transmission line, the equations describing the power flows are nonlinear, and usually not amenable to an analytic solution. Even for a small system involving only a few buses, the only method of solution of these equations is a recursive solution algorithm on a digital computer.
3. Simplified Model I (D-C Load Flow)

Equations (3) and (4) can be greatly simplified if we make the following assumptions:

a) R is small compared to X. Transmission lines are usually designed so that \( R < |X|/10 \). Since real power losses are related to R, utilities are interested in having small line resistances.

b) The bus voltage magnitudes \( V_i \) and \( V_j \) are almost equal. This is usually true in practice, since too large a variation in bus voltage magnitudes can make for damaged equipment, unreliable operation and angry customers. \( V_i \) is usually equal to \( V_j \) to within plus or minus 5%.

c) The difference in voltage angles \( (\delta_i - \delta_j) \) is small. It is a fact that \( (\delta_i - \delta_j) \) seldom exceeds 15°, mainly for stability reasons. In this range of values:

\[
\sin (\delta_i - \delta_j) \approx (\delta_i - \delta_j) \\
\cos (\delta_i - \delta_j) \approx 1
\]

Using these approximations we obtain for \( P_{ij} \) and \( P_{ji} \):

\[
P_{ij} \approx \frac{V_i^2}{X} (\delta_i - \delta_j) \quad (6)
\]

\[
P_{ji} \approx \frac{V_j^2}{X} (\delta_j - \delta_i) \quad (7)
\]

We can obtain a similar expression for \( P_L \) by using the
approximations in equation (5); we get:

$$P_L = \frac{R}{V^2} P_{ij}^2 \quad (8)$$

If $V$ is expressed in per-unit, and if we assume that $V_i = V_j = 1$ PU:

$$P_{ij} = \frac{1}{X_{ij}} (\delta_i - \delta_j) \quad (9)$$

$$P_{ij}^L = R_{ij} P_{ij}^2 \quad (10)$$

We shall from here on refer to the linearized model described by equation 9 as the simplified model I. It is often called a D-C load flow solution.

3.1 Analogy between the simplified model and a resistive network

Let us consider a resistive network where the only active elements are current sources connected to ground, as in figure 3. It is easily seen that equation (9) expresses the relationship between the node voltages and the currents in the resistors if we assume that the real power flows $P_{ij}$ correspond to the currents $I_{ij}$, that the phase angles $\delta_i$ correspond to the node voltages $V_i$, and that the line reactances $X_{ij}$ correspond to the resistances $r_{ij}$. Since the sum of the currents at a node must be zero, the intensity of the current sources $I_i$ must be equal to the load or generation at bus $i$. Similarly, equation (10) can be interpreted as a correspondence between the line losses in the power system and the heat dissipation in the resistive network. Notice,
however, that the line losses are proportional to $R_{ij}$, and not $X_{ij}$. An analogy also exists with the voltage drop in resistor $(ij)$ and the reactive power in line $(ij)$. These conclusions are summarized in table I.
Table I
A Poor Man's View of Power System

A power system can be modeled by a resistive network if the following equivalences are made:

<table>
<thead>
<tr>
<th>Power System</th>
<th>Resistive Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission line with reactance $X_{ij}$</td>
<td>Resistor $X_{ij}$</td>
</tr>
<tr>
<td>Generator or load of intensity $P$</td>
<td>Current source of intensity $I_i \ P_i$</td>
</tr>
<tr>
<td>Bus voltage angle $\delta_i$</td>
<td>Node voltage $v_i = \delta_i$</td>
</tr>
<tr>
<td>Real power losses in line $ij$</td>
<td>Proportional to heat losses in resistor (ij)</td>
</tr>
<tr>
<td>Reactive power in line (ij)</td>
<td>Proportional to voltage drop in resistor (ij)</td>
</tr>
<tr>
<td>Line No.</td>
<td>Linear Model</td>
</tr>
<tr>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>1</td>
<td>79.6</td>
</tr>
<tr>
<td>2</td>
<td>103.9</td>
</tr>
<tr>
<td>3</td>
<td>127.2</td>
</tr>
<tr>
<td>4</td>
<td>93.5</td>
</tr>
<tr>
<td>5</td>
<td>15.2</td>
</tr>
<tr>
<td>6</td>
<td>20.4</td>
</tr>
<tr>
<td>7</td>
<td>26.2</td>
</tr>
<tr>
<td>8</td>
<td>52.65</td>
</tr>
<tr>
<td>9</td>
<td>51.55</td>
</tr>
<tr>
<td>10</td>
<td>174.9</td>
</tr>
<tr>
<td>11</td>
<td>108.6</td>
</tr>
<tr>
<td>12</td>
<td>27.45</td>
</tr>
<tr>
<td>13</td>
<td>26.45</td>
</tr>
<tr>
<td>14</td>
<td>33.35</td>
</tr>
<tr>
<td>15</td>
<td>33.35</td>
</tr>
<tr>
<td>16</td>
<td>241.5</td>
</tr>
<tr>
<td>17</td>
<td>252.4</td>
</tr>
<tr>
<td>18</td>
<td>185.8</td>
</tr>
<tr>
<td>19</td>
<td>267.8</td>
</tr>
<tr>
<td>20</td>
<td>201.15</td>
</tr>
<tr>
<td>21</td>
<td>-191.4</td>
</tr>
<tr>
<td>22</td>
<td>439.8</td>
</tr>
<tr>
<td>23</td>
<td>273.8</td>
</tr>
<tr>
<td>24</td>
<td>135.8</td>
</tr>
<tr>
<td>25</td>
<td>84.8</td>
</tr>
</tbody>
</table>

Line losses: 22.5 MW

Line losses: 40.3 MW
3.2 Matrix solution of the Simplified Model I

Let $P_L$ be the vector of line flows, and $P_b$ be the vector of bus injections. Then $P_L$ can be computed from $P_b$ as follows

$$P_L = Y_p A_T \left[ A_T^T Y_p A_T \right]^{-1} P_b$$

(11)

where:

- $Y_p$: diagonal matrix of line admittances
- $A_T$: reduced bus incidence matrix

See reference (11) for further details.

3.3 Accuracy of Simplified Model I

Simplified model I usually gives, for the real power flows, values accurate to ± 5%. For example, a comparison of lines flows computed using a load flow and the linearized model for a part of the New England power system is given in reference (2).† The agreement between the two methods is excellent. When large errors occur, it is for lines connected to the swing bus, whose generation is adjusted by the load flow to compensate for line losses.

3.4 Uses of Simplified Model I in the literature

Simplified Model I is used often and for many purposes. Here are a few articles making use of this model:

---

† It is repeated here (tables II and III) for easier reference. The network is the same as the one used to illustrate Simplified Model II.
N. V. Awanatidis "The use of objective functions in real power dispatching." (IEEE Winter Power Meeting, 1971)
The authors discuss economic dispatching using equation (11) as a constraint in a linear program.

The authors use Simplified Model I in discussing filtering techniques for state estimation in power systems.

The authors discuss the rescheduling problem using, again, equation (11) as a constraint in a linear program.

L. P. Hadju "On line monitoring of Power System Security."
A. W. Brooks "Transmission Limitations Computed by Superposition."
AIEE transactions, December 1961.

G. A. MacArthur "Techniques and applications of Security Calculations..."


These papers all apply Simplified Model I to the problem of contingency evaluation of line faults.

3.5 Disadvantages of Simplified Model I

For certain types of studies, Simplified Model I still requires too much computation. For example, equation (11) requires a matrix inversion. In network expansion studies, where it is desired to analyze the effects of a multitude of network configurations, it is extremely cumbersome to modify the inverse bus admittance matrix \( \left[ A_r^T Y_f A_r \right]^{-1} \) every time. This brings us to the next model.
4. Simplified Model 2 (Transshipment Model)

Suppose we wanted to find the current distribution in Figure 3 that minimizes the heat losses in the resistors, consistent with the current sources at the nodes. That is, we want to solve the following mathematical program:

\[
\text{MP I} \quad \text{Min } z = \sum_{i,j} P_{ij}^2 x_{ij}
\]

subject to \( \sum_{j} P_{ij} = P_i \) at every node \( i \)

Notice that we are deliberately not taking into account Kirchhoff's voltage law in our constraint set. Instead, we rely on the minimization of the objective function to completely specify the currents. We then verify the following interesting result:

"The currents \( P_{ij} \) that minimize the objective function above are precisely those that we would obtain by solving for the currents using both Kirchhoff's voltage and current laws."

In other words, the natural current distribution is the one that produces the minimum amount of heat losses.

Proof: The mathematical program above can be written as:

\[
\text{Min } z = P_{\ell}^T Y_{\ell}^{-1} P_{\ell}
\]

subject to \( A_{\ell}^T P_{\ell} = P_{b_0} \)

We must prove that:

1) \( P_{\ell_0} = Y_{\ell} A_{\ell} \left[ A_{\ell}^T Y_{\ell} A_{\ell} \right]^{-1} P_{b_0} \) is a solution of (13).
2) For any $P_1$, such that (13) holds, $P_1^T Y^{-1}_f P_1 \leq P_0^T Y^{-1}_f P_0$.

We first prove (1):

Clearly $A_1^T P_0 = A_1^T Y_f A_1 [A_1^T Y_f A_1]^{-1} P_0 = P_0$.

So $P_0$ is a solution of (13).

To prove (2):

Let $P_{b_1} = [A_1^T Y_f A_1]^{-1} P_0$.

Then $P_f = Y_f A_1 [A_1^T Y_f A_1]^{-1} P_0 = Y_f A_1 P_{b_1}$.

So $Y^{-1}_f P_f = A_1^T P_{b_1}$.

Proof of (2): Consider now any other solution $P_1$ such that

$A_1^T P_1 = A_1^T P_0 = P_0$.

Then $P_1^T A_1^T P_1 = (A_1 P_{b_1})^T P_1 = (Y^{-1}_f P_0)^T P_1 = P_0^T Y^{-1}_f P_0$.

Also $P_1^T A_1^T P_f = P_{b_1} (A_1^T P_f) = P_{b_1} (A_1^T P_0) = (P_{b_1} A_1^T)^T P_1$.

We therefore have $P_f^T Y^{-1}_f P_f = P_0^T Y^{-1}_f P_0$.

which implies $(P_0^T P_f) Y^{-1}_f P_f = 0$.

Completing the square we get:
Let us now consider the following mathematical program:

\[ \text{Min } z = \sum x_{ij} |p_{ij}| \]

subject to \( \sum_j p_{ij} = p_i \) at every node \( i \).

This program is identical to the previous one except that we have replaced the quadratic cost function by an absolute value cost function, as illustrated in Figure 4.

Intuitively we should expect some correlation between the solutions to MPI and MP2 because of the similarity of the cost functions. MP2 is known in operations research as the transshipment problem, because it can also express the problem of minimizing the transportation cost of goods that have to be shipped across a given transportation network. It is, in fact, pretty much the problem we would have to solve if we...
wanted to study the transportation cost of energy in terms of fuel (coal, gas, etc...) rather than electricity.

4.1 Peculiarities of the transshipment problem and solution

MP2 is not an ordinary linear program. Actually it is one of the simplest cases in the large class of transportation problems. The fact that the sum of the power flows at all nodes must be zero gives the problem a particular structure that makes it amenable to a very simple and efficient solution. We give here a description of the algorithm that is by no means intended to be a rigorous mathematical description. For a better treatment, the reader is referred to Danzig (17) or Wagner (18).

Consider the network in Figure 6. Flows of 1, 2, and 3 units are injected into buses 1, 2, and 3 respectively. A flow of $1+2+3 = 6$ units
is coming out of node 4. Suppose we want to find the flow distribution in the lines that will minimize $\sum_i R_{ij} |P_{ij}|$. The problem can be put in the form of a tableau (see Figure 5).

A row and a column are assigned to each node. The $C_{ij}$'s are the costs of sending one unit of flow from $i$ to $j$. In this example, the $C$ matrix is full because every node of the graph is connected to every
other by one line. In most cases this is not so, and the elements of the tableau corresponding to non-existent lines are left blank. The $P_{ij}$'s are the line flows we are seeking to determine. The row and column totals ($\sum_i P_{ij}$ and $\sum_j P_{ij}$) must be respectively equal to the supply and demand at the corresponding nodes plus a constant preventing the flows from becoming negative. "Self-flows", as $P_{11}$, $P_{22}$, are fictitious.

### 4.2 Analytical formulation of the problem

The above tableau is equivalent to the following linear program:

1. **Minimize**
   
   \[
   \sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} P_{ij} \quad \text{(m number of nodes)}
   \]

2. **Subject to**
   
   \[
   \sum_{j=1}^{m} P_{ij} = S_i \quad \text{for } i = 1, 2, \ldots, m \quad \text{(supply)}
   \]

3. \[
   \sum_{i=1}^{m} P_{ij} = D_j \quad \text{for } j = 1, 2, \ldots, m \quad \text{(demand)}
   \]

4. \[
   P_{ij} \geq 0 \quad \text{for all } i \text{ and } j
   \]

5. \[
   \sum_{i=1}^{m} S_j = \sum_{j=1}^{m} D_j \quad \text{(total supply = total demand)}
   \]

It can be shown that one of the $2m$ constraint equations (1) and (2) is redundant. Any solution of the program will therefore contain only $2m-1$ nonzero $P_{ij}$'s. (It is a general property of linear programs that the optimal solution, or any intermediate solution in the computation thereof, contain as many nonzero variables as there are restrictions, at most.)
Algorithm

Step 1: Start with a basic feasible solution; i.e. a set of 2m-1 nonzero $P_{ij}$'s satisfying the row and column summation constraints.

Step 2: Check whether the solution is improved by introducing a nonbasic variable (one whose value is zero in the current solution). If so, go to step 3. Otherwise, stop.

Step 3: Determine which variable leaves the basis when the variable selected in step 2 enters.

Step 4: Adjust the flows of the other basic lines. Return to step 2.

Example

Step 1: Suppose we start with the following basic feasible solution in the above problem (left-hand tableau).

![Tableau]

Figure 7
Step 2: The right-hand tableau contains what could be called the negative values of the partial derivatives of the objective function with respect to nonbasic (zero) flows. In this case it can be seen that introducing one unit of either $P_{21}$ or $P_{24}$ would improve the objective function by three units. Any other modification would produce an increase in the objective function. The right-hand tableau can be deduced easily from the left one.

Step 3 + 4: We would introduce, say $P_{21}$ into the basic solution, and modify the other flows so as to keep row and column totals constant. We would in the process eliminate $P_{23}$. Returning to step 2, the right-hand tableau would show this new solution to be optimal.

Remarks:

1) The solution to this problem can be reached very easily by hand in a few minutes. The only arithmetic operations performed are additions and subtractions. It is the author's experience that much larger problems (say 20 nodes) can also be solved by hand rather easily. Solving Kirchhoff's equations for a network of this size is a horrendous task, if the inverse bus admittance matrix is not readily available.

2) For these reasons, it is felt by the author that the saving in computer time realized by using the transshipment problem rather than Kirchhoff's laws can be of one or two orders of magnitudes. This is especially true when the problems have to be solved from scratch (i.e. when the admittance matrix $B$
has to be inverted), or when it is desired to study the effects of variations in network geometry (in which case the $B^{-1}$ matrix must undergo onerous modifications. See (9).

4.3 Accuracy of the transshipment algorithm

Here is a comparison of the solutions to the network of Figure 5, as obtained by the algorithm, and by using Kirchhoff's law:

<table>
<thead>
<tr>
<th>Line</th>
<th>Flow, TSSP</th>
<th>Flow, Kirchhoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.648</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.593</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.611</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2.30</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.968</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1.84</td>
</tr>
</tbody>
</table>

Table II

Furthermore, here are similar results bearing on an 18 bus, 25 line system which is a part of the New England power system. The "exact" power flows are the results of a load flow study. Figures 8 and 9 display graphically the results of tables 2 and 3. In figure 9, the lines have been ordered according to the intensity of the flows, so as to render the correlation between the two curves more apparent.
Table
System Data

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>Load (MW)</th>
<th>Generation (MW)</th>
<th>Line No.</th>
<th>Admittance (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(SWING BUS)</td>
<td></td>
<td>1</td>
<td>5.77</td>
</tr>
<tr>
<td>2</td>
<td>23.3</td>
<td>0.0</td>
<td>2</td>
<td>13.80</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>508.0</td>
<td>3</td>
<td>9.43</td>
</tr>
<tr>
<td>4</td>
<td>32.8</td>
<td>0.0</td>
<td>4</td>
<td>28.40</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>5</td>
<td>111.20</td>
</tr>
<tr>
<td>6</td>
<td>29.4</td>
<td>0.0</td>
<td>6</td>
<td>17.35</td>
</tr>
<tr>
<td>7</td>
<td>30.3</td>
<td>0.0</td>
<td>7</td>
<td>18.05</td>
</tr>
<tr>
<td>8</td>
<td>42.5</td>
<td>0.0</td>
<td>8</td>
<td>188.80</td>
</tr>
<tr>
<td>9</td>
<td>171.0</td>
<td>0.0</td>
<td>9</td>
<td>18.12</td>
</tr>
<tr>
<td>10</td>
<td>211.8</td>
<td>40.0</td>
<td>10</td>
<td>27.10</td>
</tr>
<tr>
<td>11</td>
<td>9.9</td>
<td>0.0</td>
<td>11</td>
<td>86.30</td>
</tr>
<tr>
<td>12</td>
<td>14.4</td>
<td>0.0</td>
<td>12</td>
<td>8.29</td>
</tr>
<tr>
<td>13</td>
<td>14.4</td>
<td>0.0</td>
<td>13</td>
<td>8.00</td>
</tr>
<tr>
<td>14</td>
<td>9.9</td>
<td>0.0</td>
<td>14</td>
<td>12.90</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>632.0</td>
<td>15</td>
<td>12.90</td>
</tr>
<tr>
<td>16</td>
<td>200.0</td>
<td>0.0</td>
<td>16</td>
<td>65.00</td>
</tr>
<tr>
<td>17</td>
<td>100.0</td>
<td>0.0</td>
<td>17</td>
<td>62.90</td>
</tr>
<tr>
<td>18</td>
<td>50.0</td>
<td>0.0</td>
<td>18</td>
<td>63.30</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>19</td>
<td>34.70</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>20</td>
<td>34.70</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td>21</td>
<td>72.40</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td>22</td>
<td>52.60</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td>23</td>
<td>60.50</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td>24</td>
<td>28.50</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td>25</td>
<td>12.22</td>
</tr>
</tbody>
</table>
### Table 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>80.5</td>
<td>14,15</td>
<td>204.4</td>
<td>67.0</td>
</tr>
<tr>
<td>2</td>
<td>24.3</td>
<td>106.9</td>
<td>16</td>
<td>379.2</td>
<td>239.7</td>
</tr>
<tr>
<td>3</td>
<td>33.8</td>
<td>124.1</td>
<td>17</td>
<td>390.1</td>
<td>250.8</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>90.7</td>
<td>18</td>
<td>87.6</td>
<td>183.8</td>
</tr>
<tr>
<td>5</td>
<td>31.4</td>
<td>16.8</td>
<td>19</td>
<td>405.5</td>
<td>265.8</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>20.2</td>
<td>20</td>
<td>103.0</td>
<td>198.4</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>26.2</td>
<td>21</td>
<td>58.6</td>
<td>193.3</td>
</tr>
<tr>
<td>8</td>
<td>32.3</td>
<td>51.4</td>
<td>22</td>
<td>573.4</td>
<td>434.9</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>52.5</td>
<td>23</td>
<td>371.4</td>
<td>233.9</td>
</tr>
<tr>
<td>10</td>
<td>76.8</td>
<td>172.6</td>
<td>24</td>
<td>269.4</td>
<td>134.0</td>
</tr>
<tr>
<td>11</td>
<td>31.4</td>
<td>106.4</td>
<td>25</td>
<td>218.4</td>
<td>84.0</td>
</tr>
<tr>
<td>12,13</td>
<td>0</td>
<td>54.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Figure 9

[Graph showing flow, MVA over lines.]
It can be readily ascertained from these graphs that there is indeed a correlation between the results of the transshipment algorithm and the load flow or Kirchhoff's laws. The reader may have observed, though, that in general the small values of flows, computed by the transshipment algorithm are too small, and the large values are too large. For example, all transshipment flow values above the average value of the flows in Figs. 8 and 9 are above the load flow curve. All transshipment flow values below the average value of the flow are below the load flow curve, except one. This fact can be explained as follows:

a) Remember: the transshipment curves in Figs. 8 and 9 are the solution to MP1. The load flow and Kirchhoff's laws curves are associated with MP2. Both objective functions penalize flows in high impedance lines. However the quadratic cost function in MP1 also penalizes large values of flow. MP2 does not. In MP2, the flow will tend to concentrate more in low impedance lines, than in MP1.

b) Since more flow circulates in low impedance lines in MP2, more of the load is met through these lines and less power is left to be carried by the high impedance lines. Actually, it can be proved that the optimal solution to MP2 will assign a flow of value zero to a number of lines equal to the number of lines in the network minus the number of buses; the lines carrying a flow are seen to form a tree in the network (except in degenerate cases).
4.4 Smoothing out procedure

Based on these observations, Figs. 10 and 11 have been drawn, using the following Smoothing out procedure. If a flow computed by the TSSP algorithm is smaller than the average values of all flows computed in this fashion, one half of this average value was added to it. Otherwise one half of the average value was subtracted from it. It can be seen that the corrected curves follow much better the "exact" curves. In the case of Fig. 11, the average error is 35 MVA, or 20% of the average value of the flows.

Remarks:

1) The flows obtained from the transshipment algorithm obey Kirchhoff's node law. The corrected flows do not.

2) We do not consider here the direction of flow. In a few instances, for small flows, the TSSP algorithm gives flows in the wrong direction. Furthermore, we have no way of assuming the direction in which to correct the flows to which the value zero was assigned by the algorithm. However, if the results of the algorithm are used to compute losses or to detect overloads, the direction of the flows is unimportant.

3) Even though the magnitude of the errors is small in Fig. 11, the percentage error can be exceedingly large for small flows. This could perhaps be corrected by using a better smoothing procedure: for example we could try to add less to the small flows and subtract more from the large ones. Extensive statistical studies would be needed to establish the optimal smoothing.
procedure. In any case, errors on small flows are not too important since:

a) They are on the safe side: the indicated flows are larger than the actual ones.

b) Even though larger than the actual ones, the indicated flows are still comparatively small. They may not be larger than the overload limits of the corresponding lines.

4.5 Computing Line Losses

If line losses are computed using the results of the non-smoothed transshipment problem and equation (10) which can be written as:

\[ P_L = \sum_K P_{LK} = \sum_K R_K P_K^2 \quad (14) \]

it can be expected that the computed losses will be much too large; this is due to the fact that the losses depend upon the square of the line flows. Small line flows contribute therefore proportionally less to losses than large flows, and the large flows are too large in the transshipment model solution. If the smoothed out solution is used this effect disappears and the estimated losses should be pretty close to reality.

4.6 Uses of the transshipment algorithm in the literature

The transshipment model of a power system is mostly used for planning purposes. See for example (8) Marks Jirka, (7) Platts, Sigley, Garver, (6) Garver. The following justification for using the trans-
shipment model is given in Marks, Jirka:

"...Although there certainly ... exists a combination of fixed and variable costs with economies of scale involved, a linear representation with a constant price of transportation per unit of commodity transported is reasonably valid in many cases. This is also applicable for electric power transmission, where transmission cost are largely amortized fixed charge costs plus additional costs of maintenance and power losses, all of which do not exhibit strong economies of scale."

We note that planning studies take into account more than power losses: line construction and maintenance costs are also considered. It is the author's opinion that, if the flows are not smoothed out, this approach can be misleading for the following reasons:

1) In the unsmoothed solution, no power will flow in a certain number of lines, and these lines will make no contributions to the linear objective function (\( \sum R K \)). However amortization and maintenance costs are still associated with these lines, and the linear objective function is not realistic.

2) Power losses are quadratic, not linear. Once more the linear objective function is not realistic.

The conclusion to draw is that, even if a transshipment-type algorithm can give a pretty accurate idea of the line flows for a particular network configuration, it does not follow that the value of
the optimal linear cost function associated with this configuration has any relation to the cost of building and operating this configuration.

A more accurate cost can be obtained by using the smoothed solution and computing the value of a two component cost function, as follows:

a) A quadratic component associated with line losses,

b) A linear component associated with maintenance and amortization.

If a choice is to be made between several configurations, it should be based upon the value of the two-component cost function, rather than the value of the cost function used to carry out the minimization.

Another important point: if the flows computed by the TSSP algorithm are to have any relation with reality, the parameters of the objective function must be associated with the impedances of the lines, and not with the cost of building the lines, as in most economic studies. For a given voltage level, a low impedance line will cost more than a high impedance line.
5. Simplified Model 3 (Ford-Fulkerson Model)

![Diagram of simplified model](image)

$c_i$: capability of line $i$

**Figure 12**

This model is an extremely simplified version of the problem. Only line capabilities are considered. No transmission cost or line admittances are taken into account. Basically, the aim of a Ford-Fulkerson study of a network is as follows: for a given load-generation configuration, see if there exists a solution to the transshipment problem (the capabilities of the lines could be too small for a solution to exist).

If such a solution exists, the algorithm will provide a feasible solution, which can be used as a starting solution by the transshipment algorithm.

If no solution exists, the Ford-Fulkerson algorithm can discover the "bottleneck": it can be shown that the maximum amount of power that can flow from generation to load is equal to the capacity of the "minimal cut" from generation to load. (Ford-Fulkerson, "Flows in
This minimal cut is a set of lines, and if the capability of these lines is increased, the capability of the whole network is increased.

Note: Obviously, if there exists no solution to the Ford-Fulkerson algorithm, it is impossible to meet the load without overloading a line. The reciprocal is not true: the existence of a solution to the Ford-Fulkerson algorithm does not imply that a load-flow solution of the same problem would not result in a line overload. This is so because the load-flow solution has to meet more constraints (e.g. Kirchhoff's voltage law) than the Ford-Fulkerson solution.

5.1 Advantages and uses of the Ford-Fulkerson algorithm

The algorithm has the advantage of being computationally very fast and efficient, even much more so than the transshipment algorithm. See (16) for more details. It is mostly used in the first stages of network design, for example to test a proposed design against line outages, varying load configurations, etc....

Studies using this algorithm were done in 1968 by Electricité de France to decide upon important additions to be made to the French power grid.

5.2 Computing line losses

Line losses can be computed approximately using equation (10), repeated here for easy reference:

\[ P_{Lij} = R_{ij} P_{ij}^2 \] 

(10)
$R_{ij}$ represents the resistance in a line going from $i$ to $j$.

$P_{ij}$ is the real power flow in this line computed by any of the previous algorithms.

This formula gives very accurate results ($\pm 5\%$) for flows computed with Simplified Model I. See (9) for example.

Judging by the accuracy of the flow values, an accuracy of 10 to 20\% should be expected with Simplified Model II on the sum of the losses in all lines, if the smoothing procedure is used.

It is the author's opinion that formula (1) should be used with great caution with flows computed by the Ford-Fulkerson algorithm, since nothing indicates that these flows have anything to do with the physical flows that would be observed.
6. Conclusion

We have discussed different models of power systems, and simplified algorithms for computing line flows and losses. As could be expected the accuracy of the results decreases with the simplifications involved and the rapidity of the algorithms. Generally speaking, the Ford-Fulkerson algorithm can give a rough idea of the capabilities of a network, by detecting certain overloads. If the objective function is properly chosen, the result of the transshipment algorithm will approximate the actual electrical flows that would be observed in the network. The accuracy will be increased if a smoothing out procedure is used. Simplified Model I gives very accurate results, and quantities such as reactive power flows can be deduced from the results.

It is the author's belief that, if used knowledgeably, the transshipment and Ford-Fulkerson algorithms can result in considerable savings in computer time for studies where accuracy is not a primal concern.
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