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ABSTRACT

TRAVEL PREDICTION WITH MODELS OF INDIVIDUAL CHOICE BEHAVIOR

by

FRANK SANFORD KOPPELMAN

Submitted to the Department of Civil Engineering on May 16, 1975, in partial fulfillment of the requirements for the degree of Doctor of Philosophy.

This study is concerned with the prediction of travel behavior. Planning process needs require predictions of travel flows at a level of aggregation which is relevant to the policies under study and the precision with which they have been formulated. In contrast with the need for aggregate predictions based on an aggregate description of socio-economic characteristics and the attributes of the proposed transportation system, travel behavior theory is postulated at the level of the individual or other behavioral unit. Group behavior, which is the object of prediction, is determined by the travel choices of the individual behavioral units. Procedures for aggregate prediction should reflect this relationship.

The concept of an aggregated prediction model is developed for this purpose. This model differs from other aggregate prediction models by its explicit dependence on relationships which describe individual choice behavior. The aggregated prediction model contains three components. These are the disaggregate choice model, the distribution of independent variables, and an aggregation procedure. The theoretically correct aggregation procedure is the summing or averaging of individual choice probabilities to obtain aggregate volume or share predictions. The difficulty of providing the data required to evaluate the choice probabilities for the entire prediction group motivates the search for alternative aggregation procedures.

The focus of this study is to identify the errors in prediction contributed by use of these alternative aggregation procedures and to place this error in perspective with other sources of error in prediction.

Theoretical and simulation analyses identify the structural pattern of error introduced by the aggregation procedure. The sensitivity of this error to the distribution of net utilities between pairs of alternatives is described.
The empirical study confirms the significance of the aggregation error. It also indicates the potential for reducing aggregation error by the classification of prediction groups in accordance with differences in available choices. The empirical study also indicates that there is substantial error in other components of the prediction process. These errors are large enough to overwhelm the effect of error due to aggregation in the prediction situation studied.

This study concludes that it is feasible to use disaggregate choice models to predict aggregate travel demand. The required predictions can be based on information about independent variables which is not significantly different from that required by commonly used models. Situations where substantial bias may occur can be avoided by construction of aggregate prediction groups which are reasonably homogeneous. When these situations cannot be avoided aggregation error may be significantly reduced by classification or by incremental prediction.
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CHAPTER I

INTRODUCTION AND SUMMARY

1.1 Background and Purpose of the Study

A critical element in the transportation planning process is the prediction of the future performance and external impacts of the transportation system for each of the available plan alternatives. Prediction should provide adequate information about each outcome so that the groups concerned can make informed choices among the available alternatives. To be used effectively the predictions obtained must distinguish between different policies with respect to travel flows, system performance and external impacts. Evaluation needs require that these forecasts be at a level of aggregation which is relevant to the policies under study and the precision with which they have been formulated.

In contrast with the need for aggregate predictions based on an aggregate descriptions of the socio-economic characteristics and attributes of proposed transportation options, travel behavior theory is postulated at the level of the behavioral unit - usually an individual or household. Group behavior, which is the object of prediction, is determined by the travel choices of the individual behavioral units. Procedures for the prediction of aggregate demand should reflect this relationship. Such aggregation as is necessary may be accomplished either implicitly as is done in the application of models which have been es-
timated on aggregate data or explicitly as must be done in the use of
disaggregate choice models.

A basic requirement of the resultant models is that they attain
consistency between the aggregate predictions and the predictions which
would be obtained by use of models of individual choice behavior based
on a complete description of the characteristics of each behavioral unit
and the travel choices available to it. This requirement, establishes
a direct linkage between the aggregate prediction model and the under-
lying model of individual choice behavior.

The purpose of this study is to:

- Investigate the issues involved in predicting aggregate travel
demand consistent with disaggregate travel choice behavior, and
- Identify, test and evaluate alternative procedures for predict-
ing aggregate travel demand based on models of disaggregate
travel choice behavior.
- Describe the structure of errors in prediction contributed by
different aggregation procedures and place this error in per-
spective with other sources of error in prediction.
1.2 Travel Demand Prediction

As a result of the requirements of the 1962 Federal Aid Highway Act and subsequent federal legislation, over 200 urbanized regions in the United States are required to make and periodically update transportation studies and plans. Most of these studies are based on a prediction methodology developed in the 1950's which relates demand for travel to exogenous growth in population, employment and income and attempts to predict the distribution of this travel over alternative future transportation systems (Martin et al, 1961; Bureau of Public Roads, 1970). These models suffer from a variety of weaknesses including:

- Inadequate level of service sensitivity,
- An emphasis on, and bias towards, the prediction of travel on highway links,
- Inability to consider a wide range of non-capital alternatives, and
- High cost of gathering the data required to calibrate the models used.

The structure and orientation of these models limits their usefulness for addressing the wide range of policy issues facing transportation planners and the range of alternatives which are being considered to address these issues (Brand, 1972; Manheim, 1972; Stopher & Lisco, 1970).

Recently, attempts have been made to overcome these limitations by analysis of disaggregate - individual or household - data. Disaggregate
analysis relates the observed choice of the behavioral unit* to its own characteristics and the attributes of choices which it faces. Because they do not contain any aggregation scheme, these models can be used at different levels of aggregation, in different places and at different times.

Disaggregate models were initially developed as research tools. The primary objective of these analyses of disaggregate choice behavior was to improve the understanding of travel behavior. Brand (1973) pointed out the need to base travel models on a "well specified structural or behavioral representation of the decision process." He also argued that there was "a way to go in getting models based on individual choice behavior into the field."

The gap between the need for aggregate forecasts and the models of individual travel behavior can be bridged by an explicit aggregation procedure. To assure behavioral consistency, such a procedure must be designed so that aggregate predictions of travel behavior are based on the structure of the disaggregate choice model, and aggregate forecasts of the distribution of independent variables.

Conceptually, there are two alternative approaches to the development of aggregate prediction models which are consistent with underlying

*The behavioral unit is the social unit which makes the travel decision. Depending on the choice involved, the behavioral unit may be an individual, a household or some other group engaged in cooperative decision making.
disaggregate behavior. The first approach is to aggregate the model structure itself to obtain a consistent aggregate structure which can be estimated at the aggregate level. When the underlying choice model is non-linear and the aggregate groups are not homogeneous, a consistent aggregated function will include parameters of the choice model and of the distribution of independent variables. The requirements on the structure of the underlying choice model and the distribution of variables from which a consistent estimable aggregate relationship can be derived are extremely restrictive. To date this has been accomplished in the case of a binary probit choice function with a multivariate normal distribution of independent variables (McFadden and Reid, 1975).*

The second approach is to explicitly aggregate an estimated disaggregate choice model to obtain aggregate predictions of travel demand. If the characteristics of every individual or household and all the alternatives which they face could be predicted, it would be conceptually simple to make probabilistic predictions of choice behavior for each individual and aggregate these predictions over the prediction group to obtain the aggregate travel demand prediction. Generally, this disaggregate information is not available. Thus, the requirement for the aggregated model is to predict aggregate travel behavior based on

*Although this approach provides a mechanism for estimating a behaviorally consistent model when only aggregate data are available, it is preferable in terms of data collection and estimation efficiency to estimate the corresponding disaggregate function and predict with an aggregated structure as also suggested by the same authors.
an aggregate description of population and transportation system characteristics.

The advantages which can be gained by use of disaggregate choice models as a basis for the prediction of aggregate demand are significant. Among these are:

- Greater predictive validity,
- Applicability to a wider range of areas, over a longer time span,
- Improved sensitivity to changes in transportation services characteristics,
- Applicability at different levels of aggregation, and
- Increased efficiency in the use of data.

For all of these reasons aggregate models should be based on the analysis of individual travel choice behavior.

The analysis to be undertaken explicitly investigates the issues involved in using disaggregate choice models for the prediction of aggregate travel behavior. Procedures for obtaining aggregate predictions based on disaggregate choice models are described. These procedures are evaluated in terms of the "aggregation error" which they introduce to the aggregate prediction.
1.3 Structure of Aggregated Prediction Models

Any model which predicts the travel behavior of groups of behavioral units may be described as an aggregate prediction model. The central characteristic of such models is their ability to predict travel demand at some level of aggregation based on input variables which are also aggregate, usually at the same level as the desired predictions.

The definitional distinction of an aggregated travel demand model is its basis in disaggregate choice behavior explicitly aggregated to the desired level of prediction. The aggregated model consists of (Figure 1.1):

- A disaggregate travel choice model,
- The distribution of independent variables, and
- An aggregation procedure which operates on these two elements to obtain aggregate predictions.

The disaggregate choice model relates the probability of a behavioral unit choosing an alternative out of the set of available alternatives to the characteristics of the behavioral unit and the attributes of the alternatives available to it.

The distribution of independent variables describes the distribution of the socio-economic characteristics and attributes of transportation alternatives for the aggregate group for which the prediction is to be made.

The aggregation procedure operates on the disaggregate choice model
FIGURE 1.1
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and the representation of the distribution of choice variables to produce aggregate predictions. Such procedures may result in a mathematical reformulation of the model elements to obtain an aggregate relationship based on parameters of the choice model and the variable distribution (McFadden and Reid, 1975; Talvitie, 1973) or they may be numerical computation procedures.

Different aggregation procedures are characterized by their computational formulation and their input data requirements. They range from the explicit summation or averaging procedure, referred to earlier as theoretically consistent, to the naive procedure, which requires only average values of variables for the aggregate group. All of the procedures other than explicit summation or averaging are approximate and introduce error into the aggregate predictions. An important focus of this study is to identify the structure of the errors introduced by different aggregation procedures and place them in perspective with other sources of error in the prediction process.
1.4 Errors in Prediction with Aggregated Models

Errors in aggregate predictions result from errors in the disaggregate choice model, errors in the description of the distribution of independent variables and errors in the aggregation procedure.

These errors interact with each other and are propagated through the prediction process to produce errors in the aggregate predictions (Figure 1.2, Propagation of Error to Share and Volume Prediction). The errors include stochastic errors and bias errors. Stochastic and bias errors enter into the choice model and variable distribution description as a result of specification errors, errors in variables, and errors in the parameter estimation procedure. These errors are propagated through the model and contribute errors to the final predictions. The stochastic errors in the parameters of both the choice model and the variable distribution description can be estimated as part of the parameter estimation process. The aggregation procedure also introduces errors into the aggregate prediction. These errors are structural in nature and introduce bias into aggregate prediction. Aggregate procedures are deterministic and do not normally introduce stochastic error into the predictions obtained although they do propagate stochastic error from other sources to the aggregate prediction. When the elements which determine the direction and magnitude of aggregation bias are not known or observable, the aggregation error may appear to be stochastic.
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The stochastic error in the prediction of choice probabilities is directly determined by the stochastic error in choice model parameters and choice variables. The magnitude of the prediction error is related to the magnitude of these errors. The corresponding stochastic error in the prediction of aggregate shares depends on the aggregation procedure used. When the complete enumeration or summation procedure described earlier as theoretically consistent is used the variance in aggregate share is determined by the variance in individual choice prediction, the covariance between the choice predictions for pairs of individuals and the number of individuals in the aggregate group. If there is no covariance between predictions for pairs of individuals, the variance in aggregate share declines to zero as the number of observations increases. However, when there is covariance between the individual choice predictions (some positive covariance generally exists due to the common error in parameters), the variance in aggregate shares declines to the average of the covariances as the number of observations increases. Alternative aggregation procedures propagate the variance in the model parameters and variable estimates differently.
1.5 Bias Errors of Alternative Aggregation Procedures

Mathematical and simulation analysis of a selected set of aggregation procedures provides insight into their expected performance. These analyses are conducted to obtain an understanding of the effect of aggregation error only. They use the enumeration procedure as a reference point and assume that the data required for each of the procedures is perfectly available. Any differences in share estimates by an approximate aggregation procedure and the enumeration procedure are due to aggregation bias. The mathematical analysis examines the aggregation bias of the naive, statistical differentials, and classification procedures. The simulation analysis examines these procedures plus numerical integration procedure with assumed normal and assumed uniform distributions and classification with two and three classes.

The key results of these analyses are:

- The aggregation error of each procedure is sensitive to the location of the utility distribution on the choice function. In general, maximum aggregation bias occurs in the area of maximum curvature of the choice function.

- The magnitude of bias for each aggregation procedure and each location on the choice function increases monotonically with increases in the variance of the distribution of net utility values in the aggregate group. The sensitivity of aggregation bias to changes in the variance is different for each aggregation procedure.
The shape of the distribution affects the structure of the aggregation bias of each procedure. When the distribution is symmetric, all of the procedures examined have zero aggregation bias when the share for each alternative is equal to the reciprocal of the number of alternatives. When the distributions are skewed this zero bias point is shifted to a different location on the choice function. The maximum bias location for each of the methods is also shifted when the distribution is skewed.

The results of these analyses and, in particular, comparison of maximum and average absolute values of aggregation bias for each of the procedures suggests a general order of ranking of the procedures in terms of their aggregation bias. The ranking for any particular situation described by the average net utility values and the distribution of net utilities may differ from this general ordering. When the distribution of net utility values in the aggregate group is approximately symmetric the procedures of integration with normal or uniform distribution and classification into three classes all have similar and low aggregation bias. Classification with two classes has the next higher aggregation bias followed by the statistical differentials and naive procedures. When the distribution of net utilities in the aggregate group is skewed, the classification procedure with three classes has

*The differences in ranking, and the general differences in bias error, depend on the shape of the distribution. The simulation analysis on which the rankings are based consider one symmetric distribution and one skewed distribution.
the least aggregation bias. Integration with normal or uniform distribution and classification with two groups have slightly higher and very similar levels of aggregation bias. These are followed by the statistical differentials and naive procedure. When the distributions are skewed there are numerous instances where a procedure, which generally has higher aggregation bias than another procedure, has lower aggregation bias than that procedure. Specifically, there are some situations in which the naive procedure, which normally has the greatest aggregation bias, has the least aggregation bias. Such reversals occur for limited ranges of situations.
1.6 Disaggregation of Errors in Prediction Analysis

Different sources of errors in prediction were identified earlier. It is useful to disaggregate total prediction errors by source of error. This can be done for three major categories of error. These are:

- Specification error due to the application of the model in an area or situation different from the one in which it was estimated,

- Errors in the choice model or disaggregate predictions due to errors either in the model parameters or in the values of the choice variables,

- Aggregation error which is due to using an approximate procedure to transform the disaggregate relationship to provide aggregate predictions.

The errors from these different sources can be identified by comparison of predictions made by different procedures. In particular, the aggregation bias of any procedure can be isolated from other sources of error by comparing the predictions by that procedure to the predictions by the complete enumeration procedure.

Errors in the choice model may be isolated by comparing the predictions by the enumeration procedure, which has no aggregation error, against the observed shares. However, this comparison is clouded due to the fact that the observed shares are an approximate representation of the actual shares in the aggregate population. In some cases, the variance of the observed share estimate of aggregate shares is greater
than the variance of the prediction by the models being used.

It is impossible to completely isolate possible errors due to the transfer of the model to a data set different from that on which it was estimated. Some insight into errors of transferability can be obtained by comparison of model error for predictions of different data sets as compared to predictions on the data set on which the model was originally estimated using the complete enumeration procedure in both cases.

Total errors due to errors from all of the sources discussed are obtained by comparing predictions by each of the aggregation procedures against the observed shares. Once again account must be taken of the error in the observed shares as a representation of the actual shares.

To obtain statistically useful comparisons between the predictions of alternative procedures it is necessary to test these predictions in multiple prediction situations. The errors from these individual situations can be summarized by use error measures which reduce the essential information to a small number of indices.

The error measures selected for this study consist of a basic error measure which is the difference between the prediction and the base against which it is being compared divided by the magnitude of the prediction expressed as the percentage error of the value of the prediction. These error measures are combined to produce a weighted (by size of prediction) root mean square error measure.
1.7 Empirical Analysis

The empirical analysis identifies the magnitude of aggregation error of different aggregation procedures and places this error into perspective with errors from other sources. To accomplish these objectives, the analysis considers both the aggregation error and the total error in prediction with different aggregation procedures.

The situation studied is prediction of mode share for the work trip by breadwinners in the Washington metropolitan area commuting to a workplace in the central business district by one of three modes: drive alone, shared ride, or transit ride.

The data for the analysis were collected by the Washington Council of Governments as part of their 1963 Home Interview Survey and extended to include level of service data by R.H. Pratt Associates. A merged file of household, tripmaker and level of service information created by Cambridge Systematics Incorporated (1975) was reduced to approximately 2100 observations on households from which breadwinners made home based work trips to the central business district by one of the modes described.

The disaggregate observations in the initial data set are assigned to 45 residence districts. These districts are divided into three groups, Groups one and two in Washington and Maryland are differentiated by a random selection procedure. Group three consists of districts entirely within Virginia.

A disaggregate choice model is estimated for a subset of 874 of these households in 17 districts in Group one. The choice model in-
cludes level of service data for the alternative modes and the socio-economic characteristics of the worker and the household of which he is a member. All of the parameters are significant and have the expected sign.

An estimate of the variance in predictions in individual choice probability is made using representative values of the choice variables, assumptions about the error in the choice variables, and the errors in the parameter estimates determined as part of the model estimation procedure. Based on these estimates, the average standard error in prediction is approximately 21% of the corresponding probability value.

Predictions are made for districts in each of the three groups described earlier, for all districts grouped together and for three higher levels of aggregation.

The prediction errors are examined for four different aggregation procedures. The procedures are the enumeration procedure, the naive procedure, the statistical differentials procedure, and classification in three groups. In each case the procedure is modified to account for the fact that some members of the aggregate groups do not have the complete choice set available to them. That is, individuals who do not have a driver's license or who reside in a household which does not have a car available are assumed not to have the drive-alone mode available.

Predictions are made for both the conditions which prevailed during the period in which the data set was collected and for three different sets of travel service changes. In each case the aggregation error of
the naive, statistical differentials and classification procedures is determined by comparing these predictions to those by the enumeration procedure. For all of the cases considered the aggregation error was least for the classification procedure and, with one exception, second least for the naive procedure and greatest for the statistical differentials procedure. The magnitude of aggregation error for each procedure was similar for the different prediction situations and the different levels of aggregation. The orders of magnitude of error for the different procedures, in terms of the weighted root mean square error per unit of prediction, are approximately 3% of the value of the predictions for the classification procedure, 8% for the naive procedure, and between 10 and 14% for the statistical differentials procedure.

Total error is estimated for the conditions which prevailed during the data collection period by comparing the predictions by all four procedures to the observed shares. The measured total error* is related to the level of aggregation. There is a substantial reduction in total error as the number of observations in the prediction groups is increased. The measured error for the complete enumeration procedure, which includes no aggregation error, is 28% for groups with an average of 50 observations, 20% for groups with an average of 200 observations, and 15% for groups

---

* Measured total error includes errors in predictions and errors in observed shares.
with an average of 500 observations. This reduction with increasing average number of observation results in part from reduced error in the share prediction and in part from reduced error in the observed shares. At all three levels of aggregation the errors from the choice model and observed shares are great enough to overwhelm the aggregation errors of the naive and classification procedures. That is, the measured total errors for these procedures are approximately equal to those for the complete enumeration procedure. The statistical differentials procedure, however, has higher errors than the other procedures at all levels of aggregation.
1.8 Conclusions

An aggregated travel demand prediction structure provides a framework for predicting aggregate travel demand based on the behavioral structure of the disaggregate choice model. The results of the analysis indicate that it is feasible to use such a structure for the prediction of aggregate choice shares.

Analysis of aggregation bias using both mathematical and simulation techniques provides evidence of potentially large magnitudes of bias by different aggregation procedures for a limited range of choice situations. These analyses suggest a ranking of procedures in order of magnitude of error. The specific ranking of procedures is different for different distributions of net utilities between alternatives. In general, procedures of integration with assumed distribution and procedures of classification have low aggregation bias, followed by the statistical differentials and naive procedures. For each procedure, the aggregation bias is sensitive to the mean value of the net utility between pairs of alternatives and the variance and shape of the distribution of net utilities between pairs of alternatives.

The results of the empirical study indicate that aggregate predictions of choice shares based on a disaggregate choice structure using the naive or classification procedures have total error of between 15 and 30% for different size prediction groups. When these errors are adjusted for the error in observed shares the true prediction error will be lower.
Based on these results it is concluded that aggregated prediction models may be used with relatively simple aggregation procedures to provide aggregate choice share predictions. In the application of such procedures particular care should be taken to avoid, where possible, aggregation over groups which have significant differences in choice sets or are otherwise very dissimilar. Further studies should be undertaken to verify and extend these results.

Such studies should be used to:

- Verify these results in the context of different travel choices and different areas,
- Extend these results to multi-dimensional choice situations, and
- Make an explicit comparison between the prediction results using aggregated prediction models and conventional models estimated with aggregate data.

Additional studies should focus on analysis of the sources and propagation of errors in the prediction process and experimental application of the aggregated prediction models to case studies of important transportation issues.

The results obtained confirm both the desirability and feasibility of using disaggregate choice models for the prediction of aggregate travel demand.
1.9 Structure of the Report

Chapter II describes the reasons for constructing aggregated prediction models based on disaggregate choice behavior to predict aggregate travel demand. The structure and components of an aggregated prediction model framework are presented with a discussion of the implications of using such a framework in prediction.

Chapter III presents a mathematical analysis of aggregation bias using the naive, statistical differentials and classification procedures. The analysis considers the bias in share and share sensitivity predictions. The analysis indicates the importance of the distribution of values of choice influencing variables and net utilities between pairs of alternatives in binary and multiple choice situations. The effect of the location on the choice function, variance and shape of the net utility distributions is described. The expected lower bias of both the classification or statistical differentials procedure as compared to the naive procedure is identified.

Chapter IV describes a simulation analysis of aggregation bias which extends the results of the mathematical analysis to a wider range of methods for the binary choice case. The affect of difference in shape and variance of the distribution of net utilities is also examined.

Chapter V describes the way in which errors enter the model formulation and prediction process and are propagated through that process to create errors in prediction. An approach is described to be used in
identifying the total error in prediction by various procedures and to disaggregate that error into its major source components. A set of parametric error measures is developed and specific measures are selected for use in the empirical analysis.

Chapter VI reports the results of the empirical analysis. Predictions made by alternative procedures are compared to the observed shares and theoretically based enumeration procedure to identify the errors associated with them. The observed errors are disaggregated into errors due to aggregation and errors from other sources.

Chapter VII presents the overall results and conclusions of the study, suggests the implications of these results for further developments of the transportation systems analysis process and points out useful directions for future research.
CHAPTER II
AGGREGATE PREDICTION MODELS

2.1 Introduction

A model which predicts the travel behavior of groups of behavioral units - individuals or households - may be considered an aggregate model of travel demand. The primary definitional characteristic of such models is that they predict the aggregate travel behavior of groups of behavioral units. It is always possible to summarize detailed predictions to any higher level of aggregation desired by explicit addition of more detailed results. Therefore, an important characteristic of an aggregate model is its ability to obtain the desired aggregate predictions using less than completely detailed, or aggregate, input data.

Travel behavior theory is postulated at the individual level. It relates the choice behavior of individuals to their own characteristics and the attributes of the choice alternatives available to them. For example, a trip maker's choice of mode to work depends on the number of automobiles which he or his family has available and the trip time by different modes from his residence to his workplace rather than some average number of automobiles available to families in his community and average trip time from this area to the area of his workplace.

The central issue in the development and evaluation of aggregate prediction models is a determination of the conditions, if any, for which such models provide predictions which are consistent with the use of
more detailed information and a model structure which represents the choice behavior of the individuals who are making the travel choice decision. Consistency, in this context, implies that the difference in predictions of the aggregate procedure is small enough not to affect the results of the analysis of the problem at hand (Green, 1964). That is, the test of consistency is not one of perfectly matching the predictions of a "preferred" set of models over all possible situations, but rather one of approximate agreement within some decision tolerance over the range of situations in which the models are actually used.

Historically, aggregate travel demand models have been developed without explicit recognition of the dependence of the travel process on causal relationships at the level of the individual traveller. Rather, these models have been based on the analysis of empirical relationships between aggregate measures of travel behavior, socio-economic characteristics and transportation system characteristics with aggregations based on geographic proximity (Martin, et al., 1961; Bureau of Public Roads, 1970). Aggregation of travel, traveler and system description data prior to analysis, by reducing the variation in observed behavior, results in the loss of most of the behavioral sensitivity in trip making (Fleet and Robertson, 1968; McCarthy, 1969). In addition, these models are implicitly dependent on the distribution of characteristics within the aggregate groups used for estimation and are thereby specific to the time, place and level of aggregation at which they are calibrated (Kassoff and Deutschman, 1969; Kannel and Heathington, 1973). Aggregate travel
demand model systems have been widely criticized for their failure to represent theoretically expected relationships between socio-economic and transportation service characteristics and predicted travel behavior (Manheim, 1970; Stopher and Lisco, 1970; De Donne, 1971; Brand, 1972; CRA, 1972). In part, the weaknesses of these models are due to the failure to recognize the relationship between empirical aggregate observations and theories of travel behavior which are inherently disaggregate and a corresponding inability to construct a credible theory of travel behavior at the aggregate level.*

The purpose of this chapter is to describe a structural framework for aggregate prediction based on and consistent with disaggregate travel behavior models. Section 2.2 describes the basis for reliance on disaggregate relationships for travel prediction. Section 2.3 describes the problems of consistency and estimation efficiency in attempts to use models estimated with aggregate data. Section 2.4 defines a structural framework for aggregated prediction models based on disaggregate behavioral relationships. Section 2.5 describes criteria which may be used for the evaluation of aggregated prediction models. The components of an aggregated prediction model are described in Sections 2.6, 2.7 and 2.8. These are the disaggregate choice model, the distribution of independent variables and the aggregation procedures, respectively. Section 2.9 describes the aggregated prediction structure in the multi-dimensional choice context.

*For a discussion of the problem of integrating micro theory and macro representation of economic behavior, see Theil (1955), Allen (1956) or Green (1964).
2.2 The Role of Disaggregate Relationships in the Development of Aggregate Prediction Models

The purpose of travel prediction models is to predict the behavior of groups of individuals - travelers or potential travelers. The aggregate behavior of such groups of individuals is the sum of the behavior of the individuals in the group.

Disaggregate models of travel demand are based on theories of individual choice behavior. These models describe the probability of an individual choosing an alternative from a set of available alternatives as a function of his characteristics and the attributes of the available alternatives. Aggregate travel demand, the volume or share of individuals in a group to make a specific choice is the sum or average of the choice probabilities of the individuals in the group as follows:

\[ V_i = \sum_{t \in T} P_t(i:A) \quad (2.1a) \]

\[ S_i = \sum_{t \in T} P_t(i:A)/T \quad (2.1b) \]

where:  
- \( V_i \) ...is the expected volume to choose alternative \( i \),
- \( S_i \) ...is the expected share to choose alternative \( i \),
- \( P_t(i:A) \) ...is the estimated probability that individual \( t \) will choose alternative \( i \), and
- \( T \) ...indicates the set of individuals in the prediction and their total number.

This formulation explicitly represents aggregate demand as the sum of
individual demands which is consistent with the definition of aggregate demand. This formulation gives consistent estimates of aggregate travel behavior at any level or type of aggregation required for a particular study. However, use of this explicit representation requires adequate information to evaluate the choice probability for each individual in the prediction group.

The analysis of travel behavior at the level of the individual is always preferred on theoretical grounds because of its correspondence with the actual behavioral choice process. Because they do not contain any aggregation structure, these models are potentially transferable to different levels of aggregation, different places (Atherton, 1975) and different times (Kannel and Heathington, 1973).

Attempts to use disaggregate models as a basis for prediction have been made in recent years (PMM, 1973; Tahir and Hovind, 1973; Ben-Akiva and Richards, 1975; Liou et al, 1975; Difiglio and Reed, 1975). These prediction applications are primarily concerned with travel mode choice behavior.

The advantages which may be gained by use of models based on disaggregate choice behavior rather than aggregate correlative relationships are considerable. Some of these are:

1. Predictive validity: the relationships which are constructed through disaggregate analysis represent behavioral relationships rather than the correlative relationships generally observed in analysis of aggregate data and therefore are more re-
liable for prediction of travel behavior under changed conditions.

2. Applicability to more areas over a longer time span: individually based behavioral relationships should be transferable to a wide range of area types as opposed to aggregate models which are sensitive to the scale of analysis and the existing distribution of characteristics in the aggregate groups on which they are based.

3. Realistic sensitivity to changes in transportation service characteristics: due to its behavioral rather than correlative base, disaggregate analysis provides a model which can more reliably predict the influence of changes in system characteristics than aggregate models. Furthermore, individual or household observations generally include a wide range of service characteristics and should be valid over a wide range of future conditions.

4. Potential for use at alternative levels of aggregation: a major advantage of the disaggregate analysis is that it may be applied at any level of aggregation which is useful to the policy planner and that it will produce consistent results at different levels of aggregation. Aggregate based models do not have this capability.

5. Increased efficiency in the use of data: a disaggregate analysis may be based upon relatively small data sets drawn from one or
a few areas.

For all of these reasons, aggregate models should be based on the
disaggregate analysis of travel choice behavior.

The gap between the need for aggregate forecasts and the general
availability by familiar prediction methods of aggregate independent
variables, versus the model of travel behavior at the disaggregate level,
must be bridged by an explicit aggregation procedure. Using such a
procedure, aggregate predictions of travel behavior can be made based
upon the structure of the disaggregate model, forecasts of the socio-
economic characteristics of the population and a description of the
transportation services to be provided.
2.3 Aggregate Models of Travel Behavior - Problems of Consistency and Estimation Efficiency

An inconsistency exists between the theory of travel behavior expressed in terms of the individual or other behavioral unit and the dominant empirical approach to the analysis of travel behavior of the last two decades. Early developments in travel demand modelling were motivated by the need to obtain aggregate predictions for use in planning capital investment in new transportation facilities. The models developed were based on estimated relationships between aggregate observed travel and aggregate socio-economic characteristics. These models generally failed to consider, or only partially considered, the effect of level of service characteristics on travel demand.

Theories of travel behavior, to the extent they existed, were developed by analysis of the observed aggregate relationship and often by analogy with other physical phenomena. These theories relied on mass statistical relationships which were effective in fitting the observed data, but were of limited value in explaining the underlying causal relationships or predicting the effects of alternative investment and/or operating strategies on system performance, travel flows and external impacts.

More recently, disaggregate models of travel behavior have been developed based on theories of individual choice behavior. These models were initially used as research tools to improve understanding of the
way in which socio-economic characteristics and level of service attributes influenced travel choice behavior (Lave, 1969; Lisco, 1967; Stopher and Lavender, 1972; etc.). The gains in understanding obtained both through the theoretical developments and model estimation and analyses provide a basic structure from which analogous reasoning might be used to improve the specification of aggregate relationships. The explicit representation of aggregate travel demand based on models of individual choice is a simple summation of travel choice over groups of individuals to obtain estimates of total travel demand.

The open question is whether it is possible to create an aggregate model which is consistent with the underlying disaggregate relationship and which is in a form which can be estimated. The development of a consistent aggregate functional relationship depends on the structure of the disaggregate choice relationships and the distribution of independent variables. It has been shown (Theil, 1955; Green, 1964) that, if the disaggregate relationship is linear or the members of each prediction group are homogeneous with respect to the choice influencing variable and taste preferences, the aggregate function has identical form and parameters as the disaggregate function. In this case consistent aggregate predictions are obtained by using average values of the independent variables.

However, in the present case, where the disaggregate function is non-linear and the prediction groups are generally not homogeneous, the consistency requirement can only be satisfied by a model which includes
parameters of the distribution of these variables as well as parameters of the choice function. The selection and method of inclusion of these parameters should be based on the structure of the distributions and of the choice models which represent the behavior of the aggregate group under study. The direct method of obtaining the aggregate function is by integration of the choice function over the distribution of the independent variables (Kanafani, 1972). However, the conditions which must be placed on the structure of the choice model and the distribution of independent variables to obtain a closed form function are highly restrictive. McFadden and Reid (1975) demonstrated that a disaggregate probit binary choice function can be integrated over multivariate normally distributed independent variables to obtain an aggregate binary share probit model. They also describe an iterative procedure which can be used to estimate the aggregate model. It appears that this result can be extended to multiple choices. However, problems of estimating the multiple choice probit function, combined with the iterative procedure which must be used to estimate the aggregate model, mitigate against general use of this approach.*

Thus, if aggregate predictions are to be made which are consistent with underlying disaggregate choice models, an aggregate prediction procedure must be developed which is explicitly based on the disaggregate choice model. The structure of such aggregated prediction models

*Prediction with a multivariate probit structure is also potentially very costly for choice sets with more than four or five alternatives.
is described in the next section.
2.4 Structure of an Aggregated Prediction Model

An aggregated prediction model is one which explicitly incorporates disaggregate behavioral relationships in an overall structure which allows aggregation of either the model itself or of its mathematical relationships to obtain aggregate predictions of travel behavior. A model structure for aggregated prediction (Figure 2.1, Aggregated Prediction Model Structure) consists of three components. These are:

- a disaggregate choice model,
- a representation of the distribution of explanatory variables, and
- an aggregation procedure which operates on the two other components to obtain the required aggregate prediction.

The **disaggregate choice model** relates the probability of a behavioral unit choosing an alternative out of a set of available alternatives as a function of the attributes of the alternatives and the characteristics of the individual or behavioral unit. This is expressed, mathematically, by

\[ P_t(i; A_t) = f^i(X_{jt}, \forall j \in A_t) \quad (2.2) \]

where  \( P_t(i; A_t) \) is the probability of individual \( t \) to choose alternative \( i \) of the set of alternatives available to him, \( A_t \).
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\[ f^i(x_{jt}, \forall j \in A_t) \ldots \text{identifies the specification of the choice model structure, and} \]

\[ x_{jt} \ldots \text{is the vector of attributes of alternative j for individual t.} \]

The independent variables are disaggregate variables which describe the individual faced with a travel choice and the attributes of the alternatives available to that individual.

The distribution of independent variables can be represented by a joint density function which describes the distribution in the aggregate group of all of the variables which influence choice behavior:

\[ g(x_{jt}, \forall j \in A_t) \quad (2.3) \]

where \[ g(x_{jt}, \forall j \in A_t) \ldots \text{represents the distribution in the aggregate prediction group of the variables which influence individual choice behavior.} \]

The joint density function may describe a multivariate continuous distribution, a multivariate discrete distribution or some combination of discrete and continuous distributions. In the extreme case it may represent the exact or predicted characteristics of all of the individuals in the aggregate group and the attributes of the alternatives which they individually have available to them. In a more general way the distribution is some method of describing the frequency of occurrence in the prediction group of specific values of the choice influencing characteristics.

The aggregation procedure operates on the disaggregate behavioral
structure and the representation of the distribution of independent variables to produce aggregate predictions. A wide range of procedures can be used for this purpose. They may result in a mathematical reformulation of the model elements or may operate numerically. The theoretically consistent procedure described earlier (Equation 2.1) computes the volume or share of aggregate travel directly by summing or averaging individual choice probabilities. The difficulty of satisfying the extreme data requirements of this formulation motivates the search for aggregation procedures which have less detailed information requirements.

The structure of an aggregated prediction model constructed from the disaggregate model makes explicit the dependence of aggregate travel demand on:

- The individual's response to the attributes of the alternatives which he faces (the disaggregate choice function), and
- The distribution of individuals according to their characteristics and the attributes of the alternatives they face.

This explicit representation is the basis of two major advantages of explicitly aggregated prediction models based on disaggregate analysis over aggregate forecasting models based on correlative analysis of aggregate data. These are:

- Improved sensitivity to changes in individual behavior due to changes in travel service or other environmental attributes, including policy controlled variables, and
- Sensitivity to changes in the distribution of the characteristics of, or faced by, the population.

The structure of the aggregated model requires the development of an independent variables distribution model to be employed in conjunction with the disaggregate choice mode. This adds a potentially complicating dimension to the application of disaggregate models. However, it is always possible to develop simple models of distribution based on assumptions which are similar to the implicit "no change" assumptions which are embodied in existing models based on aggregate relationships. Explicit representation of the distribution assumptions makes it possible to develop and use improved representations of the distribution of independent variables.

The next section describes criteria to be considered in the evaluation and selection of aggregated prediction models for use in particular situations.
2.5 Criteria for Evaluation of Aggregated Prediction Models

It is useful to identify and describe criteria which may be used to characterize and evaluate alternative aggregated prediction models. The proposed criteria are grouped in two categories which describe the performance characteristics and operational requirements of different aggregated prediction models. The performance characteristics describe the satisfaction of prediction requirements of planning situations in which the model will be used. The operational requirements describe the demands which the model places on analytic resources. Tradeoffs will have to be made between improved performance and reduction of the operational requirements of different models.

The performance criteria include (1) the prediction accuracy of the model in the range of situations for which it will be used, and (2) the sensitivity of the model to changes in policies for which predictions are required. These criteria are interrelated and are dependent on the conformity of the aggregated model with the theoretical relationship between aggregate demand and disaggregate choice behavior. Prediction accuracy can be evaluated in part by comparison of model predictions with observed behavior. Testing beyond the range of available observations must be based on conformity with the underlying theoretical structure.

Sensitivity of the aggregated prediction model to relevant policy alternatives is determined by the specification of the underlying disaggregate choice model and the aggregation procedure used. The range of
policy alternatives which may be studied has increased dramatically in recent years. This increase results from increased recognition of the range of options which are available to government officials for modifying transportation supply characteristics. The ability to model the impact of such changes depends on the proper specification of the disaggregate choice model and also of the related supply models.* The range of policy options to be considered should include capital investment, operating and pricing alternatives. The level of service characteristics included in the travel choice model must be selected to allow sensitivity to changes in these policies. As a group, these level of service characteristics should describe the factors which influence individual choice behavior.

The operational requirements category includes criteria which describe the ease of use and resource cost of different aggregated prediction procedures. These criteria represent the practical issues associated with using different procedures such as input data requirements, computational requirements and staff support requirements. Different aggregation methods have different requirements for knowledge of the distribution characteristics which influence the disaggregate choice behavior. The degree of information required for use with different

*Predictions of travel volumes and level of service characteristics are the product of a supply-demand equilibration process. The models described herein are the demand component of the more general model structure. Proper transformation of supply decisions into level of service characteristics is the function of the supply model component.
aggregation procedures varies from complete knowledge of all the independent variables for every behavioral unit to knowledge of the mean value of the independent variables for the aggregate group of behavioral units.

The degree of satisfaction of these different criteria is interrelated. In general, procedures which give the most accurate and most theoretically consistent predictions are computationally demanding and have substantial data requirements. Alternatively, the least demanding models with respect to computational and data requirements generally give the least accurate and least theoretically consistent predictions. This tradeoff must be evaluated in selecting an aggregated prediction procedure for a specific application.
2.6 The Disaggregate Choice Model

The central characteristic of disaggregate choice models is the explicit representation of the choice process as probabilistic rather than deterministic. The probabilistic structure of disaggregate choice models is derived from the assumption that the utility which the individual ascribes to an alternative is a random variable. If the utility of each alternative to an individual were fixed and known, the prediction process would consist of comparing the utilities of the available alternatives and assigning the individual to the alternative with the highest utility. However, when the utility is viewed as a random variable the choice probability of an alternative is:

\[ P_t(i:A_t) = \text{Prob} \left( U_{it} > U_{jt} \forall j \in A_t \right) \] (2.4)

where \( U_{it} \) represents the utility of alternative \( i \) to individual \( t \).

That is, the probability of choosing an alternative from the available set is identically the probability that its utility is greater than the utility of any other available alternative.

The functional form of the choice model is determined by the selection of a specific joint distribution of the utility functions and analytically solving the probability expression (Equation 2.4). This is done by expressing the utility in terms of a systematic portion and a random portion.
\[ U_{it} = h(V_{it}, e_{it}) \]  \hspace{1cm} (2.5)

where \( V_{it} \) is the systematic portion of the utility function, \( e_{it} \) is the random portion of the utility function, and \( h(V_{it}, e_{it}) \) expresses the relationship between the systematic and random portions.

The most common assumption is that the disturbance term is additive so that

\[ U_{it} = V_{it} + e_{it} \]  \hspace{1cm} (2.6)

Substituting this expression in Equation 2.4 gives

\[ P_t(i; A_t) = \text{Prob} \left( V_{it} + e_{it} \geq V_{jt} + e_{jt} \forall j \in A_t \right) \]
\[ = \text{Prob} \left( e_{jt} - e_{it} \geq V_{it} - V_{jt} \forall j \in A_t \right) \]  \hspace{1cm} (2.7)

which can be solved by integrating over the distribution of the random terms (CRA, 1972).

A generalized probabilistic choice function is represented in terms of the systematic portion of the utility function by

\[ P_t(i; A_t) = f^i(V_{jt}, \forall j \in A_t) \]  \hspace{1cm} (2.8)

where \( f^i(V_{jt}, \forall j \in A_t) \) expresses the function of the systematic portion of utilities in a particular form for prediction of the choice probability for the \( i \)th alternative.

Specific functional forms result from different assumptions about the distribution of the random element of the utility functions. The func-
tional forms resulting from various distributional assumptions are described by CRA (1972).

The systematic portion of the utility, $V_{it}$, is a function of the attributes of alternative $i$ (prices and service characteristics) and the characteristics of individual $t$ (income and other characteristics affecting tests). Ben-Akiva (1973) described alternative characteristic variables as generic (applies to all alternatives) or alternative specific (applies to a subset of alternatives). Alternative specific variables include alternative preference variables which have a value of one for a given alternative and of zero for all other alternatives. Socio-economic variables enter into the model in a meaningful way when they are transformed to have alternative specific values.*

The general probabilistic choice function may be expressed in terms of the vectors of variables which influence the utility of each alternative by:

$$P_t(i:A_t) = f^i(x_{jt}, \forall_j \epsilon A_t)$$

(2.9)

where $f^i(x_{jt}, \forall_j \epsilon A_t)$...is now interpreted to represent the model structure and parameters, and

$x_{jt}$...is the vector of variables which influence the utility of alternative $j$ to individual $t$.

*If socio-economic variables are not alternative specific, they do not influence the difference between alternative utilities and therefore do not affect choice probabilities.
The first developed disaggregate travel behavior models described individual mode choice behavior (Warner, 1962; McGillivray, 1969; Lave, 1969; Stopher, 1969). More recently, disaggregate models have been developed for a wider range of travel decisions including mode choice, time of day, destination and frequency in a general model structure (CRA, 1972). Models are currently being developed to describe simultaneous choice along two or more of these dimensions (Ben-Akiva, 1973; Lerman and Ben-Akiva, 1975; Adler and Ben-Akiva, 1975; Lerman, 1975).

When the choice set includes multiple choices, the structural relationship between choices can be identified as independent, recursive or simultaneous (Ben-Akiva, 1973).

The joint probability is represented by

$$P_t(i,j : AB)$$  \hspace{1cm} (2.10)

which is the probability of individual \( t \) jointly choosing \( i \) and \( j \) from the set of alternatives \( AB \). If the \( i,j \) choices are independent, the joint choice probability may be written

$$P_t(i,j : AB) = P_t(i:A) \cdot P_t(j:B).$$  \hspace{1cm} (2.11)

If the joint choice is recursive, \( i \) conditional on \( j \), the joint choice probability may be written

$$P_t(i,j : AB) = P_t(i:A/j) \cdot P_t(j:B)$$  \hspace{1cm} (2.12)
where \( P_t(i:A/j) \) expresses the probability of choosing \( j \) of the set \( B \) given that \( i \) has already been chosen.

If the choices are simultaneous, the joint choice function (Equation 2.10) cannot be simplified.

The choice structure of the disaggregate model is determined on theoretical grounds. The representation of different joint choice structures in the aggregated prediction model is described in Section 2.9.
2.7 The Distribution of Independent Variables

The development of aggregate predictions of travel behavior consistent with the underlying behavioral structure requires representation of the distribution of independent variables.

The distribution of variables may be represented in one of four ways. These are:

1. **Enumeration** which describes the distribution by actual or estimated values of the variables for each disaggregate unit. Complete enumeration exists when data is available for every member of the aggregate prediction group. Partial enumeration exists when data is available for a subset of the prediction group. Partial enumeration is based on a sample of the group members selected to represent the true distribution in the total group.

2. **Density functions** represent the distribution of variables in terms of the frequency of different variable values in the prediction group. These distributions may be based on theoretical and/or empirical analyses which provide guidelines for selection of both the structure of the distributions and their parameters. Density functions may be discrete or continuous depending on the nature of the variable. For example, the number of household members and cars available are discrete variables while income and travel time are continuous variables. The distributional
structure may attempt to fully represent the complexity of the true distributional structure or may include simplifying assumptions about the shape of the individual distributions and their interactions.

3. **Distribution moments** describe the distribution in terms of its moments and cross moments which provide information about the spread and shape of individual distributions and their interactions. The successive addition of higher order moments increases the refinement of the distributional representation.

4. **Classification** describes the assignment of members of the prediction group to relatively homogeneous subgroups. The assignment is based on the members' values for one or a set of variables. A wide range of information refinement can be represented depending on the fineness of the classifications and the number of characteristics used.

These different methods of representing the distribution of independent variables provide a range of information about the actual distributions. Enumeration provides maximum detail about the distribution of variables in each prediction group. Density functions, which have less detail with respect to a single group take advantage of outside information, either theory or related empirical analysis, to provide some structure which may describe the distribution in the prediction group more accurately than a random sampling of the same population.
The different representations of variable distributions are inter-related. Figure 2.2, Relationships Among Methods of Representing the Distribution of Independent Variables, indicates (by the arrows shown) the possibilities for transforming information from one representation to another. Enumeration, if based on a large enough sample, can be used to estimate parameters of a density function or distribution moments and can be used as a basis for structuring a classification schedule. Density functions may be used to generate a pseudo enumeration through use of a Monte Carlo procedure. Density functions can be used to determine distribution moments or as a basis for classification. Distribution moments also may be used to identify density functions through use of a system of density functions (Pearson, 1895) or by augmenting them with an assumed distributional form. Classifications, unless they are extremely fine, are not usable for generating any of the other distributional representations.

Different methods may be used to forecast the required distributions. The simplest distribution forecast procedure is to project the existing distribution in a zone unchanged over the period of interest except for already planned or in process changes which can be explicitly identified. This assumption is best for short-term predictions. For example, the near term effect of a change in public transit service can be based upon the existing distribution of household and highway service characteristics with changes in transit service characteristics only.
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Another approach is to relate parameters of distributions or their moments to a small number of indices, such as mean values, which are commonly predicted. These relationships can be used to develop a distribution structure based on existing prediction capabilities. These relationships can also be modified over a period of time to reflect assumptions about changes in the distribution of socio-economic characteristics or policy shifts designed to change the distribution of service characteristics.

The distribution of spatially related transport service characteristics facing household is interrelated with the distribution of socio-economic or household characteristics. This suggests the need to develop joint distributions over household and spatial characteristics. This step is much simplified if an assumption of independence can be justified between household and spatial distribution, or if the dependence can be simply specified.

However, it is more reasonable to argue that the distribution of household and spatial characteristics are related through the household location choice process. This relationship can be modelled by first forecasting the region wide distribution of household characteristics to geographic locations as part of a residential location choice model which explicitly accounts for geographic, neighborhood and transportation service characteristics (Lerman, 1975).

This situation can be described by a recursive residential location-mode choice structure. In this case households which are identified by
the workplace of the breadwinner, first select a residential location
and then choose a mode to work based on the residential location.* The
variable distribution required in this case is the distribution for
households which have made a prior choice of residential location. In
this case the distribution of variables for the mode choice decision is
derived from the total CBD worker distribution by:

\[ g(X|j) = \frac{P_t(j|X)g(X)}{\int X P_t(j|X)g(X)dx} \]  \hspace{1cm} (2.13)

where \( g(X|j) \) ...is the distribution of variables given a prior
choice of residential location, \( j \).

\( P_t(j|X) \) ...is the probability of choosing a residential lo-
cation \( j \) by a household faced with the variables,
\( X \), and

\( g(X) \) ...is the distribution of variables for all households
who have a member working in the central business
district.

That is the relative frequency of occurrence of certain sets of values
in the subgroup (CBD worker households residing in a particular location)
is based on the frequency of those values in the general population
weighted by the probability of choosing to join the subgroup when those
values occurred. In this way, the distributions which are relevant to
each set of choices become linked together in a structurally consistent
manner. When the choice of interest is embedded in a sequential choice

*The structure of the actual choice process is more complex. However,
this representation is a reasonable description of short term behavior
where the residential location is fixed by prior choice, but the tran-
sit choice is subject to revision.
process, the conditional distribution of choice variables may be predicted directly or the overall marginal distribution of choice variables may be predicted and processed through a series of choice steps. The major tradeoffs in such a decision are (1) the modelling effort involved, (2) the accuracy of the different methods of predicting the conditional distribution and (3) the value of maintaining consistency among distributions used in different stages of the modelling process.
2.8 The Aggregation Procedure

The aggregation procedure is the element of the aggregated prediction model which operates on the disaggregate choice model and the distributional representation to obtain estimates of aggregate shares or volumes. As described in Section 2.1, the aggregation procedure which represents the theoretical relationship between aggregate demand and individual choice behavior is the explicit summing or averaging of the individual choice probabilities for the behavioral units in the prediction group to obtain the aggregate volume or share estimates (Equation 2.1). However, this procedure requires more information about the distribution of independent variables than is generally available. For this reason, a range of alternative aggregation procedures are proposed. These procedures can be characterized by their data requirements and computational approach. The possible procedures cover the range from the theoretically consistent explicit summation procedure to the naive procedure which is known to be biased but has the least data and computational requirements. For convenience, the possible procedures are grouped in five categories which correspond to differences in approaching the aggregation problem. These categories are procedures of enumeration, summation-integration, statistical differentials (or moments), classification and the naive procedure. Each of these groups is discussed in turn.
Procedures of enumeration. This group includes those procedures which represent the explicit theoretical relationship between aggregate and disaggregate demand. The expected volume choosing an alternative is the sum of the individual choice probabilities for that alternative, and the expected share is the average of the disaggregate choice probabilities, that is:

\[ V_i = \sum_t p_t(i:A) = \sum_t f^i(x_t) \] \hspace{1cm} (2.14a)

\[ S_i = \sum_t p_t(i:A)/T = \sum_t f^i(x_t)/T \] \hspace{1cm} (2.14b)

This formulation requires complete knowledge of the individual characteristics and the attributes of available alternatives. The degree of information required may be reduced by use of a sample of behavioral units from the prediction group. In this case Equations 2.14 are modified to

\[ V_i = \sum_t f^i(x_t) \cdot \frac{T}{T_S} \] \hspace{1cm} (2.15a)

\[ S_i = \sum_t f^i(x_t) \cdot \frac{1}{T_S} \] \hspace{1cm} (2.15b)

where \( T_S \) is the number of behavioral units in the prediction sample.

This procedure introduces a certain amount of stochastic variation and/or bias which results from the nature of the sampling process.

*This simplified notation replaces \( f^i(x_{jt}, \forall j \in A) \) used previously.
Procedures of enumeration are important as they represent the theoretically consistent aggregation process (Equation 2.1). For this reason they can be used as a basis for the evaluation of alternative procedures.

**Procedures of summation/integration.** These procedures represent a weighting of the disaggregate choice probability estimates by the probability density function for the independent variables. This is done by integration or summation depending on the structure of the distribution by:

\[
S_{iD} = \int_{X} f^i(x) g(x) dx \quad (2.16a)
\]

or

\[
S_{iD} = \sum_{X} f^i(x) g(x) \quad (2.16b)
\]

where \( S_{iD} \) is the prediction of share \( i \) by procedures of summation or integration.

If the distributional representation is precise these procedures give results which are the same as those obtained by complete enumeration (Equations 2.14). To the degree that the distributions used are approximations to the actual distribution of characteristics, the predictions obtained differ from those based on enumeration. When limited sample data is available, it may be possible to use data from different groups to determine some of the characteristics of the distribution and thereby enrich the distributional information for specific prediction groups. The computational requirements of procedures in this group are high if the
integration/summation must be applied over a large number of variables. This group of procedures may use distributions determined from theoretical and empirical analyses, and/or distributions which are known not to represent the true distributions but which are assumed in order to obtain computational or other advantages.

The most advantageous distributional assumption is that the variables have the multivariate normal distributions. McFadden and Reid (1973) used this assumption with a binary choice probit model of the form

\[ P_t(i:A) = \Phi (X_t' b) \]  

(2.17)

with \( X_t \) assumed to be distributed multivariate normal with mean \( \bar{X} \) and covariance matrix \( A \) so that \( X_t' b \) is normally distributed with mean \( \bar{X}' b \) and covariance \( \sigma^2_v = b'Ab \). By mathematical integration they obtained an aggregate share probit model:

\[ S_{ID} = \Phi \left( \frac{X_t' b}{\sqrt{M + \sigma^2_v}} \right) \]  

(2.18)

which is commonly available in tabulated form. This representation is used in Chapter III to analyze the bias associated with the naive and statistical differential procedure. Westin (1974) used the same assumption with a binary choice logit model. The major advantage of the nor-

\* The symbol \( \Phi (w) \) implies \( \int_{-\infty}^{\infty} \frac{e^{-y^2/2}}{\sqrt{2\pi}} dy \)
mality assumption is the computational efficiency which is obtained by collapsing the multivariate normal distribution of independent variables to a single variable normal distribution for the utility of each choice alternative. This computational efficiency is obtained at the expense of some lost accuracy in the representation of the actual distribution.

**Procedures of statistical differentials.** This group of procedures expresses aggregate shares as a function of the moments of the utility distribution. The aggregate function is obtained by linearizing the disaggregate choice function by use of a Taylor series expansion and taking expectation across the aggregate prediction group (Talvitie, 1973). The share estimate in the binary choice case is given by

\[
S_{iD} = f^i(\bar{V}) + \frac{1}{2} \frac{\partial^2 f^i(V)}{\partial V^2} \bigg|_{\bar{V}} \sigma^2_V + \ldots \tag{2.19}
\]

where \( f^i(\bar{V}) \) ...is the choice function in terms of the net utility between the two alternatives evaluated at the mean value of the net utility,

\[
\frac{\partial^2 f^i(V)}{\partial V^2} \bigg|_{\bar{V}}
\]

...is the second derivative of the choice function with respect to net utility evaluated at mean net utility, and

\( \sigma^2_V \) ...is the variance of the net utility distribution in the prediction group.

The additional terms in the series consist of higher order derivatives, moments and factorials. Practical issues associated with estimating higher order moments and instability of the series when the distribution is highly dispersed (Johnson and Kotz, 1969), indicate that the
series should be terminated after the second term.

The corresponding equation for the multiple choice situation is:

\[ S_{iD} = f^i(\bar{V}) + \frac{1}{2} \sum_j \sum_k \frac{\partial^2 f^i(V)}{\partial V_j \partial V_k} \bigg|_{\bar{V}} \text{Cov}(V_i, V_k) \]  \hspace{1cm} (2.20)

where \( V, \bar{V} \) ... in this case represent the vector of utility values or mean utility values, respectively.

**Procedures of classification.** This group of procedures is based on (1) assigning members of the aggregate group to two or more classes, (2) using the naive method (to be described next) to predict aggregate choice shares for each class and (3) computing overall aggregate share as the weighted average of the class shares. The share prediction by the classification method is:

\[ S_{iC} = \sum_G f^i(\bar{X}_G) \frac{T_G}{T} \]  \hspace{1cm} (2.21)

where \( S_{iC} \) ... is the share predicted by the classification procedure,

\[ \sum_G \] ... indicates summation over all the subgroups,

\( \bar{X}_G \) ... is the vector of average variable values for individuals in subgroup \( G \),

\( T_G \) ... is the number of individuals in subgroup \( G \), and

\( T \) ... is the number of individuals in the prediction group.
Procedures in this group are differentiated by the variables which are used for classification and the number of classes used. The selection of variables for classification should be aimed at reducing the variance of the net utility distributions. This can be accomplished by selection of the variable which contributes the greatest proportion of the total variance in the utility distribution.

**Naive procedure.** This category includes only one procedure which is to use the mean value of the choice influencing variables in the disaggregate choice function:

\[ S_{iN} = f^i(\bar{x}) \]  

(2.22)

where \( \bar{x} \) ... is the vector of average variable values for the prediction group.

Although this procedure is the degenerate case of the procedures of statistical differentials, it is given separate treatment for three reasons. First, the data requirements are the same as those for presently used models calibrated with aggregate data. Second, it is computationally and conceptually simple. Third, it is the method most likely to be used in the absence of recognition of the aggregation problem.

The five groups of procedures which have been identified are:

- Procedures of Enumeration,
- Procedures of Integration/Summation,
- Procedures of Statistical Differentials,
- Procedures of Classification, and
- Naive Procedure.
Procedures of enumeration includes complete enumeration and partial (based on a sample) enumeration. Procedures of integration/summation includes procedures based on distributions determined by theoretical and empirical analysis and procedures based on assumed distributions. Procedures of statistical differentials includes prediction with mean and variance terms only. Procedures of classification includes a wide range of procedures differentiated by the variables or variables selected for classification and the number of classes used. The last group includes only the naive procedure.
2.9 Aggregated Prediction Structure in Multi-Dimensional Choice Context

The purpose of this section is to set forth the prediction implications of the multi-dimensional choice set of which the choice of interest is an element. The alternative choice structures identified in Section 2.6 are joint, recursive or independent. The effect of sequential prediction on the distribution of choice influencing variables for conditional choices in a sequence was described in Section 2.7 (Equation 2.13). This section integrates these concepts in the development of alternative representations of aggregate travel demand for prediction. Expressions for aggregate choice share are developed in terms of the disaggregate choice model and the variable distribution density function for different choice structures. The section concludes with a discussion of the implications of the results for the prediction of a realistic set of travel choices.

The expected aggregate shares for a two dimensional choice situation are given by:

\[ S_{ij} = \int_X P_t(i,j;AB)g(X)dX \]  \hspace{1cm} (2.23)

where \( S_{ij} \) is the expected share of behavioral units to choose \( i \) and \( j \),

\( g(X) \) is the density function for the vector of choice influencing variables, and

\( X \) is the vector of choice influencing variables.
If the choices are made jointly the prediction of joint shares is given by Equation 2.23. Prediction of either of the marginal shares can be made by summation of the joint shares:

\[ S_i = \sum_j S_{ij} \]  
\[ (2.24a) \]

\[ S_j = \sum_i S_{ij} \]  
\[ (2.24b) \]

If the choice model is conditional, i dependent on j, the joint shares may be obtained directly by

\[ S_{ij} = \int_X P_t(i:A/j) P_t(j:B) g(X) \, dx \]  
\[ (2.25) \]

However, it is possible to develop an alternative formulation which makes use of the conditional choice structure. To accomplish this the relationship between conditional and independent variable distributions in Equation 2.13 is rewritten to obtain:

\[ g(X/j) = \frac{P_t(j:B) \, g(X)}{\int_X P_t(j:B) \, g(X) \, dx} \]  
\[ (2.26) \]

from which

\[ P_t(j:B) \, g(X) = g(X/j) \int_X P_t(j:B) \, g(X) \, dx = g(X/j) S_j \]  
\[ (2.27) \]
so that the joint share is given by:

\[
S_{ij} = \int_X P_t(i:A/j) g(X/j) S_j \, dX \\
= S_j \int_X P_t(i:A/J) g(X/j) \, dX \\
= S_j \cdot S_{i/j}
\]  

(2.28)

That is, if the share choosing alternative \( j \) of set \( B \) is known, the joint choice shares can be predicted using the choice probability for \( i \) and the distribution of the choice variables both conditional on choice \( j \). The marginal share choosing \( j \) is predicted directly by:

\[
S_j = \int_X P_t(j:B) g(X) \, dX
\]  

(2.29)

The marginal choice probability for \( i \) is obtained by summation over the joint shares which include \( i \) as shown in Equation 2.24b.

When the choices of \( i \) and \( j \) are independent, the joint choice shares can be predicted directly by:

\[
S_{ij} = \int_X P_t(i:A) P_t(j:B) g(X) \, dX
\]  

(2.30)

or sequentially, using equation 2.27 by
\[ S_{ij} = \int_X P_t(i:A) \ g(X/j) \ dX \cdot S_j \]  

(2.31a)

or

\[ S_{ij} = \int_X P_t(j:B) \ g(X/i) \ dX \cdot X_i \]  

(2.31b)

In the case where the variables which influence the choice of \( i \) are independent of the variables which influence the choice of \( j \), the conditional distributions are the same as the unconditional distribution. That is, if \( X \) can be decomposed into \( X_i \) and \( X_j \) which are independently distributed

\[ g(X) = g(X_i) \ g(X_j) \]  

(2.32)

the direct aggregate predictive equation becomes:

\[ S_{ij} = \int_{X_i} \int_{X_j} P_t(i:A) \ P_t(j:B) \ g(X_i)g(X_j) \ dX_j dX_i \]

\[ = \int_{X_i} P_t(i:A) \ g(X_i) \ dX_i \cdot \int_{X_i} P_t(j:B) \ g(X_j) \ dX_j \]

\[ = S_i \cdot S_j \]  

(2.33)

and the sequential prediction structure becomes
\[ S_i = \int_{X_i} P_{t(i:A)} g(X_i) \, dX_i \] (2.34)

\[ S_{ij} = \int_{X_j} P_{t(j:B)} g(X_j) \, dX_j \cdot S_i \] (2.35)

and similarly, for the \( j, i \) sequence.

The importance of this result is that at the aggregate level, the prediction of expected volumes in a multi-dimensional choice situation must take account of prior choices, even if they are structurally independent for the individual behavioral unit, if they are not statistically independent in the population. That is, if the variables influencing the choices are not statistically independent in the aggregate population, the two dimensional shares must be predicted either jointly or sequentially using a conditional distribution of the choice variables.

This discussion indicates the need to take account of the multi-dimensional choice context of a choice for which aggregate predictions are desired. If the choice is joint with other choices the prediction must be based on the joint choice probabilities. When the choice structure is recursive or independent, the structural choice functions may be combined and used as a joint choice function or they may be used sequentially with a conditional distribution of choice influencing variables which represents the effect of prior choices which define the group for which the further prediction is desired.

The result can be used to define the relationship between the aggre-
gate sequential prediction structure of the UTMS type model where the aggregate shares are

\[ S_i = \frac{V_i}{T_i} \quad (2.36a) \]

\[ S_{d/i} = \frac{V_{id}}{V_i} \quad (2.36b) \]

\[ S_{m/id} = \frac{V_{idm}}{V_{id}} \quad (2.36c) \]

\[ S_{r/idm} = \frac{V_{idmr}}{V_{idm}} \quad (2.36d) \]

The product of these shares gives the total share of travel:

\[ \frac{V_{idmr}}{T_i} = S_i \cdot S_{d/i} \cdot S_{m/id} \cdot S_{r/idm} \quad (2.37) \]

The underlying choice process which parallel this structure is:

\[ P_t(f) \quad (2.38a) \]
\[ P_t(d/f) \quad (2.38b) \]
\[ P_t(m/f,d) \quad (2.38c) \]
\[ P_t(r/f,d,m) \quad (2.38d) \]

The product of the marginal choice probability and the conditional choice probabilities give the joint choice probability:
\[ P_t(f,d,m,r) = P_t(f) \cdot P_t(d/f) \cdot P_t(m/f,d) \cdot P_t(r/f,d,m) \]  

(2.39)

Using the results of the preceding discussion, the relationships between the aggregate shares and the disaggregate choice probabilities, assuming that the frequency choice is 0, 1, or \( l \), are:

\[
S_i^f = \int_X P_t(f) \cdot g(x) \, dx \tag{2.40a}
\]

\[
S_{d/i}^f = \int_X P_t(d/f) \cdot g(x/f) \, dx \tag{2.40b}
\]

\[
S_{m/id}^f = \int_X P_t(m/f,d) \cdot g(x/f,d) \, dx \tag{2.40c}
\]

\[
S_{r/ids}^f = \int_X P_t(r/f,d,m) \cdot g(x/f,d,m) \, dx \tag{2.40d}
\]

When the frequency choice is not constrained the corresponding set of equations is:

\[
S_i = \sum_f f \cdot S_i^f \tag{2.41a}
\]

\[
S_{d/i} = \sum_f f \cdot S_i^f \cdot S_{d/i}^f / S_i \tag{2.41b}
\]

\[
S_{m/id} = \sum_f f \cdot S_i^f \cdot S_{d/i}^f \cdot S_{m/id}^f / S_{d/i} \tag{2.41c}
\]
\[ S_{r/idm} = \sum_f f S_i^f S_{d/i}^f S_{m/id}^f S_{r/idm}^f / S_{m/id} \]  

(2.41d)

If the conditional choice probabilities for destination, mode and route are choice independent and statistically independent of the non-zero frequency we have:

\[ S_i = \sum_f f S_i^f \]  

(2.42a)

\[ S_{d/i} = S_{d/i}^f \]  

(2.42b)

\[ S_{m/id} = S_{m/id}^f \]  

(2.42c)

\[ S_{r/idm} = S_{r/idm}^f \]  

(2.42d)

In all of these cases the sequential aggregate shares must be determined from the conditional choice probabilities and the conditional distributions of choice influencing variables.
2.10 Summary

The need for aggregate travel predictions is contrasted with the
disaggregate based theory of travel choice behavior. The problems asso-
ciated with the formulation and estimation of aggregate relationships
which are consistent with underlying disaggregate choice models is de-
scribed.

The structure of an aggregated prediction model is defined in re-
sponse to the need to provide aggregate travel predictions which are con-
sistent with the relevant underlying individual travel choice behavior.

This structural framework includes three components:
- the disaggregate choice model,
- the distribution of choice influencing characteristics, and
- the aggregation procedure.

A range of different distribution representations and aggregation
procedures is described. Only one of these, complete enumeration of
data and explicit summation of choice probabilities, is consistent with
relevant theories of travel behavior. However, this approach places ex-
treme demands on the prediction of independent variables. Criteria are
proposed for the evaluation of alternative procedures which have less ex-
treme variable prediction requirements.

The implications of the aggregated model structure for prediction in
multi-dimensional choice situations is described. This description indi-
cates the need to recognize statistical relationships between variables
which influence choices in the prediction group as well as the structural
relations between these choices for different individuals.
CHAPTER III

ANALYSIS OF AGGREGATION BIAS

3.1 Introduction

The aggregated prediction model, described in Chapter II, includes three main components: a disaggregate choice model, a representation of the distribution of choice influencing characteristics, and an aggregation procedure. The aggregation procedure transforms the disaggregate choice model and the distribution of choice influencing characteristics into predictions of aggregate travel behavior. The enumeration procedure is the theoretically correct aggregation procedure. All other procedures are approximate and introduce error into the aggregate predictions.

The purpose of this chapter is to study the prediction error of three approximate aggregation procedures. These are the naive, statistical differentials and classification procedures. This is accomplished by comparison of prediction by each of these methods with the true aggregate predictions based on complete knowledge of the distribution of choice influencing characteristics. The analysis identifies and describes the conditions under which each method will have zero bias, the direction of bias when it occurs and the conditions which result in maximum bias. The analysis includes comparison of share predictions and share sensitivity or slope predictions. The analysis of share prediction is concerned with the error in the prediction of shares for a
single set of conditions. The analysis of share sensitivity or slope predictions is concerned with the error in the differences in the prediction of shares between two alternative sets of conditions such as with or without a proposed highway link, free transit versus fare paid transit, with or without a CBD parking charge, etc.

The emphasis placed on these three procedures, naive, statistical differentials and classification, is due to their conceptual simplicity, the ease with which they can be used in practice and the modest input data requirement necessary for their use. The naive prediction, in particular has input data and implementation requirements which are essentially the same as the requirements of presently used models. The statistical differentials and classification methods have only slightly greater data input and implementation requirements. For these reasons, any of these procedures would be highly desirable for use in prediction when they do not contain significant errors as compared to alternative procedures which are more difficult to understand, more difficult to use and require more extensive representation of the distribution of choice influencing characteristics.

The bias in prediction for the naive procedure is analyzed first for different conditions on the structure of the utility distributions, the mean differences in utility between pairs of alternatives and the number of alternatives in the choice set. The analysis of the bias of naive predictions includes bias in share prediction for two alternatives (Section 3.2), bias in share prediction for multiple alternatives
(Section 3.3), bias in share sensitivity prediction for binary and multiple choice situations (Section 3.4) and bias in binary choice prediction when the net utility between alternatives is normally distributed (Section 3.5).

The bias of the statistical differentials procedure (Section 3.6) and the classification procedure (Section 3.7) is examined as extensions to the analysis of bias in naive predictions.

The chapter concludes with summarization of the results obtained (Section 3.8)
3.2: Bias in Share Prediction by the Naive Method for Binary Choice Case

The approach of this analysis is to, first, establish the formal statement of bias in naive prediction; second, apply this statement to the analysis of bias in the case where net utility values (difference in utility between two alternatives) are symmetrically distributed in the population; and, finally, generalize the analysis to a wider range of distributions of net utility values.

The analysis of the binary choice case is approached by use of the net values of utility between the two alternatives rather than the utility values for each alternative. The structure of independent random utility models with additive disturbance is such that it is possible to formulate the binary choice model in terms of net utility:

\[ V = V_i - V_j \]  

(3.1)

where \( V_i, V_j \) are the utilities of alternatives i and j, respectively, and

\[ V \] is the net utility difference between alternatives i and j.

The analysis of bias makes use of two important properties of commonly used choice functions. First, choice functions are monotonic in utilities. That is, the probability of choosing an alternative increases with increasing value of its own utility and decreases with increasing
value of the utility of all other alternatives. Second, the choice function is symmetric with respect to alternatives. That is, the choice function is structurally identical for each alternative. In the binary choice case this establishes that:

\[ f(V) = 1 - f(-V) \quad (3.2) \]

where \( f(V) \) ..... is the disaggregate choice function.

The aggregate share for a binary choice set is:

\[ S_i = \frac{1}{T} \sum_{t \in T} f^i(V_t) \quad (3.3) \]

where \( S_i \) ..... is the aggregate share choosing alternative \( i \), \( f^i(V_t) \) ..... is the choice probability for individual \( t \) choosing alternative \( i \) when, \( V_t \) ..... is the net utility of alternative \( i \) relative to the remaining alternative, \( T \) ..... is both the set of individuals in the group and their number, and \( \sum_{t \in T} \) ..... indicates summation over all members of the group \( T \).

When the distribution of the net utilities is known and can be expressed in terms of a density function, the aggregate share is also given by:
\[ S_i = \int_{-\infty}^{\infty} f_i^i(V) g(V) \, dV \]  

(3.4)

where \( g(V) \) ..... is the density function of the distribution of net utility values.

This expression for aggregate share is used in the following discussion as it is more mathematically tractable than the summation.

The naive share is:

\[ S_{iN} = f_i^i(\bar{V}) \]  

(3.5)

where \( S_{iN} \) ..... is the aggregate share for alternative i predicted by the naive method, and \( f(\bar{V}) \) ..... indicates that \( f(V) \) is evaluated at \( V = \bar{V} \).

The bias of the share predicted by the naive method is:

\[ B_{Ni}^i = S_{iN} - S_i \]

\[ = f_i^i(\bar{V}) - \int_{-\infty}^{\infty} f_i^i(V) g(V) \, dV \]  

(3.6)

where \( B_{Ni}^i \) ..... is the bias in predicting the share for alternative i by the naive method.

The bias can also be expressed in terms of the bias in prediction for the individuals included in the aggregate group, defined by:
\[ B_{Nt}^i = f_i^i(\bar{V}) - f_i(V_t) \]  \hspace{1cm} (3.7)

This is the bias in the prediction for an individual \( t \) when he is assumed to have average net utility in place of individual net utility.

The total bias in prediction can be expressed in terms of individual bias as:

\[
B_N^i = \int_{-\infty}^{\infty} B_{Nt}^i g(V) \, dV \\
= \int_{-\infty}^{\infty} \left[ f_i^i(\bar{V}) - f_i^i(V) \right] g(V) \, dV 
\]  \hspace{1cm} (3.8)

The argument of this integral is the bias in prediction for a single member of the aggregate group with true net utility, \( V \), represented as having average net utility, \( \bar{V} \), weighted by the density of the net utility distribution for each individual net utility value.

Based on the monotonic property of the choice function the individual bias is positive when true utility is less than average utility and negative when true utility is greater than average net utility. Zero bias occurs when the positive bias from individuals with net utility less than the average is balanced by the negative bias from individuals with higher than average net utility.

The bias in share prediction by the naive procedure is first analyzed for the condition where the distribution of net utilities is symmetric around its mean, that is:
\[ g(V_D) = g(-V_D) \quad (3.9) \]

where \( V_D \) ..... is defined by

\[ V_D = V - \bar{V} \quad (3.10) \]

The symmetry condition is placed on the distribution of net utility values. The distribution of utility values for each of the alternatives may have any shape provided that the distribution of net utilities satisfies the symmetry condition (Equation 3.9).

The expression for bias (Equation 3.6) is reformulated in terms of net utility differences from the mean (Equation 3.10) to obtain:

\[ B_N^i = f^i(\bar{V}) - \int_{-\infty}^{\infty} f^i(V_D + \bar{V}) g(V_D) \, dV_D \quad (3.11) \]

which can be reformulated as follows:

\[ B_N^i = f^i(\bar{V}) - \int_{-\infty}^{\infty} f^i(V_D + \bar{V}) g(V_D) \, dV_D - \int_{0}^{\infty} f^i(V_D + \bar{V}) g(V_D) \, dV_D \]

\[ = f^i(\bar{V}) - \int_{0}^{\infty} f^i(-V_D + \bar{V}) g(V_D) \, dV_D - \int_{0}^{\infty} f^i(V_D + \bar{V}) g(V_D) \, dV_D \]

\[ = f^i(\bar{V}) - \int_{0}^{\infty} [1-f^i(V_D - \bar{V})] g(V_D) \, dV_D - \int_{0}^{\infty} f^i(V_D + \bar{V}) g(V_D) \, dV_D \]
\[ = f^i(\bar{V}) - \int_{0}^{\infty} g(V_D) dV_D - \int_{0}^{\infty} \left[ f^i(V_D + \bar{V}) - f^i(V_D - \bar{V}) \right] g(V_D) dV_D \]

\[ = f^i(\bar{V}) - \frac{1}{2} - \int_{0}^{\infty} \left[ f^i(V_D + \bar{V}) - f^i(V_D - \bar{V}) \right] g(V_D) dV_D \quad (3.12) \]

This expression is equal to zero when average net utility is zero, is positive when average net utility is positive and negative when average net utility is negative. Further the magnitude of positive bias at some positive value of mean net utility is identical to the magnitude of negative bias when the negative value of mean net utility has the same magnitude:

\[ B^i_N(\bar{V}) = f^i(\bar{V}) - \frac{1}{2} - \int_{-\infty}^{\infty} \left\{ f^i[V_D + (-\bar{V})] - f^i[V_D - (-\bar{V})] \right\} g(V_D) dV_D \]

---

*When \( \bar{V} = 0 \), \( f(\bar{V}) = \frac{1}{2} \); so \( f(\bar{V}) - \frac{1}{2} = 0 \), and \( f(V_D + \bar{V}) - f(V_D - \bar{V}) = f(V_D) - f(V_D) = 0 \) so the integral is zero also. When \( \bar{V} \gg 0 \), \( f(\bar{V}) \gg \frac{1}{2} \), so \( f(\bar{V}) - \frac{1}{2} \gg 0 \), \( f(V_D + \bar{V}) - f(V_D - \bar{V}) \gg 0 \) so the integral is greater than zero, furthermore \( \text{Max}[f(V_D + \bar{V}) - f(V_D - \bar{V})] = [f(\bar{V}) - f(-\bar{V})] \) \( = [2f(\bar{V}) - 1] \) and \( \int_{0}^{\infty} [2f(\bar{V}) - 1] g(V_D) dV_D = f(\bar{V}) - \frac{1}{2} \) so \( \int_{0}^{\infty} [f(V_D + \bar{V}) - f(V_D - \bar{V})] g(V_D) dV_D \leq f(\bar{V}) - \frac{1}{2} \) so the total value of the bias expression is positive. For \( \bar{V} \ll 0 \) the opposite result occurs.
\[
= \left[1 - f^i(\bar{V})\right] - \frac{1}{2} \int_{-\infty}^{\infty} \left[ f^i(V_D - \bar{V}) - f^i(V_D + \bar{V}) \right] g(V_D) dV_D
\]

\[
= - f^i(\bar{V}) + \frac{1}{2} \int_{-\infty}^{\infty} \left[ f^i(V_D + \bar{V}) - f^i(V_D - \bar{V}) \right] g(V_D) dV_D
\]

\[
= - B_N^i(\bar{V}) \tag{3.13}
\]

where \( B_N^i(-\bar{V}) \) ..... is the bias in naive share prediction with net utility mean equal to \(-\bar{V}\), and

\( B_N^i(\bar{V}) \) ..... is the same for net utility mean equal to \(\bar{V}\).

An intuitive understanding of this result is obtained by examination of Figure 3.1, Bias in Individual Share Estimates When Utility Mean is Zero, and Figure 3.2, Bias in Individual Share Estimates When Utility Mean is Greater than Zero. Both figures are plots of individual bias (Equation 3.7) for different values of mean net utility.*

The share bias in naive prediction is obtained by integrating the area under this function weighted by the distribution of net utilities (Equation 3.8). If the distribution of net utilities is symmetric

*The function plotted is the choice probability for an individual with utility equal to the mean net utility (which is constant) less the choice probability for the individual with his own utility (which maps out the individual choice function). The difference is an inversion of the individual choice function located so that the bias is zero for an individual with net utility equal to mean net utility.
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the integral of net bias is zero when mean net utility is zero (Figure 3.1). In this case the weighting of equal magnitude positive and negative bias at equal distances from the zero bias point will be equal (due to symmetry of the distribution around the zero bias point) and therefore will exactly balance. When the average net utility is positive (Figure 3.2) the weighting of higher magnitudes of positive bias and smaller magnitudes of negative bias at equal distances from the new zero bias point are equal and the share bias is positive. Similarly, the share bias is negative when the mean net utility is negative.

The location of points of maximum bias are identified by taking the derivative of the bias function (Equation 3.11):

$$ \frac{d B_N^i}{d V} = \frac{d f_i(V)}{d V} - \frac{d}{d V} \left\{ \int_0^\infty f_i(V + \bar{V}) g(V_D) dV_D \right\} $$

(3.14)

where \( \frac{d}{d V} \) indicates that the partial derivative is taken with respect to mean net utility.*

In Section 3.4 it is shown that this expression is equivalent to the expression for bias in share sensitivity and has two zero value points. When the distribution of net utilities is symmetric these points occur at equal magnitudes of positive and negative mean net utility. The

*Individual utilities expressed by \( V_D + \bar{V} \) are all affected equally by changes in mean net utility, \( \bar{V} \), as there are no changes in the individual deviations from mean net utility, \( V_D \).
existence of maximum and minimum points indicates that the positive or negative share bias increases in magnitude to some maximum value and declines thereafter. As mean net utility becomes large (relative to the distribution of net utility deviations) the magnitude of bias becomes small (see Figure 3.3).

The entire character of the distribution of net utilities enters into the bias expression in the $g(V_D)$ term. The characteristics of the distribution can be expressed by its variance and shape. The effect of variance for a particular distributional shape (the normal distribution) is considered in Section 3.5. For the present discussion the only shape characteristic considered is the skewness of the distribution. This is done under the assumption that common distributions of net utilities will not differ substantially in other aspects of shape.

Two characteristics of skewness are important. First, for a positively skewed distribution the cumulative distribution function from minus infinity to its mean is greater than one half with the opposite effect for a negatively skewed distribution. Second, a positively skewed distribution has higher density at extreme positive deviation from the mean than at extreme negative deviation, with the opposite effect for a negatively skewed distribution. Since the individual bias function has diminishing slope with increasing deviation from the mean over most of its range (over the entire range when average net utility is zero as in Figure 3.1) the effect of mass concentrated away from the tail is most important in this situation. The effect of
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skewness is to weight the bias away from the tail of the distribution more highly than the bias in the direction of the tail. Thus, the existence of positive skewness (right tail) produces greater positive bias or lower negative bias than would occur with a symmetric distribution with the same mean net utility value and negative skewness has the opposite effect. Furthermore, the magnitude of the affect of skewness is larger when the skewness is greater.

The skewness and mean value effects described earlier for the symmetric distribution interact so that positive mean and positive skewness (or negative mean and negative skewness) have compounding effects on the magnitude of bias while positive mean and negative skewness (or negative mean and positive skewness) have offsetting effects. Some conditions of offsetting effects create points of zero bias with negative means and positive skewness and vice versa. An algebraic increase in the mean net utility or the skewness from a zero bias point results in positive bias and an algebraic decrease results in negative bias:

The results of this section (the binary choice case) are:

1. For any distribution of net utility values around the mean, \( g(V_D) \), there exists one and only one value of average net utility for which the naive method has zero bias.

2. The mean value of net utility for zero bias is negatively monotonically related to the skewness of the net utility distribution and is zero when skewness is zero.
3. An algebraic increase in the mean value of net utility or skewness of a distribution from the zero bias point creates a condition of positive bias. The opposite effect occurs when there is a decrease in mean or skewness.

4. As the value of average net utility increases (decreases) from the point of zero bias a point of maximum positive (negative) bias is reached after which the magnitude of bias declines.
3.3 Bias in Share Prediction by the Naive Method for Multiple Choice Case

The aggregate share for an alternative from a multiple choice set is:

$$S_i = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f^i(V_1, \ldots, V_R) g(V_1, \ldots, V_R) \, dV_R \cdots dV_1 \quad (3.15)$$

where $S_i$ .... is the aggregate share choosing alternative $i$,

$f^i(\; )$ .... is the choice function for the $i$ alternative

$V_j$ .... is the utility for alternative $j$, and

$g(\; )$ .... is the multivariate distribution of utility values in the aggregate group.

The naive estimate of the aggregate share for an alternative in a multiple choice set is:

$$S_{IN} = f^i(\overline{V}_1, \ldots, \overline{V}_R) \quad (3.16)$$

where $\overline{V}_j$ .... is the average utility for alternative $j$.

The bias by the naive method is:

$$B^i_N = S_{IN} - S_i$$

$$= f^i(\overline{V}_1, \ldots \overline{V}_R) - \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f^i(V_1, \ldots, V_R) g(V_1, \ldots, V_R) \, dV_R \cdots dV_1 \quad (3.17)$$
The symmetric property of the choice function, in the multiple choice case is based on the use of the same functional form for all alternatives as follows:

\[ f^i(V_1, \ldots, V_R) = f(V_i, V^i) \]  
(3.18a)

\[ f^j(V, \ldots, V_R) = f(V_j, V^j) \]  
(3.18b)

where \( f^i(\ ) \ldots \) is the choice function for alternative \( i \), 
\( f(\ ) \ldots \) is the common structural choice function, 
\( V^i \ldots \) is the vector of utility values excluding \( V_i \).

That is, the choice function for alternative \( i \) is structurally identical to the choice function for alternative \( j \) for all \( i, j \) pairs. The common structural function, \( f(\ ) \), is monotonically increasing with its first argument and monotonically decreasing with the remaining arguments. This property has been called simple scalability by Tversky (1972).

The analysis of the multiple choice case builds on the results for the binary choice case when the choice function, \( f^i(V) \), is a strict utility model (Luce and Suppes, 1965) which has the form:

\[ * \]

*This notation of the choice function will replace the complete form used in Equation 3.15 where possible to simplify notation. Similarly \( g(V) \) will replace \( g(V_1, \ldots, V_R) \).

**The commonly used logit function is a strict utility model.
\[ f^i(V) = \frac{V_i}{\sum_j V_j} \]  

(3.19)

One property of the strict utility models is that the relative probability of two alternatives is independent of other alternatives. When this condition exists, the choice function may be written as:

\[ f^i(V) = \left[ \frac{V_i}{V_i + V_k} \right] \left[ \frac{V_i + V_k}{\sum V_j} \right] \]  

(3.20)

and the expression for aggregate share can be written:

\[ S_i = \int \int \int \left( \frac{V_i}{V_i + V_k} \right) \left( \frac{V_i + V_k}{\sum V_j} \right) g(V) \, dV^i dV_k dV_i \]  

(3.21)

where \( \int \ldots \) implies integration over the utility distribution for all but the \( i \) and \( k \) alternatives.

If the distributions of alternative specific utility values are independent:

\[ S_i = \int \int \int \left( \frac{V_i}{V_i + V_k} \right) g(V_i) g(V_k) \left( \frac{V_i + V_k}{\sum V_j} \right) g(V^i) dV^i dV_k dV_i \]

\[ = \int \int \int \left( \frac{V_i}{V_i + V_k} \right) g(V_i) g(V_j) Z_{ik} dV_k dV_i \]  

(3.22)
where
\[ Z_{ik} = \int_{0}^{\infty} \left( \frac{V_i + V_k}{\sum V_j} \right) g(V_{ik}) \, dV_{ik} \quad (3.23) \]

\( Z_{ik} \) may be evaluated by consideration of the composite alternative, \( i \) and \( k \), and scaling the utility values for every individual so that the utility of the composite alternative is constant across individuals. When the constant is chosen equal to one,

\[ Z_{ik} = S_i + S_k \quad (3.24) \]

which is independent of the relative utility of alternatives \( i \) and \( k \), so Equation 3.22 becomes:

\[ S_i = \left\{ \int_{0}^{\infty} \left( \frac{V_i}{V_i + V_k} \right) g(V_i) g(V_k) dV_k \, dV_i \right\} (S_i + S_k) \quad (3.25) \]

and similarly for the share choosing \( k \):

\[ S_k = \left\{ \int_{0}^{\infty} \left( \frac{V_k}{V_i + V_k} \right) g(V_i) g(V_k) dV_k \, dV_i \right\} (S_i + S_k) \quad (3.26) \]

so the relative shares choosing \( i \) and \( k \) are independent of the share choosing all other alternatives. That is:
The relative shares choosing i and k predicted by the naive method are also independent of predictions for the other shares since:

\[
\frac{S_{kN}}{S_{iN}} = \frac{\bar{V}_k / \sum \bar{V}_j}{\bar{V}_i / \sum \bar{V}_j} = \frac{\bar{V}_k}{\bar{V}_i}
\] (3.28)

These share relationships (Equation 3.27 and 3.28) apply to all choice pairs.

In addition, the share choosing i and the predicted share choosing i by the naive method are fully defined by the relative shares between pairs of alternatives:

\[
S_i = \frac{1}{\sum_j S_j / S_i}
\] (3.29)
\[ S_{iN} = \frac{1}{\sum_{j} S_{jN}/S_{iN}} \]  

(3.30)

The no bias condition for any share can be defined from these relationships. Two classes of no bias conditions exist. The first class includes situations where all of the relative shares between probabilities are unbiased. Under these conditions all shares are unbiased. That is, if:

\[ \frac{S_{jN}}{S_{iN}} = \frac{S_{j}}{S_{i}} \quad \forall j \]  

(3.31a)

then, from Equations 3.29 and 3.30,

\[ S_{iN} = S_{i} \]  

(3.31b)

and,

\[ S_{jN} = \frac{S_{iN}}{S_{iN}} \cdot S_{iN} \]

\[ = \frac{S_{j}}{S_{i}} \cdot S_{i} \]

\[ = S_{j} \quad \forall j \]  

(3.31c)
Thus, when an alternative is unbiased because all of its relative shares are unbiased, all shares are unbiased. The situation corresponding to the identical mean-symmetric distribution in the binary choice case leads to:

\[
\frac{S_j}{S_i} = 1
\]  \hspace{1cm} (3.32a)

\[
S_i = \frac{1}{\sum S_{j'}/S_i} = \frac{1}{R}
\]  \hspace{1cm} (3.32b)

\[
S_j = \frac{S_j}{S_i} \quad S_i = \frac{1}{R} \quad \forall j
\]  \hspace{1cm} (3.33c)

and,

\[
\frac{S_{jN}}{S_{iN}} = 1
\]  \hspace{1cm} (3.33d)

\[
S_{iN} = \sum \frac{1}{S_{jN}/S_{iN}} = \frac{1}{R}
\]  \hspace{1cm} (3.33e)

\[
S_{jN} = \frac{S_{jN}}{S_{iN}} \quad S_{iN} = \frac{1}{R} \quad \forall j
\]  \hspace{1cm} (3.33f)
which is a direct extension of the binary choice case ($R=2$). This class also includes cases where the relative shares between pairs of alternatives are unbiased due to the interacting effects of non-zero net mean values for pairs of utilities and non-symmetric distributions of net utility between pairs.

Furthermore, as an algebraic increase (decrease) in mean net utility or skewness of net utility distributions for alternative $i$ relative to one or more other alternatives creates positive (negative) bias in the binary share for alternative $i$, the increase (decrease) will create a positive (negative) bias in the multiple choice share for alternative $i$ as can be seen in Equations 3.29 and 3.30.

The other class of situations which leads to no bias in prediction of the share choosing alternative $i$ occurs when the bias in different pair share ratios are offsetting. If:

$$\frac{S_{iN}}{S_{iN}} = \frac{S_{jN}}{S_{iN}} = \frac{S_{kN}}{S_{iN}} = \frac{S_{j}}{S_{i}} = \frac{S_{k}}{S_{i}}$$

(3.34a)

and

$$\frac{S_{1N}}{S_{1N}} = \frac{S_{j}}{S_{1}} = \frac{S_{k}}{S_{1}} \quad \forall 1 \neq j, k$$

(3.34b)

then

$$S_{iN} = \frac{1}{\sum_{j} S_{jN}/S_{iN}} = \frac{1}{\sum_{j} S_{j}/S_{i}} = S_{i}$$

(3.34c)
but,

\[ S_{jN} = \frac{S_{iN}}{S_{iN}} S_{iN} \neq \frac{S_{j}}{S_{i}} S_{i} = S_{j} \]  \hspace{1cm} (3.34d)

That is, when the share predicted to choose alternative \( i \) by the naive method is unbiased due to offsetting biases in relative shares, those shares which are biased relative to share \( i \) will be biased in share predicted. In this case, as before, the effect of increasing (decreasing) the mean net utility or the positive skewness of the net utility distribution between alternative \( i \) and one or more other alternatives from a set of zero bias values creates a condition of positive (negative) bias.

Furthermore, for both classes of no bias in share \( i \) conditions offsetting changes in the net mean utility and the skewness of the net distribution of alternative \( i \) relative to other alternatives leads to other zero bias points with the same bias characteristics for other shares as before the offsetting changes.

The results of this section are:

1. For a set of independent distributions of utility values around their means and given mean values of the utilities for other alternatives, there exists one and only one mean utility value for an alternative for which the naive share

*The results for the binary choice case may be derived as a special case of these results.
prediction is unbiased.

2. Zero bias may be obtained for any alternative share prediction with or without zero bias for other share predictions.

3. The mean value of utility for zero bias of an alternative is negatively monotonically related to the skewness of the distribution of utilities for that alternative. The mean value relationship is such that the zero bias share for an alternative is the inverse of the number of alternatives when the alternative utility distributions are identically distributed.

4. An algebraic increase (decrease) in the mean value or skewness of a utility distribution from a zero bias point for the corresponding share leads to a condition of positive (negative) bias.

5. As the value of mean utility for an alternative increases (decreases) from the zero bias point, a point of maximum positive (negative) bias is reached beyond which the magnitude of bias declines monotonically.
3.4 Bias in Share Sensitivity Prediction by the Naive Method

The discussion to this point has been concerned with bias in the prediction of shares of an aggregate group choosing each of a set of alternatives under a given set of conditions. It is also useful to analyze the bias in the differences in predictions between two different sets of conditions. The need for this comparative prediction occurs whenever there is a need to predict a change in travel behavior as a result of a change in variables.

The true difference in share in a binary choice case with a discrete change is:

\[ D_i = \int_{-\infty}^{\infty} f_i(V_A) g(V_A) \, dV_A - \int_{-\infty}^{\infty} f_i(V_B) g(V_B) \, dV_B \quad (3.35) \]

where \( D_i \) ..... is the difference in share choosing alternative \( i \) for policy A (after) as compared to policy B (before).

The difference in share predicted by the naive method is:

\[ D_{iN} = f_i^*(V_A) - f_i^*(V_B) \quad (3.36) \]

where \( D_{iN} \) ..... is the difference in share choosing \( i \) predicted by the naive method.

The bias in difference predicted by the naive method is:
\[ BD_N^i = D_{iN} - D_i \]

\[ = \left[ f^i(\overline{V}_A) - f^i(\overline{V}_B) \right] - \int_{-\infty}^{\infty} f^i(V_A) g(V_A) dV_A - \int_{-\infty}^{\infty} f^i(V_B) g(V_B) dV_B \]  

(3.37)

or, alternatively,

\[ BD_N^i = \int_{-\infty}^{\infty} \left[ f^i(\overline{V}_A) - f^i(V_A) \right] g(V_A) dV_A - \int_{-\infty}^{\infty} f^i(\overline{V}_B) - f^i(V_B) g(V_B) dV_B \]

(3.38)

The bias in difference prediction is zero if the bias in each of the point predictions is identical. For the case where the change in net utility is identically additive for all individuals:

\[ V_{At} = V_{Bt} + \Delta V \quad \forall t \]  

(3.39)

and the changes are small:

\[ V_{At} = V_{Bt} + dV \quad \forall t \]  

(3.40)

the sensitivity bias may be expressed by:

\[ BS_N^i = \frac{\partial f^i(V)}{\partial V} - \int_{-\infty}^{\infty} \frac{\partial f^i(V)}{\partial V} g(V) dV \]  

(3.41)
where $BS_N^i$ is the bias in sensitivity by the naive method, and

$$\frac{df^i(V)}{dV}$$

is the first derivative of the disaggregate choice function evaluated at $V = \overline{V}$.

or

$$BS_N^i = \int_{-\infty}^{\infty} \left[ \frac{df^i(V)}{dV} - \frac{df^i(V_D + \overline{V})}{dV} \right] g(V) \ dV$$  \hspace{1cm} (3.42)

When the distribution of $V$ is symmetric around the mean, points of equal sensitivity bias occur in pairs. This is shown by expressing net utility in Equation 3.42 as the sum of average net utility and the difference from average net utility:

$$V = V_D + \overline{V}$$  \hspace{1cm} (3.43)

to obtain:

$$BS_N^i = \int_{-\infty}^{\infty} \left[ \frac{df^i(V)}{dV} - \frac{f^i(V_D + \overline{V})}{dV} \right] g(V_D) \ dV_D$$  \hspace{1cm} (3.44)

*Note: Shift from bias in difference prediction to bias in sensitivity follows from consideration of small changes as indicated in Equation 3.40.
From the symmetry property described in Equation 3.2, we obtain:

$$\frac{\partial f(V)}{\partial V} = - \frac{\partial f(-V)}{\partial V}$$  \hspace{1cm} (3.45)

so that Equation 3.44 becomes,

$$BS^i_N = \int_{-\infty}^{\infty} \left[ \frac{\partial f^i(-V)}{\partial V} - \frac{\partial f^i(-V_D-V)}{\partial V} \right] g(V_D) \, dV_D$$  \hspace{1cm} (3.46)

A further transformation of variables:

$$V_D' = -V_D$$  \hspace{1cm} (3.47)

leads to,

$$BS^i_N = \int_{-\infty}^{\infty} \left[ \frac{\partial f^i(-V)}{\partial V} - \frac{\partial f^i(V_D'-V)}{\partial V} \right] g(V_D') \, dV_D'$$

$$= \int_{-\infty}^{\infty} \left[ \frac{\partial f^i(-V)}{\partial V} - \frac{\partial f^i(V_D'-V)}{\partial V} \right] g(V_D') \, dV_D'$$  \hspace{1cm} (3.48)

A final transformation of variables,

$$V = V_D' + (-\overline{V})$$  \hspace{1cm} (3.49)
results in,

\[ BS_N^i = \int_{-\infty}^{\infty} \frac{\partial f_i(W)}{\partial V} - \frac{\partial f_i^i(V)}{\partial V} g(V) \, dV \]  \hspace{1cm} (3.50)

which is identical to Equation 3.42 except that the mean net utility value is the negative of the original value.

The occurrence of pairs of points with equal bias in share sensitivity and the condition for zero bias in share sensitivity are illustrated in Figure 3.4, Bias In Individual Sensitivity Estimates When Utility Mean Is Zero and Figure 3.5, Bias In Individual Sensitivity Estimates When Utility Mean Is Different From Zero.* These figures, which correspond to Figures 3.1 and 3.2 for individual share bias, are plots of the individual bias in slope estimates:

\[ BS_{Nt}^i = \frac{\partial f_i(W)}{\partial V} - \frac{\partial f_i(V_+)}{\partial V} \] \hspace{1cm} (3.51)

where \( BS_{Nt}^i \) is the bias in slope by naive prediction with respect to alternative \( i \) for individual \( t \), for different values of average net utility. The overall bias in sensitivity prediction is obtained by integrating the area under this

*The function plotted is derived from the sensitivity for an individual with utility equal to mean net utility compared to the sensitivity for an individual with any selected value of net utility. The shape of the function is the first derivative of the functions used in Figure 3.1 and 3.2.
BIAS IN INDIVIDUAL SENSITIVITY ESTIMATES
WHEN UTILITY MEAN IS ZERO

\[ BS_{NT} = \frac{\delta f(\bar{V})}{\delta V} - \frac{\delta f(V_t)}{\delta V} \]

- \( V_t \)  
  \( \bar{V} = 0 \)  
  + \( V_t \)
BIAS IN INDIVIDUAL SENSITIVITY ESTIMATES WHEN UTILITY MEAN IS DIFFERENT FROM ZERO

\[ BS_{Nt} = \frac{\delta f(\bar{V})}{\delta \bar{V}} - \frac{\delta f(V_t)}{\delta \bar{V}} \]

AREA OF POSITIVE BIAS  AREA OF NEGATIVE BIAS  AREA OF POSITIVE BIAS
function weighted by the distribution of net utilities, \( g(V_D) \).

That is:

\[
BS_N^i = \int _{-\infty} ^{\infty} BS_{Nt}^i g(V_D) \, dV_D \tag{3.52}
\]

When the mean net utility is equal to zero (Figure 3.4) the bias in share sensitivity for all individuals is positive. The effect of shifting the mean net utility away from zero is to translate the bias curve downward. Depending on the shape and spread of the distribution a zero slope bias point occurs followed by negative slope bias for further increases in the magnitude of average net utility. When the net utility distribution is symmetric, the zero bias points occur for positive and negative values of average net utility which are equal in magnitude. This is consistent with the comparison between Equations 3.42 and 3.50 made earlier.

The affect of skewness in the distribution is to increase the weight of the bias in the direction opposite the direction of skewness. To see this consider Figure 3.5 and assume that for a symmetric distribution the zero slope bias points are at \( \overline{V}_1 \) and \( \overline{V}_2 \). If the symmetric distribution is replaced by a positively skewed distribution the bias at \( \overline{V}_1 \) is positive and the bias at \( \overline{V}_2 \) is negative. The positive bias at \( \overline{V}_1 \) and the negative bias at \( \overline{V}_2 \) can be offset by a shift to a lower algebraic value of average net utility. This is similar to the offsetting effect of changes in average net utility value and skewness.
for share prediction and indicates the existence of the same type of monotonic relationship satisfying the zero bias condition except that there will be two points of zero slope bias for each distribution of net utilities. These points are on opposite sides of the point of zero share bias.

Before proceeding further, it is instructive to note the relationship of the condition for zero bias in sensitivity predictions and the conditions for maximum magnitude bias in share predictions. Subject to second order conditions, the points of maximum positive or negative bias in share prediction are identified by taking the derivative of bias with respect to net utility mean (Equation 3.14) and setting it equal to zero. Equation 3.14 is identical to Equation 3.42 and 3.50, which describe share sensitivity bias. Thus, the values of mean net utility for which share sensitivity bias is zero for any distribution are identically the same values for which share bias is at its maximum positive and negative values.

Share sensitivity bias is positive for mean net utility between the two values for which it is zero. Therefore, a maximum positive share sensitivity bias occurs in this range. It is apparent from Figures 3.4 and 3.5 that the maximum positive share sensitivity bias for symmetric distributions occurs for mean net utility equal to zero (the same value of mean net utility for which share bias is zero). When mean net utility is beyond the range of the zero share sensitivity bias points, the share sensitivity bias is negative.
The results obtained for the binary choice case for bias in sensitivity predictions can be extended to the multiple choice case by a series of arguments which parallel the arguments used to extend the results of the analysis of bias in share prediction. That is, the conditions for zero sensitivity bias are alternative specific, demonstrate (two) negative monotonic relationships between mean utility of an alternative and skewness of the distribution of the utility values for the alternative, occur to either side of the point of zero share bias, and have maximum positive bias at or near the point of zero slope bias.

The results of this section are:

1. For any set of distributions of utility values, \( g(V_{1D},...,V_{RD}) \) there exist two values of mean utility for an alternative for which the slope prediction by the naive procedure is unbiased.

2. The mean value of utility for an alternative for zero bias in share sensitivity by the naive procedure is negatively monotonically related to the skewness of the distribution of the utility of the alternative. The two zero bias slope points occur on either side (higher and lower mean utility values) of the zero bias share point.

3. An algebraic increase (decrease) in the mean value or skewness of a utility distribution from the zero slope bias point (greater than the zero share bias point) creates a condition of negative (positive) slope bias. The opposite effect occurs at the other zero bias point (less than the zero share bias point).
3.5 Bias in Share and Share Sensitivity Prediction by the Naive Method with Normally Distributed Net Utility Values

Further insight into the characteristics of the naive prediction method and some estimate of the magnitude of bias is obtained by consideration of the case where the utility values - net utility between two alternatives - are normally distributed in the aggregate group. Although this is a special case, evidence of robustness in the representation of the distribution (Chapter IV), indicates that the insights gained are applicable to a range of situations.

McFadden and Reid (1975) have shown that if the disaggregate choice probability is described by the probit function:

\[ p_t(i) = \Phi (v_t) \]

\[ = \int_{-\infty}^{v_t} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} y^2 \right) \, dy \]  \hspace{1cm} (3.53)

and the net utility in the aggregate group is normally distributed with mean, \( \bar{V} \), and variance \( \sigma^2_V \), the expected share is:

\[ s_i = \Phi \left( \frac{\bar{V}}{\sqrt{\bar{V}^2 + \sigma^2_V}} \right) \]  \hspace{1cm} (3.54)

The corresponding estimate of aggregate share using the naive method is obtained by ignoring the heterogeneity of utility values in the aggre-
gate group or assuming $\sigma^2_V = 0$:

$$S_{iN} = \Phi (V) \tag{3.55}$$

These expressions can be compared to analyze more precisely the bias in share predictions and the bias in share sensitivity predictions. They also can be used to explore the effect of the degree of heterogeneity (variance of net utility) in the population on the value of the expected biases.

The formula for prediction bias is:

$$B_N^i = S_{iN} - S_i = \Phi (V) - \Phi \left[ \frac{V}{\sqrt{\sigma^2_V}} \right]$$

$$= \frac{\bar{V}}{\sqrt{\sigma^2_V}} \exp \left[ -\frac{1}{2} y^2 \right] \, dy \tag{3.56}$$

Since the absolute value of the argument of the probit in the naive case is always greater in magnitude than for the distributed case, that is,

$$\left| \frac{\bar{V}}{\sqrt{\sigma^2_V}} \right| > \left| \frac{\bar{V}}{\sqrt{\sigma^2_V}} \right| \text{ if } \sigma^2_V > 0 \tag{3.57}$$
the bias is negative when the share is less than one half and positive when it is greater than one half. The zero bias point is, as discussed before, at mean net utility of zero with equal probabilities for the two choices. In short, the probability estimate obtained by the naive method is always more extreme (further from equal shares) than the estimate which properly accounts for variance in the distribution of net utility values.

As previously discussed, the bias in use of the naive method results from the distribution of the utility values for members of the aggregate group. The naive method gives unbiased aggregate predictions when the groups members have identical utilities. To see this, consider the disaggregate choice function:

\[ P_t(i) = f^i(V_{1t},...,V_{Nt}) \]  

(3.58)

The homogeneity condition is:

\[ V_{it} = V_i \quad \forall t, i \]  

(3.59)

so that,

\[ S_i = \frac{1}{T} \sum_t P_t(i) \]

\[ = \frac{1}{T} \sum_t f^i(V_{1t},...,V_{Nt}) \]
\[ \frac{1}{t} \sum_{t} f^i(\bar{V}_1, \ldots, \bar{V}_i, \ldots, \bar{V}_R) = f^i(\bar{V}_1, \ldots, \bar{V}_i, \ldots, \bar{V}_R) \]

which is the same as the naive prediction.

The way in which increasing heterogeneity, represented by the within group variance of the utility values, affects the bias which results from the naive method is analyzed by taking the derivative of the bias expression (Equation 3.56) with respect to the variance of the net utility distribution:

\[ \frac{\partial B_N^*}{\partial \sigma^2} = \frac{1}{\sqrt{2\pi}} \left[ \exp\left(\frac{-1}{2} \bar{V}^2 / (1 + \sigma^2_V)\right) \right] \left[ \frac{1}{2} \frac{\bar{V}}{(1 + \sigma^2)^{3/2}} \right] \]

This expression is positive when the net utility mean is positive and negative when the net utility mean is negative. Thus, increasing variance of the net utility distributions increases the magnitude of the bias in naive prediction for any net utility mean. This effect is illustrated in Table 3.1, Bias in Naive Prediction for Normally Distributed

*To simplify notation the superscript i will be deleted in the balance of this section.
TABLE 3.1

BIAS IN NAIVE PREDICTION FOR NORMALLY DISTRIBUTED NET
UTILITY AS A FUNCTION OF MEAN AND VARIANCE OF THE
UTILITY DISTRIBUTION

<table>
<thead>
<tr>
<th>VARIANCE OF NET UTILITY</th>
<th>ABSOLUTE VALUE OF MEAN NET UTILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>A. TRUE SHARE</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.50</td>
</tr>
<tr>
<td>2.0</td>
<td>.50</td>
</tr>
<tr>
<td>3.0</td>
<td>.50</td>
</tr>
<tr>
<td>∞</td>
<td>.50</td>
</tr>
<tr>
<td>B. NAIVE SHARE PREDICTION</td>
<td>.50</td>
</tr>
<tr>
<td>C. BIAS OF NAIVE SHARE PREDICTION (ABSOLUTE VALUE)</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.0</td>
</tr>
<tr>
<td>2.0</td>
<td>.0</td>
</tr>
<tr>
<td>3.0</td>
<td>.0</td>
</tr>
<tr>
<td>∞</td>
<td>.0</td>
</tr>
</tbody>
</table>
Net Utility as a Function of Mean and Variance* of the Utility Distribution, where the increase in bias with increasing variance of the net utility is given for a range of absolute values of mean net utility. The bias increases with variance and is asymptotic to the values given in the last line of Table 3.1.

The way in which share bias is affected by increasing magnitude of average net utility is studied by taking the derivative of the bias term with respect to average net utility to obtain,

$$\frac{dB_N}{d\bar{V}} = \frac{1}{\sqrt{2\pi}\bar{V}} \left\{ \exp \left( -\frac{1}{2} \bar{V}^2 \right) - \frac{1}{\sqrt{1+\sigma^2}} \exp \left[ \frac{1}{2} \bar{V}^2 / (1+\sigma^2_V) \right] \right\}$$

(3.62)

which is zero (indicating a maximum bias point for a given variance) when,

$$|\bar{V}| = \left[ \frac{1+\sigma^2}{\sigma^2_V} \ln(1+\sigma^2_V) \right]^{1/2}$$

(3.63)

provided $\sigma^2$ is not equal to zero. These values are shown in Table 3.2, Values of Average Net Utility for Maximum Share Bias as a Function of Net Utility Variance with Corresponding Shares and Bias.

*Note in analysis of numerical utility values that the relationships between probit and logit functions are such that the utility value of a probit function of 1.0 corresponds approximately to a utility value of a logit function of 0.6 (Cox, 1966).
<table>
<thead>
<tr>
<th>NET UTILITY VARIANCE</th>
<th>NET UTILITY MEAN</th>
<th>NAIVE SHARE</th>
<th>TRUE SHARE</th>
<th>NAIVE BIAS IN SHARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.02</td>
<td>.85</td>
<td>.84</td>
<td>.01</td>
</tr>
<tr>
<td>1.0</td>
<td>1.18</td>
<td>.88</td>
<td>.80</td>
<td>.08</td>
</tr>
<tr>
<td>2.0</td>
<td>1.28</td>
<td>.90</td>
<td>.77</td>
<td>.12</td>
</tr>
<tr>
<td>3.0</td>
<td>1.36</td>
<td>.91</td>
<td>.75</td>
<td>.16</td>
</tr>
</tbody>
</table>
The points of maximum bias in share prediction by the naive method (Table 3.2) occur near the point of maximum curvature of the disaggre-
gate choice function which, for the probit case, is at net utility
equal to plus or minus one.

The relationships between true shares and bias of the naive method
with mean net utility and net utility variance are depicted in Figure
3.6, Bias in Naive Prediction for Normally Distributed Net Utility as
a Function of Mean and Variance of the Net Utility-Distribution.

A similar approach is used to analyze the bias in slope predictions
for the naive method. The true slope, obtained from the derivative of
the aggregate probit function (Equation 3.54) is the value of the nor-
mal probability density function:

\[
SE_i = \frac{\partial S_i}{\partial V} = \frac{1}{\sqrt{2\pi} \sigma_V} \exp \left[ -\frac{1}{2} \frac{V^2}{\sigma_V^2} \right]
\]

where \( SE_i \) is the share sensitivity (slope) of alternative
i with respect to a shift in the mean value of
the net utility distribution.

The corresponding slope estimate by the naive procedure is:

\[
SE_{iN} = \frac{\partial S_{iN}}{\partial V} = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} \frac{V^2}{\sigma_V^2} \right]
\]

where \( SE_{iN} \) is the slope estimate of share i by the
naive procedure.
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Bias in Naive Prediction for Normally Distributed Net Utility as a Function of Mean and Variance of the Net Utility Distribution
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The bias in estimated slope is given by,

$$
BS_N = \frac{1}{\sqrt{2\pi}} \left[ \exp \left( -\frac{1}{2} \frac{V^2}{\nu} \right) - \frac{1}{\sqrt{1+\sigma_V^2}} \exp \left( -\frac{1}{2} \frac{V^2}{1+\sigma_V^2} \right) \right]
$$

(3.66)

which is identical to the equation for the derivative of share bias with respect to mean net utility and consequently has zero bias for values of net utility mean which satisfy equation 3.63 or as given in Table 3.2.

The locations of maximum and minimum slope bias are at values of average net utility such that the derivative of slope bias with respect to average net utility,

$$
\frac{ \partial BS_N }{ \partial \bar{V} } = \frac{1}{\sqrt{2\pi}} \left[ -\bar{V} \exp \left( -\frac{1}{2} \frac{\bar{V}^2}{\nu} \right) + \frac{\bar{V}}{1+\sigma_V^2}^{3/2} \exp \left( -\frac{1}{2} \frac{\bar{V}^2}{(1+\sigma_V^2)} \right) \right]
$$

(3.67)

is zero which occurs when,

$$
|\bar{V}| = \left[ 3 \left( \frac{1+\sigma_V^2}{\sigma_V^2} \right)^{1/2} \ln (1+\sigma_V^2) \right]^{1/2}
$$

(3.68a)

or,

$$
\overline{V} = 0
$$

(3.68b)
For the condition given by equation 3.68a, the slope bias is negative* and occurs for a mean net utility which is $\sqrt{3}$ times that for zero slope bias. For the condition given by Equation 3.68a, the slope bias is positive and has the value,

$$BS_N(V=0) = \frac{1}{\sqrt{2\pi}} \left[ 1 - \frac{1}{(1+\sigma_V^2)^{1/2}} \right]$$  \hspace{1cm} (3.69)$$

The effect of variance on slope bias is seen by:

$$\frac{\partial BS_N^i}{\partial \sigma_V^2} = \left\{ \frac{1/2}{\sqrt{2\pi}} \left[ \exp \left[ -\frac{1}{2} V^2 (1+\sigma_V^2) \right] \right] \right\} \left\{ \frac{1}{(1+\sigma_V^2)^{3/2}} - \frac{V^2}{(1+\sigma_V^2)^{5/2}} \right\}$$

$$= \left\{ \frac{1/2}{\sqrt{2\pi}} \frac{1}{(1+\sigma_V^2)^{5/2}} \exp \left[ -\frac{1}{2} V^2 (1+\sigma_V^2) \right] \right\} \left\{ 1+\sigma_V^2 - V^2 \right\}$$  \hspace{1cm} (3.70)$$

which is positive, zero or negative as the value of $(1+\sigma_V^2 - V^2)$ is positive, zero or negative. The result is that for magnitude of average net utility less than or equal to one the bias increases monotonically with variance. When the magnitude of average net utility is

*In Section 3.4, the slope bias is determined to be negative for mean net utility greater than the value of mean net utility for zero slope bias.
greater than one, the bias declines from zero to some maximum negative value for \( \sigma^2 = \bar{V}^2 - 1 \) and then increases (becomes less negative and may become positive) with further increases in variance. This effect is illustrated in Table 3.3, Bias in Share Sensitivity Estimates by Naive Method for Normally Distributed Net Utility Values. Part A of the Table contains the bias estimates from Equation 3.66 for a selected range of variance and mean net utility values. The slope bias changes from positive to negative for mean net utility values between 1.0 and 1.5 which is the range of maximum share bias described in Table 3.2. The maximum positive bias occurs for mean net utility equal to zero (Equation 3.69 and 3.68b) and maximum negative bias occurs at mean net utility values near two which is roughly \( \sqrt{3} \) times the zero bias mean net utility values as expected (Equation 3.68a).

Part B of Table 3.3 illustrates the slope bias as a percent of true slope,

\[
\frac{SE_{iN} - SE_i}{SE_i} = (1 + \bar{V}^2)^{1/2} \exp \left[ -\frac{1}{2} \bar{V}^2 \frac{\sigma_V^2}{\sigma_V^2 + \bar{V}^2} \right] - 1.0 \tag{3.71}
\]

The important feature of these results is that, as a proportion of true slope, the negative slope bias increases throughout the range of mean net utility values examined. With further increases in mean net utility values, it can be shown that the negative slope bias by the naive method approaches one hundred percent.
### TABLE 3.3

BIAS IN SHARE SENSITIVITY ESTIMATES BY NAIVE METHOD FOR NORMALLY DISTRIBUTED NET UTILITY VALUES

<table>
<thead>
<tr>
<th>VARIANCE OF NET UTILITY DISTRIBUTION</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
</table>

**A. BIAS IN PERCENT SLOPE**

<table>
<thead>
<tr>
<th></th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>11.7</td>
<td>8.7</td>
<td>2.2</td>
<td>-3.1</td>
<td>-5.0</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>16.9</td>
<td>13.1</td>
<td>4.7</td>
<td>-2.9</td>
<td>-6.4</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>19.9</td>
<td>15.9</td>
<td>6.6</td>
<td>-2.1</td>
<td>-6.7</td>
</tr>
</tbody>
</table>

**B. BIAS IN SLOPE AS PERCENT OF TRUE SLOPE**

<table>
<thead>
<tr>
<th></th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
<th>0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>41.4</td>
<td>32.9</td>
<td>10.1</td>
<td>-19.4</td>
<td>-48.0</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>73.2</td>
<td>59.4</td>
<td>24.1</td>
<td>-18.2</td>
<td>-54.3</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>100.0</td>
<td>82.1</td>
<td>37.5</td>
<td>-14.0</td>
<td>-55.4</td>
</tr>
</tbody>
</table>
The results obtained in the analysis of bias in naive prediction with normally distributed net utility values in binary choice* are consistent with the results of the general discussion of bias in binary choice with any symmetric distribution (Section 3.2). The additional information obtained from this analysis for normally distributed net utility and a probit choice function can be summarized as follows:

1. Zero share bias occurs at mean net utility equal to zero.
2. Maximum share bias for a given level of variance occurs at mean net utility greater than one (the exact location depends on the variance but is between mean net utility of 1.0 and 1.5 for variance up to 3.0).
3. The magnitude of share bias for any level of mean net utility increases monotonically with variance.
4. Maximum positive slope bias occurs at mean net utility of zero and increases monotonically with variance.
5. Zero slope bias occurs at the same points as maximum share bias (i.e. location depends on variance).
6. Maximum negative slope bias occurs at mean net utility values which are $\sqrt{3}$ times the values for zero slope bias. However, the negative slope bias as a percent of true slope increases to one hundred percent with increasing mean net utility values.

*Although the analysis is based on the probit choice function the results are similar for the logit choice function.
7. The magnitude of slope bias is positive and increases monotonically with increasing variance for mean net utility values less than or equal to one. For larger mean net utility values slope bias is negative and increases to a maximum negative value when the variance is equal to the mean net utility squared minus one and then becomes less negative with further increases in variance.
3.6 Bias in Prediction by the Statistical Differentials Method

The previous sections describe bias in share and sensitivity predictions using the naive method. The insights gained can be extended to some related methods of aggregation. In this section, the bias in predictions using the statistical differentials method is analyzed.

The method of statistical differentials, described in Chapter II, linearizes the choice function using a Taylor series and predicts aggregate shares in terms of the choice function and the moments of the distribution of the alternative utility functions. The expression for the binary and multiple choice cases are, respectively:

\[ S_{iS} = f^i(\bar{V}) + \frac{1}{2} \sigma^2 \left( \frac{d^2 f^i(V)}{d V^2} \right) \bigg| \frac{1}{\bar{V}} + ... \ast \]  \hspace{1cm} (3.72)

and

\[ S_{iS} = f^i(\bar{V}) + \frac{1}{2} \sum_j \sum_k \text{Cov}(V_j, V_k) \left( \frac{d^2 f^i(V)}{d V_j d V_k} \right) \bigg| \frac{1}{V} + ... \ast \]  \hspace{1cm} (3.73)

where \( S_{iS} \) is the aggregate share for alternative \( i \) predicted by the statistical differentials method.

\* The additional terms consist of (1) the inverse of \( n! \), (2) the \( n \)th derivative with respect to combinations of utility terms totaling \( n \) evaluated at the average of each utility distribution and (3) the \( n \)th order moments of the distribution of utility.
\( \bar{V} \) ..... is the mean net utility in the binary choice case and the vector of mean utilities for each alternative in the multiple choice case,

\( \sigma^2_{V} \) ..... is the variance of the net utility distribution in the binary choice case,

\( \text{Cov}(V_j, V_k) \) ..... is the covariance in the distribution of utilities for alternatives \( j \) and \( k \); when \( j=k \) it is the variance of the utility distribution, and

\[ \bar{V} \] ..... indicates that the preceding expression is evaluated at the values of \( \bar{V} \).

In both cases the additional terms, which include higher distribution moments, are usually ignored. The second term in the series is a function of the second order derivatives with respect to the various choice utilities and the variance-covariance matrix describing the distribution of these utilities in the aggregate population.

The bias in prediction by the statistical differentials procedure for the binary choice case is:

\[
B^i_S = S^i_{1S} - S^i_i \\
= \bar{f}^i(\bar{V}) + \frac{1}{2} \sigma^2_{V} \frac{d^2f^i(V)}{dV^2} \bigg|_{\bar{V}} \int_{-\infty}^{\infty} f^i(V) g(V)dV
\]  
(3.74)

which can be expressed in terms of the bias for the naive prediction by,

\[
B^i_S = B^i_N + \frac{1}{2} \sigma^2_{V} \frac{d^2f^i(V)}{dV^2} \bigg|_{\bar{V}}
\]  
(3.75)
The sign of the added term is determined by the second derivative of the choice function which, for symmetric s-shaped choice functions is zero when the mean net utility value is zero, positive when the mean net utility is negative and negative when then mean net utility is positive. The analysis in earlier sections of this chapter indicated that bias in the naive prediction is zero when the mean net utility is zero, positive when the mean net utility is positive and negative when the mean net utility is negative. Thus, the variance term is in the opposite direction of the bias in naive prediction for symmetric distributions. Whether the variance terms over or under corrects for bias in the naive prediction can be determined by comparing it with the results of naive prediction using the probit choice function with normal distribution of net utilities described in the preceding section. The additional term for the probit choice function is:

\[-\frac{1}{2} \frac{\bar{V}}{\sqrt{2\pi}} \exp \left[-\frac{1}{2} \frac{V^2}{\bar{V}^2}\right] \cdot \sigma_V^2\]  \hspace{1cm} (3.76)

Table 3.4, Comparative Bias of Statistical Differentials and Naive Predictions, sets forth (1) the estimated bias of the naive procedure with the probit choice function from Table 3.1, (2) the value of the adjustment term from the statistical differentials series (Equation 3.75) and (3) the estimated bias by the statistical differentials adjustment.

The additional term in the statistical differentials series over
### TABLE 3.4

**COMPARATIVE BIAS OF STATISTICAL DIFFERENTIALS AND NAIVE PREDICTIONS**

<table>
<thead>
<tr>
<th>VARIANCE OF NET UTILITY</th>
<th>MEAN NET UTILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>.0</td>
</tr>
<tr>
<td>2.0</td>
<td>.0</td>
</tr>
<tr>
<td>3.0</td>
<td>.0</td>
</tr>
</tbody>
</table>

**A. BIAS BY NAIVE PREDICTION**

<table>
<thead>
<tr>
<th>VARIANCE OF NET UTILITY</th>
<th>MEAN NET UTILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>.0</td>
</tr>
<tr>
<td>2.0</td>
<td>.0</td>
</tr>
</tbody>
</table>

**B. STATISTICAL DIFFERENTIALS ADJUSTMENT**

<table>
<thead>
<tr>
<th>VARIANCE OF NET UTILITY</th>
<th>MEAN NET UTILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>.0</td>
</tr>
<tr>
<td>2.0</td>
<td>.0</td>
</tr>
</tbody>
</table>

**C. BIAS BY STATISTICAL DIFFERENTIALS PREDICTION**
corrects for the bias in naive prediction for absolute values of mean net utility less than two, corrects almost exactly for absolute mean net utility equal to two, and under corrects for absolute mean net utility greater than two. That is, there are zero bias points at mean net utility equal to two as well as at mean net utility equal to zero. In the range where the statistical differentials term over corrects for the bias in naive prediction, the over correction is generally small enough so that the revised prediction is biased by lesser magnitude than before the addition of the variance term. However, when the variance of the distribution is large and the mean net utility is between plus and minus one the magnitude of bias by the statistical differentials procedure may exceed that for the naive procedure for some mean net utility values.

The additional term of the statistical differentials series is independent of the skewness of the distribution of net utility values. When the distribution of the net utility values is skewed to the right (left) the area of positive and negative bias is shifted to the left (right). However, the range of positive and negative value for the adjustment term is not affected by skewness in the distribution of net utility values. Thus, there is a range of values for mean net utility, between zero and the zero bias point for the actual distribution, where the additional term will result in larger bias than that from naive prediction. Except for an additional small area adjacent to the zero bias point, the statistical differentials procedure has lower
magnitude of bias for all other values of mean net utility for low or moderate values of variance. At higher variance levels increased bias may occur for mean net utilities in the range of plus or minus one as with the symmetric distribution.

The effect of using the statistical differentials series in the multiple choice case can be explored by considering the adjustment to bias in naive prediction as in the binary choice case (Equation 3.75):

$$B^i_S = B^i_N + \frac{1}{2} \sum_j \sum_k \text{Cov}(V_j, V_k) \left. \frac{\partial^2 f^i(v)}{\partial v_j \partial v_k} \right|_{\bar{v}}$$

(3.77)

Expanding the summations and computing the derivatives for the logit choice function gives:

$$SDA = \frac{1}{2} S^i_N \sum_j (\theta_1 S^j_N) (1 - 2S^j_N) \text{Var}(V_j)$$

$$- S^i_N \sum_j S^j_N \sum_{k \neq j} (\theta_2 - 2S^j_N) \text{Cov}(V_j, V_k)$$

(3.78)

where $SDA$ ..... is the statistical differentials adjustment,

$\theta_1$ ..... is 1 if $j = i$ and zero otherwise, and

$\theta_2$ ..... is 1 if $k = i$ and zero otherwise.

The first term sums up the effect of variance in all of the utility distributions and the second sums up the effect of covariance between
each pair of utility distributions.

When the distributions of choice utilities are independent the second term is zero so that the total adjustment is:

$$\frac{1}{2} S^i_N \sum_j (\theta_i - S^j_N) (1 - 2 \cdot S^i_N) \text{Var}(V_j)$$  \hspace{1cm} (3.79)

The value of this term depends on all of the shares estimated by the naive method. An understanding of the effect of this term in adjusting the share prediction for alternative $i$ when the individual utility variance are equal is obtained by considering two extreme cases. In one case all of the remaining shares are equal:

$$S^j_N = \frac{1 - S^i_N}{R - 1} \quad \forall j \neq i$$  \hspace{1cm} (3.80)

In this case the statistical differentials adjustment is:

$$\text{SDA} = S^i_N (1 - S^i_N)(1 - R \cdot S^i_N)/(R - 1) \text{Var}(V_i)$$  \hspace{1cm} (3.81)

The SDA is zero when $S^i_N$ equals $1/R$ and, by 3.80, $S^j_N = 1/R$. Thus, in the equal shares cases which is unbiased by the naive prediction the statistical differentials prediction is also unbiased. When $S^i_N$ is less (more) than $1/R$, the naive prediction is biased downward.
(upward). * The SDA in Equation 3.81 is positive (negative) since:

\[ R \cdot S_N^i \leq 1 \]  \hspace{1cm} (3.82)

so the statistical differentials adjustment is in the proper direction.

In the other case all of the remaining shares but one are zero.

In this case the statistical differentials adjustment is:

\[ SDA = S_N^i (1 - S_N^i) (1-2-S_N^i) \text{Var}(V_i) \]  \hspace{1cm} (3.83)

which is always positive for \( f_i \) near \( 1/R \) if \( R \) is greater than two.

That is, when the remaining shares are (extremely) non-uniformly distributed the statistical differentials term may introduce a positive adjustment to an unbiased naive prediction.

The existence of skewed net utility distributions further complicates the effect of the statistical differentials adjustment. One effect is to increase the range of situations for which the statistical differentials procedure has greater bias than the naive procedure.

The slope bias for the statistical differentials procedure can be related to the slope bias of the naive procedure for the binary choice

*It was shown in Section 3.3 that for identically distributed utility values with different means the share bias is negative for shares less than \( 1/R \) and positive for shares greater than \( 1/R \).
case by:

\[
BS^i_S = \frac{d}{dV} \left[ f^i(V) + \frac{1}{2} \frac{d^2 f^i(V)}{dV^2} \sigma_v^2 \right] - \int_{-\infty}^{\infty} \frac{d f^i(V) g(V_D)}{dV} dV_D \\
= \frac{d f^i(V)}{dV} + \frac{1}{2} \frac{d^3 f^i(V)}{dV^3} \sigma_v^2 - \int_{-\infty}^{\infty} \frac{d f^i(V) g(V_D)}{dV} dV_D \\
= BS^i_N + \frac{1}{2} \frac{d^3 f^i(V)}{dV^3} \sigma_v^2
\]  

(3.84)

When the choice model has the logit form the statistical differentials slope adjustment (SDSA) is:

\[
SDSA = \frac{1}{2} s^i_N \left[ 1- s^i_N \right] \left[ 1-6 s^i_N + 6(s^i_N)^2 \right] \sigma_v^2
\]  

(3.85)

which is equal to zero when the absolute value of net utility mean is approximately equal to 1.3, is negative for lower absolute values and positive for higher absolute values. It was previously shown (Section 3.5) that zero slope bias occurs near the point of maximum curvature of the choice function which is the point at which the statistical differentials slope adjusting term (Equation 3.85) is equal to zero. That is, the slope adjusting term is zero at, or near the point of zero slope bias, negative in the area of positive slope bias and positive in the area of negative slope bias. When the choice model is probit the statistical differentials slope adjustment term is:
\[ SDSA = \frac{1}{\sqrt{2\pi n}} \exp \left[ -\frac{1}{2} \bar{V}^2 \right] (\bar{V}^2 - 1) \] (3.86)

which again is equal to zero at the point of maximum curvature (where \( \bar{V} = 0 \)). In Table 3.3, the zero slope bias is close to this point although for some values of net utility mean (between 1.0 and 1.25) the positive bias will be increased by the additional term.

The results of the analysis of bias of statistical differentials predictions relative to the bias of naive predictions are:

1. When the net utility distribution is symmetric share predictions by the statistical differentials procedure have lower absolute bias than predictions by the naive procedure except for high values of variance (see Table 3.4).

2. When the net utility distribution is skewed predictions by the statistical differentials procedure have lower absolute bias than for the naive procedure except for a range of net utility values between zero and near the zero bias point for the naive prediction and for higher values of variance.

3. Slope predictions are more accurate except for a narrow range in the vicinity of the zero slope prediction by the naive method.

4. In the multiple choice case there are a variety of conditions which result in higher prediction bias by the statistical differentials procedure than by the naive procedure. These include
the conditions of high variance and skewed distributions mentioned for the binary choice case and an additional case which occurs when the remaining shares are extremely different.
3.7 Bias in Prediction by the Classification Method

This section analyzes the bias in prediction using the method of classification. This method consists of (1) assigning members of the aggregate group to two or more classes, (2) using the naive method to predict aggregate choice shares for each class and (3) computing overall aggregate share as the weighted average of the class shares. The share prediction by the classification method is:

\[ S_{iC} = \sum_G f^i(\bar{V}_G) \frac{T_G}{T} \] (3.87)

where

- \( S_{iC} \) is the share predicted by the classification procedure,
- \( \sum_G \) indicates summation over all of the subgroups,
- \( \bar{V}_G \) is the average net utility for individuals in subgroup \( G \),
- \( T_G \) is the total number of individuals in subgroup \( G \), and
- \( T \) is the size of the total population.

The bias in share prediction is given by,

\[ B^i_C = \sum_G f^i(\bar{V}_G) \frac{T_G}{T} - \int_{-\infty}^{\infty} f^i(V) g(V) \, dV \] (3.88)

where

- \( B^i_C \) is the bias by the classification method,
which may be rewritten as:

\[ b_c^i = \sum_G \int_{-\infty}^{\infty} \left[ f^i(V_G) - f^i(V) \right] g(V_G) \, dV \]  \hspace{1cm} (3.89)

where \( g(V_G) \) ..... is modified distribution of net utility values for individuals in group \( G \) such that \( \int_{-\infty}^{\infty} g(V_G) \, dV_G = \frac{T_G}{T} \).

In this expression (Equation 3.89) each term in the summation is the contribution to average bias of the naive prediction for the subgroup \( G \), and the weighted summation is taken over all of the subgroups. The bias will be zero if either the bias for each group is zero or the biases are compensating in such a way that the weighted average is equal to zero.

This condition is independent of the number of subgroups used and the method of assignment of individuals to subgroups. To minimize bias, the classification strategy should assign individuals to subgroups so that the individual subgroups will satisfy the zero bias condition, the bias in different subgroups will be offsetting or the within group variance of net utility distribution in each subgroup will be significantly smaller than the original overall variance of net utility in the aggregate population. In practice the amount of information required to pursue either of the first two objectives is so great that it would probably be possible to use the same information to describe the dis-
tribution of utilities in a way which would allow use of the enumeration or integration procedures.* The only practical strategy is to assign members to groups to reduce within group variance. The need to predict the mean utility values and size for each subgroup suggests that the number of subgroups should be small.

In practice, classification will be based on grouping of individuals according to one or more of their socio-economic characteristics or the attributes of the choices available to them. The selection of the variable or variables to be used for this purpose should be based on their relative contribution to the overall variance of the utility function. The utility distributions of each class may be overlapping, that is, the values of individual utilities may not be fully rank ordered between subgroups. For the purpose of this discussion, it is assumed that the members of the aggregate group are classified according to their utility values. The classification is based on equal fractiles of the distribution with individual net utility values rank ordered between groups.

The bias for the case of a symmetric distribution classed into two groups at the median net utility is examined first. In this case the bias is:

*The effect of offsetting bias will operate in many situations. The point here is that structuring the classes to achieve this objective will require considerable information.
\[ B_c = \int_0^\infty \left[ f(V_{G1}) - f(V) \right] g(V) dV + \int_{V_G = \frac{1}{2}}^\infty \left[ f(V_{G2}) - f(V) \right] g(V) dV \]  

(3.90)

where \( G(V) = \frac{1}{2} \) ..... is the point where the cumulative distribution function is equal to \( 1/w \), and \( V_{G1} \) ..... is the average value of net utility for group 1, etc.

The half distributions created are mirror images of each other. In general, the share prediction for each subgroup is biased. The biases of these distributions are of equal magnitude and opposite sign when the means of the subgroups are of equal magnitude and opposite sign and they have mirrored shapes. This condition occurs when average net utility for the combined group is zero and the net utility values are symmetrically distributed.

A graphical representation of Equation 3.90 illustrate the result obtained. Figure 3.7, Bias in Disaggregate Share Estimates with Classification Method When Utility Mean is Zero, shows the bias for individuals in the aggregate group. The bias is given by:

\[ f^i(V_{G1}) - f^i(V) \quad \text{for} \quad V \leq \overline{V} \]  

(3.91a)

\[ f^i(V_{G2}) - f^i(V) \quad \text{for} \quad V \geq \overline{V} \]  

(3.91b)
FIGURE 3.7

BIAS IN DISAGGREGATE SHARE ESTIMATES WITH CLASSIFICATION METHOD WHEN UTILITY MEAN IS ZERO

\[ f^i(\bar{V}_{G1}) - f^i(V_t) \]

\[ f^i(\bar{V}_{G2}) - f^i(V_t) \]

\(-V_t\) \(\bar{V}_{G1}\) \(\bar{V}_{G2}\) \(+V_t\)

AREA OF POSITIVE BIAS  \(\rightarrow\)  AREA OF NEGATIVE BIAS  \(\rightarrow\)  AREA OF POSITIVE BIAS  \(\rightarrow\)  AREA OF NEGATIVE BIAS
The average bias for group G1 is negative if the initial distribution was unimodal. This follows since the left hand portion of the distribution is skewed to the left and has negative mean. It was shown earlier that left skewed distributions with negative mean net utility are negatively biased. The opposite result holds for group G2. As described, above, these two effects are balancing in this case.

A modification of this discussion is used to examine the bias for symmetric distributions with mean values greater than zero represented by Figure 3.8, Bias in Disaggregate Share Estimates with Classification Method When Utility Mean is Greater than Zero. As average net utility increases, the mean net utilities of the two subgroups increase. From the analysis of bias in naive prediction, the change in bias for each of the subgroups and consequently for the total population can be inferred. As the mean net utility of group one increases, the negative bias of group one declines, reaches zero at some point as described in Section 3.2 and then becomes positive. As the mean net utility of group two increases, the positive bias of group increases until it passes the range of maximum bias and begins to decline. This combination of effects creates positive bias whenever the mean net utility is less than zero. The fact that maximum bias is reached for the subgroups at different mean net utilities and the smaller disaggregate bias by the classification method (Figures 3.7 and 3.8) as opposed to the naive procedure (Figures 3.1 and 3.2) suggests that the overall bias will be lower than for the naive procedure.
FIGURE 3.8

BIAS IN DISAGGREGATE SHARE ESTIMATES
WITH CLASSIFICATION METHOD WHEN UTILITY
MEAN IS GREATER THAN ZERO

\[ f^i(\bar{V}_{G1}) - f^i(V_t) \]

\[ f^i(\bar{V}_{G2}) - f^i(V_t) \]

\[ -V_t \]

\[ \bar{V}_{G1} \]

\[ \bar{V}_{G2} \]

\[ +V_t \]

AREA OF POSITIVE BIAS  \[\leftrightarrow\]  NEGATIVE BIAS \[\leftrightarrow\]  POSITIVE BIAS \[\leftrightarrow\]  NEGATIVE BIAS
The decline in the magnitude of bias with increases in the number of classes can be inferred by recognizing that as the number of classes approaches the number of members in the group the overall bias converges to zero. For symmetric distributions, the bias is expected to decrease monotonically as the number of classes increases. The diminishing benefit in reduction of within group variance with increasing numbers of classes suggests that corresponding diminishing reduction in prediction bias occurs as the number of classes increases.

Since bias in slope prediction is the derivative of bias in share prediction, the expected overall reductions in share bias are expected to lead to reduced bias in slope prediction with increasing number of classes.

Due to the difficulty of expressing the classification bias in an easily manipulable form, no attempt is made here to analyze the bias by the classification procedure for either skewed distributions or multiple choices. The experience with analysis of bias structure with the statistical differentials procedure, however, suggests that some caution be used in making direct extensions of the results obtained for symmetric distributions in the binary choice case. That is, although

*In the next chapter, it is shown that when the distribution of net utilities is skewed, there are ranges of mean net utility for which an increase in the number of classes increases bias.
bias is expected to be less with the classification method than with the naive method, there may be situations, in particular those situations in which the naive procedure performs especially well, in which the bias magnitude is larger for more classes than less.
3.8 Summary

Aggregation bias in the prediction of shares and share sensitivity by the naive, statistical differentials and classification procedures is analyzed in this chapter. The analysis identifies the general structure of bias for each procedure with particular emphasis on the importance of the mean, shape and variance of the distribution of net utility values between pairs of alternatives. Changes in these characteristics affect both the absolute and relative bias of predictions by the three procedures studied.

Particular attention is directed at the conditions which result in zero or maximum bias in share and/or share sensitivity predictions. All of the procedures predict both share and share sensitivity with zero aggregation bias when the distributions of net utility are homogeneous (all members of the aggregate group for which the prediction is made are identical with respect to the choice being made). Increasing heterogeneity (variance of the distribution of net utility) of the members of the prediction group results in a monotonic increase in the magnitude of positive or negative bias. The magnitude of the bias for different levels of variance depends on the mean and shape of the distribution.

When the distribution of net utility values is symmetric, zero bias in share prediction by all three procedures occurs when the shares for all alternatives are equal. The location and magnitude of the maximum positive and negative share bias occurs at points which are different for each
procedure. The share bias of predictions by the naive procedure is greater than that for the classification procedure for all values of mean and variance of the net utility distribution. The share bias by the naive procedure is also greater than that for the statistical differentials procedure except when the variance is very large.

When the distribution of net utility is skewed the points of zero and maximum bias in share prediction occur at different values of mean net utility. When the distributions are skewed, a range of mean net utility values exists within which the naive procedure has least bias of the procedures examined.

The conditions for zero bias in share sensitivity prediction are identical to those for maximum bias in share prediction. In addition maximum bias in share sensitivity occurs under the same conditions (for symmetric distributions) or similar conditions (for skewed distributions) as zero bias in share prediction.

The results of this analysis serve as a base point for further studies of aggregation bias and provide a structure for interpretation of these studies. Bias in prediction by a larger number of procedures based on a simulation analysis is described in Chapter IV.
CHAPTER IV

SIMULATION ANALYSIS OF ALTERNATIVE AGGREGATION PROCEDURES

4.1 Introduction

A range of aggregation procedures were identified in Chapter II. The purpose of these aggregation procedures is to transform the disaggregate choice function and the distribution of choice variables into a set of aggregate predictions. A central element in the evaluation of aggregation procedures is the degree to which they introduce error into the prediction process over and above the error in the choice model - errors in the parameter estimates - and error in the representation of the distribution of choice variables. In the preceding chapter, three aggregation procedures were analyzed to obtain an understanding of the structure of the bias error which they introduced into predictions. Three important elements effecting the magnitude and direction of bias were identified. These are (1) the values of the mean net utilities between pairs of alternatives, (2) the variance of the distribution of net utilities between pairs of alternatives and (3) the skewness of the distribution of net utilities between pairs of alternatives.

The purpose of this chapter is to add breadth, in terms of the range of procedures studied, and richness of detail, in terms of actual estimates of bias for a limited range of situations, to the analysis of bias in aggregation. The results obtained verify and extend the
analysis of the preceding chapter.

The aggregation procedures considered are:

1. **Integration with known distribution.** Since the distribution of utility values is precisely known, this procedure is equivalent to complete enumeration. It has no aggregation error and will be used as the base case against which other procedures will be compared.

2. **Integration with assumed normal distribution.** This procedure has been proposed by different researchers (McFadden and Reid, 1975; Westin, 1974) because of its relative ease of use (particularly the way in which the variance of individual variables may be collapsed to one variable for each alternative less one) and the moderate amount of predictive information required.

3. **Integration with assumed uniform distribution.** This procedure is suggested as an unrealistic assumption about the characteristics of the distribution to obtain some idea of the robustness of the distributional assumption.

4. **Classification with two classes at median.** This procedure represents the simplest type of classification. It gives a measure of the advantage of a simple classification as opposed to using the naive method.

5. **Classification with three classes at tertiles.** This procedure is used to examine the incremental reduction in bias which
results from increasing the number of classes.

6. **Statistical differentials with mean and variance.** This is the only statistical differential procedure proposed for regular use. It illustrates the effect on bias of the inclusion of variance information.

7. **Naive procedure.** This procedure represents the effect of using mean values only for prediction.

The simulation analysis is structured so that there is no source of error except for the bias due to aggregation independent of other sources of error.

The range of predictive situations considered parallel those of the preceding chapter except that the simulation analysis is restricted to the binary choice case. The key elements to be explored are those identified as important in the preceding chapter: (1) the mean value of the net utilities between alternatives, (2) the variance of the distribution of net utilities in the population and (3) the shape of the distribution of net utilities in the population.

The analysis investigates the bias in both share prediction and slope (share sensitivity) prediction. Particular attention is given to locating conditions for zero bias and maximum bias in both share and slope prediction. The effect of increasing variance is also studied.
4.2 Aggregation Procedures and Simulation Approach

The simulation procedure is based on a single variable binary choice logit* model,

\[ P(i:A) = \frac{1}{1+e^{-V}} \]  \hspace{1cm} (4.1a)

\[ V = V_i - V_j = A_0 + A_1X \]  \hspace{1cm} (4.1b)

and a generated distribution for the values of the variable \( X \). The distribution of \( X \) comes from a standardized binomial distribution. That is, a variable \( Y \) is generated with binomial distribution,**

\[ \text{Prob}(Y=y) = \frac{N!}{y!(N-y)!} p^y(1-p)^{N-y} \]  \hspace{1cm} (4.2)

The variable has expected value and variance:

---

*The general results observed will apply to other symmetric monotonic choice functions as well.

**The binomial distribution occurs in nature through a series of \( N \) independent trials which generate values of one with probability \( p \) and zero otherwise. The value of \( y \) is the sum of the \( N \) zero and one generated values and has the probability distribution given.
\[ E(Y) = Np \quad (4.3a) \]

\[ \text{Var}(Y) = Np(1-p) \quad (4.3b) \]

The real valued variable \( X \) with mean equal to zero and variance equal to one is obtained by transformation of the integer valued variable \( Y \) according to:

\[ x = \frac{[y - E(y)]}{[\text{Var}(y)]^{1/2}} \quad (4.4) \]

The important shape characteristics of the distribution of the variable \( X \) (skewness and kurtosis) are:

\[ \mu_3 = (1-2p) \left[ Np(1-p) \right]^{-1/2} \quad (4.5a) \]

\[ \mu_4 = 3 + \left[ 1-6p(1-p) \right] \left[ Np(1-p) \right]^{-1} \quad (4.5b) \]

The distribution of the net utility values is obtained from the linear transformation (Equation 4.1b). The mean and variance of the utility distribution are:

\[ \bar{V} = a_0 \quad (4.6a) \]
\[ \sigma_v^2 = (a_1)^2 \] (4.6b)

The variance of the utility distribution may be adjusted by making changes in \( a_1 \) and the mean value or location on the choice function may be varied by changing the parameter \( a_0 \). The shape of the distribution of net utility values is the same as that for the underlying standardized binomial distribution (Equations 4.5a and b).

The shape characteristics can be modified by selection of the parameter \( p \).* In this manner, it is possible to explore a range of conditions of the mean net utility distribution, its variance and its shape.

The range of conditions to be simulated are:

1. Mean value of net utility between plus and minus four. This covers the range of aggregate shares between 3 and 97 percent.

2. The variance of the distribution of net utility in the population is for values of one, two and three.

3. The probability parameter of the standardized binomial distribution is set at values of 0.05, resulting in a distribution with skewness equal to 1.3 and kurtosis equal to 4.5, and 0.50, resulting in a symmetric distribution (skewness equal to 0.0) with kurtosis equal to 2.8.**

*The shape may also be modified by changes in the parameter \( N \), however \( N \) determines the number of points in the distribution and is held constant in this study.

**The two distributions generated are described only as symmetric or skewed in the following discussion.
The results obtained are general enough to allow interpolation and/or extrapolation to a more extensive range of situations.

The information required for using each of these procedures is assumed to be perfectly known. The interacting effect of increased error in variables associated with more extensive data requirements must be explored to obtain an overall understanding of the effect on total error of alternative aggregation procedures. This analysis is designed to identify the bias error of the aggregation procedures only.

The simulation analysis includes the prediction of the estimated share and estimated share sensitivity using each of the aggregation methods described earlier. The predictions by each method are plotted as a function of the mean net utility values in the range between plus and minus four as illustrated by Figure 4.1, Estimates of Aggregate Share by All Methods, and Figure 4.2, Estimates of Aggregate Slope by All Methods.

The scale of aggregate share prediction ranges from zero to 100% which are the natural bounds of the aggregate shares. The scale of aggregate slope prediction ranges from zero to 25% which are the natural bounds of the aggregate slope (slope is always positive and achieves a maximum of 25% which is the maximum of the first derivative of the logit function for a point distribution of utilities with mean value of zero).

The error or bias in share or slope prediction is obtained by subtracting the correct prediction (by use of the numerical integration with known distribution procedure) from the prediction obtained by each
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of the other methods. This is illustrated in Figure 4.3, Bias in Estimates of Aggregate Share by All Methods, and Figure 4.4, Bias in Estimates of Aggregate Slope by All Methods. The scale of the bias estimate in both cases ranges between plus and minus eight percent which includes the largest error in either share or slope prediction in the range of situations considered. Measurement of bias as a proportion of the magnitude of share or slope prediction is determined by comparison of the bias figures to the predicted shares and slopes in Figures 4.1 and 4.2. This measure of bias is included in the analysis in Section 4.7.

The methods represented in the graphs are identified in the lower left hand portion of the figure where each method and its corresponding symbol are identified. The shape and variance of the distribution of net utilities is described in the lower right hand portion of each figure. Figures 4.1 to 4.4 are based on a symmetric distribution with variance equal to two.

The next three sections describe the bias structure for different aggregation methods. The base case for comparison of methods is integration with the known distribution which, in this simulation study, is identical to the theoretically correct enumeration procedure. The analysis will be developed in terms of the bias of each method corresponding to Figures 4.3 and 4.4.

The simulation results are examined for three different groups of procedures. These are:
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1. **Methods of moments** including the naive method and the method of statistical differentials with mean and variance.

2. **Methods of classification** including methods using one class (the naive method), two classes and three classes.

3. **Methods of integration** including integration with assumed normal distribution, with assumed uniform distribution and assumed homogeneous distribution (naive method).

The inclusion of the naive method in each group provides a natural base for comparison of relative bias among methods.

The analysis for each group is made with a symmetric distribution and a skewed distribution both with variance equal to two. The effect of different variance levels in the prediction bias of all of the methods is described in Sections 4.6 and 4.7. The results obtained are specific to the simulated distribution; however, the general characteristics of the bias and orders of magnitude are indicative of aggregation bias for unimodal distributions as a class.
4.3 Aggregation Bias by Methods of Moments

This group includes the naive method and the method of statistical differentials with mean and variance. Figure 4.5 illustrates the bias in share estimates for these methods for a symmetric distribution with variance of two. The naive method has zero bias when the mean net utility is zero (one-half aggregate share). The bias is positive for higher mean net utility and negative for lower mean net utility. In either case the magnitude of bias increases to about six percent for mean net utility which corresponds to aggregate shares of about 20% and 80%. The magnitude of bias decreases with larger absolute values of mean net utility. The method of statistical differentials has a lower absolute bias for all possible values of mean net utility.* The bias by this method is zero at mean net utility equal to zero and also for mean net utility which corresponds to aggregate share of about 10% and 90%. For lower magnitudes of mean net utility the correction associated with the method of statistical differentials reverses the direction of bias of the naive method. The resulting bias is of lower magnitude than that for the naive procedure. The maximum bias in this range is about 3.5%. At higher values of absolute mean net utility the bias is less than one percent.

When the distribution of net utilities is skewed to the right

*This is true for variance equal to two. At higher levels of variance the statistical differentials procedure may result in greater bias than the naive procedure as shown in Chapter III.
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(positively skewed) all of the key points on the bias function of the naive method are shifted to the left (Figure 4.6). That is, the points corresponding to maximum negative bias, zero bias and maximum positive bias all occur at lower algebraic values of mean net utility. In addition, the maximum negative bias is reduced to about six percent and the maximum positive bias increases to about 7.5 percent. The opposite effect is observed for the method of statistical differentials. All three points of zero bias are shifted to the right. The maximum positive bias increases to about five percent and the maximum negative bias decreases to about two percent. One result of these shifts is that the naive method has lower magnitude of bias than the statistical differentials method for values of mean net utility which correspond to choice shares between twenty-five and fifty percent. When the distribution of net utilities is skewed to the left the affect on the bias structure is opposite to that when the distribution is skewed to the right.

Figures 4.7 and 4.8 illustrate the bias in slope estimates for methods of moments for symmetric and skewed distributions, respectively. The slope predictions for both the naive and statistical differentials procedures are zero at the same mean net utility values for which the share predictions (Figures 4.5 and 4.6) have maximum or minimum values. In addition, local maximum or minimum slope bias occurs at (for the symmetric distribution) or near (for the skewed distribution) the mean net utility values for which the share predictions are unbiased. The maximum biases in slope prediction are around plus seven percent and
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minus three percent for the naive procedure and plus three percent and
minus six percent for the statistical differentials procedure.

These results are consistent with the mathematical analysis of bias
described in Chapter III. The statistical differentials procedure has
less bias in the share prediction than the naive procedure except for
a narrow range of mean net utility values when the distribution of net
utility values is skewed.* The statistical differentials procedure also
has less bias in share sensitivity prediction than the naive procedure
except for narrow ranges of mean net utility where the share sensitivity
bias by the naive method is at or near zero. The correspondence between
conditions for maximum share bias and zero slope bias and the near
correspondence between the conditions for maximum slope bias and zero
share bias identified in Chapter III are confirmed in the simulation
results.

---

*This statement applies for variance equal to two. At higher levels
of variance the bias by the statistical differentials procedure may be
greater than that by the naive procedure (see sections 4.6 and 4.7).
4.4 Aggregation Bias by Methods of Classification

This group includes the naive method, classification in two groups and classification in three groups. The bias of the naive method was discussed in the preceding section. This section is concerned with the bias of classification procedures. The share bias for symmetric distributions with variance equal to two is shown in Figure 4.9. The bias of classification in two sets is less than for the naive method and the bias of classification in three sets is less than for classification in two sets. As expected from the analysis of the preceding chapter the points of maximum bias occur at greater absolute values of the mean net utility as the number of classes increases. The maximum bias is reduced from seven percent for the naive procedure to approximately two percent and one percent for classification in two or three groups, respectively.

When the distribution of mean net utilities is skewed to the right (Figure 4.10) the location of the zero and maximum bias points for all three procedures are shifted to lower mean net utility values. The displacement of the zero bias point is monotonically related to the number of classes. The results of the shifts is to create ranges of values for mean net utility in which the magnitude of bias for classification in three sets is greater than for classification in two sets and the magnitude of bias for classification in two sets is greater than for the naive procedure. The magnitude of increased bias by procedures with
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more classes is small when it occurs. The maximum biases by classification in two groups and three groups with skewed distribution increase to about three and one and one-half percent, respectively.

The slope bias by methods of classification is shown in Figures 4.11 and 4.12 for symmetric and skewed distributions, respectively. The maximum bias for both methods is under one and one-half percent with the symmetric distribution and less than three percent and one and one-half percent for the skewed distribution with two classes and three classes respectively. In some limited range of mean net utility values, the naive procedure has lower bias than either of the classification procedures when the distribution is skewed.

Overall, the classification procedures have considerably less bias than the naive procedure for prediction of both shares and slopes (share sensitivity). There are, however, narrow ranges of mean net utility values in which share predictions (for skewed distributions only) and slope predictions (for skewed and symmetric distributions) by classification procedures are slightly more biased than by the naive procedure.
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4.5 Aggregation Bias by Methods of Integration

This group includes the naive method (integration over a homogeneous-point-distribution), integration with assumed normal distribution and integration with assumed uniform distribution. The bias in share prediction by each of these methods for a symmetric distribution with variance of two is illustrated in Figure 4.13. All three methods have zero bias when the mean net utility is equal to zero. The magnitude of bias by integration with assumed normal distribution is nil over the entire range** and by integration with assumed uniform distribution is less than one percent over the entire range.

When the distribution of net utilities is skewed the bias by integration with assumed normal and uniform distributions have similar bias patterns (Figure 4.14). The maximum bias is under three percent for either method and the difference in bias between the two methods is always less than one percent. As we have seen before, there is a range of mean net utility values within which the naive method has lower bias than either of the distributed integrations when the distribution is skewed.

*The limits of the uniform distribution are determined so that its mean and variance are \( a_0 \) and \( \frac{a_1^2}{12} \), respectively.

**The binomial distribution with large \( N \) is an excellent representation of the normal distribution and vice versa. Apparently \( N=10 \) is "large" when the binomial probability is 0.5.
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The slope bias for symmetric distributions with variance equal to two is illustrated in Figure 4.15. The slope bias for numerical integration with assumed normal distribution is nil and for integration with assumed uniform distribution is less than one percent over the entire range of mean net utility values. When the net utility distribution is skewed both methods have similar bias (less than one percent difference) over the entire range (Figure 4.16). The maximum bias of either method is less than one percent over the entire range of mean net utility values. The naive method has lower slope bias than either of the distributed integrations in very narrow ranges of mean net utility values for both symmetric and skewed distributions.

The generally low, and similar, bias of the methods of distributed integration as compared to the naive method indicate both the benefits of representing the distribution and the robustness of the distribution representation. Both methods have much lower share and slope bias than the naive method except in very narrow ranges near the points where the naive method gives unbiased share or slope estimates.
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4.6 Absolute Bias Related to the Variance and Skewness of the Net Utility Distribution

In the three preceding sections, the structure of bias in share and slope prediction for different aggregation procedures has been described. In this section the bias in prediction of the different aggregation methods is compared. This is done by summarizing the bias structure of each method for both share and slope prediction in terms of:

- Maximum absolute bias, and
- Average absolute bias.

These error measures are computed for symmetric and skewed distributions with variance equal to one, two and three.

The maximum bias in share prediction for both distributions and three levels of variance is presented in Table 4.1, Maximum Bias in Share Prediction. The maximum bias in share prediction for each method increases with variance for both the symmetric and skewed distributions. The maximum bias for each method is larger for the skewed distribution than for the symmetric distribution at each level of variance. The ranking of methods by maximum bias with the symmetric distribution is: 1) integration with normal distribution, 2) integration with uniform distribution, 3) classification with three classes, 4) classification with two classes, 5) statistical differentials, and 6) naive, except at low levels of variance when the statistical differentials procedure has lower maximum bias than classification with two classes. When the distribution is skewed the rankings of the different methods according
<table>
<thead>
<tr>
<th>DISTRIBUTION SHAPE</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYMMETRIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>DISTRIBUTION VARIANCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integration - Normal</td>
<td>0.05</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td>0.28</td>
<td>0.72</td>
<td>1.14</td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td>1.28</td>
<td>2.02</td>
<td>2.58</td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td>0.64</td>
<td>1.00</td>
<td>1.30</td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td>1.07</td>
<td>3.40</td>
<td>6.37</td>
</tr>
<tr>
<td>Naive</td>
<td>3.94</td>
<td>6.76</td>
<td>8.98</td>
</tr>
</tbody>
</table>

TABLE 4.1
MAXIMUM BIAS IN SHARE PREDICTION (percent share)
to their maximum bias in share prediction is changed by the shifting of classification with three classes from third best method to best method.

The average absolute bias in share prediction for each method is presented in Table 4.2, Average Bias in Share Prediction. As with maximum bias, the average bias is larger at higher levels of variance and for the skewed rather than symmetric distribution of net utility values. The rank ordering of the different methods in terms of average share bias is similar to that for maximum bias in share prediction except that there are more reversals in rank among the methods for one or more variance levels especially with the skewed distribution.

The maximum bias in slope prediction is given in Table 4.3, Maximum Bias in Slope Prediction. The rank ordering of methods in terms of maximum bias in slope prediction is similar to that for maximum bias in share prediction except that at the variance level of three the statistical differentials procedure has greater maximum bias than the naive procedure for both the symmetric and skewed distributions. Average bias in slope prediction is presented in Table 4.4, Average Bias in Slope Prediction. Except for minor variations, the relative performance of the different methods in terms of average bias in slope prediction is similar to that expressed in terms of maximum bias in share prediction.

Considering the four indices of maximum and average bias for share and slope prediction together, the naive procedure performs most poorly
TABLE 4.2

AVERAGE BIAS IN SHARE PREDICTION
(percent share)

<table>
<thead>
<tr>
<th>AGGREGATION METHOD</th>
<th>DISTRIBUTION SHAPE</th>
<th>SYMMETRIC</th>
<th>SKewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DISTRIBUTION VARIANCE</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Integration - Normal</td>
<td></td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td></td>
<td>0.12</td>
<td>0.35</td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td></td>
<td>0.86</td>
<td>1.32</td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td></td>
<td>0.42</td>
<td>0.58</td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td></td>
<td>0.43</td>
<td>1.43</td>
</tr>
<tr>
<td>Naive</td>
<td></td>
<td>2.51</td>
<td>4.55</td>
</tr>
</tbody>
</table>
### TABLE 4.3

**MAXIMUM BIAS IN SLOPE PREDICTION**

(perc\%ent slope)

<table>
<thead>
<tr>
<th>AGGREGATION METHOD</th>
<th>DISTRIBUTION SHAPE</th>
<th>DISTRIBUTION VARIANCE</th>
<th>SYMMETRIC</th>
<th>SKewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Integration - Normal</td>
<td>0.05</td>
<td>0.10</td>
<td>0.13</td>
<td>1.24</td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td>0.42</td>
<td>0.89</td>
<td>1.22</td>
<td>1.34</td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td>0.98</td>
<td>1.17</td>
<td>1.59</td>
<td>1.90</td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td>0.38</td>
<td>0.62</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td>1.85</td>
<td>5.53</td>
<td>10.01</td>
<td>2.24</td>
</tr>
<tr>
<td>Naive</td>
<td>4.38</td>
<td>6.93</td>
<td>8.68</td>
<td>4.39</td>
</tr>
</tbody>
</table>
### TABLE 4.4

**AVERAGE BIAS IN SLOPE PREDICTION**

*(percent slope)*

<table>
<thead>
<tr>
<th>AGGREGATION METHOD</th>
<th>DISTRIBUTION SHAPE</th>
<th>SYMMETRIC</th>
<th>SKewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DISTRIBUTION VARIANCE</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Integration - Normal</td>
<td></td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td></td>
<td>0.15</td>
<td>0.39</td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td></td>
<td>0.52</td>
<td>0.72</td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td></td>
<td>0.25</td>
<td>0.32</td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td></td>
<td>0.57</td>
<td>1.80</td>
</tr>
<tr>
<td>Naive</td>
<td></td>
<td>1.69</td>
<td>2.79</td>
</tr>
</tbody>
</table>
of all the procedures except for the statistical differentials procedure in terms of maximum bias in slope prediction when the distributions have high levels of variance. The next worst procedure is the statistical differentials procedure. Although this procedure reduces the maximum and average bias in share prediction by significant amounts, it has a small effect on the maximum and average bias in slope prediction. Both of these procedures are particularly sensitive to the variance of the distributions of net utility values. The other four procedures considered have significantly lower values of bias as measured by all four indices and do not increase in bias as rapidly as the naive or statistical differentials procedures with increasing variance. In general, both of the integration procedures have lowest bias when distributions are symmetric followed by the two classification procedures. However, when the distributions are skewed, classification with three classes usually has lower bias than either of the integration procedures.
4.7 Absolute Bias per Unit of Prediction Related to the Variance and Skewness of the Net Utility Distribution

The preceding discussion is entirely based on the analysis of absolute bias in prediction. Little direct attention is given to comparison of the magnitude of bias with the magnitude of the prediction. In this section the bias in share and slope prediction is measured as a proportion of the magnitude of the corresponding prediction. The bias structure for the different prediction procedures is summarized in terms of the average absolute per unit bias. The maximum absolute per unit bias is not included as the true maximum ratio for all of the prediction methods occurs for mean net utility values lower than the range of values included in the simulation.*

The average absolute per unit bias in share prediction is presented in Table 4.5, Average Absolute Bias in Share Prediction per Unit of Prediction. The bias measure reported in this manner has, as expected, significantly larger numerical values than the average or maximum bias described earlier. The per unit bias for each procedure is larger for the skewed distribution than the symmetric distribution at each level of variance and increases with variance for both distributions. The overall ranking is (1) numerical integration with normal distribution,

*For the na"ive and classification methods the bias ratio increases as mean net utility decreases to minus infinity.
<table>
<thead>
<tr>
<th>AGGREGATION METHOD</th>
<th>DISTRIBUTION SHAPE</th>
<th>DISTRIBUTION VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integration - Normal</td>
<td>Symmetric</td>
<td>1.0</td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td>Symmetric</td>
<td>2.0</td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td>Skewed</td>
<td>3.0</td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td>Skewed</td>
<td>1.0</td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td>Skewed</td>
<td>2.0</td>
</tr>
<tr>
<td>Naive</td>
<td></td>
<td>3.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>3.0</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2</td>
<td>1.8</td>
<td>5.2</td>
</tr>
<tr>
<td>5.4</td>
<td>8.5</td>
<td>9.8</td>
<td>14.3</td>
</tr>
<tr>
<td>1.6</td>
<td>4.7</td>
<td>8.0</td>
<td>36.5</td>
</tr>
<tr>
<td>16.6</td>
<td>32.6</td>
<td>47.4</td>
<td>51.2</td>
</tr>
</tbody>
</table>
(2) numerical integration with uniform distribution, (3) classification with three classes, (4) statistical differentials, (5) classification with two classes and naive. At low levels of variance the statistical differentials procedure has less bias than classification with three classes. The naive procedure has extremely high values of bias compared to any of the other procedures. The statistical differentials procedure is most sensitive to increases in the variance of the net utility distributions.

The corresponding bias measure for slope prediction is given in Table 4.6, Average Absolute Bias in Slope Prediction per Unit of Slope Prediction. The pattern of error measures in slope prediction are similar to those for share prediction with higher magnitudes. The major exception to this is that the statistical differentials procedure moves from fourth to fifth ranked position.

The results of this analysis are generally consistent with those of the preceding sections except for the increased magnitudes of errors which result from comparison with the magnitude of the corresponding prediction.
<table>
<thead>
<tr>
<th>AGGREGATION METHOD</th>
<th>DISTRIBUTION SHAPE</th>
<th>SYMMETRIC</th>
<th>SKewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DISTRIBUTION VARIANCE</td>
<td>1.0 2.0 3.0</td>
<td>1.0 2.0 3.0</td>
</tr>
<tr>
<td>Integration - Normal</td>
<td>0.2 0.5 0.7</td>
<td>4.5 8.4 12.1</td>
<td></td>
</tr>
<tr>
<td>Integration - Uniform</td>
<td>1.2 3.5 5.8</td>
<td>5.0 9.8 14.0</td>
<td></td>
</tr>
<tr>
<td>Classification - Two Classes</td>
<td>6.5 8.6 9.0</td>
<td>8.0 11.3 13.2</td>
<td></td>
</tr>
<tr>
<td>Classification - Three Classes</td>
<td>3.1 3.8 4.3</td>
<td>4.5 5.9 7.3</td>
<td></td>
</tr>
<tr>
<td>Statistical Differentials</td>
<td>4.2 14.2 33.1</td>
<td>6.6 16.7 34.5</td>
<td></td>
</tr>
<tr>
<td>Naive</td>
<td>21.7 37.5 48.5</td>
<td>20.5 34.6 45.3</td>
<td></td>
</tr>
</tbody>
</table>
4.8 Summary and Conclusions

The simulations of bias of different methods of aggregation described in this chapter reinforces the results described in Chapter III based on the mathematical analysis of bias in aggregation. That is, the importance of the shape and variance of the distribution and its mean value on the bias by different methods of aggregation is confirmed. In addition, the simulation analysis provides some numerical values for the expected bias in aggregation by different methods applied in different situations. In particular, a general rank ordering of methods is established with recognition that the rank ordering does not apply in all situations.

The numerical integration and the classification procedures generally perform better than the naive and statistical differentials procedures. Within each group, however, the procedure which has the minimum bias either for a particular situation or the minimum value of average or maximum bias over a range of situations depends on the variance and shape of the distribution of net utility values.
CHAPTER V
ANALYSIS OF ERRORS IN PREDICTION

5.1 Introduction

Predictions of future travel behavior and of the performance of alternative transportation systems is needed by transportation planners and decision makers in order to make judgements about the desirability of alternative transportation plans. The usefulness of predictions, and consequently of prediction methods, depends on their accuracy. The importance of errors in prediction is derived from the cost to the decision maker and/or society of making an erroneous decision due to inaccuracy in prediction. This chapter attempts to identify the sources of error in the prediction process, to describe the way in which errors in various stages of the prediction process contribute to the overall error in prediction and to identify a set of measures which may be used to evaluate the performance of alternative predictive procedures. In addition, it (1) examines the structure of prediction errors and (2) identifies the portion of prediction errors which are contributed by those elements in the predictive process which are to be evaluated. In particular, the discussion is directed toward the analysis of errors introduced by the aggregation procedure.

The chapter is organized in five sections. Section 5.2 describes the structure of the model formulation and prediction process and identifies the sources of error in this process. Section 5.3 describes
the interaction and propagation of errors from different sources to identify their effect on the overall prediction errors. Section 5.4 describes a strategy for the use of error measures in identifying the relative contribution of the errors contributed by the three major components of the prediction model: the disaggregate choice model, the distribution of choice influencing variables and the aggregation procedures. Section 5.5 describes a series of error measures which may be used to evaluate the performance of different prediction methods.
5.2 Sources of Error in the Model Formulation and Prediction Process

Prediction of future travel behavior is based on hypotheses about the factors which influence travel behavior and the structure of those influences. Possible hypotheses cover the range from simple "no change" and "time trend" predictions which are independent of changes in socio-economic activity system and transportation service characteristics, to relatively complex relationships regarding the causal influence on travel behavior of changes in a wide range of socio-economic and transportation service characteristics.

The model formulation and prediction process carries the hypotheses through the steps of model specification, data collection and estimation of model parameters, to prediction of future travel demand.

The application of the model formulation and prediction process varies considerably depending on the hypotheses on which the models are based. At one extreme, the no change hypothesis compresses the entire structure to the simple element of setting the prediction equal to the measured level of travel. The trend model modifies this by adding a simple growth factor which is applied to the measured level of travel to obtain the predicted level of travel. Correlative models require the specification of some relationships between travel and some socio-economic characteristics and, on occasion, some transportation system variables. This approach then requires the prediction of the included socio-economic variables and the selection of future service variables.
The future level of travel is predicted by assuming that its relationship to these variables is as previously estimated.

The case of interest here is the prediction of the share of travelers choosing each of a precise set of alternatives based on a probabilistic model of individual choices. The shares predicted may be described in terms of all of the characteristics of travel choices (frequency, destination, mode, time of day, route, etc.) and thus take the form of a direct demand model or may be in terms of a single element of travel choice and thus take the form of a component in a share model (Manheim, 1970). In either instance the model formulation and prediction process to be used, illustrated in Figure 5.1, Model Formulation and Prediction with Disaggregate Choice Models, consists of:

1. A disaggregate choice model of travel choice behavior based on observations of the characteristics of and facing individual travelers and their actual choices estimated by maximum likelihood methods.

2. An independent variable model designed to predict information on the distribution of socio-economic and level of service characteristics. It is based on data describing individual travelers and the alternatives they face collected in groups. The estimation procedure is designed to obtain information, at different levels of detail, on the distribution of those characteristics which are included in the choice model.

3. The aggregation procedure uses the information on the distri-
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bution of choice influencing variables in conjunction with the probabilistic choice model to obtain predictions of aggregate shares.

The utility function for an alternative to a particular individual is represented as linear in parameters with additive disturbance (LPAD) as described by Manski (1973), that is,

\[ V_{it} = x'_{it}b + \epsilon_{it} \] (5.1)

Errors in the choice model come from misspecifications of the utility functions and/or from errors in the measurement of independent variables. Manski classifies these errors into the following categories:

1. Omitted structure - variables which should have been included in the utility function are excluded.

2. Cross sectional preference variation - members of the sample group on which the choice function is calibrated have different parameters in their utility function.

3. Instrumental variables - variables which should be included in the utility function have been replaced by other variables, and

4. Imperfect information - the reported value of a variable is incorrect.

Manski shows that each of these sources of error may be represented as a real valued random variable which is consistent with the LPAD struc-
ture. He also demonstrates that the errors may not satisfy the independent, identically distributed assumption which underlies the development of common choice models such as logit or probit. The choice model parameter estimates contain random error due to the presence of any of the four sources of error described.

If the assumption that the disturbance term is independent and identically distributed holds, the parameter estimates using the maximum likelihood method are consistent and the asymptotic variance-covariance matrix is minus one times the inverse of the matrix of second derivatives of the log likelihood function (Theil, 1971).

If the independent identically distributed condition fails due to correlation between the disturbance term and included variables or between pairs of disturbance terms, the parameter estimates are biased.

Errors associated with attempts to apply the model calibrated on one data set (collected in one area during one time period) for prediction in a different time or place (transferability errors) are also included in the category of specification errors. Errors of transferability are generally due to either omitted structure (failure to include variables which describe the difference between the two situations) or to cross-sectional preference variations (different preferences exist in the two different situations). The increased potential for transferability of disaggregate models has been widely assumed and is often cited as an important characteristic of disaggregate models. However, the hypothesis of transferability has not been extensively tested
and is subject to verification. Ultimately the question of transferability depends on the ability to properly and fully specify the relevant utility functions, the quality of the data used and the reliability of the parameter estimates. In any case, the use of disaggregate models avoids the aggregation specific nature of models calibrated on grouped data.

The present study is primarily concerned with the issue of prediction of travel demand based on disaggregate choice models. The choice influencing variables are assumed to be predicted by an independent model system. These predictions include errors introduced in the various stages of the model formulation and prediction process. These errors can be represented by a random additive disturbance term and a bias term. That is:

$$x_t^0 = x_t + \delta_t + \gamma_t$$  \hspace{1cm} (5.2)

where

- $x_t^0$ ..... is a vector of observed or predicted variables,
- $x_t$ ..... is a vector of true variables,
- $\delta_t$ ..... is a vector of random disturbance terms, and
- $\gamma_t$ ..... is a vector of bias terms.

*A recent study by Atherton (1975) determined that a work trip mode-choice model calibrated with Washington, D.C. data was not significantly different from a similar model estimated on data collected in New Bedford, Mass.. Furthermore, the predictive performance of both models was similar.
Errors in aggregation are different from errors in parameter estimates or variable predictions as they are deterministic and thus introduce no random errors (though they propagate random errors from the choice model and the variable prediction model to the aggregate prediction). The errors introduced by imperfect aggregation procedures are structural errors which cause bias in the predictions obtained.

The errors coming from these sources are propagated through the model formulation and prediction process and, under some circumstances, interact in such a way as to increase or reduce the errors in aggregate prediction. The next section analyzes the propagation and interaction of the errors generated in the different components of the overall model.
5.3 Interaction and Propagation of Errors

Errors introduced at any stage in the model formulation and prediction process are propagated to succeeding stages. The method and effect of this propagation depends on the type of error and the way in which it enters into the model structure. In addition errors from different sources in the same element or in separate elements interact to increase or diminish the affect on the total error of prediction. The interactions are due to both the structure of the model, the relationship between model elements and the statistical properties of the data sets used for model estimation and for prediction.

The discussion of the interaction and propagation of errors covers:

- Random errors in choice model parameters and choice variables,
- Bias errors in choice model parameters and choice variables,
- Bias errors in aggregation.

The discussion focuses on the binary choice case for purposes of simplicity of notation and exposition. The choice model in the binary case is represented by:

\[ P_t(i) = f^i(X_t' b) \]  \hspace{1cm} (5.3)

where

- \( P_t(i) \) ..... is the probability of individual \( t \) choosing alternative \( i \),
- \( f^i(\ ) \) ..... represents the form of the choice model, and
- \( X_t' b \) ..... represents the linear additive net utility of alternative \( i \) over the other alternative in the choice set.
The aggregate prediction model is:

\[ S_i = \frac{1}{T} \sum_{t} P_t(i) \]  \hspace{1cm} (5.4)

where \( S_i \) ..... is the aggregate share of the group \( T \) choosing alternative \( i \),

\( T \) ..... is the number of members of group \( T \), and

\[ \sum_{t} \] ..... indicates summation over all the members of group \( T \).

This model represents the enumeration aggregation procedure which was previously identified as the theoretically correct aggregation procedure (Chapter II). Errors of variability of prediction expressed in terms of the expected variance are considered first. Errors of bias will be discussed separately.

The variance of the aggregate share prediction is related to the variance of individual choice probabilities and the covariance of choice probabilities for every pair of individuals in the group:

\[ \text{Var}(S_i) = \frac{1}{T^2} \left[ \sum_{t} \text{Var}(P_t) + \sum_{t} \sum_{t' \neq t} \text{Cov}(P_t, P_{t'}) \right] \]  \hspace{1cm} (5.5)

The variance of the individual choice probabilities is given

*The expression \( P_t(i) \) is simplified to \( P_t \).
approximately (Kendall and Stuart, 1969; Tukey, 1957) by:

\[ \text{Var}(P_t) = \left[ \frac{dP_t}{dX_t'b} \right]^2 \text{Var}(X_t'b) \] (5.6)

Similarly, the covariance between pairs of probability estimates is given approximately by:

\[ \text{Cov}(P_t, P_t') = \left( \frac{dP_t}{dX_t'b} \right) \left( \frac{dP_t'}{dX_t'b} \right) \text{Cov}(X_t'b, X_t'b) \] (5.7)

That is, the variance of the aggregate share estimate depends on the variance of individual utility functions, the covariance of the utility functions for pairs of individuals and, through their effect on the choice derivatives, the values of the utility estimates.

The variance of the utility function may be disaggregated into the variance contributed by errors in parameters and variance contributed by the errors in choice variables:

\[ \text{Var}(X_t'b) = X_t'b \text{Var}(b)X_t + b \text{Var}(\xi_t)b' + 1'\text{Var}(b)\text{Var}(\xi_t)1^* \]

\[ = X_t'AX_t + b Y_t'b' + 1'AY_t1 \] (5.8)

*This formulation assumes that there is no interacting variance between the model parameters and the choice variables.*
where \( A \) ..... is the variance-covariance matrix for parameters,
\( \gamma_t \) ..... is the variance-covariance matrix for error in variables for individual \( t \), and
\( 1 \) ..... is a sum vector with unit value for each of its elements.

Similarly, the covariance of utility values between pairs of individuals can be disaggregated into that contributed by errors in the parameter and errors in choice variables.

\[
\text{Cov}(X_t'b,X_{t'}b') = X_t'\text{Cov}(b,b)X_{t'} + b\text{Cov}(\delta_t,\delta_{t'})b' + 1'\text{Cov}(b,b)\text{Cov}(\delta_t,\delta_{t'})1
\]

\[
= X_t'AX_{t'} + bY_{tt'}b' + 1AY_{tt'}1 \tag{5.9}
\]

where \( Y_{tt'} \) ..... is the covariance matrix for measurement errors in variables for individual \( t \) and \( t' \).
\( \text{Cov}(b,b) = \text{Var}(b) = A \)

In both cases, the third term, which represents the interaction between the variance in parameters and the variance in variables, is small relative to the other terms and will not be considered further. The variance in individual choice probabilities and covariance of choice probabilities between pairs of individuals is:

\[
\text{Var}(p_t) = \left[ \frac{d\text{P}^*_t}{dX_t'b} \right]^2 \left\{ X_t' A X_t + b Y_t b' \right\} \tag{5.10}
\]
\[ \text{Cov}(P_t, P_t') = \left( \frac{dP_t}{dX_t b} \right) \left( \frac{dP_t'}{dX_t' b} \right) \left[ X_t' AX_t + b Y_{t} b' \right] \]  \hspace{1cm} (5.11)

Finally, the variance of the aggregate share in terms of random errors in parameters and choice variables is:

\[ \text{Var}(S_t) = \frac{1}{T^2} \left\{ \sum_t \left( \frac{dP_t}{dX_t b} \right)^2 \left[ X_t' AX_t + b Y_t b' \right] + \sum_t \sum_{t' \neq t} \left( \frac{dP_t}{dX_t b} \right) \left( \frac{dP_t'}{dX_t' b} \right) \left[ X_t' AX_t + b Y_t b' \right] \right\} \]  \hspace{1cm} (5.12)

For a relatively homogeneous population (similar derivatives, equal variance among individuals and equal covariance among pairs of individuals this simplifies to:

\[ \text{Var}(S_t) = \frac{1}{T} \left( \frac{dP_t}{dX_t b} \right)^2 \left[ X_t' AX_t + b Y_t b' \right] + \left( \frac{T-1}{T} \right) \left( \frac{dP_t}{dX_t b} \right)^2 \left[ X_t' AX_t + b Y_t b' \right] \]
\[
\left( \frac{dP_t}{dX_t b} \right)^2 \left\{ \frac{1}{T} \left[ X'_t A X_t + b Y_t b' \right] + \left( \frac{T-1}{T} \right) \left[ X'_t A X_t' + b Y_t b' \right] \right\}
\]

(5.13)

The importance of the covariance in errors of choice probability estimates results from the substantially greater number of terms in the summation of covariances, \( T^2 - T \), than in the summation of variances, \( T \). In the extreme cases where there is no covariance in errors in probability estimates between individuals or where covariance for pairs of individuals is equal to their variance * the variance in share estimates varies by a factor of \( T \).

The variance in the former case is given by:

\[
\text{Var}(S_t) = \frac{1}{T^2} \left[ T \left( \frac{dP_t}{dX_t b} \right)^2 \left[ X'_t A X_t + b Y_t b' \right] \right] *
\]

\[
= \frac{1}{T} \left( \frac{dP_t}{dX_t b} \right)^2 \left[ X'_t A X_t + b Y_t b' \right]
\]

(5.14)

and in the latter case by,

---

*For a relatively homogeneous population in terms of variable values and measurement and parameter errors the variances for individuals are approximately equal.
\[ \text{Var}(S_t) = \frac{1}{T^2} \left[ T \left( \frac{dP_t}{dX_t b} \right)^2 \left( X_t'AX_t + b Y_t b' \right) \right] + (T^2 - T) \left( \frac{dP_t}{dX_t b} \right)^2 \left( X_t'AX_t + b Y_t b' \right) \]

\[ = \left( \frac{dP_t}{dX_t b} \right)^2 \left( X_t'AX_t + b Y_t b' \right) \] (5.15)

which is equal to the variance in choice probability for one individual. Where actual situations fall in this range depends on the values of variables for pairs of individuals and the covariance in errors in variable prediction for pairs of individuals. To see this the utility variance and covariance are expressed in algebraic notation,

\[ \text{Var}(X_t b) = \sum_j \sum_k X_{tj} a_{jk} X_{tk} + \sum_j \sum_k b_j y_{jkt} b_k \] (5.16a)

\[ \text{Cov}(X_t b, X_t b) = \sum_j \sum_k X_{tj} a_{jk} X_{tk} + \sum_j \sum_k b_j y_{jktt} b_k \] (5.16b)

where

- \( X_{tj} \) ..... is the \( j^{th} \) variable for individual \( t \),
- \( a_{jk} \) ..... is the element in the \( j^{th} \) row, \( i^{th} \) column of the \( A \)th matrix,
- \( y_{jkt} \) ..... is the \( j, k \) element of the \( Y_t \) matrix, and
- \( y_{jktt} \) ..... is the \( j, k \) element of the \( Y_{tt} \) matrix.
The variance-covariance elements of the parameter estimates, $a_{jk}$, and the parameters, $b_j$ or $b_k$, are identical in both equations for all individuals. The expected utility covariance value is zero or near zero if either all of the terms are zero or if the terms tend to offset each other. Since the members of a group for aggregate prediction are generally selected by some criteria which implicitly classifies by common value of variables (i.e. geographic groups) many of these $X_{tj} \cdot X_{t'k}$ products will be similar to the $X_{tj} \cdot X_{tk}$ products in the variance expression.

Since the same process is normally used to generate explanatory variables for all individuals the $Y_t$ matrices are expected to be similar among individuals. The correspondence in errors in variables generated for pairs of individuals may or may not be high depending on the type of variable (i.e. level of service variables obtained from engineering estimates using common networks are highly correlated) and the method of prediction or estimation.

The relative importance of the variance and covariance in probability estimates on the variance in share estimates depends on both the number of individuals in the group and the within group homogeneity as the average covariance is closely related to the commonality of variables for group members. In any case, the variance in share estimate is always lower than the average variance in individual predictions.

To add perspective to the discussion of errors in predictions, it is useful to consider the error in the estimate of choice shares based
on sample observation. The variance of the observed share depends on the true share and the number of observations collected.

$$\text{Var}(S^O_i) = \frac{1}{T_0} S^A_i (1-S^A_i)$$ (5.17)

where $S^O_i$ ..... is the expected observed share choosing alternative $i$,

$T_0$ ..... is the number of observation to be taken,

$S^A_i$ ..... is the actual share choosing alternative $i$.

The error in prediction obtained by comparing predicted shares to observed shares includes both errors in prediction and errors in observations.

A similar approach is used to describe the propagation of bias error in parameters or in variables to the prediction of aggregate share. Bias in aggregate share is related to bias in individual choice probabilities by,

$$\text{Bias}(S_{iT}) = \frac{1}{T} \sum_t \text{Bias}(P_t)$$ (5.18)

Bias in individual choice probability is approximately related to bias in parameters or variables by,
\[ \text{Bias}(P_t) = \frac{dP_t}{dX_t^b} \text{Bias}(X_t^b) \]

\[ = \frac{dP_t}{dX_t^b} \left[ \sum_k X_k \text{Bias}(b_k) + \sum_k b_k \text{Bias}(X_k) \right] \quad (5.19) \]

The bias in share prediction is expressed directly as,

\[ \text{Bias}(S_{iT}) = \frac{1}{T} \sum_t \frac{dP_t}{dX_t^b} \left[ \sum_k X_k \text{Bias}(b_k) + \sum_k b_k \text{Bias}(X_k) \right] \quad (5.20) \]

The bias from different sources may be additive or offsetting depending on the direction of the biases and the sign of the corresponding variable for bias in parameters or the corresponding parameter for bias in variables.

Equation 5.20 can be rewritten to highlight the effect of constant bias across individuals as,

\[ \text{Bias}(S_{iT}) = \frac{1}{T} \left[ \sum_k \text{Bias}(b_k) \sum_t \frac{dP_t}{dX_t^b} X_k + \sum_k \text{Bias}(X_k) \sum_t \frac{dP_t}{dX_t^b} b_k \right] \quad (5.21) \]

Common bias in a parameter creates bias in the aggregate share by the factor,
\[
\frac{1}{T} \sum_t \frac{dP_t}{dX_t^b} x_k \quad (5.22)
\]

and the common bias in a variable creates bias in the aggregate share by the factor,

\[
\frac{1}{T} \sum_t \frac{dP_t}{dX_t^b} b_k \quad (5.23)
\]

which factors are the slope of the aggregate share with respect to a single parameter or variable respectively.

When the members of the group are essentially homogeneous, equation 5.19 simplifies to,

\[
\text{Bias}(S_{1T}) = \left[ \frac{dP_t}{dX_t^b} \left( \sum_k x_k \text{Bias}(b_k) + \sum_k b_k \text{Bias}(X_k) \right) \right] \quad (5.24)
\]

which is identical to the bias in prediction of the individual choice probabilities (Equation 5.19).

There are two effects on error of using different aggregation procedures. First, the propagation of error from variables and parameters is affected by the aggregation procedure. Second, a structural bias is introduced into the share prediction by the aggregation procedure.

When the naive procedure is used the propagation of random and
bias error is observable by considering the naive procedure to be a single prediction based on the same model structure but with variables defined by,

\[ \bar{X} = \frac{1}{T} \sum_{t} X_t \]  

(5.25a)

The variance in the estimates of the mean value parameter depend on the degree of correlation of errors in variables between individuals. That is,

\[ \text{Var}(\bar{X}) = \frac{1}{T} \text{Var}(X_t) + \frac{T-1}{T} \text{Cov}(X_t, X_t') \]  

(5.25b)

\[ = \frac{1}{T} Y_t + \left( \frac{T-1}{T} \right) Y_{tt}' \]

*the variance of share prediction by the naive procedure is:

\[ \text{Var}(S_{iN}) = \left( \frac{dP_t}{dX_t} \right)^2 \left[ \bar{X} \bar{a} + b \text{Var}(\bar{X})b' \right] \]

\[ = \left( \frac{dP_t}{dX_t} \right)^2 \left[ \bar{X}' \bar{a} + b \left[ \frac{1}{T} Y_t + \frac{T-1}{T} Y_{tt}' \right] b \right] \]

(5.26)

*This formulation assumes that the measurement variance is equal for individuals and that the measurement covariance is equal for pairs of individuals.
The variance in share prediction by the naive procedure (Equation 5.26) is similar to the variance in share prediction by the enumeration procedure (Equation 5.13). The variance of share prediction by the two procedures is identical when the aggregate group is perfectly homogeneous and is slightly greater by the enumeration procedure otherwise. The propagation of bias in parameters and variables by the naive procedures is also similar to the propagation of bias by the complete enumeration procedure.

The structural bias introduced by the naive and other approximate aggregation procedures is described in Chapters III and IV and is not discussed further in this chapter.
5.4 Disaggregation of Errors in Prediction

As described in preceding sections, error in prediction has its source in each of the components of the aggregate prediction structure. Two related analyses of error are relevant in the study of prediction methods. One is to identify the total error of a prediction method based on a specific choice model, representation of socio-economic variables and aggregation procedure. Identification of total error is appropriate to the choice among different methods, to the decision if any of the available methodologies is acceptable, and to obtain a measure of the accuracy of predictions of a particular procedure or alternatively of the risk or expected loss associated with use of the predictions as a basis for decision making.

The identification of the contribution to total error of different elements in the prediction structure is relevant to examination of the available methodologies with the objective of locating those portions of a methodology which should be improved or replaced. This approach is also useful in evaluating the relative importance of errors introduced by component models used in conjunction with other components. In this case the identification of sources of error is used to examine the performance of a range of aggregation procedures in conjunction with a selected set of choice models and distribution representations.

This section describes a strategy for evaluating the performance of aggregation procedures by comparing the total prediction error
(using measures to be described in the following section) using a single choice model and a corresponding set of choice variables. This approach has the advantage of highlighting the additional contribution to error of aggregation procedures in the framework of the total process. Due to the complexity of the propagation and interaction of errors (Section 5.3) this approach is based on empirical studies. Since the results of these studies are influenced by the specific data structure used, care must be taken in generalizing the results.

The overall strategy is to identify the error in prediction which results from use of approximate aggregation procedures rather than the theoretically correct complete enumeration procedure. This approach is applied to two different prediction situations. The first is an attempt to replicate the observed travel behavior in which the choice model was calibrated. In this case, the choice model is considered to be correctly specified such that the only errors generated by the choice model are random errors in the estimated parameters. In addition, the data used for "prediction" is identical with that used for estimation. This is equivalent to making "expost" predictions which are suitable to analysis of performance of the prediction model (Klein, 1968). A variety of different aggregation procedures is used in conjunction with the choice model and the given data base. The prediction error resulting from use of the complete enumeration procedure provides a basis for comparison. This prediction is expected to be best due to its consistency with the theory of aggregate travel behavior (Chapter II). The performance of
alternative aggregation procedures is evaluated by comparison with both
the observed behavior (total error in prediction) and by comparison with
the complete enumeration of prediction (aggregation error in prediction).*

The second prediction situation corresponds to a change in the
travel service offered. The approach is identical to that for the pre-
diction of observed behavior except that comparisons are made with the
complete enumeration prediction only. In this context two predictions
are important. They are (1) the prediction of choice shares after
the change in travel service and (2) the prediction of change in choice
shares due to the change in travel service.

A further set of prediction tests will be made using two additional
subsets of data which differ from the calibration data set in one case
by random selection only and in the other case by a geographically biased
selection procedure. The purpose of these additional predictions is to
identify any additional error in the choice model resulting from the
attempt to transfer it to a different environment. Figure 5.2, Com-
parative Prediction Tests, relates the different sets of predictions
to the types of error they include. Comparison of the differences
between predictions is used to identify the errors which result from,

- Random variation in the choice model,
- Specification error associated with transference of the choice
  model to a different environment, and
- Bias error of the aggregation procedure.

*For a discussion of disaggregation of total error to errors in pre-
diction and errors in observations in linear models see Cole (1969).
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<table>
<thead>
<tr>
<th></th>
<th>PERFECT AGGREGATION PROCEDURE</th>
<th>APPROXIMATE AGGREGATION PROCEDURES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CALIBRATION DATA SET</strong></td>
<td>STOCHASTIC ERROR IN CHOICE MODEL ONLY</td>
<td>STOCHASTIC ERROR IN MODEL AND AGGREGATION BIAS</td>
</tr>
<tr>
<td><strong>ALTERNATIVE DATA SETS</strong></td>
<td>STOCHASTIC ERROR IN CHOICE MODEL AND SPECIFICATION ERROR</td>
<td>STOCHASTIC ERROR IN CHOICE MODEL, SPECIFICATION ERROR AND AGGREGATION BIAS</td>
</tr>
</tbody>
</table>
The following section describes measures which can be used to evaluate the performance of different methods and their component elements.
5.5 Error Measures for Use in Evaluation of Prediction Methods

The purpose of this section is to identify and describe the characteristics of measures which may be useful in evaluating the performance of different prediction procedures and to select a measure to be used for the evaluation of prediction methods. The selection of individual or sets of error measures should be based on their ability to represent the relative importance of different types and magnitudes and direction of errors in a way which reflects the importance of these errors to the policy decisions which will be based on these predictions.

Decision theory provides a structure for evaluating predictions based on the loss which may be incurred due to prediction errors in well defined decision situations. In such situations the proper weighting of individual errors is determined by analysis of the expected "loss" which will be incurred due to making less than optimal decisions due to errors in prediction. Application of these theories requires the specification of a loss function which distinguishes between different types of decision errors. The most important of these distinctions are (1) over investment rather than under investment and (2) the relative importance of different degrees of over or under investment. However, these methods cannot be used to evaluate prediction methods where the relationship to explicit decisions is not known. For this purpose it is useful to establish a parametric loss function which includes as special cases a wide range of loss functions which might
be used in common decision situations. Such a parametric loss function should be able to take account of distinctions of the type described above. It will also be desirable to make distinctions among different subgroups of predictions. For example, in the prediction of mode volumes for the work trip, the errors in predictions of different modes might be considered separately. Alternatively, errors in volume predictions during the morning and afternoon peaks might be treated separately or both peak periods might be grouped together, but separately from off-peak predictions.

The range of distinctions which should be included in a parametric loss function are:

1. Differentiation between over prediction and under prediction,
2. Differentiation between errors which do or do not exceed some range of nominal acceptable error,
3. Differentiation by the magnitude of the error,
4. Differentiation by the magnitude of the prediction which is made, and
5. Differentiation over groups of prediction elements which are more or less important in a specific decision context.

Each of these distinctions and the weighting associated with them must be applied to a basic loss measure. It is desirable for this loss measure to be independent of the units of prediction. The basic loss measure on which this parametric loss function is built is defined as,
\[ \text{BLM} = \frac{P - A}{P} \] 

(5.27)

where \( \text{BLM} \) ..... is the basic loss measure for the element of prediction,

\( P \) ..... is the predicted value, and

\( A \) ..... is the observed value.

This measure is, as desired, scale independent. Using this as a basic unit the parametric loss function is developed by applying parameters and structure which differentiate errors by the five characteristics itemized above.

To distinguish between errors of over prediction and under prediction the basic loss measure is defined for positive, negative and all errors as follows:

\[ \text{BLM}_P = \text{MAX}(\text{BLM}, 0) \]

\[ \text{BLM}_N = \text{MAX}(-\text{BLM}, 0) \]

\[ \text{BLM}_T = \alpha_1 \text{BLM}_P + \alpha_2 \text{BLM}_N \quad (5.28) \]

where \( \alpha_1 \) and \( \alpha_2 \) are the weights applied to over and under predictions, respectively.

To distinguish errors which exceed some level of acceptable error,
excess loss measures with the same positive versus negative weighting are defined by:

\[ ELM_P = \text{MAX}(BLM_P - \beta, 0) \]

\[ ELM_N = \text{MAX}(BLM_N - \beta, 0) \]

\[ ELM_T = \alpha_1 ELM_P + \alpha_2 ELM_N \quad (5.29) \]

where \( \beta \) is the level below which prediction errors are acceptable.

Differential weighting by magnitude of error is accomplished by modification of the excess loss measure to:

\[ ELM_P \gamma \quad (5.30a) \]

\[ ELM_N \gamma \quad (5.30b) \]

\[ ELM_T \gamma \quad (5.30c) \]

where \( \gamma \) indicates the importance of the magnitude of error as follows:

\( \gamma = 0 \) creates a count of errors greater than the acceptable level,

\( \gamma = 1 \) indicates the importance of error over the nominal level is proportional to its magnitude,

\( \gamma = 2 \) indicates the importance of error over the nominal level is proportional to the square of its magnitude.
Differential weighting by magnitude of the prediction is accomplished by introduction of a further modification to:

\[
\begin{align*}
E_{LM_p} & \cdot \rho \delta \\
E_{LM_n} & \cdot \rho \delta \\
E_{LM_t} & \cdot \rho \delta
\end{align*}
\]  

(5.31a, 5.31b, 5.31c)

where \( \delta \) indicates whether errors will be weighted by prediction magnitude \( (\delta = 1) \) or not \( (\delta = 0) \).

The combined effect of these modifications is included in a general loss measure defined by:

\[
GLM(\gamma, \delta) = \sum_w (E_{LM_w}) \cdot \rho \delta
\]

(5.32)

where \( w \) indicates the prediction points over which the loss measure is determined.

The balance of this discussion is simplified by assuming that the error measure to be considered will not include any allowable level of error \( (\beta = 0) \) and that positive and negative errors have equal importance \( (\alpha_1 = \alpha_2 = 1) \) so that the general loss measure reduces to:
\[
\text{GLM}(\gamma, \delta) = \sum_w \left( \frac{P_w - A_w}{P_w} \right)^\gamma \cdot P_w \delta
\]

(5.33)

The general loss measure represents the expected decision loss which would result from the set of prediction errors included in its development. As such the general loss measure is consistent with the structure of loss functions in decision analytic contexts. In the present case however, a measure is required which is independent of the number of prediction and which is scale independent of the weighting applied to the individual predictions. That is, the general loss measure must be transformed into an average loss measure for a typical element of prediction as,

\[
\text{ALM}(\gamma, \delta) = \left[ \text{GLM}(\gamma, \delta) / \text{CF}(\delta) \right]^{1/\gamma}
\]

(5.34a)

where \[
\text{CF}(\delta) = \sum_w P_w \delta
\]

(5.34b)

The resultant average loss measure may be disaggregated in terms of average errors and random errors. This is done by determining the average error:

\[
\text{AE} = \frac{\sum_{w \in W} \left( \frac{P_w - A_w}{P_w} \right) P_w \delta}{\sum_{w \in W} P_w \delta}
\]

(5.35)
Variability of prediction may then be measured in terms of the deviation of the error from the average error by,

\[ BLM^* = BLM - AE \quad (5.36) \]

where \( BLM^* \) .... is the adjusted basic loss measure, and \( BLM \) .... is the unadjusted basic loss measure defined by Equation 5.27.

When the importance of an error is proportional to the square of its magnitude the average loss measure may be defined in terms of the adjusted average loss measure:

\[
ALM(\gamma, \delta)^* = \left[ \frac{GLM(\gamma, \delta)^*/CF(\delta)}{\gamma} \right]^{1/\gamma} \quad (5.37a)
\]

\[
GLM(\gamma, \delta)^* = \sum_w \left\{ \frac{P_w - A_w - AE}{P_w} \right\}^2 \cdot \delta \quad (5.37b)
\]

and the average loss by:

\[
\left[ ALM(\gamma, \delta) \right]^2 = \left[ (ALM(\gamma, \delta)^*)^2 + AE^2 \right] \quad (5.38)
\]

This is consistent with the disaggregation of random and average errors.
described by Theil (1966).

Selection of different values for the parameters described above \((\gamma, \delta)\) leads to a variety of loss measures including those most commonly used in decision analysis.
5.6 Summary

The purpose of this chapter is to develop an approach to the analysis of errors in prediction. The sources of error in prediction are identified as coming from different elements of the model formulation and prediction process. The types of error generated in each of these elements are described.

The process by which errors enter the process, interact with one another and are propagated to the aggregate prediction are analyzed. The important characteristics of the propagation process are identified.

An experimental design is suggested for use in the evaluation of the performance of component elements of a model structure. A strategy is outlined for the evaluation of aggregation procedures in the context of an applied prediction situation.

A parametric set of error measures is designed which may be used to evaluate the errors generated in an applied prediction situation.
CHAPTER VI

APPLIED PREDICTION ANALYSIS

6.1 Introduction

An aggregated prediction model structure was described in Chapter II and proposed for use in prediction of aggregate travel behavior. The aggregated prediction model includes three components: a disaggregate choice model, a representation of the distribution of choice variables and an aggregation procedure. Chapters III and IV explored and described the bias in prediction which is introduced by different aggregation procedures. These studies indicated the sensitivity of aggregation bias to the mean, variance and shape of the distribution of the net utility between pairs of alternatives in the aggregate group. They also indicated the differences in bias among the methods, the general ranking of methods in terms of their bias and the conditions under which the rank ordering might be inverted. These analyses also provided an indication of the magnitude of bias for different levels of variance in the distribution of net utility values for the binary choice case.

Sources of errors in the choice model and the values of independent variables were identified in Chapter V. The interaction of these errors and their propagation to aggregate predictions was also described.

The purpose of the application analysis described in this chapter is to explore the combined effect of errors from these different sources in a realistic prediction situation. The analysis identifies magnitudes
of aggregation error for the prediction situation and places them in perspective with respect to other errors. The analysis also describes the relative performance of three aggregation procedures which have been proposed for use in prediction situations.

The prediction situation considered is the mode choice to work by breadwinners with a CBD workplace in the Washington Metropolitan area. Aggregate predictions are made at the level of the residential district. The chapter is organized in sections describing the data, the specification and estimation of the disaggregate choice model, a quantitative analysis of errors in parameters and independent variables, a description of the prediction groupings and a description of grouped data, a description of the approach to the analysis of aggregate prediction errors, an analysis of prediction errors in the base case and for policy alternatives and a summary of the results obtained.
6.2 Description of Data

The data used in this study are from the metropolitan Washington D.C. area. Socio-economic and trip making data come from the Washington Council of Governments 1968 Home Interview Survey. This survey was based on a random sample of households.

The sampling rate was 3% inside the capital beltway and 5% outside the beltway. In total, approximately 25,000 households were interviewed. The survey information included the socio-economic characteristics of the households, the characteristics of the individual in each household, and information on the trips made by each individual in the household. The socio-economic information included data on household composition, income, car availability, and the age, sex, race, education and occupation of members of the household, and a variety of other data items. The trip information includes a complete listing of every trip made by each person in the household during a 24 hour period. Trip information includes the purpose of the trip, mode of travel, origin and destination, time of day, etc. but does not include the route of travel.

Level of service data were obtained from an inventory of existing transportation facilities and services performed by the Washington Council of Governments and additional data assembled by R.H. Pratt Associates. These data were merged into a combined file, which related the level of service data to individual trips for home based work trips, by Cambridge Systematics Incorporated, as a part of a study of automobile
ownership and mode to work choice [Cambridge Systematics, 1975]. The merged file included 18,455 households with one or more work trips. Although the data are reported on a disaggregated basis, that is, the socio-economic, travel choice and level of service data are reported for individual workers, the level of service data were actually developed from coded networks based on a traffic zone system and therefore represent some degree of aggregation.

The data set is reduced to 2,965 records in this study. These records include households residing outside of the central business district and within the capital beltway in which the breadwinner made a home based work trip to the central business district by the drive alone, shared ride, or transit ride travel modes. To allow for later aggregate prediction and analysis, the data set was further reduced to 2,132 trips made by households resident in 45 districts (Figure 6.1, Selected Districts in Washington Metropolitan Area) which had 30 or more breadwinner trips to the CBD. This file was divided into three groups as follows:

1) 12 districts in Virginia, including 486 households,
2) 16 districts representing every second district in Washington and Maryland, including 772 households, and
3) 17 remaining districts in Washington and Maryland, including 874 households.

The purpose of this division of data is to allow estimation of the work mode choice model on one of the subsets of data and use of the estimated
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model for prediction with all the subsets in order to consider the effect of transferring the estimated model between data sets within the metropolitan area.
6.3 Choice Model Specification and Estimation

This section describes the specification and calibration results of a disaggregate choice model developed for use in the evaluation of alternative aggregation procedures. The disaggregate choice model developed describes one part of the overall travel process, namely, the home to work mode choice.* To improve the potential to generalize the results of this analysis it was decided not to use a binary choice model. Instead a three mode model consisting of drive alone, shared ride (car pool) and transit alternatives was developed for work trips made by breadwinners with work place in the central business district.

It is assumed, in the study, that the mobility choices of job site, residential location and auto ownership are fixed. The only short-term choice left open for the work trip is the choice of travel mode. Therefore, given a new external change of travel environment, the model will predict only the relatively short run travel behavior of mode choice.

The behavioral unit is a worker (breadwinner). The model predicts the worker's choice of travel mode for his home to work trip. The following factors which influence the choice of mode to work are included in the model:

- Level of service by alternative travel modes from home to work and return.

*The model developed for this study is a modification of a work mode choice model developed by Cambridge Systematics (1975).
• Socio-economic characteristics of the worker and the household of which he is a member, and
• Special characteristics which describe the existence of special incentives for use of the shared ride mode.

The disaggregate choice function used in this study is a multinomial logit model. Its theoretical development and implications are described in Chapter II, Section 6. The form of the model is:

$$P_t(m;M_t) = \frac{e^{V_{mt}}}{\sum_{m'} e^{V_{m't}}}$$

where $P_t(m;M_t)$ ..... is the probability that individual $t$ chooses mode $m$ of the set of modes available to him, $M_t$, and

$V_{mt}$ ..... is the utility of mode $m$ to individual $t$.

The following modal definitions were used:

Drive Alone includes all reported car drivers less any who fall into the shared ride mode as defined below.

Shared Ride (Driver or passenger in a car with 2 or more persons) includes all auto passengers plus any auto drivers who reported they carried a passenger with them, or who reported they were in a car pool, or who reported they did not know whether or not they were in a car.
pool.*

Transit includes all reported public transit (bus) trips.

The drive alone mode is available to breadwinners who have drivers license and live in households with one or more cars available. The shared ride mode is available to all tripmakers. The transit mode is available to residents of all districts where excess time for the trip to the CBD is less than thirty minutes. All breadwinners in this data set have the transit mode available to them.

The following variables are used in the model:**

1. Constant for Drive Alone (D_d)

\[
D_d = \begin{cases} 
1 & \text{for drive alone} \\
0 & \text{for other modes}
\end{cases}
\]

2. Constant for Shared Ride (D_s)

\[
D_s = \begin{cases} 
1 & \text{for shared ride} \\
0 & \text{for other modes}
\end{cases}
\]

3. Autos per Licensed Driver for Drive Alone (AALC_d)

\[
AALC_d = \begin{cases} 
\text{autos + drivers for drive alone} \\
0 & \text{for other modes}
\end{cases}
\]

*The last condition captures the people who were confused about the definition of a car pool. It is reasonable to assume that there could be confusion only if a passenger was carried but the respondent did not know whether or not to consider it a car pool. For example, intrafamily car pooling.

**The subscripts d and s denote variables which appear only in the utility equations for the Drive Alone and Shared Ride modes, respectively.
4. Auto per Licensed Driver for Shared Ride (AALC<sub>s</sub>)
   \[= \begin{cases} 
   \text{autos + drivers for shared ride} \\
   0 \text{ for other modes}
   \end{cases} \]

5. Out of Pocket Cost Divided by Income (OPTC/INC)
   \[= \text{round trip travel cost divided by household income in cents per thousand of dollars. The value for Shared Ride is the value for Drive Alone divided by 2.5.} \]

6. Total Travel Time (TTT) (in minutes)
   \[= \text{the sum of in vehicle travel time (IVTT) and out of vehicle travel time (OVTT). The value for Shared Ride is the value for Drive Alone plus a penalty of ten minutes for pick-up and drop-off based on data reported by Attanucci (1974).} \]

7. Out of Vehicle Travel Time Divided by Distance (OVTT/DIST)
   \[= \text{out of vehicle round trip travel time divided by one way distance in minutes per mile.} \]

8. Government Worker Variable for Shared Ride (GW<sub>s</sub>)
   \[= \begin{cases}
   1 \text{ if the worker is a civilian employee of the federal government for shared ride} \\
   0 \text{ if not so.}
   \end{cases} \]

9. Number of Workers in Household for Shared Ride (NWORK<sub>s</sub>)
   \[= \begin{cases}
   \text{number of workers for shared ride} \\
   0 \text{ for other modes}
   \end{cases} \]

*The value 2.5 was assumed to be the average auto occupancy for Shared Riders. This value was obtained from data reported in a car pooling study by Attanucci (1974). It is used to reflect cost sharing among the riders.
The level of service variables describe the performance of the three modes. These are generic variables which are included with mode specific values for each of the mode alternatives.

Auto availability is included as two separate variables under the hypothesis that it has a differential effect on the probability of choosing each of the three modes. The government worker variable is a proxy for working in an organization which offers car pooling incentives. The number of workers is included to capture the effects of intra-family car pools.

The formulation of travel time variables assures that out-of-vehicle travel time will be represented as more onerous than in-vehicle travel time. The contribution of the travel time variables to the utility function (any mode) is expressed as:

\[
V_m(TTT, OVTT) = b_6 \times TTT + b_7 \times OVTT/DIST
\]

\[
= b_6 \times (IVTT + OVTT) + b_7 \times OVTT/DIST
\]

\[
= b_6 \times IVTT + (b_6 + \frac{b_7}{DIST}) \times OVTT
\]  

(6.2)

Since the coefficients, \(b_6\) and \(b_7\) should both have negative signs, the importance of one minute of out-of-vehicle time will be greater than that of one minute of in-vehicle time.

The specification of the model is summarized in Table 6.1 and the estimation results are shown in Table 6.2. All the coefficients are significant and have the expected sign. The relationship between the
### TABLE 6.1

**MODEL SPECIFICATION**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Coefficient</th>
<th>Drive Alone</th>
<th>Share Ride</th>
<th>Transit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive Alone</td>
<td>$B_1$</td>
<td>$D_d = 1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dummy Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared Ride</td>
<td>$B_2$</td>
<td>0</td>
<td>$D_s = 1$</td>
<td>0</td>
</tr>
<tr>
<td>Dummy Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autos ÷ Drivers, Drive Alone</td>
<td>$B_3$</td>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>AALC$_d$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autos ÷ Drivers, Shared Ride</td>
<td>$B_4$</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AALC$_s$</td>
<td></td>
</tr>
<tr>
<td>Out of Pocket Cost ÷ Income</td>
<td>$B_5$</td>
<td>OPTC/INC</td>
<td>OPTC/INC</td>
<td>OPTC/INC</td>
</tr>
<tr>
<td>Total Travel Time</td>
<td>$B_6$</td>
<td>TIT</td>
<td>TIT</td>
<td>TIT</td>
</tr>
<tr>
<td>Out of Vehicle Time ÷ Distance</td>
<td>$B_7$</td>
<td>OVTT/DIST</td>
<td>OVTT/DIST</td>
<td>OVTT/DIST</td>
</tr>
<tr>
<td>Government Worker, Shared Ride</td>
<td>$B_8$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$GW_s$</td>
<td></td>
</tr>
<tr>
<td>Number of Workers, Shared Ride</td>
<td>$B_9$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NWORK$_s$</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 6.2
MODEL ESTIMATION RESULTS

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Estimated Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Drive Alone dummy</td>
<td>$D_d$</td>
<td>-2.62</td>
<td>0.36</td>
</tr>
<tr>
<td>2. Shared Ride dummy</td>
<td>$D_s$</td>
<td>-2.36</td>
<td>0.27</td>
</tr>
<tr>
<td>3. Auto availability (Drive</td>
<td>$AALD_d$</td>
<td>3.64</td>
<td>0.38</td>
</tr>
<tr>
<td>Alone)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Auto availability (Shared</td>
<td>$AALD_s$</td>
<td>1.51</td>
<td>0.24</td>
</tr>
<tr>
<td>Ride)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Out-of-vehicle cost/income</td>
<td>OPTC/INC</td>
<td>-0.028</td>
<td>0.012</td>
</tr>
<tr>
<td>6. Total travel time</td>
<td>TTT</td>
<td>-0.024</td>
<td>0.005</td>
</tr>
<tr>
<td>7. Out-of-vehicle time/distance</td>
<td>OVTT/DIST</td>
<td>-0.077</td>
<td>0.055</td>
</tr>
<tr>
<td>8. Government worker (Shared</td>
<td>$GW_s$</td>
<td>0.77</td>
<td>0.16</td>
</tr>
<tr>
<td>Ride)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Number of workers</td>
<td>MWORK$_s$</td>
<td>0.24</td>
<td>0.10</td>
</tr>
</tbody>
</table>

**Summary of Statistics**

- Number of Observations: 874
- L*(0) = -857.6
- Number of Cases: 1,495
- L*(b) = -709.2

*The statistics are defined as follows:
1. **Number of observations** - the number of work trips in the sample.
2. **Number of cases** - the number of alternatives in excess of one per observation summed over all observations.
3. **L*(0)** - the value of the log of the likelihood function when all coefficients are zero.
4. **L*(b)** - the value of the log of the likelihood function when the coefficients take the estimated value.
coefficients of the level of service variables is expressed in terms of the value of time as follows:

1) In-vehicle travel time (in dollars per hour) is valued at 0.51 times household income expressed in thousands of dollars. This is equivalent to approximately 100% of the hourly wage rate.

2) Out-of-vehicle travel time value exceeds the value of in-vehicle travel time by 1.65 times household income in thousands of dollars divided by the number of miles of one way travel between residence and workplace. This implies that the discomfort and/or inconvenience associated with out-of-vehicle time is discounted for longer trips.

The values of in- and out-of-vehicle travel time are plotted as a function of distance for breadwinners from households with $10,000 annual income (1968) in Figure 6.2, Value of Travel Time. The values of travel time for households with higher or lower income levels may be scaled by the factor (Household Income - $10,000).
FIGURE 6.2
VALUE OF TRAVEL TIME
(INCOME = $10,000)

VALUE (IVTT) = 0.51 * (INCOME IN THOUSANDS)
VALUE (OVTT) = \([0.51 + \frac{1.65}{DISTANCE}] \times (INCOME \ IN \ THOUSANDS)\)
6.4 Quantitative Analysis of Errors in Parameters and Independent Variables

Three sources of prediction error discussed in Chapter V were (1) error in the parameters of the choice model, (2) errors in choice influencing variables, and (3) aggregation error. The effect of errors in parameters and errors in variables on the variance of individual probability estimates is examined by extension of Equations 5.6, 5.8 and 5.9 to the three mode choice situation as follows:

$$\text{Var}(P_{mt}) = \sum_{m'} \sum_{m''} \left( \frac{\partial P_{mt}}{\partial V_{m't}} \right) \left( \frac{\partial P_{mt}}{\partial V_{m'm''}} \right) \text{Cov}(V_{m'}, V_{m''})$$  \hspace{1cm} (6.3a)

$$\text{Cov}(V_{m'}, V_{m''}) = X_{m'} A X_{m''} + b Y_{m'm''} b'$$  \hspace{1cm} (6.3b)

where $P_{mt}$ is the choice probability prediction for individual $t$ choosing mode $m$,

$\frac{\partial P_{mt}}{\partial V_{m't}}$ is the first derivative of the choice of mode $m$ with respect to the utility value for mode $m'$ which may or may not be equal to $m$,

$\text{Cov}(V_{m'}, V_{m''})$ is the covariance of the utility estimates for modes $m'$ and $m''$. When $m' = m''$, this becomes the variance of $V_{m'}$. Either or both $m'$ and $m''$ may equal $m$,

$X_{m'}$ is the vector of variable in the utility function for alternative $m'$,

$A$ is the variance-covariance matrix of parameter estimates,

$b$ is the vector of parameter estimates, and
\( Y_{m't} \) is the variance-covariance matrix of measurement errors for variables in the utility functions for alternatives \( m' \) and \( m'' \) for individual \( t \). \( m' \) and \( m'' \) may or may not be the same and either or both may be the same as \( m \).

First, assuming only errors in parameters, Equation 6.3b is reduced to:

\[
\text{Cov}(Y_{m'}, Y_{m''}) = X_{m'}'AX_{m''} \tag{6.4}
\]

The estimated values of the variances and covariances of the model parameters are given in Table 6.3, Variance-Covariance Matrix of Parameter Estimates. Representative values of the variables (Table 6.4, Representative Values of Choice Variables) are used to estimate the variance and standard error of estimate of the mode choice probabilities.

The estimates of individual choice probabilities and errors due to errors in parameters are given in Table 6.5, Sample Choice Probabilities and Error Due to Errors in Parameters. The average value of the standard error due to errors in parameters is equal to 19% of the average choice probability.

To obtain an estimate of the corresponding error in probability estimate due to errors in variables an assumption must be made as to the actual error in variables. For the purpose of providing an example the assumption is made that measurement error in the level of
### TABLE 6.3

**VARIANCE COVARIANCE MATRIX OF PARAMETER ESTIMATES**

<table>
<thead>
<tr>
<th></th>
<th>(D_d)</th>
<th>(D_s)</th>
<th>(AALD_d)</th>
<th>(AALD_s)</th>
<th>(OPTC)</th>
<th>(TTT)</th>
<th>(OVTT)</th>
<th>(GW_s)</th>
<th>(NWORK_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1318</td>
<td>0.0245</td>
<td>-0.1036</td>
<td>-0.0202</td>
<td>-0.0018</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0013</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>0.0706</td>
<td>-0.0102</td>
<td>-0.0294</td>
<td>-0.0002</td>
<td>0.0004</td>
<td>0.0016</td>
<td>-0.0177</td>
<td>-0.0171</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1441</td>
<td>0.0325</td>
<td>-0.0004</td>
<td>-0.0000</td>
<td>-0.0007</td>
<td>-0.0001</td>
<td>-0.0037</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0560</td>
<td>0.0003</td>
<td>0.0000</td>
<td>-0.0007</td>
<td>0.0052</td>
<td>-0.0020</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0002</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0000</td>
<td>-0.0001</td>
<td>0.0000</td>
<td>-0.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0031</td>
<td>-0.0005</td>
<td>0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0262</td>
<td>0.0006</td>
<td></td>
<td></td>
<td>0.0107</td>
</tr>
</tbody>
</table>

**Note:** VALUE OF ZERO INDICATES ESTIMATE IS LESS THAN 0.00005 IN MAGNITUDE.
TABLE 6.4
REPRESENTATIVE VALUES OF CHOICE VARIABLES

<table>
<thead>
<tr>
<th>Mode</th>
<th>( D_d )</th>
<th>( D_s )</th>
<th>AALC (_d)</th>
<th>AALC (_s)</th>
<th>OPC (_INC)</th>
<th>TTT</th>
<th>OVTID</th>
<th>GW</th>
<th>NWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive Alone</td>
<td>1.0</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>20.</td>
<td>60.</td>
<td>2.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Shared Ride</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>0.6</td>
<td>8.</td>
<td>70.</td>
<td>2.5</td>
<td>0.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Transit Ride</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8.</td>
<td>100.</td>
<td>4.5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Variables are defined in the text and in Table 6.1.*
<table>
<thead>
<tr>
<th>Mode</th>
<th>Estimated Probability</th>
<th>Variance</th>
<th>Std. Error</th>
<th>Std. Error / Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive Alone</td>
<td>0.40</td>
<td>0.0024</td>
<td>0.049</td>
<td>0.12</td>
</tr>
<tr>
<td>Shared Ride</td>
<td>0.31</td>
<td>0.0015</td>
<td>0.038</td>
<td>0.12</td>
</tr>
<tr>
<td>Transit Ride</td>
<td>0.28</td>
<td>0.0077</td>
<td>0.088</td>
<td>0.31</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.33</td>
<td>0.0039</td>
<td>0.062</td>
<td>0.19</td>
</tr>
</tbody>
</table>
service variables is 10% of the variable value. No correlation in measurement error for different level of service characteristics is assumed. However, the measurement error for each drive alone level of service variable is assumed to be perfectly correlated with the corresponding shared ride level of service variable.

The resulting probability estimates and error measures are given in Table 6.6, Sample Choice Probabilities and Error Due to Errors in Variables. The average standard error in choice probability estimate due to errors in variables is 11% of the average estimate.

The combined effect of errors in parameters and errors in variables is shown in Table 6.7, Sample Choice Probability and Combined Error Due to Error in Parameters and Error in Variables. The average standard error in choice probability due to both sources of error is approximately 21% of the average choice probability. The contribution to the standard error of choice probabilities, in this example, is greater for errors in parameters than from errors in variables. The true relative importance of these two sources of error depends on the actual magnitude of error in the prediction of independent variables.

The propagation of individual probability error to errors in aggregate share prediction is dependent on the covariance between the share prediction of pairs of individuals in the group and the number of individuals in the group. To see this Equation 5.5 is repeated here:
### TABLE 6.6

**SAMPLE CHOICE PROBABILITIES AND ERROR DUE TO ERROR IN VARIABLES**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Expected Probability</th>
<th>Variance of Probability</th>
<th>Std. Error of Probability</th>
<th>Std. Error of Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive Alone</td>
<td>0.40</td>
<td>0.0007</td>
<td>0.028</td>
<td>0.07</td>
</tr>
<tr>
<td>Shared Ride</td>
<td>0.31</td>
<td>0.0005</td>
<td>0.022</td>
<td>0.07</td>
</tr>
<tr>
<td>Transit Ride</td>
<td>0.28</td>
<td>0.0025</td>
<td>0.050</td>
<td>0.17</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.33</td>
<td>0.0012</td>
<td>0.035</td>
<td>0.11</td>
</tr>
<tr>
<td>Mode</td>
<td>Expected Probability</td>
<td>Variance of Probability Due to Errors in Parameters</td>
<td>Errors in Variable</td>
<td>Joint Errors</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------</td>
<td>----------------------------------------------------</td>
<td>--------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Drive Alone</td>
<td>0.40</td>
<td>0.0024</td>
<td>0.0007</td>
<td>0.0032</td>
</tr>
<tr>
<td>Shared Ride</td>
<td>0.31</td>
<td>0.0015</td>
<td>0.0005</td>
<td>0.0019</td>
</tr>
<tr>
<td>Transit Ride</td>
<td>0.28</td>
<td>0.0077</td>
<td>0.0025</td>
<td>0.0102</td>
</tr>
<tr>
<td>Average</td>
<td>0.33</td>
<td>0.0039</td>
<td>0.0012</td>
<td>0.0051</td>
</tr>
</tbody>
</table>
\[ \text{Var}(S_m) = \frac{1}{T^2} \left[ \sum_t \text{Var}(P_{mt}) + \sum_t \sum_{t' \neq t} \text{Cov}(P_{mt}, P_{mt'}) \right] \] (6.5)

where \( T \) is the number of observations in the prediction sample.

For simplicity, the variance of share predictions is assumed constant across individuals and the covariance is assumed constant across pairs of individuals so that:

\[ \text{Var}(S_m) = \frac{1}{T^2} \left[ T \cdot \text{Var}(P_{mt}) + (T^2 - T) \text{Cov}(P_{mt}, P_{mt'}) \right] \]

\[ = \frac{1}{T} \text{Var}(P_{mt}) + \frac{T-1}{T} \text{Cov}(P_{mt}, P_{mt'}) \] (6.6)

For large values of \( T \), the share variance is approximated by:

\[ \text{Var}(S_m) = \rho \text{Var}(P_{mt}) \] (6.7)

That is, the variance in estimated shares declines with increasing prediction observations, \( T \), to a minimum value which is determined by the individual probability variance and the correlation in probability variance for pairs of individuals. If the correlation in probability variance is high, the error in prediction of aggregate shares due to errors in the choice model may be large independent of other sources of error in prediction.
6.5 Prediction Groupings and Description of Data

For the purpose of prediction analysis the sample of breadwinners making work trips to the CBD is aggregated to the residence district of the trip maker. These districts are grouped in three sets described in Section 6.2 and illustrated in the map, Figure 6.1. Prediction analyses are made for each of these sets of districts, for all the districts combined in a single set, and for three additional levels of aggregation. The second level of aggregation is to ten super districts, each of which include two to seven districts. The super districts are shown in Figure 6.3, Super Districts in the Washington Metropolitan Area. The third level of aggregation consists of four groupings of individuals in rings around the CBD, as shown in Figure 6.4, Rings in the Washington Metropolitan Area. The fourth level of aggregation combines all of the individual trip makers into a single group.

Because of the geographically based definition of districts, super districts, and rings, these groups have different numbers of observations in the prediction units as well as differences in the characteristics of the observations. Table 6.8, Basic Data Set Characteristics, describes the range in the number of observations for districts (in three sets and overall), super districts, and rings and the range in the proportion of persons in the prediction groups who do not have the drive-alone alternative available to them (all individuals in the data set have both the shared ride and transit ride
FIGURE 6.3
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FIGURE 6.4
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### TABLE 6.8

**DATA SET CHARACTERISTICS**

<table>
<thead>
<tr>
<th>AGGREGATE GROUP</th>
<th>GROUP SIZE</th>
<th>PROPORTION WITHOUT DRIVE ALONE ALTERNATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min.</td>
<td>Max.</td>
</tr>
<tr>
<td></td>
<td>(16)</td>
<td>(30)</td>
</tr>
<tr>
<td>DISTRICTS</td>
<td>(17)</td>
<td>(28)</td>
</tr>
<tr>
<td>SET ONE</td>
<td>(12)</td>
<td>(27)</td>
</tr>
<tr>
<td>SET TWO</td>
<td>(45)</td>
<td>(27)</td>
</tr>
<tr>
<td>SET THREE</td>
<td>(10)</td>
<td>(84)</td>
</tr>
<tr>
<td>SUPER DISTRICT</td>
<td>(4)</td>
<td>(470)</td>
</tr>
<tr>
<td>RING</td>
<td>(1)</td>
<td>(2132)</td>
</tr>
<tr>
<td>REGION</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
alternative available). The importance of these two pieces of information will be apparent in the discussion in the following sections.

Table 6.9, Range of Observed Mode Shares, indicates the range in shares for each of the alternatives for the three sets of districts and four different levels of aggregation. The range in shares is not significantly different between district sets and does not narrow appreciably with higher levels of aggregation. The overall share choosing each alternative in the entire sample population is shown in the last line of the table.

The final characteristic of interest is the distribution of utility values for each of the prediction groups. The important characteristics of the distribution of utilities are fully described in terms of the distribution of the utility differences for each of the three pairs of choices: drive alone versus shared ride, drive alone versus transit ride, and shared ride versus transit ride. Table 6.10, Range of Distribution Characteristics for Net Utility Values, presents the range of mean, variance, skewness and kurtosis for each of the sets of prediction groups. The general effect of grouping to higher levels of aggregation is to reduce the range of values for each of these measures. The clustering of skewness and kurtosis values around zero and 3.0, respectively, indicates that the distributions become nearly normal as the number of observations increases. The higher levels of aggregation also eliminate extremely high and extremely low values for variance in the net distributions.
TABLE 6.9

RANGE OF OBSERVED MODE SHARES

<table>
<thead>
<tr>
<th>AGGREGATE GROUP</th>
<th>DRIVE ALONE</th>
<th>SHARED RIDE</th>
<th>TRANSIT RIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET ONE</td>
<td>.16</td>
<td>.61</td>
<td>.35</td>
</tr>
<tr>
<td>SET TWO</td>
<td>.21</td>
<td>.75</td>
<td>.41</td>
</tr>
<tr>
<td>SET THREE</td>
<td>.13</td>
<td>.67</td>
<td>.40</td>
</tr>
<tr>
<td>ALL</td>
<td>.13</td>
<td>.75</td>
<td>.38</td>
</tr>
<tr>
<td>SUPER DISTRICTS</td>
<td>.24</td>
<td>.59</td>
<td>.38</td>
</tr>
<tr>
<td>RINGS</td>
<td>.25</td>
<td>.55</td>
<td>.38</td>
</tr>
<tr>
<td>REGION</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 6.10

RANGE OF DISTRIBUTION CHARACTERISTICS FOR NET UTILITY VALUES

A. Distribution of Drive Alone - Shared Ride Utility

<table>
<thead>
<tr>
<th>Aggregation Group</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>DISTRICTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set One</td>
<td>-0.58</td>
<td>0.86</td>
<td>0.44</td>
<td>1.53</td>
</tr>
<tr>
<td>Set Two</td>
<td>-0.20</td>
<td>1.05</td>
<td>0.44</td>
<td>1.78</td>
</tr>
<tr>
<td>Set Three</td>
<td>0.09</td>
<td>0.75</td>
<td>0.38</td>
<td>1.00</td>
</tr>
<tr>
<td>ALL</td>
<td>-0.58</td>
<td>1.05</td>
<td>0.38</td>
<td>1.78</td>
</tr>
<tr>
<td>Super Districts</td>
<td>-0.07</td>
<td>0.71</td>
<td>0.53</td>
<td>1.31</td>
</tr>
<tr>
<td>Rings</td>
<td>0.04</td>
<td>0.61</td>
<td>0.60</td>
<td>1.26</td>
</tr>
<tr>
<td>Region</td>
<td>0.33</td>
<td>1.07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## TABLE 6.10

RANGE OF DISTRIBUTION CHARACTERISTICS FOR NET UTILITY VALUES

**B. Distribution of Drive Alone - Transit Ride Utility**

<table>
<thead>
<tr>
<th>Aggregation Group</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td><strong>Set One</strong></td>
<td>-1.90</td>
<td>1.87</td>
<td>0.82</td>
<td>3.36</td>
</tr>
<tr>
<td><strong>Set Two</strong></td>
<td>-1.24</td>
<td>2.01</td>
<td>0.53</td>
<td>4.07</td>
</tr>
<tr>
<td><strong>Set Three</strong></td>
<td>-0.24</td>
<td>1.89</td>
<td>1.01</td>
<td>2.76</td>
</tr>
<tr>
<td><strong>ALL</strong></td>
<td>-1.90</td>
<td>2.01</td>
<td>0.53</td>
<td>4.07</td>
</tr>
<tr>
<td><strong>Super Districts</strong></td>
<td>-1.00</td>
<td>1.49</td>
<td>1.18</td>
<td>3.26</td>
</tr>
<tr>
<td><strong>Rings</strong></td>
<td>-0.75</td>
<td>1.34</td>
<td>1.41</td>
<td>3.30</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td>0.38</td>
<td>3.11</td>
<td>0.32</td>
<td>3.06</td>
</tr>
</tbody>
</table>
TABLE 6.10

RANGE OF DISTRIBUTION CHARACTERISTICS FOR NET UTILITY VALUES

C. Distribution of Shared Ride - Transit Ride Utility

<table>
<thead>
<tr>
<th>Aggregation Group</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Mas</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>DISTRICTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set One</td>
<td>-1.32</td>
<td>1.34</td>
<td>0.28</td>
<td>1.04</td>
</tr>
<tr>
<td>Set Two</td>
<td>-1.10</td>
<td>1.05</td>
<td>0.27</td>
<td>1.05</td>
</tr>
<tr>
<td>Set Three</td>
<td>-0.33</td>
<td>1.41</td>
<td>0.37</td>
<td>1.07</td>
</tr>
<tr>
<td>ALL</td>
<td>-1.32</td>
<td>1.41</td>
<td>0.27</td>
<td>1.07</td>
</tr>
<tr>
<td>Super Districts</td>
<td>-0.93</td>
<td>0.87</td>
<td>0.41</td>
<td>1.04</td>
</tr>
<tr>
<td>Rings</td>
<td>-0.78</td>
<td>0.73</td>
<td>0.66</td>
<td>0.86</td>
</tr>
<tr>
<td>Region</td>
<td>0.05</td>
<td>1.06</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.6 Approach to the Analysis of Aggregate Prediction Errors

Four aggregated prediction models are included in the empirical analysis of prediction errors. The models are differentiated by the use of different aggregation procedures only. Each of the models are based on the disaggregate choice model described in Section 6.3. The variables used in each of the models are computed from the detailed data set. The aggregation procedures used are the enumeration, naive, statistical differentials, and classification procedures. *

The enumeration procedure consists of predicting the expected choice probability for each individual in an aggregate group and averaging across individuals to obtain the expected share for the group. Individuals who do not have the drive alone alternative available to them have an assigned probability of zero of choosing the drive alone alternative. This procedure introduces no aggregation error into the predictions obtained and is therefore used as a basis for the identification of the aggregation error of the other aggregation procedures.

The naive procedure consists of using average values for the independent variables for each prediction group in the disaggregate

*Procedures of integration are excluded as their expected computational requirements for extensions to the large choice sets which will be included in multidimensional choice situations are expected to make them infeasible for practical use. Further research on this point is suggested.
choice model and using the computed probabilities as the expected
shares for the prediction group. An adjustment is made to the initial
share estimates to take account of the proportion of individuals who
do not have the drive alone alternative available to them. The formu-
lation for this adjustment is:

\[ S_{DA} = S_{DA}^* : S_A \]  \hspace{1cm} (6.18a)

\[ S_{SR} = S_{SR}^* \frac{1-S_{DA}}{1-S_{DA}^*} \]  \hspace{1cm} (6.18b)

\[ S_{TR} = S_{TR}^* \frac{1-S_{DA}}{1-S_{DA}^*} \]  \hspace{1cm} (6.18c)

where \( S_{DA}, S_{DA}^* \) are the adjusted and initial predicted
share for the drive alone alternative,

\( S_{SR}, S_{SR}^* \) as above for shared ride,

\( S_{TR}, S_{TR}^* \) as above for transit ride, and

\( S_A \) is the proportion of the population
which has the drive alone alternative
available to it.

The statistical differentials procedure modifies the prediction
obtained by the naive procedure to take account of the variance and
covariance in the distribution of utility values in the aggregate group
as described in Chapter II and III. The initial share estimates are
adjusted, as in the naive case, to take account of the proportion of
individuals who do not have the drive alone alternative available to them.

The classification procedure consists of first classifying the population into two groups according to whether they have the drive alone alternative available to them, and second, classifying that portion of the population which has the drive alone alternative available into groups which have or do not have competition for use of the automobile. That is, individuals from households where there is a smaller number of automobiles than licensed drivers are segregated from those in households where there is essentially one automobile available for each licensed driver. The selection of automobile availability as the variable for use in classification is based on the fact that variance in this variable contributes the greatest variance to each of the pairwise net utility distributions. The other variables in the choice model are included at their average values for the entire prediction group.

The analysis of error in prediction is first concerned with predicting the travel choice behavior for the situation which prevailed during the period when the data was collected. This is referred to as the base case. The analysis of base case prediction error is undertaken in two parts. First, the aggregation error in prediction is isolated by comparing the predictions of the naive, statistical differentials and classification procedures to those of the enumeration procedure. This is done for the three groupings of districts described in the preceding section, for all of the districts combined and for super districts, .
rings, and the region as a whole. Next, the total error is considered by comparing the predictions by each of these three procedures and the enumeration method to the observed shares. The observed differences include the effect of errors in the choice model and variables, errors in the observed shares and, if they exist, errors due to transferability (application of the choice model to a situation or data set different from that in which it is estimated) in addition to aggregation errors.

The performance of the different prediction procedures in predicting choice behavior under three different policy changes is also considered. These policy changes are:

1) Provision of shared ride incentives for all CBD workers,

2) Elimination of all public transportation fares, and

3) Increase in public transportation service to reduce both in and out of vehicle time to one half of its current values.

For each of these cases both the point predictions obtained by each of the prediction procedures and the difference predictions, that is the difference between the base case and the change case, are examined.

Prediction errors, both for aggregation error alone and for total error, are summarized in terms of the weighted root mean square error in terms of the difference in prediction and the reference value (enumeration prediction for analysis of aggregation error or observed share for analysis of total error) divided by the prediction. This error measure is equivalent to the average loss measure defined in Chapter V with errors weighted by the square of their magnitude and by the magnitude of the prediction with which they are associated.
The error measures are computed for the complete set of predictions (predictions for three modes for each prediction group in the set of interest). In some cases the error measures are reported separately for each mode. In addition, the error measures are sometimes further disaggregated to average error and standard deviation of the error around the average. These errors are related to total root mean square error by:

\[ \text{RMSE}^2 = \text{AE}^2 + \text{SD}^2 \]  \hspace{1cm} (6.9)

where \( \text{RMSE} \) ..... is the root mean square error,

\( \text{AE} \) ..... is the average error, and

\( \text{SD} \) ..... is the standard deviation of the distribution of errors around their average value.
6.7 Analysis of Aggregate Prediction Errors for the Base Case

This section considers the aggregation error and total error in prediction for different aggregate groups. The aggregation error of the naive, statistical differentials and classification procedures is isolated by comparing the predictions by these procedures to those obtained by the enumeration procedure. Since each of these predictions contains the same model errors, the differences between them represents errors due to aggregation only. The error measures associated with aggregation error for the three different groups of districts defined earlier are presented in Table 6.11, Base Case Aggregation Error for Three Groups of Districts. The naive and classification procedures have similar error measures for each of the three groups. The statistical differentials procedure has relatively high error for group one, lower error for group two, and much lower error for group three. In all three groups, the classification procedure has the least prediction error. The naive procedure has the second least prediction error for groups one and two while the statistical differentials procedure has the second least predictive error for group three. Analysis of the characteristics of the data in the three district groups (Tables 6.8 to 6.10) indicates that the most significant difference among them is that district group three has a much lower proportion of individuals without the drive alone alternative (approximately 8.5%) than either of the other groups (29% for district group one, 24% for district group two). This relationship between the error by the statistical differentials
### Table 6.11

**BASE CASE AGGREGATION ERROR* FOR THREE GROUPS OF DISTRICTS**

<table>
<thead>
<tr>
<th>PREDICTION GROUP</th>
<th>AGGREGATION PROCEDURE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NAIVE</td>
<td>STATISTICAL DIFFERENTIALS</td>
</tr>
<tr>
<td>DISTRICT GROUP ONE</td>
<td>7.7</td>
<td>16.2</td>
</tr>
<tr>
<td>DISTRICT GROUP TWO</td>
<td>8.3</td>
<td>11.8</td>
</tr>
<tr>
<td>DISTRICT GROUP THREE</td>
<td>8.2</td>
<td>6.2</td>
</tr>
</tbody>
</table>
procedure and the proportion of individuals who do not have the drive alone alternative available to them is explored further in this section.

Table 6.12, Base Case Aggregation Error for Four Levels of Aggregation, presents measures of aggregation error for the naive, statistical differentials, and classification procedures for observations grouped to 45 districts, 10 super districts, 4 rings and a single region wide group. The aggregation error of the different methods is independent of the level of aggregation.* This is due to the fact that the higher levels of aggregation do not result in a major increase in the variance of the net utility distributions** and, to the extent that increases in variance occur, they are partially offset by a reduction in skewness of the distributions. The higher error measure for the region as a single group is consistent with the increase in the average variance of the net utility distributions which results from aggregation over the wide range of tripmakers and level of service characteristics which are included in the total region group.

Additional insight into the structure of errors by the different procedures is obtained by disaggregating the error measures for the district level prediction by modes and by average error and variations in error. This is done in Table 6.13, Base Case Aggregation Error by

---

*Error measures for the region are based on a single observation and are, therefore, not reliable.
**This is consistent with Fleet and Robertson's (1968) observation that 80% of the variability of selected socio-economic characteristics is due to within zone differences.
<table>
<thead>
<tr>
<th>PREDICTION GROUP</th>
<th>AGGREGATION PROCEDURE</th>
<th>NAIVE</th>
<th>STATISTICAL DIFFERENTIALS</th>
<th>CLASSIFICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISTRICTS (45)</td>
<td></td>
<td>8.1</td>
<td>12.9</td>
<td>3.3</td>
</tr>
<tr>
<td>SUPER-DISTRICTS (10)</td>
<td></td>
<td>8.5</td>
<td>11.8</td>
<td>2.9</td>
</tr>
<tr>
<td>RINGS (4)</td>
<td></td>
<td>8.4</td>
<td>12.2</td>
<td>2.8</td>
</tr>
<tr>
<td>REGION (1)</td>
<td></td>
<td>10.2</td>
<td>13.5</td>
<td>1.3</td>
</tr>
</tbody>
</table>
# Table 6.13

**Base Case Aggregation Error by Mode for Districts**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Error Type</th>
<th>Aggregation Procedure</th>
<th>Naive</th>
<th>Statistical Differentials</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive Alone</td>
<td>AE</td>
<td>+5.7</td>
<td>+1.1</td>
<td>+0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>3.7</td>
<td>3.4</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>6.8</td>
<td>3.6</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Shared Ride</td>
<td>AE</td>
<td>+2.0</td>
<td>+10.5</td>
<td>-1.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2.4</td>
<td>11.0</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>3.1</td>
<td>15.2</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Transit Ride</td>
<td>AE</td>
<td>-9.6</td>
<td>-12.5</td>
<td>+0.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>7.2</td>
<td>12.1</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>12.0</td>
<td>17.4</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>AE</td>
<td>6.5</td>
<td>9.4</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>4.8</td>
<td>8.8</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>8.1</td>
<td>12.9</td>
<td>3.3</td>
<td></td>
</tr>
</tbody>
</table>

Note:

AE = Average Error
SD = Standard Deviation of Error
RMSE = Root Mean Square Error
Mode for Districts. The error for all modes (average error, standard deviation of error and root mean square error) is the square root of the average squared value of the corresponding error for each mode. The aggregation error for this prediction situation appears partially as an average over-or under-prediction for different modes and partially as a deviation from this average error. Predictions with large measures of average error generally have large measures of standard deviation of the error also. With one exception (prediction of the drive alone share by the statistical differentials procedure versus the naive procedure) the ranking of procedures for each error element is the same as for total error.

The fact that the shared ride errors by the statistical differentials procedure are predominantly positive and the transit ride errors are predominantly negative suggests that the poor performance of this method is due to an inability to satisfactorily predict the split between the shared ride and transit ride. District by district analysis of prediction errors indicates that the large errors in predicting shared ride and transit ride shares by the statistical differentials procedure occur in those districts which have a high proportion of individuals who do not have the drive alone alternative available to them. This further suggests that the correspondence between high aggregation errors of predictions by the statistical differentials procedure and the proportion of individuals without the drive alone alternative observed earlier is due to the errors in predicting the binary mode.
choice between shared ride and transit ride when the drive alone alternative is not available.

Errors in prediction other than aggregation error are identified by comparing predictions by the enumeration procedure to the observed shares. The errors in the enumeration procedure include stochastic error in the choice model and variables, error in the observed share and, if it exists, error due to application of the model in a situation different from the one in which it was calibrated.

Error in observed shares is inversely proportional to the square root of the number of observations in the prediction groups (Section 5.2). Stochastic error in the choice model is proportional to the same factor to the degree that errors among individuals are uncorrelated (Section 5.3 and 6.4). Error due to transferability is independent of the number of observations in the prediction groups.

The combined effect of error in observed shares, model and variable error and error of transferability is shown in Table 6.14, Base Case Error by the Enumeration Procedure. The differences in error for the three groups of districts is presumably due to both errors of transferability and differences in the average number of observations in districts in the three groups. This question will be examined shortly.

The magnitude of error declines with increasing levels of aggregation. This is a direct result of the increase in the number of observations in each prediction unit from an average of about 50
### Table 6.14

**Base Case Error by the Enumeration Procedure**

<table>
<thead>
<tr>
<th>Prediction Group</th>
<th>Drive Alone</th>
<th>Shared Ride</th>
<th>Transit Ride</th>
<th>All Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>District Group One</td>
<td>18.4</td>
<td>34.4</td>
<td>22.8</td>
<td>25.6</td>
</tr>
<tr>
<td>District Group Two</td>
<td>18.7</td>
<td>32.2</td>
<td>30.5</td>
<td>27.1</td>
</tr>
<tr>
<td>District Group Three</td>
<td>22.9</td>
<td>41.1</td>
<td>37.2</td>
<td>32.9</td>
</tr>
<tr>
<td>All Districts</td>
<td>19.8</td>
<td>35.4</td>
<td>28.7</td>
<td>27.8</td>
</tr>
<tr>
<td>Super Districts</td>
<td>12.3</td>
<td>24.9</td>
<td>21.6</td>
<td>19.7</td>
</tr>
<tr>
<td>Rings</td>
<td>5.4</td>
<td>18.0</td>
<td>20.1</td>
<td>15.4</td>
</tr>
<tr>
<td>Region</td>
<td>1.6</td>
<td>7.1</td>
<td>4.1</td>
<td>4.5</td>
</tr>
</tbody>
</table>
at the district level to 200 at the super district level to 500 at the
ring level. Figure 6.5. Model and Observation Error Related to Average
Size of Prediction Group, indicates the relationship between model and
observation error and the number of observations in the average group.
The fact that the magnitude of error does not decline with the square
root of the average number of observations indicates that there is cor-
relation between the errors in individual choice probability estimates
(as discussed in Sections 5.2 and 6.4). This suggests that for reason-
ably sized prediction groups (less than 200 to 500 per prediction), the
errors in share prediction due to errors in the choice model and vari-
ables is significant. The existence of error at the region level is
attributable to application of the model to a systematically different
data set (the region wide sample) from that on which it was estimated
(a geographically selected sample).

The significance of such transferability errors may be examined
by use of the data in Table 6.15, Base Case Total Error for District
Groups by the Enumeration Procedure. In this table the root mean square
error for each mode and for all modes combined is disaggregated by aver-
age error and standard deviation of the error. The differences in er-
rors for the three groups of districts are partially due to the average
error in mode prediction and partially to differences in the standard
deviation of the errors. The increase in standard deviation is consist-
tent with differences in the average number of observations per district
in each group.
Figure 6.5

Model and Observation Error Related To Average Size of Prediction Group

Weighted Root Mean Square Error

Average Number of Observations Per Group (T)

- Districts
- Superdistricts
- Rings
TABLE 6.15

BASE CASE TOTAL ERROR
FOR DISTRICT GROUPS
BY THE ENUMERATION PROCEDURE

<table>
<thead>
<tr>
<th>PREDICTION GROUP</th>
<th>ERROR TYPE</th>
<th>DRIVE ALONE</th>
<th>SHARED RIDE</th>
<th>TRANSIT RIDE</th>
<th>ALL MODES</th>
</tr>
</thead>
<tbody>
<tr>
<td>DISTRICT GROUP ONE</td>
<td>AE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>18.4</td>
<td>34.4</td>
<td>22.8</td>
<td>25.6</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>18.4</td>
<td>34.4</td>
<td>22.8</td>
<td>25.6</td>
</tr>
<tr>
<td>DISTRICT GROUP TWO</td>
<td>AE</td>
<td>-4.9</td>
<td>-7.7</td>
<td>+11.3</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>18.0</td>
<td>31.2</td>
<td>28.3</td>
<td>25.8</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>18.7</td>
<td>32.2</td>
<td>30.5</td>
<td>27.1</td>
</tr>
<tr>
<td>DISTRICT GROUP THREE</td>
<td>AE</td>
<td>+12.3</td>
<td>-18.5</td>
<td>-1.1</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>19.3</td>
<td>36.7</td>
<td>37.2</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>22.9</td>
<td>41.1</td>
<td>37.2</td>
<td>32.9</td>
</tr>
<tr>
<td>ALL DISTRICTS</td>
<td>AE</td>
<td>+1.6</td>
<td>-7.1</td>
<td>+4.1</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>19.7</td>
<td>35.3</td>
<td>28.4</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>19.8</td>
<td>35.4</td>
<td>28.7</td>
<td>27.8</td>
</tr>
</tbody>
</table>

Note:

AE = AVERAGE ERROR
SD = STANDARD DEVIATION OF ERROR
RMSE = ROOT MEAN SQUARE ERROR
The average error in share predictions by the enumeration procedure for district groups two and three is due to the application of the model estimated on data from district group one (which has zero average error) to these groups. The magnitude of the average errors for individual modes are small compared to the standard deviation of the errors for the individual districts.

Total error in prediction for the base case is identified by comparing the predictions by the naive, statistical differentials and classification procedures to the observed share. Table 6.16, Base Case Total Error for Four Levels of Aggregation, presents the overall error measures for these procedures and for the enumeration procedure for predictions at four levels of aggregation. The total errors reported are of similar magnitude for all of the aggregation procedures. The aggregation error of the naive and classification procedures is completely submerged in the errors in the observed shares and in the choice model. The fact that the error measures for these methods are less than those for the enumeration procedure are due to the fact that the average errors in these procedure happen to offset, in part, the average error due to transferability in the enumeration procedure. The aggregation error of the statistical differentials procedure is large enough that it results in an increase in total error of this procedure over the total error of the enumeration procedure.

To increase our understanding of the effect of the number of observations in the prediction unit on reported error, without the confound-
TABLE 6.16

BASE CASE TOTAL ERROR
FOR FOUR LEVELS OF AGGREGATION

<table>
<thead>
<tr>
<th>PREDICTION GROUP</th>
<th>AGGREGATION PROCEDURE</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ENUMERATION</td>
<td>NAIVE</td>
<td>STATISTICAL DIFFERENTIALS</td>
<td>CLASSIFICATION</td>
</tr>
<tr>
<td>ALL DISTRICTS</td>
<td>27.8</td>
<td>27.7</td>
<td>31.2</td>
<td>27.2</td>
</tr>
<tr>
<td>SUPER-DISTRICTS</td>
<td>19.7</td>
<td>19.1</td>
<td>24.8</td>
<td>18.6</td>
</tr>
<tr>
<td>RINGS</td>
<td>15.4</td>
<td>15.4</td>
<td>22.4</td>
<td>14.0</td>
</tr>
<tr>
<td>REGION</td>
<td>4.5</td>
<td>7.5</td>
<td>9.2</td>
<td>3.3</td>
</tr>
</tbody>
</table>
ing effect of different levels of aggregation, error measures for predictions of districts and super districts disaggregated into two groups in each case for larger versus smaller districts and larger versus smaller super districts are given in Tables 6.17, Base Case Aggregation Error Disaggregated by Size of Prediction Group. The aggregation error reported in Table 6.17 is not substantially different between the larger and smaller districts or the larger and smaller super districts except for the statistical differentials procedure which has a much lower error for small super districts than larger super districts.*

The total error given in Table 6.18 is substantially larger for small versus large districts and small versus large super districts. For all of the groupings in this table, the error from observations and from the disaggregate choice model dominate the aggregation error so that the performance of the enumeration, naive and classification procedures are not differentiable while in some cases the statistical differentials procedure has higher total error.

Throughout this analysis the errors in prediction by the classification procedure have been consistently low. It is useful to analyze classification procedures further to determine the reason for this extremely good performance. One element of the classification procedure used is to group individuals according to whether or not they have the

*This observation is again associated with a low proportion of individuals who do not have the drive alone alternative in small super districts.
Table 6.17

BASE CASE AGGREGATION ERROR DISAGGREGATED
BY SIZE OF PREDICTION GROUP

A. Districts

<table>
<thead>
<tr>
<th>Method</th>
<th>Naive</th>
<th>Statistical Differentials</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Groups¹</td>
<td>8.2</td>
<td>13.5</td>
<td>3.2</td>
</tr>
<tr>
<td>Small Groups²</td>
<td>7.8</td>
<td>10.4</td>
<td>3.4</td>
</tr>
</tbody>
</table>

B. Super Districts

<table>
<thead>
<tr>
<th>Method</th>
<th>Naive</th>
<th>Statistical Differentials</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Groups³</td>
<td>8.9</td>
<td>13.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Small Groups⁴</td>
<td>6.7</td>
<td>4.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

¹4 Districts with 451 observations averaging 32.2 observations per district.
²31 Districts with 1681 observations averaging 54.2 observations per district.
³4 Super districts with 481 observations averaging 104.5 observations per super district.
⁴6 Super districts with 1714 observations averaging 285.7 observations per super district.
Table 6.18

BASE CASE TOTAL ERROR DISAGGREGATED BY SIZE OF PREDICTIVE GROUP

A. Districts

<table>
<thead>
<tr>
<th>Method</th>
<th>Enumeration</th>
<th>Naive</th>
<th>Structural Differential</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Groups</td>
<td>25.3</td>
<td>25.9</td>
<td>29.5</td>
<td>24.7</td>
</tr>
<tr>
<td>Small Groups</td>
<td>35.8</td>
<td>33.7</td>
<td>36.8</td>
<td>35.3</td>
</tr>
</tbody>
</table>

B. Superdistrict

<table>
<thead>
<tr>
<th>Method</th>
<th>Enumeration</th>
<th>Naive</th>
<th>Structural Differential</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Groups</td>
<td>17.1</td>
<td>16.0</td>
<td>23.6</td>
<td>15.7</td>
</tr>
<tr>
<td>Small Groups</td>
<td>27.9</td>
<td>28.6</td>
<td>29.2</td>
<td>27.6</td>
</tr>
</tbody>
</table>
drive alone alternative available to them. The importance of the proportion of individuals having the drive alone alternative has been mentioned with regard to the performance of the statistical differentials procedure. To determine the relative importance of the classification according to the availability of the complete or partial choice set compared to classification according to automobile availability, two additional classification procedures are proposed. Classification procedures two is based on automobile availability only. It groups individuals according to whether the ratio of autos to licensed drivers is less than 0.25, greater than 0.25 but less than 1.0, or equal to 1.0. Classification procedure three groups individuals solely in accordance as to whether they have the drive alone alternative available to them. Classification procedure one, previously described, groups individuals according to whether they have the drive alone alternative available to them and, if they have the alternative available, according to whether the ratio of automobiles to number of licensed drivers is less than 1.0 or equal to 1.0. All of the other variables are included at their mean value for the entire group for all three procedures.

The error measures for these three classification procedures with respect to aggregation error and total error are given in Table 6.19, Base Case Aggregation and Total Error for Different Classification Procedures for Three Levels of Aggregation. Classification procedure one, has the lowest aggregation error of the three procedures. Classification procedure three which depends on selection by choice set avail-
### TABLE 6.19
**BASE CASE AGGREGATION AND TOTAL ERROR FOR DIFFERENT CLASSIFICATION PROCEDURES FOR THREE LEVELS OF AGGREGATION**

#### A. Aggregation Error

<table>
<thead>
<tr>
<th>Prediction Group</th>
<th>Aggregation Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class One</td>
</tr>
<tr>
<td>Districts</td>
<td>3.3</td>
</tr>
<tr>
<td>Super Districts</td>
<td>2.9</td>
</tr>
<tr>
<td>Rings</td>
<td>2.8</td>
</tr>
</tbody>
</table>

#### B. Total Error

<table>
<thead>
<tr>
<th>Prediction Group</th>
<th>Aggregation Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enumeration</td>
</tr>
<tr>
<td>Districts</td>
<td>27.8</td>
</tr>
<tr>
<td>Super Districts</td>
<td>19.7</td>
</tr>
<tr>
<td>Rings</td>
<td>15.4</td>
</tr>
</tbody>
</table>
ability alone has the second lowest error measure and classification procedure two which classifies according to automobile availability only has a much higher error measure. Classification procedure two has error measure values which are approximately equal to those for the naive procedure. The total error for each of the three methods is related to the level of aggregation and implicitly to the average size of the prediction group. The two classification procedures which include the choice set availability, classification procedure one and classification procedure three, have total error which is approximately the same as that of the enumeration procedure. Procedure two which classifies only according to automobile availability has higher total error measures than the enumeration procedure. These results confirm the importance of knowledge of the choice set availability in the prediction process.
6.8 Analysis of Aggregate Prediction Errors for Policy Changes

The purpose of this section is to examine the effect on the previously described aggregation errors of shifting the choice shares to different points on the choice function. An analysis of errors is made for the prediction of the new shares and the changes in shares which result from the policy change considered. Three different policy changes are considered. They are:

1) Provide shared ride incentive to all trip makers,
2) Reduction of transit fare to zero, and
3) Reduction of in and out of vehicle transit times by one half.

The new predicted share for each of the policy changes considered and the share for the base case estimated by the enumeration procedure are shown in Table 6.20, Choice Share for Three Policy Changes. The share values vary from 39% in the base case to 35% for change one and change three for the drive alone mode, from 36% for change one to 23% for change three for the shared ride mode and from 30% for change one to 42% for change three for the transit ride mode.

The aggregation error for the change predictions is given in Table 6.21, Aggregation Error in Share Prediction for Three Policy Changes for the naive, statistical differentials and classification procedures. The classification procedure has the least error and the naive procedure has the second least error for all the changes and the base case at each level of aggregation. As observed for the base case
TABLE 6.20
CHOICE SHARES FOR THREE POLICY CHANGES

<table>
<thead>
<tr>
<th>PREDICTION SITUATION</th>
<th>DRIVE ALONE</th>
<th>SHARED RIDE</th>
<th>TRANSIT RIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHANGE ONE</td>
<td>.35</td>
<td>.36</td>
<td>.30</td>
</tr>
<tr>
<td>CHANGE TWO</td>
<td>.37</td>
<td>.26</td>
<td>.37</td>
</tr>
<tr>
<td>CHANGE THREE</td>
<td>.35</td>
<td>.23</td>
<td>.42</td>
</tr>
<tr>
<td>BASE</td>
<td>.39</td>
<td>.28</td>
<td>.33</td>
</tr>
</tbody>
</table>
**TABLE 6.21**

AGGREGATION ERROR IN SHARE PREDICTION FOR THREE POLICY CHANGES

<table>
<thead>
<tr>
<th>PREDICTION SITUATION</th>
<th>LEVEL OF AGGREGATION</th>
<th>AGGREGATION PROCEDURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NAIVE</td>
</tr>
<tr>
<td>CHANGE ONE</td>
<td>DISTRICTS</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>9.5</td>
</tr>
<tr>
<td>CHANGE TWO</td>
<td>DISTRICTS</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>7.2</td>
</tr>
<tr>
<td>CHANGE THREE</td>
<td>DISTRICTS</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>4.9</td>
</tr>
<tr>
<td>BASE CASE</td>
<td>DISTRICTS</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>8.4</td>
</tr>
</tbody>
</table>
(Table 6.12) the error measures are independent of the level of aggregation. The errors are of different magnitudes for the three different policy changes. The different prediction situations in order of increasing error are: change three, change two, base case and change one. There is no way to examine total error for these three situations as there are no observed shares corresponding to these policies.

The aggregation errors for prediction of the differences between shares before and after each of the policy changes are presented in Table 6.22, Aggregation Error in Difference Predictions for Three Policy Changes. The error measures in this table are greater than any error measures in the preceding tables. This is primarily due to the change in the denominator from a share prediction, generally between 20 to 40 percent, to a change in the share prediction, generally under eight percent in magnitude. The magnitude of error by the naive and classification procedures is independent of level of aggregation for each set of difference predictions. However, the statistical differentials procedure has much greater error at the district level than at higher levels of aggregation.

An alternative view of the prediction of the effect of policy changes is to use the prediction of differences as a means of predicting the new shares rather than predicting the shares directly. In this case, the appropriate basic error measure is the error in difference prediction divided by the new share prediction. The corresponding error measures are presented in Table 6.23, Aggregation Error in Share Prediction


<table>
<thead>
<tr>
<th>PREDICTION SITUATION</th>
<th>LEVEL OF AGGREGATION</th>
<th>AGGREGATION PROCEDURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NAIVE</td>
</tr>
<tr>
<td>CHANGE ONE</td>
<td>DISTRICTS</td>
<td>15.7</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>13.0</td>
</tr>
<tr>
<td>CHANGE TWO</td>
<td>DISTRICTS</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>20.5</td>
</tr>
<tr>
<td>CHANGE THREE</td>
<td>DISTRICTS</td>
<td>16.2</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>17.3</td>
</tr>
<tr>
<td>PREDICTION SITUATION</td>
<td>LEVEL OF AGGREGATION</td>
<td>AGGREGATION PROCEDURE</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NAIVE</td>
</tr>
<tr>
<td>CHANGE ONE</td>
<td>DISTRICTS</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>2.4</td>
</tr>
<tr>
<td>CHANGE TWO</td>
<td>DISTRICTS</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>1.4</td>
</tr>
<tr>
<td>CHANGE THREE</td>
<td>DISTRICTS</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>SUPER DISTRICTS</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>RINGS</td>
<td>3.3</td>
</tr>
</tbody>
</table>
by the Incremental Approach for Three Policy Changes. The aggregation errors in this case are substantially lower than the errors of direct prediction of the new shares given in Table 6.21. As observed previously, the aggregation error is relatively unaffected by changes in the level of aggregation but is different for the three different policy changes. This result strongly supports the concept of incremental prediction.
6.9 Results of Analysis of Aggregate Prediction Errors

This empirical analysis investigated both the aggregation error and the total error of alternative prediction methods. The aggregation errors identified conform with expectations developed in the preceding mathematical and simulation analyses with respect to the importance of the distribution of utilities in the aggregate prediction groups.

The aggregation error for each of the methods used is independent of the level of aggregation. The effect of increases in the average variance of net utilities at higher levels of aggregation (which is expected to cause an increase in aggregation error) appears to be offset by a compensating reduction in skewness. The combined affect of these changes is neutral with respect to aggregation error at different levels of aggregation (Tables 6.12 and 6.21).

The classification procedure has low aggregation error for all of the situations considered. This is consistent with the expected robustness of the classification procedure indicated by the low average and maximum absolute aggregation bias and low average absolute unit bias, for different levels of variance and skewness identified in the simulation analysis (Tables 4.1 to 4.6). The classification procedure has consistently low levels of aggregation bias for predictions for each of the modes (Table 6.13). The aggregation error for the classification procedure varies widely, however, for different types of classification. Classification procedures which take account of differences in the choice set available to different individuals predicted substantially better
than procedures which did not include this classification element (Table 6.19).

The aggregation error for the naive procedure was generally in the range of eight percent of the prediction (Tables 6.12 and 5.21). This is about the same as the classification procedure based on auto availability alone but about twice as high as the aggregation error for classification procedures which took account of differences in the available choices.

The statistical differentials procedure generally had higher levels of aggregation error and was more erratic (Tables 6.12 and 6.21) than the other procedures. Aggregation errors using this procedure are particularly sensitive to the proportion of individuals in the prediction group which did not have the drive alone alternative available to them.

Similar results are obtained for prediction of the base case and prediction for three alternative situations which represented possible changes in transportation operating policies. Error measures for the prediction of changes in shares resulting from changes in transportation operating policies are larger as a percentage of the difference predicted (than the errors in share predictions reported as a percentage of the share predicted) and more variable especially for predictions based on the statistical differentials procedure (Table 6.22). Use of the prediction of differences to obtain share predictions for a changed situation by an incremental procedure results in considerably lower aggregation error in revised share predictions (Table 6.23).
The total error in prediction is examined to place the aggregation error in perspective with respect to other sources of error. The measurement of total error in prediction is partially confounded by error in the observed share as an estimate of true shares. The error in observed shares combined with error in the choice model generally overwhelm the error from the aggregation procedures. This makes it impossible to identify significant differences between the prediction of errors of the enumeration, naive and classification procedures. The statistical differentials procedure, however, had larger total errors than the other procedures.

The magnitude of the combined error from the choice model and the observations (error measures for the enumeration procedure which has no aggregation error) varies, as expected, with the average number of observations in the predictive group from 28% at the district level to 20% at the super district level to 15% at the ring level of aggregation. Compared to this the aggregation error is approximately 3% for the classification procedure, 8% for the naive procedure and 12% for the statistical differentials procedure for all of the levels of aggregation considered. The errors from the choice model and the observations are primarily stochastic (Table 6.15). The aggregation error for the naive and statistical differentials procedures is primarily the result of a consistent average error or bias in the share predictions.

This empirical study confirms the existence of aggregation error which, measured as a proportion of the magnitude of prediction, ranges
from about three to thirteen per cent for different aggregation procedures. The study also indicates that the magnitude of error due to error in the choice model and error in observations is generally larger than the aggregation error. The interaction of these errors is such as to make differences in the aggregation error less than eight or ten percent indistinguishable with respect to their impact on total prediction error.

Prediction of choice shares for modified situations (three policy changes: with respect to shared ride or transit ride level of service) indicates (1) the level of aggregation error for each method is different for different situations and (2) the relative ranking of the naive, statistical differentials and classification procedures are the same for the different situations. The prediction of differences in shares before and after a policy change contains much higher error (in terms of error in difference prediction per unit of difference prediction) than the prediction of shares themselves (Table 6.22). However, use of difference predictions as an incremental approach to prediction of revised shares has substantially lower error than the direct prediction of revised shares (Table 6.23).

In summary, the results of this empirical study are:

1. Aggregation error in share prediction of the naive and statistical differentials procedures is substantial.
2. Aggregation errors are relatively independent of the level of aggregation (given an initial degree of aggregation).
3. Aggregation error of the statistical differentials procedures is extremely sensitive to the proportion of the aggregate group which does not have the complete choice set available.

4. Aggregation error of the naive procedure (and presumably the statistical differentials procedure) may be reduced substantially by classification of the prediction group in accordance with differences in the set of available choices.

5. Aggregation error for prediction of shares for three different policy situations is similar in magnitude to the aggregation error for the base case.

6. Aggregation error in the prediction of shares for a policy change situation by the incremental procedure (base case plus difference) is substantially lower than the aggregation error in direct prediction of the changed shares.

7. Errors in observed shares and errors in choice model parameters and variables are large relative to aggregation errors for prediction at levels of aggregation with less than 200 observations in each prediction group.
CHAPTER VII

CONCLUSIONS AND RESEARCH DIRECTIONS

7.1 Conclusions

This research study investigates the issues associated with prediction of aggregate travel demand based on models of individual choice behavior. The study focuses on the sources of error in prediction with an aggregated disaggregate choice model.

The results indicate that it is feasible to predict aggregate travel demand using an aggregated prediction model which is based on a disaggregate model of travel choice behavior. The results also indicate that the errors in prediction by the procedures considered may be significant*. Care must be taken to assure that these errors do not exceed acceptable limits in the context of particular prediction situations.

Errors in prediction result from bias and/or random error in the disaggregate choice model and the prediction of choice influencing variables as well as bias error which is introduced by approximate aggregation procedures.

Theoretical and simulation analyses demonstrate that the bias error due to aggregation is dependent on the distribution in the prediction

---

*No attempt is made in this study to compare predictions based on aggregated disaggregate models to predictions based on models estimated with aggregate data. A study by Watson (1975) indicates that errors in prediction with models based on aggregate analysis are larger than those based on disaggregate analysis.
group of net utilities between pairs of alternatives in the choice set. Specifically, aggregation error is affected by the mean (or location on the choice function), variance and shape of the distribution of net utilities. These analyses indicate that the aggregation errors which result from use of the naive procedure (assumed homogeneity of the prediction group) are substantial for some distributions of net utility. These analyses also indicate that the aggregation error associated with the naive aggregation procedure can be substantially reduced by alternative aggregation procedures based on relatively limited knowledge of the distribution of variables in the prediction group.

An empirical study of the prediction of mode share for breadwinners making a work trip to the central business district is described. The expected aggregation bias of share predictions for a wide range of situations (different mode share proportions and levels of aggregation) is less than ten percent of the predicted values. In all of the situations considered the expected aggregation error is reduced to under four percent by classification of the prediction group according to differences in choice set availability.

Contrary to expectations, predictions based on the statistical differentials procedure have greater aggregation error than those based on the naive procedure in almost all of the prediction situations. The high levels of error by the statistical differentials procedure are associated with predictions for groups with a large proportion of persons who do not have all alternatives available to them. This observation and the error
reduction gained by classification in accordance with choice set availability indicates the importance of this characteristic.

Use of an incremental approach to the prediction of expected choice shares due to a change in transportation service (expected share is determined by adding the predicted change in share to the original share) reduces the aggregation error by the procedures studied to less than one-half of the error in direct prediction of changed shares.

Aggregation error for each of the aggregation procedures studied appears to be independent of the level of aggregation or the number of observations in the prediction group. Other sources of error (error in choice model and choice variable predictions) are sensitive to the number of observations in the prediction group. It is impossible to identify the error in prediction from these sources as error measurements are confounded by error in the observed shares which are the natural base for the comparison of predictions.

The expected error from all these sources, in the case studied, is approximately 23% of the predictions for groups with an average of fifty observations, 20% for groups with 200 observations and 15% for groups with 500 observations. (The corresponding expected error in observed shares is approximately 20%, 10% and 7%, respectively). These errors are large enough to overwhelm the error due to aggregation so that total error in prediction with the naive or classification procedures is similar to that for the enumeration procedure. The key conclusions of this study are:
• It is feasible to predict aggregate travel demand using aggregated models of individual choice behavior,

• The observed error, for the prediction of mode choice to work, is substantially less than the theoretical maximum of average error,

• The error in prediction by the naive procedure may be substantially reduced by use of classification based on choice set availability or use of an incremental prediction procedure.

• The contribution of aggregation error to total error in prediction given existing error from other sources is negligible for both the naive and classification procedures.

• Estimates of total prediction errors are large enough to require that they be reported with their corresponding predictions.
7.2 Approach to Prediction with Aggregated Prediction Models

The results of this study indicate that errors in prediction due to aggregation vary in magnitude depending on the characteristics of the aggregate group for which predictions are required. In the empirical case described the aggregation error of the naive procedure is considerably less than the average error per unit of prediction based on the simulation analysis of aggregation error. The empirical study also indicated the importance of differences in choice set availability on the aggregation error of different aggregation procedures.

These results suggest some guidelines which may be used in approaching a specific prediction situation. These guidelines identify situations which result in large magnitudes of aggregation bias and suggest procedures for reducing the aggregation bias when it occurs.

The characteristics which lead to large magnitudes of aggregation bias are:

- Location of the distribution near the point of maximum curvature on the choice function (this is at a mode share split of approximately 20% or 80% for the binary choice case),
- Large variance in the distribution of net utility between pairs of alternatives (variance values greater than 1.0 to 1.5 are "large"),
- Differences in choice set availability, and
- Extreme deviations from normality in the distribution of net utility between pairs of alternatives.
To some extent these conditions, especially large variance and differences in choice sets can be avoided in the construction of prediction groups. That is, the need to perform classification (or use other than the naive procedure for aggregation) can be avoided by designing prediction groups which are reasonable homogeneous with respect to characteristics which influence the choice for which the prediction is required.

The conditions which are identified as contributing to large bias are partially inter-related. That is, variance greater than the indicated range has a small affect on the bias when the share split is near 50%. Similarly, location of the distribution near the point of maximum curvature has little effect on aggregation bias when the variance in the net utility distribution is extremely low.

When the conditions identified cannot be avoided three approaches are suggested for reduction of the aggregation error which is expected to occur. These are:

- Classification of the prediction groups to increase their homogeneity (the most important element of classification is according to differences in choice set availability, beyond this classification should be according to those variables which contribute most to the variance in the distribution of net utility),
- Use of incremental procedures to predict the travel choice shares which occur as a result of transportation policy changes,
• Procedures for modifying the initial predictions based on yet to be developed bias reduction rules; these rules will make average adjustments in predictions based on the bias expected for the conditions of the prediction (Landau, 1975).

These suggestions for identifying situations which may have large bias and taking action to reduce the bias are based on a limited range of study. These rules should be refined and extended as additional experience with aggregated prediction models is obtained.
7.3 Implications of the Analysis Results for the Transportation Planning Process

The transportation planning process is oriented to the selection of transportation policies from among a wide range of policies which may be considered for implementation. A major element in the evaluation and selection among alternative policies is the prediction of the effects of these alternatives on transportation system performance and on the external environment. Predictions made in the past have been criticized for their failure to be sensitive to differences in the alternatives under consideration.

This study demonstrates that it is feasible to use disaggregate choice models which are sensitive to level of service characteristics to predict aggregate travel demand.

The analysis also identifies the potentially important magnitudes of error in prediction. The joint result of more sensitive predictions reported with uncertainty provides benefits in terms of better decision making but calls for increased effort in structuring and applying the decision process. Considerations of risk and uncertainty can be dealt with explicitly and periodic updating of predictions and decisions should be part of the ongoing planning process (Neumann, 1975).
7.4 Research Directions

This study explores the issues of using disaggregate travel choice behavior models to predict aggregate travel demand. The analysis indicates that this is a feasible approach at least for the prediction of mode shares for the home based work trip. The results of the study also indicate a range of research which should be undertaken to verify and extend these results and to clarify related issues which arise in the prediction of travel demand.

There is a need for more extensive theoretical analysis of the sources of error in prediction, their interaction and propagation. Specific research areas are:

- Methods for improving the precision of parameter estimates in the choice model. These include consideration of improvements in model specification with respect to model form and selection of choice variables.

- Methods for determining the precision of the predictions of choice variables. This requires analysis of the models used for prediction of choice variables and identification of the errors in these models.

- Analysis of the interaction of errors from different sources taking account of structural interactions which may increase or reduce the prediction error.

- Analysis of the errors in multi-dimensional prediction situa-
tions with consideration of the differences in errors which result from the direct prediction of joint shares rather than recursive prediction.

There is a parallel need for applied analysis of errors in prediction to supplement and verify the results of theoretical analyses and identify special problems which may arise in application. Such efforts should include:

- Verification of the results of the present study in different prediction situations, that is, for different choices and in different geographic areas.
- Extension of the study approach to ex post (independent variables predicted rather than obtained from observed data) predictions.
- Extension of the study approach to prediction of multi-dimensional choice shares analyzing the affect on both total error and aggregation error of sequential versus direct prediction.
- Modification of the prediction procedures to take account of differences in choice set availability.

There is no existing basis for comparing the results of this analysis to predictions by conventional methods. Explicit tests should be constructed to make comparisons of prediction error using aggregated prediction models and aggregate models based on analysis of aggregate data. Comparisons should be made for prediction of the data on which the models are estimated (Watson, 1975) and for prediction of travel
demand under different sets of conditions. Analysis of errors in prediction should identify total error and, where possible, identify the source of major error components.

The model specification used in this study is relatively simple. The effect of improvement in model specification on prediction errors should be determined in different contexts. Explicit attention should be directed toward the identification of relationships between choice model estimation statistics and error measures in aggregate prediction.

Research should be directed toward refinement of the guidelines suggested in Section 7.2 for identifying situations of large bias and the development of heuristics for the reduction of aggregation error in those situations where it occurs. Attention should be directed to identify the information required to undertake bias reduction procedures and methods for obtaining the required information.

Prediction of small choice shares requires special attention. The theoretical and simulation analysis of aggregation error indicates that this error as a proportion of the prediction is high for small choice shares. To keep this in perspective, the standard error in choice prediction due to error in the choice model as a proportion of the prediction and the standard error of observed shares as a proportion of true share are also high for small shares. Specific research should be directed to the development of procedures for improving the prediction of small choice shares.

The affect of different data collection approaches should be ex-
plored with respect to their impact on model estimation and prediction analysis. Specific issues to be researched are:

- The affect of different sampling procedures on the validity of estimates of parameters of disaggregate choice models.
- The affect of low rate sampling and the resultant error in observed choice shares on the estimates of aggregate shares used for calibration of aggregate model parameters.
- The need for data to be used in determining the distribution of choice variables.

More generally, the error analysis approach used in this study suggests the use of a decision analysis approach to the development of future research priorities. To the extent that research effort will be expended on improvements to prediction modelling capabilities the potential for error reduction and the research and application cost required to obtain such error reduction should enter into both the research priorities decision and the allocation of effort for applied model building.

Finally, the recognition of error in predictions makes apparent a new element of uncertainty in the transportation planning process. Developments in the planning and programming process should account for this additional element of uncertainty.
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