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ABSTRACT

The objective of this thesis project was to develop nucleobase deamination products as biomarkers of inflammation and to study the role of these DNA lesions in the pathophysiology of inflammation-induced carcinogenesis. The basis of this research is the epidemiological evidence that chronic inflammation is associated with an increased risk of cancer, yet the link between the inflammatory process and the development of cancer has eluded definition.

Biomarker development began with the establishment of a sensitive liquid chromatography-mass spectrometry (LC-MS) method to quantify four of the nucleobase deamination products: 2'-deoxyxanthosine (dX) and 2'-deoxygenosinosine (dO) from the deamination of dG; 2'-deoxyuridine (dU) from dC; and 2'-deoxygenosine (dI) from dA. The analytical method was then validated and tested with both in vitro and in vivo studies involving quantification of nucleobase deamination products in isolated plasmid DNA and human lymphoblastoid cells exposed to nitric oxide (NO') at controlled physiological concentrations. Finally, the formation of nucleobase deamination products was analyzed in SJL/RcsX mice, an established mouse model of NO' over production.

This set of studies revealed several important features of the nitrosative chemistry of NO' derivatives. The in vitro formation of dX, dI and dU was found to occur at nearly identical rates ($k = 1.2 \times 10^5 \text{ M}^{-1}\cdot\text{s}^{-1}$). Low levels of nucleobase deamination products were formed in cells exposed to NO', which suggests that cellular factors significantly influence the nitrosative chemistry. However, cellular glutathione (GSH) was found to play a smaller role than expected, considering the effects of GSH on steady-state concentrations of $N_2O_3$ in in vitro kinetic studies. Moderate increases (~30%) in nucleobase deamination products were observed in the SJL mice bearing the RcsX tumor, but the biological meaning of these increases awaits studies of DNA repair kinetics. dO was not detected in any study at levels above 5 per $10^8$ nt, leading to the prediction that it will not be present at significant levels in inflamed tissues in humans.
As a complement to the LC-MS method for the quantification of nucleobase deamination products, enzymatic probes were also developed for oxidative and nitrosative DNA lesions. These probes would not only allow differential quantification of the two types of DNA damage, but would also allow the lesions to be mapped in any DNA sequence by coupling their activity with the technique of ligation-mediated PCR.

As an extension of the biomarker study, the effects of ONOO\textsuperscript{−} dose and dose-rate on the DNA damage and mutations induced in the sup\textsuperscript{F} gene were investigated. The observations suggest that both the dose and dose-rate at which a genetic target is exposed to ONOO\textsuperscript{−} substantially influence the damage and mutational response and these parameters will need to be considered in assessing the potential effects of ONOO\textsuperscript{−} in vivo.

Finally, an extended study using the analytical method developed in this thesis yielded results in E. coli consistent with a new paradigm: perturbations of nucleobase metabolism may lead to incorporation of the purine precursors hypoxanthine (I) and xanthine (X) into DNA. This can be regarded as another endogenous process causing DNA damage that may lead to human diseases such as cancer.

In summary, this thesis work established an analytical method for the quantification of a collection of representative nucleobase deamination products. The analytical method has been applied to address a series of biologically important questions. Results obtained in this thesis contribute to the development of nucleobase deamination products as biomarkers of the inflammatory process.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlkA</td>
<td><em>E. coli</em> 3-methyladenine-DNA glycosylase</td>
</tr>
<tr>
<td>AlkB</td>
<td><em>E. coli</em> 1-methyladenine-DNA dioxygenase</td>
</tr>
<tr>
<td>APC</td>
<td>adenomatous polyposis coli</td>
</tr>
<tr>
<td>BER</td>
<td>base excision repair</td>
</tr>
<tr>
<td>8-Br-dG</td>
<td>8-bromo-2'-deoxyguanosine</td>
</tr>
<tr>
<td>8-Cl-dG</td>
<td>8-chloro-2'-deoxyguanosine</td>
</tr>
<tr>
<td>CO₂</td>
<td>carbon dioxide</td>
</tr>
<tr>
<td>dA</td>
<td>2'-deoxyadenosine</td>
</tr>
<tr>
<td>dC</td>
<td>2'-deoxycytidine</td>
</tr>
<tr>
<td>DHR123</td>
<td>dihydrorhodaminel23</td>
</tr>
<tr>
<td>DTH</td>
<td>delayed-type hypersensitivity</td>
</tr>
<tr>
<td>DTNB</td>
<td>5,5’-dithiobisthio-2-nitrobenzoic acid</td>
</tr>
<tr>
<td>EndoIII</td>
<td>endonuclease III</td>
</tr>
<tr>
<td>EndoV</td>
<td>endonuclease V</td>
</tr>
<tr>
<td>Fpg</td>
<td>formamidopyrimidine-DNA glycosylase</td>
</tr>
<tr>
<td>dG</td>
<td>2'-deoxyguanosine</td>
</tr>
<tr>
<td>dI</td>
<td>2'-deoxyinosine</td>
</tr>
<tr>
<td>dO</td>
<td>2'-deoxyoxanosine</td>
</tr>
<tr>
<td>dU</td>
<td>2'-deoxyuridine</td>
</tr>
<tr>
<td>dX</td>
<td>2'-deoxyxanthosine</td>
</tr>
<tr>
<td>Gh</td>
<td>guanidinohydantoin</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>GSH</td>
<td>glutathione</td>
</tr>
<tr>
<td>GSSG</td>
<td>oxidized glutathione</td>
</tr>
<tr>
<td>HCC</td>
<td>hepatocellular carcinoma</td>
</tr>
<tr>
<td>HPLC</td>
<td>high performance liquid chromatography</td>
</tr>
<tr>
<td>IFN-γ</td>
<td>interferon-gamma</td>
</tr>
<tr>
<td>iNOS</td>
<td>inducible nitric oxide synthase</td>
</tr>
<tr>
<td>LC-MS</td>
<td>liquid chromatography-mass spectrometry</td>
</tr>
<tr>
<td>LPS</td>
<td>lipopolysaccharide</td>
</tr>
<tr>
<td>MF</td>
<td>mutation frequency</td>
</tr>
<tr>
<td>NaHCO₃</td>
<td>sodium bicarbonate</td>
</tr>
<tr>
<td>NI</td>
<td>nitroimidazole</td>
</tr>
<tr>
<td>8-Nitro-G</td>
<td>8-nitroguanosine</td>
</tr>
<tr>
<td>NER</td>
<td>nucleotide excision repair</td>
</tr>
<tr>
<td>NMA</td>
<td>N-methyl-L-arginine acetate</td>
</tr>
<tr>
<td>NO⁺</td>
<td>nitric oxide</td>
</tr>
<tr>
<td>ODS</td>
<td>octadecylsiloxane</td>
</tr>
<tr>
<td>ONOO⁻</td>
<td>peroxynitrite</td>
</tr>
<tr>
<td>ONOOH</td>
<td>peroxynitrous acid</td>
</tr>
<tr>
<td>ONOOCO₂⁻</td>
<td>nitrosoperoxycarbonate</td>
</tr>
<tr>
<td>Ox</td>
<td>oxazolone</td>
</tr>
<tr>
<td>8-Oxo-dG</td>
<td>8-oxo-2'-deoxyguanosine</td>
</tr>
<tr>
<td>PUFA</td>
<td>polyunsaturated fatty acids</td>
</tr>
<tr>
<td>ROS</td>
<td>reactive oxygen species</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>RNS</td>
<td>reactive nitrogen species</td>
</tr>
<tr>
<td>sccm</td>
<td>standard cubic millimeter per minute</td>
</tr>
<tr>
<td>SIN-I</td>
<td>3-morpholinosydnimine</td>
</tr>
<tr>
<td>Sp</td>
<td>spiroiminodihydantoin</td>
</tr>
<tr>
<td>TNB</td>
<td>5-thio-2-nitrobenzoic acid</td>
</tr>
<tr>
<td>UDG</td>
<td>uracil DNA glycosylase</td>
</tr>
</tbody>
</table>
Chapter 1

Background and Literature Review
1.1 Introduction

The goal of the research presented in this thesis was to develop nucleobase deamination products as biomarkers of inflammation and to study the role of these DNA lesions in the pathophysiology of inflammation-induced carcinogenesis. The basis for these studies is the epidemiological evidence that a significant fraction of the global cancer burden is attributable to chronic infection and inflammation (Graham et al., 1995; IARC, 1994; IARC, 1996; Ohshima and Bartsch, 1994; Thun et al., 2004). Central to the notion that inflammation plays a role in the carcinogenic process is the finding that chronic irritation of parenchymal tissues results in migration of inflammatory cells to the injured site where they secrete chemically reactive oxygen (ROS) and nitrogen (RNS) species aimed eliminating the infectious agent. However, diffusion of the chemical mediators of inflammation into surrounding healthy tissue could lead to reactions that damage cellular proteins, lipids, carbohydrates and nucleic acids and, as a result, cause the cell death or mutations that facilitate malignant transformation.

While the causative association between inflammation and cancer has eluded definition, there is a growing body of evidence supporting various mechanisms that link the chemical stresses of inflammation with the carcinogenic process (Klaunig and Kamendulis, 2004). For example, genotoxicity associated with DNA damage by chemical mediators of inflammation may lead to the inactivation of tumor suppressor genes and the activation of oncogenes that comprise multi-step carcinogenesis (Feig et al., 1994; Grisham et al., 2000). This process is complicated by mechanisms that are independent of genotoxicity, such as resistance to apoptosis (Li et al., 1997; Park et al., 2001), cytotoxicity and compensatory hyperproliferation that force polymerase errors (Rosin et al., 1994a; Rosin et al., 1994b), adaptive survival responses that may pass abnormal
genome into following generation cells, resulting in carcinogenesis (Ambs et al., 1998), and enhanced angiogenesis, the creation of blood vessels that nourish new, secondary tumors (Jenkins et al., 1995).

A critical step in sorting out the complex role of the chemical stress of inflammation in the process of carcinogenesis is resolving the underlying chemistry. However, a basic fact in studying the chemistry of inflammation is that the concentrations of most of the reactive oxygen (ROS) and nitrogen species (RNS) are too low and their half-lives are too short to study them directly under biologically relevant conditions. The difficulty in making direct measurements motivates the complementary development of biomarkers as surrogates for the RNS and ROS. True biomarkers will serve to establish the chemistry leading to molecular changes, such as mutation and cell signaling, which in turn lead to cellular responses on the pathway to cancer. In the development of any biomarker, there are three steps (Halliwell, 2002), the first of which is to identify DNA and protein lesions that are specific to the disease in question. As discussed shortly, the specific lesions dealt with in this thesis are the four nucleobase lesions arising from nitrosative deamination of DNA caused by chemical mediators of inflammation. The second step in biomarker development is to create and validate analytical methods. This is addressed in Chapter 2 with the development of an LC-MS method to quantify the nucleobase deamination products, with validation in vitro and in vivo in Chapters 3-4. The final step is to demonstrate that changes in the levels of the markers correlate with the pathophysiology of inflammation and subsequent carcinogenesis. If DNA lesions represent a critical link in the pathway to cancer (Feig et al., 1994; Grisham et al., 2000), then their formation in inflamed tissues must be proven and a relationship between the quantities of the various lesions and disease progression must be established. This facet of biomarker development is addressed in Chapter 5.
In this literature review, evidence in support of chronic inflammation as a cancer risk factor is first introduced, followed by a brief review of the aspects of neutrophil and macrophage biology pertinent to the production of RNS and ROS. The majority of the review is devoted to a discussion of the chemical biology of inflammation, with a primary focus on the RNS-mediated genotoxicity. The concepts of biomarker development and application in cancer studies are then reviewed and the advantages of DNA damage products as biomarkers of a pathphysiological process are discussed. Finally, current bioanalytical methods for the detection of DNA damage products are reviewed and their relative merits are evaluated.
1.2 Chronic Inflammation and Cancer

It is well established that cancer arises in chronically inflamed tissues, as demonstrated by hepatitis virus-associated hepatocellular carcinoma (HCC) (Chisari et al., 1989; Nair et al., 1996; Sezaki et al., 2004), Helicobacter pylori-induced gastric cancer (Ebert et al., 2000; Graham et al., 1995), and inflammatory bowel disease leading to colorectal cancer (Kumamoto and Takenoshita, 2003). Chronic inflammation is caused by a variety of factors, including viral, bacterial, and parasitic infections, chemical irritants, and particulate matter (Shacter and Weitzman, 2002). The longer the inflammation persists, the higher the risk of cancer (Shacter and Weitzman, 2002). A growing body of evidence suggests that the association between chronic inflammation and increased risk of cancer is not coincidental and may indeed be causal.

A. Evidence from Epidemiological Studies

The link between inflammation and cancer was first suggested by Rudolph Virchow in 1863 when he demonstrated the presence of leukocytes in neoplastic tissues. Since then, a wide variety of inflammatory conditions have been hypothesized to predispose susceptible cells to neoplastic transformation. Based on a recent IARC statistical evaluation, about 1.8 million cancer cases in 2000, or ~18% of the total, were attributable to infectious agents (Franceschi, 2000; Newton, 2000). Among these, ~13% were related to infections with viruses, such as human papillomavirus, hepatitis virus, and human immunodeficiency virus, while ~5% were related to the bacterium Helicobacter pylori and a small portion to parasitic infection (Parkin, 2001; Parkin et al., 2001). Infections can cause cancer by different mechanisms including direct transformation of cells (De Luca et al., 2004), induction of immunosuppression with consequent
reduced cancer immunosurveillance (Shah et al., 2003), or by causing chronic inflammation (Ohshima et al., 2003). The latter is becoming increasingly recognized as an essential component of many epithelial cancers by virtue of the combined effects of generating genotoxic by-products and increased cellular proliferation, thus maximizing the potential for DNA damage.

Table 1 summarizes our current understanding of infectious agents that have been associated with malignancies. Two examples of well-established preneoplastic conditions associated with infection/inflammation are reviewed below: human hepatitis virus infection and hepatocellular carcinoma (HCC), and Helicobacter pylori (H. pylori) infection and gastric carcinoma.
<table>
<thead>
<tr>
<th>Infectious agents</th>
<th>Neoplasia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Virus</strong></td>
<td></td>
</tr>
<tr>
<td>Hepatitis B and C viruses</td>
<td>Hepatitis, chronic active hepatitis, and hepatocellular carcinoma</td>
</tr>
<tr>
<td>Epstein-Barr virus</td>
<td>Burkitt lymphoma, nasopharyngeal carcinoma, and reversible lymphoproliferative diseases in immunodeficient patients</td>
</tr>
<tr>
<td>Human T-lymphotropic virus types 1 and 2</td>
<td>Adult T-cell leukemia, T-cell lymphoma</td>
</tr>
<tr>
<td>Human papillomavirus</td>
<td>Cutaneous and mucosal papillomas and carcinomas</td>
</tr>
<tr>
<td>Human herpesvirus-8 (KSHV)</td>
<td>Kaposi sarcoma, body cavity lymphoma</td>
</tr>
<tr>
<td>Human immunodeficiency virus</td>
<td>Kaposi sarcoma, non-Hodgkin lymphoma, and cutaneous and mucosal papilloma, and carcinoma</td>
</tr>
<tr>
<td>SV-40</td>
<td>Possible associations with mesothelioma and ependymoma</td>
</tr>
<tr>
<td><strong>Bacteria</strong></td>
<td></td>
</tr>
<tr>
<td><em>Helicobacter pylori</em></td>
<td>Gastric adenocarcinoma, intestinal type, mucosa-associated lymphoid tissue lymphoma, non-Hodgkin lymphoma</td>
</tr>
<tr>
<td><em>Fusobacterium nucleatum</em></td>
<td>Squamous cell carcinoma arising from tropical phagedenic ulcer</td>
</tr>
<tr>
<td><em>Borrelia vincentill</em></td>
<td>Immunoproliferative small intestinal disease, non-Hodgkin lymphoma</td>
</tr>
<tr>
<td>Possible association, <em>Vibrio cholerae</em></td>
<td></td>
</tr>
<tr>
<td><strong>Protozoa</strong></td>
<td></td>
</tr>
<tr>
<td><em>Strongyloides stercolalis</em></td>
<td>T-cell leukemia (with human T-lymphotropic virus)</td>
</tr>
<tr>
<td><em>Plasmodium falciparum</em></td>
<td>Burkitt lymphoma</td>
</tr>
<tr>
<td><em>Schistosoma haematobium</em></td>
<td>Squamous cell carcinoma of the urinary bladder</td>
</tr>
<tr>
<td><em>Schistosoma mansoni, Schistosoma japonicum</em></td>
<td>Colonic carcinomas</td>
</tr>
<tr>
<td><em>Clonorchis sinensis</em></td>
<td>Cholangiocarcinoma</td>
</tr>
<tr>
<td><em>Opisthorchis viverrini</em></td>
<td>Cholangiocarcinoma</td>
</tr>
</tbody>
</table>

* Cofactor for development of Burkitt lymphoma in endemic regions
**Viral Infection and Cancer.** Malignancies associated with viral infection have been studied in animal models for decades (Hayashi et al., 2002). However, only recently has there been evidence that clearly demonstrates an association between viral infection and human malignancies. A classic example is the link between hepatitis virus infection and the increased risk of HCC (Liu and Hotchkiss, 1995; zur Hausen, 1991). Among seven human hepatitis viruses, hepatitis B (HBV) and C (HCV) viruses are able to persist in the host for years and principally contribute to the establishment of chronic hepatitis (Nordenfelt, 1990; Petrelli et al., 1994). During the course of persistent infection, continuous intrahepatic inflammation maintains a cycle of liver cell destruction and regeneration that often terminates in HCC. The role of NO' has been suggested on the basis of the observation of enhanced iNOS expression in the liver of HCV-infected patients (Majano et al., 1998; Mihm et al., 1997). Majano et al. recently proposed a model of NO'-mediated HCV infection in which NO' plays several roles. On the one hand, NO' may induce viral mutations and a selective suppressive effect on Th1 cells, thus allowing HCV to escape the host immune system. Additionally, the anti-apoptotic effect of NO' in hepatocytes could facilitate HCV replication in a long-lived cellular compartment. On the other hand, NO' can also promote apoptosis and mitochondrial dysfunction, and cause DNA damage, which leads to mutagenesis and the subsequent development of HCC (Majano and Garcia-Monzon, 2003).

**Bacterial Infection and Cancer.** The pathogenic role of bacteria in carcinogenesis has been largely overlooked until the recent demonstration of a link between *H. pylori* and gastric adenocarcinoma, the second most common malignancy worldwide (reviewed in Nardone and Morgner, 2003; and IARC, 1994). *H. pylori* has been shown to chronically infect over half of
the world's population (IARC, 1994). The key pathophysiological event in *H. pylori* infection is the initiation of an inflammatory response, most likely triggered by the bacterium's lipopolysaccharide, urease, and/or cytotoxins (Israel and Peek, 2001), leading to the over-production of NO' and the generation of RNS (Li et al., 2001; Moss, 1998; Sepulveda, 2001). An increase in the level of 8-oxo-dG as well as enhanced anti-apoptotic signal transduction was also observed (Chang et al., 2004; Farinati et al., 1998). Park et al. recently reviewed the evidence that anti-inflammatory regimens can decrease the development of tumors, which suggests that chemopreventative strategies might ameliorate gastric inflammation by the attenuation of oxidative stress (Park et al., 2004).

In summary, there is abundant epidemiological evidence supporting a link between chronic inflammation and carcinogenesis, along with a growing body of research revealing the basic molecular pathways of this association. Inflammatory cells produce a wide range of chemical mediators of inflammation, including pro-inflammatory cytokines, chemokines, RNS, ROS, growth factors, and eicosanoids, any or all of which may be responsible for cellular changes that lead to transformation.

B. Evidence from *In Vitro* Studies and Animal Models

A substantial body of experimental evidence, derived from *in vitro* studies and animal models, also supports the association between chronic inflammation and increased cancer risk. A complete review is beyond the scope of this dissertation, so only a few representative studies aimed at elucidating the chemical basis of inflammation-induced carcinogenesis are discussed here.
In Vitro and Cell Culture Studies. In early 1980's, Tannenbaum and coworkers reported their discovery of increased levels of nitrite/nitrates in urine from individuals who suffered from infections (Green et al., 1981). Marletta and coworkers demonstrated that the nitrite/nitrates were produced from macrophages and nitrosation of amines could occur from activated macrophages (Marletta et al., 1988). At the same time, Hibbs and coworkers showed that nitrite formation from arginine was critical in host defense against pathogens and tumors (Hibbs et al., 1988). Collectively, these observations, on the one hand, raised concerns about a new potential endogenous mechanism of chemical carcinogenesis, while on the other hand, the results suggested that NO' was required for the tumoricidal activity of the immune system.

In addition to the formation of nitrosamines, Wink et al. proposed that NO' and the derivative RNS could be directly genotoxic based on their observation that, under aerobic conditions, NO' exposure could cause deamination of DNA through a nitrosative mechanism (Wink et al., 1991). Prolonged exposure of nucleic acids to NO'/RNS resulted in conversion of 2'-deoxycytidine (dC) to 2'-deoxyuridine (dU), of 2'-deoxyguanosine (dG) to 2'-deoxyxanthine (dX), and 5-methyl-2'-deoxycytidine (MedC) to 2'-deoxythymidine (dT) (Wink et al., 1991). Tannenbaum and coworkers confirmed this hypothesis by showing that DNA deamination products formed in human cells exposed to NO' (Nguyen et al., 1992) and in activated macrophages producing large quantities of NO' (deRojas-Walker et al., 1995). Similar arguments can be made for peroxynitrite (ONOO'), the reaction product of superoxide (O_2') and NO', which has been shown to cause strand breaks and base oxidation and nitration in DNA (Beckman, 1991; deRojas-Walker et al., 1995; Salgo et al., 1995a; Salgo et al., 1995b; Tamir et al., 1996). Collectively, these studies established a new mechanism for genotoxicity mediated by NO' and its reactive species.
In addition to direct DNA damage, NO' contributes to genotoxicity through alternative mechanisms. Wink and Laval found that DNA repair proteins, including formamidopyrimidine-DNA glycosylase (Fpg) and 3-methyladenine-DNA glycosylase (AlkA), could be inhibited by RNS through nitrosation at amounts 100-fold less than those required to deaminate DNA (Laval et al., 1997; Wink and Laval, 1994a). Furthermore, metallothionein, a metal-chelating protein, was found to lose its structural integrity upon exposure to NO' (St Croix et al., 2004). Hence, through degradation of specific repair and protective proteins, NO' could leave cells susceptible to other toxins and genotoxic agents.

Animal Models of Inflammation. Animal models of a variety of diseases have been developed to provide a better understanding of the mechanisms by which inflammation leads to cancer. Berenblum and Friedwardl first reported the increased cancer incidence in animals specifically in areas of the body subjected to chemical or physical irritation for prolonged periods (Berenblum, 1941; Friedwardl and Rous, 1944). There is early tumor onset in animals carrying a germline mutation that either inactivates a tumor suppressor gene or activates an oncogene (Knudson, 2001). One such model is the multiple intestinal neoplasia (Min) mice, which like humans with familial adenomatous polyposis (FAP), express an abnormal genotype for the adenomatous polyposis coli (APC) tumor suppressor gene. Feeding dextran sodium sulphate (DSS) to the Min mice led to the onset of inflammatory bowel disease and, subsequently, colon cancer (Cooper et al., 2001; Hokari et al., 2001).

Given the strong correlation between infection and cancer in humans, a number of animal models have been developed to define the mechanistic basis for this link. Examples include the development of liver cancer in mice infected with hepatitis B virus (Chisari et al., 1989) and the
growth of gastric adenocarcinoma in mice infected with *H. pylori* (Lee, 1999). In addition to the SJL/RcsX mouse model of inflammation-mediated NO' overproduction, which will be discussed in detail in Chapter 5, there are several widely used animal models of inflammation-induced cancer, including the iNOS knockout (KO) mice (*iNOS'* mice), the recombinase-activating gene 2 KO mice (*Rag-2* KO mice), the T cell receptor αβ (TCR αβ) KO mice (*TCR αβ'* mice), the IL-10 KO mice (*IL-10'* mice), and the Cox-1 and Cox-2 KO mice (*Cox-1'* mice and *Cox-2'* mice). These are discussed in detail in the following sections.

**iNOS-Knockout Mice**

As discussed in next section, the generation of NO' by nitric oxide synthase (NOS) is a key feature of chronic inflammation. The *iNOS'* (inducible NOS knockout) mouse was first generated by MacMicking et al. to study the role of iNOS in host defenses against infectious agents and tumor cells (MacMicking et al., 1995). Since then, these mice have been used to investigate the role of iNOS in many pathological processes including inflammation, liver regeneration, tumorigenesis and sepsis-induced hypotension (Mashimo and Goyal, 1999). An interesting example is the generation of iNOS knockout Min mice (Scott et al., 2001). No significant difference in the number of adenomas in the large intestine or in the proximal two-thirds of the small intestine of *iNOS'* and *iNOS'+'* Min mice was observed. However, a small, but significant increase in the number of adenomas in the distal third of the small intestine in *iNOS'-* Min mice was found, suggesting that iNOS played an antineoplastic role in the APC (Min) mouse model of familial adenomatous polyposis (Scott et al., 2001). In contrast, studies by Ahn and Ohshima showed a significant reduction in the number of adenomas in *iNOS'-'* Min mice compared with the *iNOS'+'* Min mice, indicating that NO' and its derivatives played an important role in promoting colon carcinogenesis in a background of APC mutations (Ahn et al.,
1999). These seemingly contradictory observations imply the complicated nature of NO's biological functions, with environmental factors possibly enhancing the adenoma development in the latter studies.

**Rag-2-Knockout Mice.**

The Rag2 mice, deficient in the recombinase activating 2 gene, are unable to initiate V(D)J rearrangement, resulting in the failure to generate mature T or B lymphocytes (Shinkai et al., 1992). 129/SvEv Rag-2 mice infected with the encephalomyocarditis virus (EMCV) developed severe myocardial necrosis (Kanda et al., 1999). However, when the same mouse model was inoculated with *Helicobacter hepaticus*, an enteric bacterial pathogen of mice, they developed a severe inflammatory bowel disease (IBD). The incidence of IBD was reduced with adoptive transfer of IL-10 positive CD4 (+) CD45RB (lo) CD25 (+)-regulatory cells, which suggests that IL-10-mediated suppression of the host innate inflammatory response was pivotal in interrupting the carcinogenic process (Erdman et al., 2003a; Erdman et al., 2003b).

**TCR αβ-Knockout Mice.**

Mice in which the T cell receptor α and β genes are knocked out (TCR α- or TCR β- mice) provide useful models to study the development of mucosal inflammation and IBD (e.g., Crohn's disease and ulcerative colitis). As reviewed by Bhan et al., genetic and environmental factors along with the spectrum of enteric flora are important factors in the development of mucosal inflammation (Bhan et al., 1999). The normal mucosal homeostasis is disrupted when there is either cytokine imbalance or loss of immunoregulatory cells. CD4+ T cells have been identified as the pathogenic T cells in colitis and they mediate inflammation by either the Th1 or the Th2 pathway (Salem, 2004). Th1 cells drive the type-1 pathway ("cellular immunity") to fight viruses and other intracellular pathogens, eliminate cancerous cells, and stimulate delayed-type
hypersensitivity (DTH) skin reactions. Th2 cells drive the type-2 pathway ("humoral immunity") and up-regulate antibody production to fight extracellular organisms; type 2 dominance is credited with tolerance of xenografts and of the fetus during pregnancy. Over-reactivation of either pattern can cause diseases, and either pathway can down-regulate the other. The Th1 pathway dominates most colitis and Crohn's disease models, as observed in the $TCR\beta^+$ mice (Bamias et al., 2003). In contrast, the colitis in $TCR\alpha^+$ mice shares many features of ulcerative colitis including the dominance of Th2 pathway in colonic inflammation (Bhan et al., 2000).

**Interleukin 10-Knockout Mice.**

Interleukin-10 (IL-10) is an anti-inflammatory cytokine and a molecule with pleiotropic effects, including regulation of T-cell response, acute inflammatory response, and free-radical release (Kumar and Creery, 2000). Knockout IL-10 gene in mice leads to enterocolitis, which is similar to human inflammatory bowel disease and thus represents another useful model to study the association of ulcerative colitis and Crohn's disease with carcinogenesis (Kuhn et al., 1993). Berg et al. demonstrated that specific pathogen-free (SPF) $IL-10^+$ mice develop spontaneously progressive chronic intestinal inflammation and colorectal adenocarcinomas, but the enterocolitis pathology can be improved by exogenous IL-10 administration to the mice (Berg et al., 1996). Rennick and Fort intensively reviewed the studies of $IL-10^+$ mice in elaborating the role of enteric organisms in triggering intestinal disease, suggesting that insufficient counter regulation of a Th1 inflammation response due to the lack of IL-10 underlies the pathology (Rennick and Fort, 2000).

**COX1- and COX2-Knockout Mice.**

Cyclooxygenase (COX) is the rate-limiting enzyme in the conversion of arachidonic acid to prostanoids (Gerstenfeld, 2004). Two COX isoforms have been cloned, of which COX-1 is
constitutively expressed, while the expression of COX-2 is low or non-detectable in most tissues, but can be readily induced in response to cell activation by cytokines, growth factors and tumor promoters. Thus, COX-2 has been related to inflammation, reproduction and carcinogenesis (Hinz and Brune, 2002).

Several recent studies using $\textit{Coxl}^{-/-}$, $\textit{Cox2}^{-/-}$ or double knockout mice clearly indicate that both of these enzymes are important in cancer development. Loss of COX2 led to a reduction in the number and size of intestinal polyps in a mouse model of human familial adenomatous polyposis (Oshima et al., 1996). Homologous disruption of either $\textit{Ptgs-1}$ or $\textit{Ptgs-2}$, genes encoding COX-1 and COX-2 respectively, dramatically reduced polyp formation in Min mice (Chulada et al., 2000) and skin tumorigenesis in a multistage mouse skin model (Tiano et al., 2002).
1.3 Chemical Biology of Inflammation

Inflammation begins with a reaction to an irritant or infection and is characterized by the movement of fluid and white blood cells into extravascular space. This is followed by tissue repair and regeneration that involve cell proliferation. There is no sharp line of division between acute and chronic, since chronic inflammation may progress from acute inflammation if the injurious agent persists. In contrast to the largely vascular changes of acute inflammation, such as increased permeability and changes in blood flow rate and lymphatic flow, chronic inflammation is characterized by infiltration of damaged tissue by mononuclear cells such as macrophages, lymphocytes, and plasma cells, together with tissue destruction and attempts at repair (Stvrtonva et al., 1995).

The inflammatory response draws on both innate and acquired immunity, with the former being more relevant to the work presented in this thesis. A hallmark of non-specific innate immunity is phagocytosis accomplished by neutrophils (polymorphonuclear leukocytes, PMN), circulating phagocytic monocytes or macrophages, eosinophils, and fixed macrophages of the reticuloendothelial system (Bainton, 1992).

Neutrophils are typically the first cells responding to an inflammatory stimulus, with macrophages infiltrating the inflamed area as the insult persists. Upon stimulation by cytokines and other factors generated at sites of inflammation, both cell types produce an abundance of ROS and RNS, as shown in Figure 1. The hypothesis driving this proposal is that both RNS and ROS generated at sites of inflammation diffuse into normal tissues and cause cytotoxic and mutagenic damage that plays a causative role in the link between inflammation and cancer (reviewed in Dedon and Tannenbaum, 2004). This section reviews the cell types and the
spectrum of chemical mediators of inflammation that serve as the focus of the research presented in this thesis.

Figure 1. Cells and reactive species implicated in the process of inflammation
A. Major Phagocytic Cells Involved in Inflammation

**Neutrophils**

Neutrophils represent 50 to 60% of the total circulating leukocytes and constitute the "first line of defense" against infectious agents or nonself substances that penetrate the body's physical barriers. Derived from bone marrow, neutrophils are released into tissue pools at a rate of $10^{11}$ per day in a normal healthy adult and at $10^{12}$ per day in settings of acute inflammation (Bainton, 1992).

The major role of neutrophils is to phagocytose and destroy infectious agents by opsonization. They also limit the growth of some microbes, thereby benefiting adaptive (specific) immunological responses (Elshbach and Weiss, 1992). In addition to a variety of enzymes and biologically active substances that are stored in granules to control inflammatory and cytotoxic reactions (Table 2), a respiratory burst is triggered to generate $O_2^-$ and other oxygen radicals that, together with lysosomes, are responsible for the killing of the engulfed microorganisms.

The importance of neutrophils in fighting bacterial and fungal infections is well recognized. It has also been shown that neutrophils are involved in viral infections (Fujisawa et al., 1987; Tsuru et al., 1987), though the response of neutrophils is not triggered by endotoxins that are generally secreted by bacteria. Viruses such as influenza can be inactivated by neutrophils through damage to viral proteins (e.g., hemagglutinin and neuraminidase) mediated by myeloperoxidase during the acute phase of infection (Hartshorn et al., 1990). While, in contrast, chronic virus infections can diminish or exhaust the microbicidal potency of neutrophils (Colamussi et al., 1999).
Despite their essential role in host defense, neutrophils have also been implicated in the pathology of many chronic inflammatory conditions and ischemia-reperfusion injury (Liu and Pope, 2004). In addition to hydrolytic enzymes, the host tissue damage is largely attributable to free radicals released by neutrophils, which will be reviewed later.

Table 2. Important enzymes and other constituents in human neutrophil granules
(adapted from Stvrtonva et al., 1995)

<table>
<thead>
<tr>
<th>Constituents</th>
<th>Azurophil</th>
<th>Specific</th>
<th>Small storage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antimicrobial</td>
<td>Myeloperoxidase</td>
<td>Lysozyme</td>
<td>Lactoferrin</td>
</tr>
<tr>
<td></td>
<td>Lysozyme</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Defensins</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BPI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral Proteinases</td>
<td>Elastase</td>
<td>Collagenase</td>
<td>Plasminogen activator</td>
</tr>
<tr>
<td></td>
<td>Cathepsin G</td>
<td>Complement activator</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proteinas 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acid hydrolases</td>
<td>Cathepsin B</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cathepsin D</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>β-D-Glucuronidase</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>α-Mennosidase</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phospholipase A₂</td>
<td>Phospholipase A₂</td>
<td></td>
</tr>
<tr>
<td>Cytoplasmic membrane</td>
<td>CR3, CR4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>membrane receptors</td>
<td>FMLP receptors</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laminin receptors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>Chondroitin-4-sulphate</td>
<td>Cytochrome b558</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monocytone-chemo-tactic factor</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Histaminase</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vitamin B12 binding protein</td>
<td></td>
</tr>
</tbody>
</table>
Mononuclear Phagocytes (Monocytes and Macrophages)

Macrophages are generally a population of ubiquitously distributed mononuclear phagocytes responsible for numerous homeostatic, immunological, and inflammatory processes. Developed from bone marrow precursors, pre-mature macrophages enter the bloodstream as monocytes. Approximately 60% of monocytes are recruited into different tissues where they differentiate into tissue resident macrophages, while the rest presumably stay in the circulation and can further mature to inflammatory macrophages that are present in various exudates (van Furth, 1992).

Macrophages are heterogeneous, differing in their site of location, morphology and function (reviewed in Takahashi et al., 1996). The presence of functionally distinct macrophage populations gives the nonspecific immune system added flexibility in responding to various immunological or inflammatory stimuli. It is hypothesized that the nature of an immune response is dictated in large part by the functional phenotype(s) of the macrophages present within the lesion (Naito et al., 1996). Evidence supporting this hypothesis includes the existence of distinct subsets of helper T lymphocytes, suggesting that the predominance of Th1 (IFN-γ and IL-2 producing) or Th2 (IL-4 and IL-10 producing) cells may, in turn, favor the production or activation of a particular macrophage subset (Ma et al., 2003). For example, IFN-γ rapidly primes macrophages via JAK1/2-STAT1 pathway so that it can subsequently undergo a slower classical type 1 activation upon exposure to T helper (Th) 1 cytokines such as IFN-γ or other activators, including tumor necrosis factor and lipopolysaccharide (Ma et al., 2003).

Macrophage activation is a physiological process of phenotypic change in response to a variety of stimuli. Two stages delineate the activation of macrophages: a primed stage and a
fully activated stage. IFN-γ is a product of stimulated Th1 and Th0 cells and acts as priming agent. Many agents can provide the full activation signal, including LPS, heat-killed gram-positive bacteria, yeast glucans, and other molecules (Nacy and Meltzer, 1991). Activated macrophages distinguish themselves by their high oxygen consumption (through NADPH oxidase), killing of facultative and intracellular parasites, and maximal secretion of mediators of inflammation such as TNF-α, PGE₂, IL-1, IL-6, ROS, and NO⁺, as summarized in Table 3 (Goerdt et al., 1999). Interestingly, activated macrophages can also be deactivated by some cytokines, such as TGF-β and IL-4 (Bogdan and Nathan, 1993), which adds another dimension to the complexity of macrophage-mediated inflammatory process.
Table 3. Effector and regulatory products of macrophages (adapted from Stvrtionva et al., 1995)

<table>
<thead>
<tr>
<th>Group of substances</th>
<th>Individual products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microbicidal and cytotoxic</td>
<td>Superoxide (O$_2^-$), hydrogen peroxide (H$_2$O$_2$), hydroxyl radical (OH$^-$), hypohalite, chloramines</td>
</tr>
<tr>
<td>Reactive oxygen species (ROS)</td>
<td>Potential reactive oxygen species</td>
</tr>
<tr>
<td>Reactive nitrogen species (RNS)</td>
<td>Nitric oxide (NO$^-$), nitrates</td>
</tr>
<tr>
<td>Oxygen independent</td>
<td>Neutral proteases, acid hydrolases, lysozyme, defensins</td>
</tr>
<tr>
<td>Tumoricidal</td>
<td>H$_2$O$_2$, NO', TNF-$\alpha$, C3a, proteases, arginase, thymidine</td>
</tr>
<tr>
<td>Tissue damaging</td>
<td>H$_2$O$_2$, NO', TNF-$\alpha$, C3a, neutral proteases</td>
</tr>
<tr>
<td>Fever inducing</td>
<td>IL-1, TNF-$\alpha$, IL-6</td>
</tr>
<tr>
<td>Pyrogenic cytokines</td>
<td>IL-1, TNF-$\alpha$, IL-6</td>
</tr>
<tr>
<td>Inflammation regulators</td>
<td>IL-1, IL-6, IL-8, TNF-$\alpha$, INF-$\gamma$</td>
</tr>
<tr>
<td>Bioactive lipids</td>
<td>Prostaglandins (PGE$_2$, PGF$_2\alpha$), prostacyclin (PGI$_2$), tromboxans, leukotrienes (LTB$_4$, LTC$_4$, LTD$_4$, LTE$_4$)</td>
</tr>
<tr>
<td>Bioactive oligopeptides</td>
<td>Glutathione</td>
</tr>
<tr>
<td>Complement components</td>
<td>C1, C4, C2, C3, C5, factors B, D, P, I, H</td>
</tr>
<tr>
<td>Clothing factors</td>
<td>V, VII, IX, X, prothrombin, plasminogen activator, plasminogen activator inhibitors</td>
</tr>
<tr>
<td>Cytokines</td>
<td>IL-1, IL-6, IL-8, TNF-$\alpha$, INF-$\gamma$</td>
</tr>
<tr>
<td>Macrophage inflammatory proteins (MIP-1, 2, 3)</td>
<td></td>
</tr>
<tr>
<td>Neural proteinases</td>
<td>Macrophage inflammatory proteins (MIP-1, 2, 3)</td>
</tr>
<tr>
<td>Protease inhibitors</td>
<td>Prostaglandins (PGE$_2$, PGF$_2\alpha$), prostacyclin (PGI$_2$), tromboxans, leukotrienes (LTB$_4$, LTC$_4$, LTD$_4$, LTE$_4$)</td>
</tr>
<tr>
<td>Acid hydrolases</td>
<td>Acid proteases (cathepsin D and L), peptidases, lipases, lysozyme and other glycosidases, ribonucleases, phosphatases, sulphatases</td>
</tr>
<tr>
<td>Stress proteins</td>
<td>Heat shock proteins (HSP)</td>
</tr>
<tr>
<td>Participating in tissue reorganization</td>
<td>Elastase, collagenase, hyaluronidase, regulatory growth factors, fibroblast growth factor (FGF), transforming growth factors (TGF-$\alpha$, TGF-$\beta$), angiogenesis factors</td>
</tr>
<tr>
<td>Others:</td>
<td>Apolipoprotein E, IL-1 inhibitors, purine and pyrimidine derivates (thymidine, uracil, neopterin)</td>
</tr>
</tbody>
</table>
B. Reactive Chemical Species Produced at Sites of Inflammation

Inflammation induces and activates various oxidant-generating enzymes to produce a constellation of reactive intermediates that can be broadly classified into three categories: reactive oxygen species (ROS), reactive halogen species (RHS), and reactive nitrogen species (RNS). In some publications, the first two have been collectively called ROS.

Many factors influence the formation of reactive species. Generally, the level of a particular species produced in vivo is best viewed in terms of the steady-state concentration that reflects a balance of its production, diffusion and consumption. Those species are important components of the host defense system, but their sustained production and presence during chronic inflammation induce collateral damage in adjacent normal tissue, which contributes to a range of diseases. In many cases, the initially generated reactive intermediates convert cellular constituents into second-generation reactive intermediates capable of inducing further damage.

**Reactive Oxygen Species (ROS)**

Reactive oxygen species (ROS) are formed in neutrophils and macrophages through a process known as the respiratory burst, during which, oxygen is univalently reduced by NADPH oxidase to superoxide anion (O$_2^-$) or its protonated form, perhydroxyl radical (HO$_2^+$). The resulting O$_2^-$ is then catalytically converted by superoxide dismutase (SOD) to hydrogen peroxide (H$_2$O$_2$) that is further decomposed by catalase to H$_2$O and O$_2$ or by divalent metals (e.g., Fe$^{2+}$) to HO- and HO' (Figure 1) (reviewed in Dedon and Tannenbaum, 2004). O$_2^-$ is both a one-electron reductant and a one-electron oxidant that can pass through cell membrane via anion channels (Auchere and Rusnak, 2002). The redox potentials of O$_2^-$, H$_2$O$_2$, and HO' dictate that,
in thermodynamic terms, they are all much stronger univalent oxidants than dioxygen (Figure 2). However, the anionic charge of $O_2^-$ inhibits its effectiveness as an oxidant of electron-rich molecules, while the reactivity of $H_2O_2$ is diminished by the stability of its oxygen-oxygen bond. Neither of these features applies to the $HO^-$, and indeed $HO^-$ reacts at virtually diffusion-limited rates with most biomolecules (Imlay, 2003).

$$\begin{align*}
H_2O &\rightarrow e^- + 2H^+ \\
O_2^- &\rightarrow e^- + H^+ + H^+ + e^- + H_2O \\
\text{Singlet oxygen (}'O_2\text{') is an excited form of dioxygen in which the } pi \text{ antibonding electrons are spin-paired. It can be formed by energy transfer to oxygen by excited chromophores in stimulated phagocytes during respiratory burst. As reviewed by Klotz et al., }'O_2\text{ has damaging effects on biomolecules and exerts genotoxic, virucidal and cytotoxic effects (Klotz et al., 1997).}
\end{align*}$$

**Figure 2.** Redox potentials of oxygen species. 1 M dioxygen is used as the standard state for the first step (adapted from Imlay, 2003).
**Reactive Halogen Species (RHS)**

Myeloperoxidase (MPO) is an enzyme found in high abundance in the azurophil granules of neutrophils and it catalyzes the \( \text{H}_2\text{O}_2 \)-mediated oxidation of halides to form the so-called reactive halogen species (RHS) including hypochlorus acid, hypobromous acid, and hypiodous acid (Klebanoff and Rosen, 1978) (equations 1-3). Monocytes lose their MPO activity during the course of maturation. However, macrophages may acquire MPO from environment by pinocytosis or from ingested neutrophils, especially when macrophages are at sites of inflammation (Klebanoff, 1970; Sugiyama et al., 2004), a situation that complicates our understanding of the chemistry of inflammation.

\[
\text{Cl}^- + \text{H}_2\text{O}_2 + \text{H}^+ \rightarrow \text{HOCl} + \text{H}_2\text{O} \quad (1)
\]
\[
\text{Br}^- + \text{H}_2\text{O}_2 + \text{H}^+ \rightarrow \text{HOBr} + \text{H}_2\text{O} \quad (2)
\]
\[
\text{I}^- + \text{H}_2\text{O}_2 + \text{H}^+ \rightarrow \text{HOI} + \text{H}_2\text{O} \quad (3)
\]

RHS are strong oxidizing and halogenating species. For example, HOCl has been shown to mediate lipid peroxidation leading to the formation of genotoxic product 4-hydroxynonenal (HNE) (Spickett et al., 2000). Interestingly, several lines of evidence show that activated human neutrophils convert \( \text{NO}_2^- \) into the inflammatory oxidant \( \text{NO}_2\text{Cl} \) through MPO-dependent pathways (equation 4), which suggests that \( \text{NO}_2^- \) may play a role in phagocyte-mediated oxidative reactions at sites of inflammation and infection (Eiserich et al., 1996; Spickett et al., 2000). Further, at physiological or pathological levels, \( \text{NO}_2^- \) can act as a substrate for MPO and lactoperoxidase (LPO), even in the presence of chloride (\( \text{Cl}^- \)) and thiocyanate (\( \text{SCN}^- \)), the proposed major physiological substrates for these peroxidases. Hence, formation of reactive
nitrogen intermediates via peroxidase-catalyzed oxidation of NO₂⁻ could represent an important contributing mechanism to NO⁻-mediated toxicity (van der Vliet et al., 1997).

\[
\text{HOCl} + \text{NO}_2^- \rightarrow \text{NO}_2\text{Cl} + \text{HO}^-
\]  

Reactive Nitrogen Species (RNS)

The biosynthesis of NO⁻ is catalyzed by a family of enzymes called nitric oxide synthases (NOS) using L-arginine and O₂ as substrates, with NADPH as an electron donor and using heme, FMN, FAD and tetrahydrobiopterin (H₄B) as cofactors (reviewed in Alderton et al., 2001) (Figure 3). Currently, at least three distinct isoforms of NOS have been identified: endothelial NOS (eNOS, NOS I), inducible NOS (iNOS, NOS II) and neuronal NOS (nNOS, NOS III). nNOS and iNOS are soluble whereas eNOS is membrane bound with a myristoylated N-terminus (Liu et al., 1995). Both eNOS and nNOS are constitutively expressed in resting cells and are activated by calcium and calmodulin (CaM), while iNOS is induced by immunostimulatory cytokines, bacterial products or microbial infection in a number of cell types, including endothelium, hepatocytes, monocytes, mast cells, macrophages and smooth muscle cells (Alderton et al., 2001) (Table 4).
Figure 3. Nitric oxide synthesis catalyzed by nitric oxide synthase (NOS)

NO\textsuperscript{•} can also be produced nonenzymatically from nitrite at low pH under reducing conditions (Samouilov et al., 1998). Nonenzymatic NO\textsuperscript{•} production has been demonstrated in a variety of tissues, including the stomach, skin, ischemic heart, and in infected nitrite-containing urine (Weitzberg and Lundberg, 1998).

Table 4. Isoforms of human NO\textsuperscript{•} synthase and their characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Endothelial NOS (eNOS)</th>
<th>Neuronal NOS (nNOS)</th>
<th>Inducible NOS (iNOS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MW (X10\textsuperscript{3})</td>
<td>150-160</td>
<td>150-160</td>
<td>132</td>
</tr>
<tr>
<td>Chromosomal location</td>
<td>7q35-36</td>
<td>12q24.2</td>
<td>17q11-12</td>
</tr>
<tr>
<td>Ca\textsuperscript{2+} Dependency</td>
<td>Ca\textsuperscript{2+}, calmodulin</td>
<td>Ca\textsuperscript{2+}, calmodulin</td>
<td>Independent</td>
</tr>
<tr>
<td>Producing cells</td>
<td>Endothelial</td>
<td>Neurons</td>
<td>Macrophages, monocytes, Kupffer cells, neutrophils, hepatocytes, myocytes, chondrocytes, smooth muscle cells</td>
</tr>
<tr>
<td>Inducers</td>
<td>No</td>
<td>No</td>
<td>LPS, TNF-\alpha, IL-1, IFN-\gamma, GM-CSF</td>
</tr>
<tr>
<td>Inhibition by L-arginine analogs</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Inhibition by glucocorticoids</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Reactions of NO'. NO' is a free radical having dramatic reactivity. Stamler et al. proposed that important categories of NO' chemistry relative to biological actions are the following three redox-related forms: NO', nitrosonium ion (NO+), and nitroxyl anion (NO-), with the latter two species representing one-electron oxidation and reduction products, respectively (Stamler et al., 1992b). NO' can donate its unpaired electron to some transition metal cations to form complexes, an example of which is the binding to the ferrous ion (Fe2+) in deoxyhemoglobin. This direct binding only requires low concentrations of NO' (nanomolar) and is involved in the regulation of vascular tone, neuronal function and biosynthesis of iron-binding-protein (Moncada et al., 1991).

Interaction of NO' with O2, or O2− generates a variety of reactive species, including NO2, N2O3, N2O4, and ONOO−, which are collectively referred to as reactive nitrogen species (RNS) and are capable of reacting with a wider range of biomolecules than NO' itself. It is commonly believed that formation of RNS becomes significant only at higher (micromolar) concentrations of NO' (Wink and Mitchell, 1998).

Oxidation of NO' forms higher nitrogen oxides such as NO2, N2O3 (equations 5-6; k1 and k2 are 2.1 × 10^6 M^−2s^−1 and 1.1 × 10^9 M^−1s^−1, respectively). Current evidence suggests that N2O3 is the predominant species in aqueous media (Ford et al., 1993; Espey et al., 2001). In the absence of other reactive species, N2O3 is hydrolyzed to form nitrite (equation 7) (Lewis et al., 1995b). Based on these equations, the half-life of NO' in an oxygenated solution is dependent on the initial NO' concentration and inversely proportional to its concentration. The NO' and O2 concentration-dependent kinetics of N2O3 formation suggest that the rate of NO' oxidation will vary as a function of the hydrophobicity of the solvent, since NO' and O2 will partition such that their levels in lipid membranes and hydrophobic cellular regions will be ~10-fold greater than
those in the aqueous cytosol. This prediction is consistent with the observation of Liu et al. that a 300-fold increases in NO\(^{\cdot}\) autoxidation was found in the presence of detergent micelles (Liu et al., 1998).

\[
2\text{NO} + \text{O}_2 \stackrel{k_1}{\rightarrow} 2\text{NO}_2 \quad (5)
\]

\[
\text{NO} + \text{NO}_2 \stackrel{k_2}{\rightarrow} \text{N}_2\text{O}_3 \quad (6)
\]

\[
\text{N}_2\text{O}_3 + \text{H}_2\text{O} \stackrel{k_3}{\rightarrow} 2\text{NO}_2^{\cdot} + 2\text{H}^{\cdot} \quad (7)
\]

In contrast, simultaneous generation of NO\(^{\cdot}\) and O\(_2^{\cdot}\) leads to the formation of ONOO\(^{-}\) at nearly diffusion controlled rates (equation 8; \(k_4\) is \(6.6-19 \times 10^9 \text{ M}^{-1}\text{s}^{-1}\)) (Huie and Padmaja, 1993; Kissner et al., 1997). Maximal ONOO\(^{-}\) formation was found when the rates NO\(^{\cdot}\) and O\(_2^{\cdot}\) generation are approximately the same (Miles et al., 1996). With widely differing NO\(^{\cdot}\) and O\(_2^{\cdot}\) concentrations, ONOO\(^{-}\) preferentially reacts with either substrate to form NO\(_2\), thereby reducing the overall extent of ONOO\(^{-}\) formation (equations 9 and 10). As discussed previously, NO\(_2\) can be further oxidized to form N\(_2\)O\(_3\), which can also react with ONOO\(^{-}\) to form NO\(_2^{\cdot}\) (Goldstein et al., 1999) (equation 11).

\[
\text{NO} + \text{O}_2^{\cdot} \stackrel{k_4}{\rightarrow} \text{ONOO}^{\cdot} \quad (8)
\]

\[
\text{ONOO} + \text{NO} \rightarrow \text{NO}_2 + \text{NO}_2^{\cdot} \quad (9)
\]

\[
\text{ONOO} + \text{O}_2^{\cdot} + \text{H}^{\cdot} \rightarrow \text{NO}_2 + \text{O}_2 + \text{H}_2\text{O} \quad (10)
\]

\[
\text{N}_2\text{O}_3 + \text{ONOO}^{\cdot} \rightarrow \text{ONOONO}^{\cdot} + \text{NO}_2^{\cdot} \quad (11)
\]

In the absence of NO\(^{\cdot}\), or O\(_2^{\cdot}\), the decomposition of ONOO\(^{-}\) can be catalyzed by either a proton or CO\(_2\). Several lines of evidence suggest that in the absence of CO\(_2\), a proton-catalyzed
pathway yields \(^{1} \text{OH}\) and \(^{1} \text{NO}_2\), whereas in the presence of \(\text{CO}_2\), \(\text{CO}_3^2\) and \(^{1} \text{NO}_2\) results via the formation and decomposition of nitrosoperoxycarbonate (\(\text{ONOOCO}_2\)) (Figure 4) (Denicola et al., 1996; Goldstein et al., 1998; Lymar and Hurst, 1998; Merenyi et al., 1998).

\[
\begin{align*}
\text{NO}^+ + \text{O}_2^- & \rightarrow \text{ONOO}^- \\
\text{CO}_2 & \rightarrow \text{ONO}^- + \text{OH}^- \\
\text{ONOO}^- & \rightarrow \text{ONO}^- + \text{OH}^- \\
\text{NO}_2^+ + \text{CO}_2 & \rightarrow \text{NO}_2 + \text{OH}^- \\
\text{NO}_2 + \text{H}^+ & \rightarrow \text{NO}_2^- + \text{H}_2\text{O} \\
\text{NO}_2^- + \text{H}_2\text{O} & \rightarrow \text{NO}_2 + \text{OH}^- \\
\text{NO}_2^- + \text{H}_2\text{O} & \rightarrow \text{NO}_2 + \text{OH}^- \\
\text{CO}_2 + \text{NO}_2^- & \rightarrow \text{CO}_2^- + \text{NO}_2 \\
\text{CO}_2^+ + \text{NO}_2^- & \rightarrow \text{CO}_2^- + \text{NO}_2 \\
\end{align*}
\]

**Figure 4.** Reactive species produced during peroxynitrite decomposition

**Nitrosonium Cation (NO\(^+\)).** NO\(^+\) can exist in aqueous media, but a major manifestation of an NO\(^+\) equivalent in biological environments is in the forms of nitroso compounds (Stamler et al., 1992b). Nitroso compounds can be made chemically through the reaction of sodium nitrite and a nucleophile in the presence of acid. However, biological production of nitroso compounds mainly occurs in the direct reactions of \(\text{NO}_2\) or \(\text{N}_2\text{O}_3\), two species derived from NO\(^+\), with nucleophiles (equations 12 and 13) (Stamler et al., 1992b). S-Nitrosothiols are nitroso compounds that are regarded as NO\(^+\) carriers due to the spontaneous NO\(^+\) release through homolytic cleavage (Ng et al., 2004).

\[
\begin{align*}
\text{NO}_2 + \text{RSH} & \rightarrow \text{RSNO} + \text{H}_2\text{O} \quad (12) \\
\text{N}_2\text{O}_3 + \text{RSH} & \rightarrow \text{RSNO} + \text{HNO}_2 \quad (13)
\end{align*}
\]
Nitroxy Anion (NO\textsuperscript{-}). NO\textsuperscript{-} is a much stable form of NO\textsuperscript{+} and formed biologically either through a 4-electron oxidation of the guanidino nitrogen in arginine by NOS (Fukuto et al., 1992) or in reactions of thiols with nitrosothiols (Wong et al., 1998). The physiological significance of NO\textsuperscript{-} is largely undefined. However recent studies suggest that NO\textsuperscript{-} and its protonated form, HNO, may play an important role in biology and pharmacology. Unlike NO\textsuperscript{+}, HNO appears to increase levels of cyclic adenosine monophosphate (cAMP) (Miranda et al., 2003b). HNO can be generated from Angeli’s salt (NaN\textsubscript{2}O\textsubscript{3}) (equation 14) and prefers to react with ferric heme, as opposed to the favored reaction of NO\textsuperscript{+} with ferrous heme (Miranda et al., 2003a). Strong cytotoxicity was observed for HNO released from Angeli’s salt (Wink et al., 1998), possibly due to the production of HO\textsuperscript{+} (Ohshima et al., 1999) or ONOO\textsuperscript{-} (Kirsch and de Groot, 2002).

\[
\text{HN}_2\text{O}_3 \rightleftharpoons \text{HNO} + \text{NO}_2^{-} \quad (14)
\]
Figure 5. Production of ROS and RNS by various oxidant-generating enzymes. New potent oxidants are also formed by interactions of NO', O2', H2O2, and HOCl. SOD, superoxide dismutase; MPO, myeloperoxidase; and EPO, eosinophil peroxidase (adapted from Ohshima et al., 2003).

**Electrophiles Derived from Reactions of RNS with Biomolecules.**

The activation of inflammatory cells leads to the formation of a variety of RNS and ROS. While these reactive species can alter cell function by directly damaging cellular molecules, these reactions also lead to the generation of electrophilic species capable of causing damage themselves as shown in Figure 5) (revised in Dedon and Tannenbaum, 2004; Ridnour, et al., 2004, Ohshima, et al., 2003).
Figure 6. Chemistry of lipid peroxidation. MDA represents malondialdehyde; HNE represents 4-hydroxy-2-nonenal.

A well-established example is lipid peroxidation (Figure 6). Polyunsaturated fatty acids (PUFA) in phospholipids, cholesterol esters, and triglycerides are very sensitive to oxidation by OH' and ONOO', leading to a complex series of reactions that ultimately generate a range of electrophilic derivatives. The major products are α,β-unsaturated aldehydes that are capable of reacting with proteins and nucleic acids (Marnett et al., 2003). Among the various 4-hydroxy-2-alkenals that represent the most prominent aldehyde substances generated during lipid peroxidation, 4-hydroxy-2-nonenal (HNE) is the major product and can accumulate in membranes to concentrations of 10 to 50 μM in response to oxidative insults (Esterbauer et al., 1991). Other important reactive aldehydes are ketoaldehydes, including malondialdehyde (MDA). MDA is in many instances the most abundant individual aldehyde resulting from lipid peroxidation and has been shown to disturb the organization erythrocyte membranes (Jain, 1984).
Figure 7. Reactive electrophiles produced by oxidation of deoxyribose

Oxidation of deoxyribose in DNA results in the formation of a variety of electrophilic products (reviewed in Pogozenski and Tullius, 1998) (Figure 7), many of which have the potential to react with nucleobases to form adducts. For instance, base propenals are produced by oxidation of the 4′-position in deoxyribose by reagents such as bleomycin, peroxynitrite, and chromium (V) (Giloni et al., 1981; Sugden and Wetterhahn, 1997; Yermilov et al., 1996). These structural analogues of MDA react with dG to form the pyriminopuranone adduct, M-G, which is present as an endogenous DNA adduct in human tissues (Chaudhary et al., 1994a). Another example is the formation of the diastereomeric 1,N2-glyoxal adducts of dG by glyoxal derived from 3′-phosphoglycolaldehyde residues that arise by 3′-oxidation of deoxyribose in DNA (Awada and Dedon, 2001). Finally, novel diastereomeric oxadiazabicyclo (3.3.0) octainmine.
adducts of dC, dG and dA arise in reactions of DNA with trans-1,4-dioxo-2-butene, a product of 5'-oxidation of deoxyribose in DNA (Bohnert et al., 2004; Chen and Chung, 1996).

Amino acid oxidation is another source of forming reactive aldehydes. It has been shown that \textit{in vitro} oxidation of free hydroxy-amino acids with myeloperoxidase in the presence of H$_2$O$_2$ and chloride ions generates reactive aldehydes, such as acrolein, via the formation of 2-hydroxypropanal (Anderson et al., 1997). The myeloperoxidase-dependent amino acid oxidation as a source of reactive aldehydes has been reviewed by Anderson \textit{et al.} (Anderson et al., 1997) (Figure 8).

In summary, various secondary reactive intermediates are generated from oxidation of lipids, deoxyriboses, and amino acids. Compared to free radicals, these secondary reactive species are relatively stable and can diffuse within cells or even escape from cells to attack targets far from the site of the original event. Therefore, they are not only end products, but also act as "second cytotoxic messengers" for the primary reactions.

\begin{center}
\begin{tabular}{ccc}
\hline
<table>
<thead>
<tr>
<th>Reaction Pathway</th>
<th>Serine</th>
<th>Threonine</th>
<th>Glycolaldehyde</th>
<th>2-Hydroxypropanal</th>
<th>Acrolein</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CH}_2\text{CH}_2\text{OH}$</td>
<td>$\text{NH}_2^+$</td>
<td>$\text{COO}^-$</td>
<td>$\text{MPO}$</td>
<td>$\text{H}_2\text{O}_2\cdot\text{Cl}^-$</td>
<td>$\text{CH}_2\text{CHO}$</td>
</tr>
<tr>
<td>$\text{CH}_3\text{CH}_2\text{OH}$</td>
<td>$\text{NH}_2^+$</td>
<td>$\text{COO}^-$</td>
<td>$\text{MPO}$</td>
<td>$\text{H}_2\text{O}_2\cdot\text{Cl}^-$</td>
<td>$\text{CH}_3\text{CH}_2\text{CHO}$</td>
</tr>
<tr>
<td>&amp; &amp; &amp; $\downarrow\text{H}_2\text{O}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp; &amp; &amp; $\text{CH}_2=\text{CH}-\text{CHO}$</td>
<td>$\text{Acrolein}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&amp; &amp; &amp; $\text{OH}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\hline
\end{tabular}
\end{center}

\textbf{Figure 8.} Reaction pathway for the generation of $\alpha$-hydroxy and $\alpha,\beta$-unsaturated aldehydes from hydroxy-amino acids by myeloperoxidase (MPO) (adapted from Anderson \textit{et al.}, 1997; Cadet \textit{et al.}, 2003).
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1.4 Genotoxicity of Reactive Nitrogen Species

Chronic inflammation has been shown to predispose individuals to cancer (Ohshima and Bartsch, 1994). The process of chemical carcinogenesis is currently viewed as a series of steps involving both mutation and increased cell proliferation. Important to carcinogenesis via the inflammatory process is the unregulated or prolonged production of cellular toxins. Over the past decade, there has been significant progress in defining the products arising in the reactions of DNA and other cellular molecules with agents generated by inflammatory cells (Dedon and Tannenbaum, 2004). In this section of the thesis, the genotoxicity of RNS with regard to the direct genotoxicity by N₂O₃, ONOO⁻ and NO⁻, and the indirect genotoxicity due to activation of nitrosamines, lipidoxidation-induced DNA damage, inhibition of DNA repair enzymes, will be reviewed. Epigenetic modification by RNS will also be addressed.
A. DNA Damage by Reactive Nitrogen Species

*Direct DNA Damage*

Direct damage to DNA by RNS is governed by essentially three chemical processes: deamination, oxidation and nitration (Burney et al., 1999; Dedon and Tannenbaum, 2004; Tamir et al., 1996). One of the key questions in the *in vivo* chemical biology of inflammation is which chemical process, if any, predominates.

**Nucleobase Deamination.** Deamination of primary amines *in vivo* is mediated primarily by the nitrosative chemistry of $N_2O_3$, a derivative of NO' and O$_2$ (Lewis et al., 1995a; Wink et al., 1996). Nitrosative chemistry also occurs through oxidative nitrosylation, which involves oxidation of amines to their corresponding radicals by oxidants such as ONOO', followed by rapid coupling with NO' (Espey et al., 2002). N-Nitrosation of a primary amine initially produces a nitrosamine, which is quickly followed by the replacement of NH$_2$ group with HO$^-$ group. In this way, nitrosation of exocyclic amines in DNA nucleobases results in the conversion of cytosine to uracil (dU in nucleoside form), guanine to xanthine (dX in nucleoside form) and oxanine (dO in nucleoside form), methylcytosine to thymine (dT in nucleoside form), and adenine to hypoxanthine (dI in nucleoside form), and abasic sites, as well as inter- or intra-strand cross-links (Figure 9).

Several lines of evidence have demonstrated the formation of base deamination products following NO' exposure. As discussed earlier, prolonged exposure of nucleic acids to NO' gas resulted in nucleobase deamination (Caulfield et al., 1998; Merchant et al., 1996; Nguyen et al., 1992; Wink et al., 1991), while exposure of whole cells to NO' gas or NO'-releasing drugs also...
led to significant increases in base deamination products (Grishko et al., 1999; Nguyen et al., 1992). Similar results were found in activated macrophages (deRojas-Walker et al., 1995). The observation of single strand breaks in cellular DNA following NO' exposure was originally attributed to the depurination of dX (deRojas-Walker et al., 1995; Nguyen et al., 1992), but later studies demonstrated that dX was a relatively stable lesion (Vongchampa et al., 2003). Other factors, such as DNA repair and the presence of ONOO' chemistry in vivo were likely the real causes of the DNA strand breaks (Spek et al., 2002; Spek et al., 2001). Furthermore, adjacent guanines can cross-link by an N2O3-mediated conversion of the amine on one guanine to a diazonium ion, followed by the attack of the exocyclic amine of the neighboring dG (Caulfield et al., 2003).

**Nucleobase Oxidation.** The oxidative chemistry associated with RNS is mediated primarily by ONOO' with additional contributions from NO2' (Burney et al., 1999; Dedon and Tannenbaum, 2004; Szabo and Ohshima, 1997). In addition to DNA strand breaks, ONOO' and its CO2 adduct, ONO2CO2-, react preferentially with dG due to its low oxidation potential relative to the other bases (Figure 10). The reaction with dG produces several primary oxidation products including 8-oxo-dG, 5-guanidino-4-nitroimidazole (Nitrolm), 2,2-diamino-4-{(2-deoxypentofuranosyl) amino}–5(2H)–oxazolone (oxazolone; OZ), and 8-nitro-dG as shown in Figure 11.

There are several important features of ONOO'-mediated DNA damage. The first is the ability of ONOO' to oxidize 8-oxo-dG due to its low redox potential. As shown in Figure 12, the resulting collection of secondary oxidation products has been well characterized by several groups (Niles et al., 1999; Niles et al., 2000). The second issue involves the roles of ONOO'
concentration and delivery rate on the chemistry of 8-oxo-dG oxidation, which changes in the spectrum of lesions with changes in the ONOO⁻ flux. As the ONOO⁻ flux is lowered, for instance when switching from bolus addition to infusion, or to SIN-1-mediated in situ ONOO⁻ production, spiroiminodihydantoin (Sp) formation increases largely at the expense of {3-(2-deoxy-b-D-erythro-pentofuranosyl)-2,5-dioxo-4-imidazolidinylidene}-guanidine (DGh) (Dedon and Tannenbaum, 2004) (Figure 12). The final issue relates to the effect of CO₂ on the chemistry of ONOO⁻-induced DNA damage. The presence of CO₂ caused a shift from deoxyribose oxidation to base oxidation and nitration with little change in the total number of lesions (Kennedy et al., 1997).

**Nucleobase Nitration.** ONOO⁻ and ONO₂CO₂⁻ have been shown to react with DNA to form nitrated nucleosides, the most abundant of which involves nitration of dG to 8-nitro-dG (Burney et al., 1999; Tretyakova et al., 1999; Yermilov et al., 1995a). 8-Nitro-dG is unstable and undergoes depurination with a half-life of a few hours to form an abasic site. In the presence of bicarbonate, a significant portion of base damage consists of 8-nitro-dG (Yermilov et al., 1995a; Yermilov et al., 1995b). Alternatively, 8-nitro-dG may decompose by reaction with another equivalent of ONOOH to form 8-oxo-dG (Lee, J.M, 2002). 8-Nitro-dG has been proposed as a biomarker for ONOO⁻-mediated DNA damage since it was assumed to form only by ONOO⁻, but not nitrous acid, tetrainitromethane or NO⁻-releasing compounds (Yermilov et al., 1995a; Yermilov et al., 1995b). However, new sources of 8-nitro-dG formation have been identified. For example, Byun et al. reported its formation from the reaction of dG with nitryl chloride (NO₂Cl) and/or nitrogen dioxide radical (NO₂⁻) that are produced in activated phagocytes at sites of inflammation (Figure 13) (Byun et al., 1999). Nitryl chloride is capable of nitrating guanine,
tyrosine, and lipids as well as chlorinating and oxidizing tyrosine (Byun et al., 1999; Eiserich et al., 1996; Schmitt et al., 1999). Suzuki and co-workers reported formation of 8-nitro-dG in reactions of dG with an NO'/O2 gas mixture under physiological conditions (Suzuki et al., 1999). Under the same condition, Yamada and co-workers identified a new guanine nitration product, N7-nitro-2'-deoxyguanosine (Figure 14) (Yamada et al., 2003).

![Diagram of nucleobase deamination](image)

**Figure 9.** Products of N-nitrosative nucleobase deamination
Figure 10. Structures of typical DNA base modifications caused by ROS and RNS (adapted from Ohshima et al., 2003; and Cadet et al., 2003)
Figure 11. Oxidation products from the reaction of dG with ONOO\(^-\) (Primary oxidation products; adapted from Dedon and Tannenbaum, 2004)

Figure 12. Oxidation products of dG reaction with ONOO\(^-\) (Secondary oxidation products; adapted from Dedon and Tannenbaum, 2004)
Figure 13. Formation of 8-nitro-dG and 8-nitro-dX from the reaction of dG and nitryl chloride (NO₂Cl) (adapted from Byun et al., 1999; and Cadet et al., 2003).

Figure 14. Formation of N²-nitro-2'-deoxyguanosine (N²-nitrodG) from the reaction of dG with NO'/O₂ (adapted from Yamada et al., 2003)
**Indirect DNA Damage**

Indirect DNA damage is mediated by electrophiles arising from reactions of RNS and ROS with proteins, carbohydrates, lipids and, in some cases, nucleic acids themselves. Perhaps the best-characterized examples of indirect DNA damage come from studies of lipid peroxidation and deoxyribose oxidation. As discussed earlier, lipid peroxidation gives rise to a variety of α,β-unsaturated aldehydes and diketo compounds (Figure 6) that can react with the heterocyclic and exocyclic nitrogens of DNA nucleobases to form mono- and bis-adducts. For example, hydroxyalkenals can react directly with DNA nucleobases to form propano and ethano adducts as shown in Figure 15. Those hydroxyalkenals can be further oxidized to form epoxides of the hydroxyalkenals and subsequently react with DNA nucleobases to form the unsaturated etheno adducts as shown in Figure 16 (Chen and Chung, 1996; Chung et al., 1996). Etheno adducts have been detected in a variety of human tissues and animal models. Formation of ε-dA and ε-dC occurred in the SJL-mouse model as a consequence of NO' overproduction after injection of RcsX (pre-B lymphoma) cells (Nair et al., 1998b). Compared to the controls, the SJL/RcsX mice showed ~6-fold increases in the levels of etheno-adducts of dA and dC in the spleen DNA. Etheno adducts of DNA nucleobases were also found to be elevated in tissues of cancer-prone patients and rodents (liver, pancreas, colon) as a consequence of persistent oxidative stress, which suggests that promutagenic etheno-adducts, among other oxidative damage, could drive cells to malignancy (Nair et al., 1997; Schmid et al., 2000b). In the cases of patients, the products generated are mainly the known cyclic pyrimidopurinone (M,G) and acyclic adducts formed with deoxyadenosine (M,A) and deoxycytidine (M,C) for the MDA reactions (Stone et al., 1990; Winter et al., 1986; Yi et al., 1997) (Figure 15).
Another example involves adduct formation of MDA, a product of lipid peroxidation, and its structural analogs, the base propenals, which are derived from the oxidation of deoxyribose in DNA. Both MDA and base propenals can react with dG to form the exocyclic pyrimidopurinone adduct, M,G (Dedon et al., 1998; Marnett, 2002a). This adduct has been detected in the livers of 6-week-old rats at the level of ~ 6 lesions per 10^7 nt and in comparable levels in human (Chaudhary et al., 1994b), but the level of M,G in 2-year-old rats is nearly double (Chaudhary et al., 1994b). The central question now is which species, MDA or base propenals, is responsible for the formation of M,G in vivo. Base propenals have been shown to be more reactive and mutagenic than MDA (Plastaras et al., 2000). Recent studies by Zhou and Dedon showed increased level of M,G even in cells that lack polyunsaturated fatty acids (PUFA) in cell membrane following exposure to ONOO\(^-\), which suggests that base propenals may be critical for the formation of M,G in DNA (manuscript submitted). This observation implies that products derived from direct DNA oxidation may be an important source for DNA damage.

This review of direct and indirect DNA damage produced by ROS and RNS highlights the complexity of inflammation-induced damage that could be encountered in animal models and human tissues. One of the goals of the research undertaken in this thesis is to resolve this complexity by developing sensitive analytical methods to quantify DNA lesions hypothesized to arise at sites of inflammation. Application of this method to studies in cell and animal models should provide important insights into understanding the relationship between DNA damage and mutations associated with cancer formation at sites of inflammation. The issue of mutations is addressed next.
Figure 15. Structures of MDA adducts of dG, dA and dC

Figure 16. Structures of etheno adducts of dG, dA and dC formed upon reaction of oxidized α,β-unsaturated aldehydes with DNA bases
B. Mutations and Mechanisms of Mutagenesis Associated with Reactive Nitrogen Species

DNA lesions formed by RNS have the potential to cause mutations, with numerous studies have demonstrating the mutagenicity of exposure to both exogenous and endogenous NO'. Mutations in the supF gene in plasmid pSP189 by \textit{in vitro} treatment with NO' gas, NO' donor drugs, or peroxynitrite were characterized at the molecular level (Juedes and Wogan, 1996; Routledge et al., 1994). NO' gas is mutagenic in \textit{Salmonella typhimurium} and human lymphoblastoid cells (Zhuang et al., 2000), with a mutation spectrum that is characterized mainly by G:C → A:T and A:T → G:C transitions (Zhuang et al., 2000). This is different from that observed with peroxynitrite, which consists primarily of point mutations consisting of G:C → T:A or G:C → C:G transversions (Juedes and Wogan, 1996; Routledge et al., 1994). The fact that the majority of base substitutions caused by ONOO' are located at GC base pairs, including G:C→T:A transversions, G:C→C:G transversions (Juedes and Wogan, 1996) is consistent with involvement of 8-oxo-dG, 8-nitro-dG (depurination to form an apurinic site) and secondary products of 8-oxo-dG oxidation, including spiroiminodihydantoin, guanidinohydantoin, and iminoallantoin, which are further oxidized products of 8-oxo-dG(Niles et al., 1999; Niles et al., 2000; Burrows et al., 2002).

Mutagenic effects of ROS and RNS produced by activated neutrophils and macrophages have also been clearly demonstrated in several \textit{in vivo} systems. TPA-activated human neutrophils caused malignant transformation in C3H 10T1/2 mouse fibroblasts (Weitzman et al., 1985). iNOS of neutrophils that infiltrated into tumors has been shown to induce mutations in the hprt locus of Mutatec tumor cells (Sandhu et al., 2000), while an increased mutation frequency in the hprt locus was observed in mouse macrophage cells that were stimulated for
sustained NO' production (Zhuang et al., 1998). Interestingly, the types and proportion of hprt mutations were strikingly similar to those associated with long-term NO' exposure, suggesting that NO' exposure results in gene mutations through mechanisms that may also contribute to spontaneous mutagenesis (Zhuang et al., 1998). RNS formed by activated macrophages in the spleen of lac Z-transgenic SJL mice were responsible for an increased mutation frequency, which was prevented by administration of N-methylarginine, an inhibitor of NOS (Gal and Wogan, 1996). High levels of NO' and RNS produced in the lung of wild-type mice infected with Sendai virus, but not in iNOS-deficient mice, were shown to cause elevated viral RNA mutations (indicated gene) (Akaike et al., 2000).

NO' has also been shown to induce mutations in chronic inflammatory diseases, as illustrated by ulcerative colitis (UC). UC is an inflammatory bowel disease (IBDs) of unknown etiology and is characterized by uniform and continuous inflammation and genomic instability (Loeb and Loeb, 1999; Riddell et al., 1983). Increased iNOS staining has been observed in UC lesions, suggesting NO' production (Singer et al., 1996). Harris and coworkers have examined p53 mutations in colon tissue from UC patients and normal controls to investigate whether UC lesions contained a high p53 mutation load compared with normal colon. Higher p53 mutant frequencies for both C:G→A:T transitions at the CpG site of codon 248 and C:G→T:A transitions at codon 247 were observed in colonic lesions from the 18 UC cases when compared with 10 normal adult controls (Hussain et al., 2000). Additionally, iNOS activity was shown higher in colonic lesions from the 18 UC cases than that in the then non-UC adult controls (Hussain et al., 2000), which further confirmed the association between NO' production and p53 mutations.

Another mechanism of RNS-induced mutagenesis may involve cytosine methylation, a key element in the control of gene expression (Yu and Kone, 2004). Altered methylation does not
involve mutations per se, but rather leads to aberrant gene expression, in part, by affecting the ability of methylation-sensitive DNA-binding proteins to interact with their regulation sites (Samiec and Goodman, 1999). ROS and RNS can modify DNA methylation patterns by several mechanisms. For example, replacement of guanine with 8-oxo-dG greatly decreases methylation of adjacent cytosines, suggesting a role for oxidative injury in the formation of aberrant DNA methylation patterns during carcinogenesis (Weitzman et al., 1994). Additionally, oxidative DNA damage can interfere with the ability of methyltransferases to interact with DNA, thus resulting in a generalized hypomethylation of cytosine residues at CpG sites (Turk et al., 1995).

Accumulation of DNA damage during inflammation represents the net result of both direct damage and ineffective repair. NO\(^\cdot\) and its derivative reactive species can directly damage DNA, but, mammalian cells have rich and complex mechanisms to repair the genome (Table 5). DNA damage in inflammation can be excised from DNA by multiple pathways and BER is quantitatively the most important (Jaiswal et al., 1998). Unfortunately, several key DNA repair enzymes are inhibited by NO\(^\cdot\)-mediated nitrosylation of cysteines at the active sites, including 6-O-alkyl DNA transferase (Laval and Wink, 1994), foramidopyrimidine glycosylase (Wink and Laval, 1994b), xeroderma pigmentosum A protein (Morita et al., 1996), and DNA ligases with active site lysine residues (Lindahl and Barnes, 1992). Further, cytokine-mediated induction of iNOS with NO\(^\cdot\) production is associated with diminished global DNA repair capacity in cholangiocarcinoma cell lines (Jaiswal et al., 2000). Thus, NO\(^\cdot\) may give the cell a double hit by both damaging the DNA and inhibiting its repair processes. This effect of NO\(^\cdot\) and its reactive species may further make NO\(^\cdot\) one of the pivotal mediators linking inflammation and carcinogenesis.
Table 5. DNA repair pathways in mammalian cells

<table>
<thead>
<tr>
<th>Repair mechanism</th>
<th>Description and examples</th>
</tr>
</thead>
</table>
| Direct repair             | • Photoreversal of UV-induced pyrimidine dimmers by DNA photolyase  
                             • Removal of methyl group from O6-methylguanine by methyltransferase  
                             • Oxidative dealkylation of 1-methyladenine and 3-methylcytidine in DNA by AlkB (Anantharaman et al., 2001; Daniels and Tainer, 2000; Koivisto et al., 2003; Sancar, 1994; Todo et al., 1993; Welford et al., 2003) |
| Base excision repair      | • Executed by substrate-specific DNA glycosylases.  
                             • Executed by a complex multisubunit enzyme system that makes dual incisions bracketing the lesion in the damaged strand  
                             • Factors of the human excision nuclease: XPA, RPA, XPC, TFIH, XPG, XPF-ERCC1 (Branum et al., 2001; Petit and Sancar, 1999) |
| (BER)                     | • Recognize oxidized/reduced bases, alkylated (usually methylated) bases, deaminated bases (e.g., uracil, xanthine), or base mismatches.  
                             • Examples, UDG, Fpg (Frosina et al., 1996; Matsumoto and Kim, 1995; McCullough et al., 1999) |
| Nucleotide excision       | • Major repair system for bulky DNA lesions  
                             • Executed either by homologous recombination (HR) or nonhomologous end-joining (NHEJ)  
                             • HR depends mainly on Rad51-family proteins  
                             • NHEJ depends mainly on DNA-PK complex (Ferguson and Alt, 2001; Gottlieb and Jackson, 1993; Petrini, 1999; Rouse and Jackson, 2002; Sung, 1994) |
| repair (NER)              | • Executed by substrate-specific DNA glycosylases.  
                             • Executed by a complex multisubunit enzyme system that makes dual incisions bracketing the lesion in the damaged strand  
                             • Factors of the human excision nuclease: XPA, RPA, XPC, TFIH, XPG, XPF-ERCC1 (Branum et al., 2001; Petit and Sancar, 1999) |
| Double-strand break       | • Executed either by homologous recombination (HR) or nonhomologous end-joining (NHEJ)  
                             • HR depends mainly on Rad51-family proteins  
                             • NHEJ depends mainly on DNA-PK complex (Ferguson and Alt, 2001; Gottlieb and Jackson, 1993; Petrini, 1999; Rouse and Jackson, 2002; Sung, 1994) |
| repair                    | • In the error-free pathway, a replication fork induces a double-strand break upon encountering a X-link, followed by HR repair pathway  
                             • In the error-prone pathway, NER pathway makes the dual incision, followed by an error-prone polymerase (such as Poh) fills in the gap (Jachymczyk et al., 1981; McHugh et al., 2000; Van Houten et al., 1986) |
| Repair of cross-link      | • Executed by either error-free mechanism or error-prone pathway  
                             • In the error-free pathway, a replication fork induces a double-strand break upon encountering a X-link, followed by HR repair pathway  
                             • In the error-prone pathway, NER pathway makes the dual incision, followed by an error-prone polymerase (such as Poh) fills in the gap (Jachymczyk et al., 1981; McHugh et al., 2000; Van Houten et al., 1986) |
| (X-link)                  |                                                                                                                                                         |
1.5 Biomarkers of Inflammation

A biomarker is defined as a biological parameter (gene, metabolite or protein) or laboratory measurement that occurs in association with a physiological or pathological process and that has putative diagnostic or prognostic utility (Lesko and Atkinson, 2001; Rolan et al., 2003). In the free radical studies performed here, the working definition can be more narrowly defined as a chemical change in a biological molecule caused by reactions with RNS, RHS and ROS (Griffiths et al., 2002). The rationale for this definition is that true biomarkers serve to establish the chemistry leading to molecular changes, such as mutation and cell signaling, which in turn lead to cellular responses on the pathway to cancer.

A. Criteria for Biomarkers

In the development of any biomarker, there are three basic steps (Halliwell, 2002), the first of which is to identify DNA and protein lesions that are specific to the disease in question. As discussed earlier, the specific lesions dealt with in this thesis are the four nucleobase lesions arising from nitrosative deamination of DNA caused by chemical mediators of inflammation. The second step in biomarker development is to create and validate analytical methods. This is addressed in Chapter 2 with the development of an LC/MS method to quantify the nucleobase deamination products, with validation in vitro and in vivo in Chapters 3-4. The final step is to demonstrate that changes in the levels of the markers correlate with the pathophysiology of inflammation and subsequent carcinogenesis. If DNA lesions represent a critical link in the pathway to cancer (Feig et al., 1994; Grisham et al., 2000), then their formation in inflamed tissues must be proven and a relationship between the quantities of the various lesions and
disease progression must be established. This facet of biomarker development is addressed in Chapter 5.

There are different expectations regarding the information that biomarkers can yield. Broadly, biomarkers may yield information on three levels of disease outcome: (i) as measurable endpoints of damage to proteins/amino acids, DNA molecules, lipids, and carbohydrates; (ii) as functional markers of, for example, blood flow, platelet aggregation, or cognitive function; and (iii) as endpoints related to specific disease. Biomarkers in the first category may ultimately be proven to relate directly to functional changes and disease. In the meantime, they can yield important information on the nature of pathological processes like inflammation, particularly regarding the nature of the radical-induced damage, compartmentalization and bioavailability, as well as antioxidant action.

As reviewed by Griffiths et al. (Griffiths et al., 2002), a valid biomarker should, to a large extent, meet the criteria of a major, stable, representative chemical modification that is implicated directly in the development of disease and can be determined by a specific, sensitive, reproducible and robust assay free of confounding factors. Further, the biomarker should be accessible in a target tissues or a valid surrogate tissue such as a leukocyte (Griffiths et al., 2002).

The current status of biomarkers in the context of the desirable properties listed above has recently been reviewed by several elegant articles, including Leasko and Atkinson, 2001, Griffiths et al., 2002, and Rolan et al., 2003. The review that follows will only focus on biochemical markers of the inflammatory process. The chemistry of formation of each biomarker will be considered along with an overview of the current analytical procedures,
highlighting the limitations and validity of each biomarker where possible. Finally, their application as endpoint analytes in supplementation studies will be discussed.

B. Protein Biomarkers

Protein nitration and nitrosation are becoming increasingly recognized as prevalent, functionally significant post-translational protein modifications that serve as indicators of NO'-mediated oxidative inflammatory reactions. The processes of protein nitration and nitrosation introduce new functional groups that contribute to altered protein function and turnover. Improved characterization of the impact of these protein modifications has revealed a spectrum of secondary effects including fragmentation, cross-linking and unfolding, which may accelerate or hinder proteolytic and proteosome-mediated turnover that ultimately leads to changes in the catalytic activity of enzymes, cytoskeletal organization and cell signal transduction (Dean et al., 1997).

**Tyrosine Nitration**

NO'-dependent nitration of protein tyrosine (Tyr) to 3-nitrotyrosine (NO₂Tyr) was found to occur under inflammatory conditions (Greenacre and Ischiropoulos, 2001), resulting in a post-translational modification that reflects the extent of oxidant production during both physiological and pathological conditions. NO₂Tyr and its deaminated and decarboxylated metabolite, 3-nitro-4-hydroxyphenylacetic acid, were first observed in the urine of humans with sepsis, a pathologic process that involves a widespread release of inflammatory mediators leading to organ injuries (Ohshima et al., 1990) (Figure 17).
There is an abundance of literature referring to the studies of cell and tissue protein nitration. In most of these reports, detection of nitrated Tyr residues derives from the use of anti-NO$_2$Tyr antibodies for analysis by immunohistochemistry (Gal et al., 1997), western blot, enzyme-linked immunoabsorbent assays and, in some cases, immunoaffinity purification prior to analysis of hydrolyzed protein and tissue homogenates by HPLC (Lorch et al., 2002). While the anti-NO$_2$Tyr has been proven useful in a variety of applications, there are limitations with respect to quantitation and the antigenic specificity of the anti-NO$_2$Tyr immunoreagents. More recently, the concomitant application of proteomics-based strategies for the analysis of nitrated proteins in vitro and in vivo has yielded important information about the extent of nitration of specific amino acids and the functional significance of the lesions (Nikov et al., 2003). An illustrative example comes from the study of the nitration of serum albumin, a clinically relevant dosimeter that may reflect the extent and nature of vascular oxidation and nitration reactions. Albumin is the most abundant protein in the vascular compartment and it contains 18 Tyr residues. Recently, three novel nitration sites were identified at Tyr$^{84}$, Tyr$^{341}$, and Tyr$^{332}$ or Tyr$^{334}$ bovine serum albumin treated with ONOO$^-$ in vitro (Nikov et al., 2003).
Figure 17. Representative pathways for biological formation of 3-nitrotyrosine. This product has been widely assumed to arise from the interaction of ONOO\(^\cdot\), and secondary oxidants derived from ONOO\(^\cdot\), with tyrosine-containing proteins. However, several alternative pathways exist, including one mediated by the enzyme myeloperoxidase (MPO), which may be important in respiring tissues. tyr, tyrosine; tyr\(^\cdot\), tyrosyl radical.

**Nitrosothiols**

NO\(^\cdot\) derivatives are able to nitrosate a number of nucleophilic sites on proteins, including amines, aromatic rings, alcohols, and reduced sulfur (thiol), among which the thiol group is most active (Zhang and Hogg, 2004). The modification of thiol residues by NO\(^\cdot\) derivatives to produce a S-nitrosothiol (SNO) was originally proposed to have a role in physiology (Stamler et al., 1992a). Since then, about 115 different proteins, including kinases, channels, transcription factors, structural proteins, proteases, and respiratory enzymes, have so far been identified as targets for the SNO formation, suggesting that S-nitrosylation may represent a physiological modification in the signaling pathway of NO\(^\cdot\) (Stamler et al., 2001).
The formation of SNO has been considered to occur mainly via $N_2O_3$, following the autoxidation of NO' (Kharitonov et al., 1995). It should occur more readily under inflammatory conditions where the flux of NO' is greatly increased and in lipid-rich environments where the hydrophobicity of NO' should cause it to accumulate (Figure 18).

The detection of SNO has often employed chemiluminescent or colorimetric methods to measure the nitrite or NO' generated from the spontaneous decomposition of NO' that is released from SNO by mercury salts (Ewing and Janero, 1998). These methods involve equipment and expertise not always found in most laboratories and large amounts of nitrite can interfere with these methods under acidic conditions. To overcome these problems, two methods have been devised to detect SNO-derived nitrosating species at neutral pH (Wink et al., 1999). One is a colorimetric assay that has a detection range of 0.5-100 $\mu$M, while the other is a fluorometric assay that is claimed to be effective in the range of 50-1,000 nM (Wink et al., 1999). However, all of these methods are still subjected to adventitious generation of SNO from nitrite and thiols when samples are subjected to acidification, which suggests that there is further room for the development of analytical methods to quantify this important NO' derivative.

In summary, protein nitration and nitrosation represent potentially useful biomarkers of chronic inflammation due to their functional importance in diverse physiological and pathological responses.
A model of S-nitrosothiol formation and metabolism in mammalian cells. GSSG, glutathione disulfide; GSH-FDH, GSH-dependent formaldehyde dehydrogenase; iNOS, inducible nitric oxide synthase; NO, nitric oxide (adapted from Cadet et al., 2003; and Zhang and Hogg, 2004).

C. Biomarkers of Lipid Peroxidation

Lipid peroxidation such as that caused by ONOO⁻ (Darley-Usmar et al., 1992; Radi et al., 1991; van der Veen and Roberts, 1999), involves H-atom abstraction from the methylene groups conjugated to pairs of carbon-carbon double bonds that define polyunsaturated fatty acids, subsequent peroxyl radical formation and degradation, produces a range of products, among which malondialdehyde (MDA) and 4-hydroxynonenal (4-HNE) are prominent (Darley-Usmar et al., 1992; Marnett, 2002a; Radi et al., 1991). The biological activities of MDA and 4-HNE...
include the formation of DNA-protein cross-linking and DNA adducts, which alter the function or activity of these molecules. MDA and 4-HNE have been shown to be toxic to tissues (Mukai and Goldstein, 1976).

Direct lipid peroxidation products have been regarded as inappropriate biomarkers of inflammation owing to the difficulty of detecting and identifying the products. One of the most frequently used methods for MDA detection is thiobarbituric acid (TBA) derivatives (Yu and Sinnhuber, 1957) (Figure 18). Despite its simplicity, the TBS assay is fraught with errors that reduce its reliability (Janero, 1990). One reason for this is the instability of MDA. The other is that TBA also reacts with various other dialdehydic or α,β-unsaturated aldehydes, which make the separation of MDA adduct and the interfering products using HPLC a required step. Further, the HPLC assay accurately measures MDA–TBA, but there is no guarantee that the MDA present has arisen from oxidative processes. Finally, the exact intensity of color that is formed during the TBA reaction depends on the type and strength of the acid that is used. Since different laboratories use different TBA assays, it is difficult to compare results from the literature.

![Figure 18. Reaction of TBA (1) and MDA (2) leading to the TBA–MDA](image)

The direct Schiff's reaction has also long been employed for the histochemical identification of aldehydes in tissues, and was used for the visualization of lipid peroxidation in organs,
particularly liver (Benedetti et al., 1984; Pompella et al., 1987). However, the use of the Schiff’s reaction is limited by poor reproducibility and false-positive results induced by the strong acidity of the reagent in tissues rich in plasmalogens (Toyokuni et al., 1994). Subsequent improvements include the use of mild 3-hydroxy-2-naphthoic acid hydrazide (NAH) and the use of fluorescent reagents (Hedley and Chow, 1992).

A significant improvement in the measurement of direct lipid peroxidation products has been recently obtained with the availability of the advanced mass spectrometry techniques. Andreoli et al. established a method for simultaneous determination of several classes of aldehydes in exhaled breath condensate using liquid chromatography/atmospheric pressure chemical ionization tandem mass spectrometry (Andreoli et al., 2003). Nagy et al. successfully detected several aldehydes in complex biological matrices such as milk and blood (Nagy et al., 2004). With improvement of the detection methods, direct lipid peroxidation products, like HNE, are becoming attractive biomarkers of oxidative stress (reviewed in Zarkovic, 2003).

D. DNA Biomarkers

DNA is an important target for attack by endogenous oxidants and it is widely thought that continuous oxidative damage to DNA is a significant contributor to the age-related development of major cancers, such as those of the colon, breast, rectum, and prostate (Ames et al., 1993; Halliwell, 1999). As reviewed earlier, a constellation of DNA damage products arising from inflammation has been identified, among which 8-oxo-dG and etheno adducts of dA and dC have drawn a great deal of attention in the efforts aimed at developing biomarkers of oxidative stress (Bartsch et al., 2002).
8-Oxo-2'-deoxyguanosine (8-oxo-dG)

8-Oxo-dG is one of the most thoroughly studied DNA oxidative lesions. The presence of 8-oxo-dG residues in DNA can lead to G:C to T:A transversion mutation (Cheng et al., 1992). Furthermore, a direct correlation between 8-oxo-dG formation and carcinogenesis in vivo has been claimed in several studies (Feig et al., 1994; Floyd et al., 1986). Major efforts have been devoted to the development of accurate assays for its measurement (reviewed in Cadet et al., 2002b). These assays can be grouped into "indirect" approaches that include alkaline elution, alkaline unwinding and the comet assay, and "direct" approaches that consist of post-labeling, HPLC, GC-MS, LC-MS and LC-MS/MS. In order to understand the biological consequences of DNA damage, it is imperative to know the chemical structure of a DNA modification observed in a spectrum of lesions. Methods like the comet assay involve enzymatic derivatization, although very sensitive, detect only the oxidative lesions recognized by the enzyme, which generally means more than one lesion. Thus, for the sake of brevity, the review that follows is focused on "direct approaches".

The post-labeling assay for the analysis of oxidative DNA adducts relies on enzymatic incorporation of $^{32}$P into deoxynucleoside-forms of adducts and is very sensitive (~1 lesion per $10^9$ nt) and reproducible (Cui et al., 1995; Moller et al., 1996; Zeisig and Moller, 1995). However, post-labeling method is not applicable to the detection of 8-oxo-dG because of the autoxidation of dG by $^{32}$P and the post-labeling process (Moller and Hofer, 1997). A pre-purification of 8-oxo-dG prior to $^{32}$P labeling dramatically reduced the level of further dG oxidization (Zeisig et al., 1999). Coupling the post-labeling method to HPLC separation also enabled the analysis of complex mixtures (i.e., human tissues) (Zeisig and Moller, 1997).
HPLC methods are widely used for the measurement of 8-oxo-dG in biological DNA samples such as animal tissue or white blood cells. However, the small extent of base oxidation requires the use of a detector more sensitive than UV absorbance, such as electrochemical detection (ECD) (Escodd, 2000).

GC-MS and LC-MS/MS, two current techniques used to analyze the DNA damage products, can unequivocally identify a wide spectrum of lesions. These two techniques can also provide rigorous quantification of lesions when used with appropriate stable isotope-labeled internal standards (reviewed in Cadet et al., 2002b). While GC-MS methods have been criticized for oxidation artefacts during sample preparation (reviewed in Cadet et al., 2002a), precautions such as HPLC purification and the use of repair endonucleases (FPG and endonuclease III) instead of acid hydrolysis to liberate the base lesions, greatly reduces artifacts (Jaruga et al., 2000).

HPLC-MS/MS methods have significantly improved the detection of oxidative DNA damage. The assay combines the efficiency of HPLC separation with the accuracy, versatility and sensitivity afforded by tandem mass spectrometry. In contrast to GC-MS methods, the LC-MS/MS methods measure DNA base damage products in form of nucleosides that exhibit suitable chromatographic properties on octadecylsilyl silica gel (ODS) columns and are easily fragmentated to unique daughter ions that enable highly specific and sensitive detection (reviewed in Cadet et al., 2002a).

LC-MS/MS was first applied to the measurement of 8-oxo-dG by Serrano et al (Serrano et al., 1996). Subsequent improvement and the method by use of isotope-labeled internal standards allowed the determination of the level of 8-oxo-dG in cellular liver DNA and in urine samples (Ravanat et al., 1998). The power of the technique is illustrated by a recent study in which six
DNA modifications (including 8-oxo-dG) were quantified in cells exposed to ionizing radiation (Frelon et al., 2000).

In summary, while 8-oxo-dG has been widely studied in human tissues, the ease of its formation as an artifact and the ease of its oxidation suggest that it is not appropriate for use as a biomarker of inflammation and oxidative stress. Also, 8-oxo-dG is not a unique marker for inflammation, since other pathophysiological processes lead to its formation. Another potential problem exists for the use of 8-oxo-dG as a marker of oxidative stress in chronic inflammation/infection due to its further reaction with ONOO⁻ to form secondary oxidative products (reviewed in Dedon and Tannenbaum, 2004).

DNA Etheno Adducts

Lipid peroxidation leads to the formation of reactive species such as 4-hydroxynonenal (HNE) and malondialdehyde (MDA). These reactive electrophiles can alkylate DNA bases to yield the promutagenic lesions shown in Figures 15 and 16. Exocyclic DNA adducts of endogenous origin are recognized as potential biomarkers of oxidative stress and cancer etiology, and also in the assessment of the efficacy of chemopreventive agents (Bartsch and Nair, 2000a; Bartsch and Nair, 2000b; Guengerich, 2001; Marnett and Plastaras, 2001)

MDA reacts with nucleic acid bases at physiological pH to form adducts to dG, dA, and dC (Figure 15), but comparison of the yields of the various adducts produced in the reaction of MDA with DNA in vitro indicates that M₁G is produced in at levels ~5-fold higher than M₁A, with M₁C formed in trace amounts (reviewed in Marnett, 2002b). M₁G has indeed been detected in human liver (Chaudhary et al., 1994a) and leukocytes (Rouzer et al., 1997).
Etheno adducts, mainly 1,N\textsuperscript{6}-etheno-2'-deoxyadenosine (e-dA) and 3,N\textsuperscript{4}-etheno-2'-deoxycytidine (e-dC), have been detected in unstressed rodent and human tissues (Chen et al., 1999; Chung et al., 1996; Doerge et al., 2000; Nair et al., 1995; Nair et al., 1999; Roberts et al., 2001). However, the occurrence of N\textsuperscript{2},3-etheno-2'-deoxyguanosine (N\textsuperscript{2},3-dG) was only found in a few studies (Fedtke et al., 1990; Ham et al., 1999; Yen et al., 1996). Interestingly, the levels of both e-dA and e-dC were elevated in clinical situations associated with oxidative stress, such as metal storage diseases (Nair et al., 1998a; Nair et al., 1996) and chronic infections and inflammation (Nair et al., 1998b). These lesions were also shown to be increased in colon polyps of patients with familial adenomatous polyposis, who later developed carcinomas of the colon (Schmid et al., 2000a) and in white blood cell DNA from women consuming diets rich in polyunsaturated fatty acids (Nair et al., 1997).

Analysis of endogenous DNA adducts, especially low-level etheno adducts, is a challenging task that demands high specificity and sensitivity for unequivocal identification and quantification. Significant efforts have been put into the development of analytical techniques to detect basal levels of certain exocyclic DNA adducts in unexposed human and rodent tissues. Gas chromatography/electron capture negative-ion chemical ionization mass spectrometry (GC-ECNCl/MS) (Chaudhary et al., 1994a) and liquid chromatography in combination with electrospray and tandem mass spectrometry (LC-ESI/MS/MS) have been developed for the detection of M,G in DNA of human liver and leukocytes respectively (Rouzer et al., 1997). \textsuperscript{32}P-post-labelling was first employed for the detection of etheno adducts of dA and dC (Nair et al., 1995). Improvement of the \textsuperscript{32}P-post-labelling method by combining it with immunoaffinity purification to achieve the high sensitivity and specificity has been the principal approach to detect etheno adducts of dA and dC in untreated tissue (Bartsch and Nair, 2000a). On-line
immunoaffinity chromatography coupled with HPLC-ESI/MS/MS has recently been applied to the detection and automated quantification of trace levels of ε-dC in crude DNA hydrolysates (Roberts et al., 2001)

In summary, lipid peroxidation appears to be one of the major sources of endogenous DNA damage in humans that may contribute significantly to cancer and other genetic diseases linked to pathological process of inflammation. Furthermore, DNA adducts have the potential to be biomarkers of cancer and other diseases.

1.6 Summary

A growing body of evidence from human and animal studies supports a causative role for inflammation in carcinogenesis (Graham et al., 1995; IARC, 1994; IARC, 1996; Ohshima and Bartsch, 1994; Thun et al., 2004). Mechanisms by which persistent infection or inflammation increase the risk of cancer have remain unsolved. Inflammatory mediators linking chronic inflammation to carcinogenesis are numerous, but current information strongly suggests that NO' contributes to this process (Dedon and Tannenbaum, 2004; Ohshima et al., 2003). Unregulated production of this ubiquitous and physiologically important molecule leads to high levels of derivative RNS that cause oxidation, nitrosation and nitration of biomolecules. The difficulty in direct measuring these species has stimulated the complementary development of biomarkers; of particular interests here is DNA damage. DNA adducts has the potential to be excellent biomarkers in dissecting mechanism of carcinogenesis and the assessment of cancer risk imposed by a particular chemical exposure. RNS has been shown to cause three major types of DNA
modifications: deamination, oxidation and nitration. Despite huge efforts in developing oxidative DNA adducts (e.g. 8-oxo-dG) as biomarkers of inflammation, there is little known about the relative quantities of different DNA damage products arising under biologically relevant conditions. Systematic studies to define the predominant DNA damage produced by RNS will assist the evaluation of their contributions to the pathophysiological changes during inflammatory processes.

The goal of the research presented in this thesis was to develop nucleobase deamination products as biomarkers of inflammation and to study the role of these DNA lesions in the pathophysiology of inflammation-induced carcinogenesis. Three critical steps govern the development of any biomarker (Halliwell, 2002), the first of which is to identify DNA and protein lesions that are specific to the disease in question. The specific lesions dealt with in this thesis are the four nucleobase lesions, dX, dO, dI and dU, which arise from nitrosative deamination of DNA caused by chemical mediators of inflammation. The second step in biomarker development is to create and validate analytical methods. This is addressed in Chapter 2 with the development of an LC-MS method to quantify the four nucleobase deamination products, with validation in vitro and in vivo in Chapters 3 and 4 respectively in quantification of nucleobase deamination products in isolated plasmid DNA and human lymphoblastoid cells exposed to NO\(^{\cdot}\) at controlled physiological concentrations using a novel NO\(^{\cdot}\) delivery system. The final step is to demonstrate that changes in the level of the biomarkers correlate with the pathophysiology of inflammation and subsequent carcinogenesis. If DNA lesions represent a critical link in the pathway to cancer (Feig et al., 1994; Grisham et al., 2000), then their formation in inflamed tissues must be proven and a relationship between the quantities of the various lesions and disease progression must be established. This facet of biomarker...
development is addressed in Chapter 5 in study the formation of nucleobase deamination products in spleen and liver of SJL mice bearing the ResX tumor.

As a complement to the LC-MS method for the quantification of nucleobase deamination products, we developed enzymatic probes for oxidative and nitrosative DNA lesions, which is addressed in Chapter 6. These probes would not only allow differential quantification of the two types of DNA damage, but would also allow the lesions to be mapped in any DNA sequence by coupling their activity with the technique of ligation-mediated PCR.

As an extension of the biomarker study, the effects of ONOO⁻ dose and dose-rate on the DNA damage and mutations induced in the supF gene were investigated and reported in Chapter 7. The observations suggest that both dose and dose-rate at which a genetic target is exposed to ONOO⁻ substantially influence the damage and mutational response and these parameters will need to be taken into account in assessing the potential effects of ONOO⁻ in vivo.

Summarized in the Appendix I is the data consistent with a new paradigm we proposed: perturbations of nucleobase metabolism may lead to incorporation of the purine precursors hypoxanthine (I) and xanthine (X) into DNA, which can be regarded as another endogenous processes causing DNA damage that leads to human diseases such as cancer.
1.6 References


Fujisawa, H., Tsuru, S., Taniguchi, M., Zinnaka, Y., and Nomoto, K.: Protective mechanisms against pulmonary infection with influenza virus. I. Relative contribution of

- 94 -


Nair, J., Vaca, C. E., Velic, I., Mutanen, M., Valsta, L. M., and Bartsch, H.: High dietary omega-6 polyunsaturated fatty acids drastically increase the formation of etheno-DNA base


Chapter 2

Development of a Novel LC-MS Method for the Quantification of Nucleobase Deamination Products

[The work in this chapter has been published in “Dong, M., Wang, C., Deen, W. M. and Dedon, P. C. (2003). "Absence of 2'-deoxyoxanosine and presence of abasic sites in DNA exposed to nitric oxide at controlled physiological concentrations." Chem Res Toxicol 16(9): 1044-55”. A reprint of the paper is included in Appendix II]
2.1 Abstract

Nitric oxide (NO') is physiologically important at low concentrations, but at high levels this molecule has been implicated in the pathophysiology of many diseases associated with chronic inflammation, including several cancers. One challenge facing the study of NO' genotoxicity in biological systems is to define the spectrum of DNA lesions that arise in cells exposed to activated macrophages. A central question is which DNA lesions play a predominate role in the genotoxic effects of reactive nitrogen species (RNS): N\(^2\)O\(_3\)-induced base deamination products or ONOO"-induced base oxidation products. To this end, we, in collaboration with the research group of Prof. Steven Tannenbaum, have developed sensitive liquid chromatography-mass spectrometry (LC-MS) methods to quantify a collection of modified nucleobase products derived from RNS with an emphasis here on the following deamination products: 2'-deoxyxanthosine (dX) and 2'-deoxyinosine (dI) from dG; 2'-deoxyuridine (dU) from dC; and 2'-deoxyinosine (dI) from dA.

Method development began with the establishment of chromatographic conditions that provided base-line separation of all normal deoxynucleosides and deamination products. Isotopically labeled internal standards were synthesized and characterized from uniform \(^{15}\)N-labeled deoxynucleosides, chemically characterized and used to prepare calibration curves with DNA digested by a nuclease P1, phosphodiesterase, and alkaline phosphatase cocktail in the presence of coformycin, a specific inhibitor of deoxyadenosine deaminase. Conditions were optimized to achieve a detection limit of 100 fmol for each deamination product.

As an integrated part of the method development, the stability of dX in DNA was studied. Contrary to a common assumption that it is unstable and undergoes rapid depurination, we found...
that the half-life of dX in double-stranded oligodeoxynucleotide to be 2.4 yr at pH 7, showing that it is a relatively stable lesion.

The analytical method was first validated by the accurate quantification of dI in oligonucleotides containing defined quantities of this nucleobase lesion. The amount of dI detected by the LC-MS method was 100 ± 5% of the calculated value. A second validation was using an independent analytical method, the plasmid nicking assay, to quantify strand breaks in NO−-treated supercoiled plasmid DNA revealed by DNA glycosylases (uracil DNA glycosylase for dU and E. coli alkyladenine DNA glycosylase for dX and dI). The amount of dU and dX plus dI determined by the plasmid nicking assay was ~90 ± 5% of that quantified by the LC-MS method.

Finally, strategies for the improvement of the analytical method are discussed in the context of managing samples from complicated biological systems.
2.2 Introduction

Nucleobase deamination by any mechanism results in the formation of xanthine (dX as a 2'-deoxynucleoside) from guanine, hypoxanthine (2'-deoxyinosine, dl) from adenine, uracil (2'-deoxyuridine, dU) from cytosine, and thymine (2'-deoxythymidine) from 5-methylcytosine, as shown in Scheme 1. Of particular interest is the observation of Suzuki et al. that deamination of guanine by nitrous acid in vitro partitions to form both xanthine and oxanine (2'-deoxyoxanosine, dO) (Suzuki et al., 1997b).

Scheme 1: Products of N-nitrosative nucleobase deamination
A. Sources and Mechanisms of Nucleobase Deamination

Several endogenous and exogenous sources can lead to nucleobase deamination. In addition to enzymatic deamination of 2'-deoxynucleosides (Bass, 2002; Chan et al., 1975) and bisulfite-induced deamination of dC (Shapiro et al., 1974), the two major mechanisms for deamination of nucleobases in DNA are hydrolysis and nitrosation. The propensity of the hydrolytic deamination of nucleobases in DNA occurs in the order of 5-methylcytosine > cytosine > adenine > guanine (Lindahl and Nyberg, 1974; Shapiro and Klein, 1966), with a half-life of cytosine in the range of $10^2$-to-$10^3$ years in single-stranded DNA and $10^4$-$10^5$ years in double-stranded DNA (Frederico et al., 1990a; Shen et al., 1994a; Zhang and Mathews, 1994). C5-methylation of cytosine increases the rate of deamination by 2- to 20-fold (Shen et al., 1994a; Zhang and Mathews, 1994). The hydrolytic deamination of purines, however, occurs at a rate that is at least an order of magnitude slower (Karran and Lindahl, 1980), and thus, consideration of only the hydrolysis rates would suggest that the occurrence of nucleobase deamination products in DNA would be extremely limited.

Nitrosative deamination of nucleobases has been shown to occur in acidified solutions of nitrite and in oxygenated solutions in the presence of NO' (Dubelman and Shapiro, 1977; Kirchner et al., 1992; Nguyen et al., 1992; Shapiro and Pohl, 1968; Shapiro and Yamaguchi, 1972; Suzuki et al., 1997a; Wink et al., 1991). The reactive species in both cases appears to be nitrous anhydride ($N_2O_3$) (Lewis and Deen, 1994), a potent nitrosating agent that causes deamination of primary aromatic amines. The reactivity of $N_2O_3$ with nucleobases is reversed relative to the hydrolytic deamination, with xanthine formation proposed to occur at twice the rate of uracil (Caulfield et al., 1998).
Current theory, based on the chemistry of primary amines, suggests that nitrosative deamination of a nucleobase proceeds through the nitrosation of the exocyclic primary amino groups, which then leads to the formation of diazonium ions of the nucleobase as a crucial reactive intermediate (Figure 1). However, no diazonium ion of any nucleobase has ever been isolated or observed experimentally, which can be partially explained by the theoretical studies (ab initio studies) done in the Glaser group suggesting that DNA base diazonium ions are more prone to lose dinitrogen than the prototypical benzenediazium ion (Hodgen et al., 2003).

Therefore, the exact mechanism of nitrosative deamination of nucleobase still eludes definition.

![Reaction Pathways](image)

**Figure 1.** Proposed reaction pathways for the nitrosative deamination of aromatic amines by nitrous acid (adapted from Suzuki et al., 1999)

In addition to deamination of the exocyclic amines, nitrosation of the heterocyclic amines of dA and dG leads to depurination (Lucas et al., 2001; Lucas et al., 1999), as shown in Scheme 1. The mechanistic basis for depurination apparently involves nitrosation of the N\(^7\) of dG and N\(^7\) or...
\[ N^3 \] of dA, with the resulting destabilization of the glycosidic bond in the cationic bases (Lucas et al., 2001; Lucas et al., 1999).

B. Current Technologies for Quantification of Nucleobase Deamination Products

Nucleobase deamination can be measured by a variety of analytical techniques, each of which has its own advantages and drawbacks as well. Broadly, those techniques can be divided into two categories: the "indirect" approach and the "direct" approach. The first category includes those assays in which a DNA lesion is quantified by a biochemical or biological response thought to arise as a result of the specific DNA lesion. These assays include genetic assays and the combined use of a specific DNA repair enzyme and a technique to measure DNA strand breaks. The second category consists of those assays in which a DNA lesion is quantified by specific analytical means such as chromatography, spectroscopy or mass spectrometry.

Commonly, DNA molecules are first extracted (or recovered) and then subjected to either enzymatic or chemical hydrolysis. The resulting mixture of DNA constituents is fractionated by high-resolution liquid chromatography and each particular lesion is detected at the output of the chromatographic column using sensitive analytical techniques.

"Indirect" Approaches

The first of the "indirect" approaches involves genetic methods. These are represented by Frederico’s reversion of a mutant in the lacZ alpha gene coding sequence of bacteriophage M13mp2 and Shen’s reversion to neomycin resistance of a mutant pSV2-neo plasmid (Frederico et al., 1990b; Shen et al., 1994b). Though sensitive to \( \sim 1 \) modification per \( 10^7 \) normal
nucleosides, these genetic methods apply only to the measurement of the deamination rates of cytosine and 5'-methylcytosine (Frederico et al., 1990b; Shen et al., 1994b).

Another set of “indirect” DNA damage assay involves the comet assay and the alkaline elution technique. These are sensitive methods for measuring both direct DNA strand breaks and alkali-labile sites (Olive et al., 1990; Swenberg et al., 1976). In the former assay, cells are embedded in an agarose gel on a microscope slide. Then, the cells are lysed under alkaline conditions and subsequently an electrophoresis is performed. Broken DNA loops migrate more rapidly than the nonfragmented part of the nucleus towards the anode, which results in a DNA migration pattern that resembles a comet. The percentage of DNA in the tail is related to the strand break frequency. In the latter assay, cells are lysed on the top of a filter and DNA is eluted through the filter using an alkaline solution. The rapidity of DNA elution through the filter is correlated with the number of strand breaks. These two methods have been modified in association with specific DNA repair enzymes in order to monitor altered DNA bases in addition to strand breaks. For instance, combined with uracil DNA glycosylase (UDG) isolated from *E. coli*, the comet assay allows an estimation of the number of uridine residues in genomic DNA (Duthie and Hawdon, 1998; Duthie and McMillan, 1997). These techniques have the advantage of dealing with reduced numbers of cells and the elimination of a multi-step DNA purification process (Pouget et al., 2000; Pouget et al., 1999). However, the assays rely on non-chemical mechanisms for quantifying specific chemical products of DNA damage and, in most cases, have not been rigorously calibrated.
"Direct" Approaches

$^{32}$P-postlabeling, one of the most commonly used methods to quantify DNA adducts, is based on the following simple steps: DNA digestion to 3'-phosphates by a DNA exonuclease; 5'-radiolabeling of adducts using T4 polynucleotide kinase; and separation of the bis-phosphates on thin layer chromatography (TLC). Highly sensitive, the $^{32}$P-postlabeling technique is able to reliably detect DNA modifications in a level that is as low as $\sim$1 per $10^9$ nucleotides (Nair et al., 1998). Such methods, however, do not have the specificity desired for accurate and reliable quantitation, and are prone to produce false positives and artifacts. This technology has been rarely used to detect nucleobase deamination products, however, because of the poor separation of deaminated nucleobases from the normal ones on TLC (Green and Deutsch, 1984).

In the last decade, there has been a tremendous increase in the use of mass spectrometry (MS) for the analysis of DNA adducts. This increase can largely be attributed to two unique features of MS. Unlike other techniques, MS provides direct structural evidence for any given analyte, allowing for greater specificity. Furthermore, isotope-dilution MS (IDMS), which involves the use of stable isotope-labeled internal standards, allows for greater accuracy during quantification of the analytes. Among the various mass spectrometric methods, gas chromatography with negative ion chemical ionization mass spectrometry (GC-EC/MS) and liquid chromatography with electrospray mass spectrometry (LC-ESI/MS) are rapidly becoming the methods of choice in quantification of DNA adducts (Cadet et al., 2003; Koc and Swenberg, 2002; Phillips et al., 2000).

For the quantification of deamination products, most published studies have employed GC-MS techniques. In early 90's, Tannenbaum and colleagues detected increases of both xanthine and hypoxanthine in cells following NO' exposure using an electron ionization (EI) GC-MS
method (Nguyen et al., 1992). Around the same time, Blout and Ames reported a GC-EC/MS method for the quantitative detection of dU as low as 1 pg in 100 μg DNA (Blount and Ames, 1994). Successive studies have provided improvements for various individual analytes so that, even today, GC-MS is still an applied method for analysis of deamination products (Caulfield et al., 1998; Mashiyama et al., 2004; Nguyen et al., 1992).

Nonetheless, some intrinsic drawbacks continue to hinder the application of GC-MS to detect DNA damage products. DNA molecules must first be hydrolyzed by acid to nucleobases and then derivatized by silylating agents to increase the volatility of the modified bases, which is followed by gas chromatographic separation. A plethora of evidence indicates that the derivatization procedure can cause artifacts, especially for the analysis of oxidative products like 8-oxo-dG, because of the presence of large quantities of normal DNA bases that are subjected to adventitious oxidation during derivatization (Cadet et al., 2002). The acidic conditions used for depurination of DNA in GC-MS analysis are generally believed to be mild enough to release both normal and altered bases. However, we found the decomposition of dO during acidic hydrolysis (Dong et al., unpublished observations). In addition, Schein reported the adventitious formation of uracil in formic acid hydrolysates of deoxyribonucleic acids (Schein, 1966). Therefore, to reach the goal of quantifying a spectrum of deamination lesions (including dX, dO, dI and dU) simultaneously, we chose to avoid the inherent difficulties associated with GC-MS and were thus compelled to develop alternative analytical methods.

LC-MS technology integrates the efficiency of HPLC separation together with the accuracy, versatility, and sensitivity afforded by mass spectrometry, and has brought significant improvements to the measurement of DNA damage products. A good example is the successful application of LC-MS to analyze oxidized DNA bases and nucleosides, including 8-oxo-dG.
(Ravanat et al., 1998; Serrano et al., 1996), 8-oxo-dA (Podmore et al., 2000; Weimann et al., 2001), FapyGua, 5-(hydroxymethyl)-2'-deoxyuridine (5-HmdUrd), 5-formyl-2'-deoxyuridine (5-FordUrd), 5-hydroxy-2'-deoxyuridine (5-OHdUrd), and the cis and trans diastereomers of 5,6-dihydroxy-5,6-dihydrothymidine (dThdGly) (Frelon et al., 2000). In contrast, less has been done in using LC-MS to quantify base deamination products except for a few published studies about the detection of uracil or uridine (Jiang et al., 2002; Williams et al., 2003).

Given the fact that nucleobase deamination represents an important type of DNA damage and possesses a great potential to cause genomic instability and various diseases via mutagenesis and cytotoxicity, it is imperative to develop novel analytical methods to systematically and quantitatively evaluate the contribution of nucleobase deamination to a variety of biological and pathophysiological processes. The analytical method we chose to develop is an LC-MS method.
2.3 Materials and Methods

Materials. All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. dG, dA, dU, and dl were purchased from Sigma Chemical Co. (St. Louis, MO). Nuclease P1 and acid phosphatase were obtained from Roche Diagnostic Corporation (Indianapolis, IN) and phosphodiesterase I from USB (Cleveland, Ohio). Alkaline phosphatases were obtained from a variety of sources, including Sigma, Roche, USB and New England Biolabs (Beverly, MA). Coformycin was obtained from Calibochem (San Diego, CA). Plasmid pUC19 was obtained from DNA Technologies, Inc. (Gaithersburg, MD). Uniformly $^{15}$N-labeled 5'-triphosphate-2'-deoxyguanosine, 5'-triphosphate-2'-deoxyadenosine, and 5'-triphosphate-2'-deoxycytidine were obtained from Silantes (Munich, Germany). Acetonitrile and HPLC-grade water were purchased from Mallinckrodt Baker (Phillipsburg, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford, MA) was used for all other applications.

Instrumental Analyses. All HPLC analyses were performed on an Agilent Model 1100, equipped with a 1040A diode array detector. Mass spectra were recorded with an Agilent Model 1100 electrospray mass spectrometer coupled to an Agilent Model 1100 HPLC with diode array detector. UV spectra were obtained using a Beckman DU640 UV-visible spectrophotometer.

HPLC Separation Methods. Five different HPLC conditions were employed during method development. System 1 consisted of a Phenomenex LUNA C18 reversed phase column (250 x 3 mm, 5 µm particle size, 100 Å pore size, Phenomenex, Torrance, CA) with elution performed at
a flow rate of 0.4 mL/min with 1% acetonitrile in 50 mM ammonium acetate (pH 7.4) for the first 5 min, followed by a linear gradient of 1→25% acetonitrile for 5 min; holding at 25% for 10 min; then a reversal of the gradient to 1% for 5 min, and finally eluting at 1% acetonitrile over the last 5 min. System 2 consisted of a HAISIL HL C18 reversed phase column (250 x 4.6 mm, 5 μm particle size, 100 Å pore size, Higgins Analytic Inc, Mountain View, CA) with isocratic conditions of acetonitrile/H₂O (5/95 v/v) at a flow rate of 0.4 mL/min. System 3 consisted of a HAISIL HL C18 reversed phase semi-preparation column (250 x 10 mm, 5 μm particle size, 100 Å pore size) eluted with acetonitrile/H₂O (5/95 v/v) at a flow rate of 4.0 mL/min. System 4 consisted of a Varian C18 reversed phase column (250 x 4.6 mm, 5 μm particle size, 100 Å pore size, Varian Analytical Supplies, Harbor, CA) with elution performed at a flow rate of 0.4 mL/min with a linear gradient of 1→10% acetonitrile in H₂O containing 0.03% of acetic acid for 50 min, followed by a reversal of the gradient to 1% for 5 min, and eluting at 1% acetonitrile over the last 5 min. System 5 consisted of a Vydac C 18 reversed phase column (250 x 2.1 mm, 5 μm particle size, 100 Å pore size, Grace Vydac, Hesperia, CA) with elution performed at a flow rate of 0.4 mL/min with a linear gradient of 1→5% acetonitrile in H₂O containing 0.1% acetic acid for 10 min, followed by eluting at 1% acetonitrile for 5 min.

**Synthesis of dX and dO.** dX and dO were synthesized by the method of Suzuki et al. (Suzuki et al., 1997a) with modifications. Briefly, 10 mM dG was incubated with 100 mM NaNO₂ in 3.0 M sodium acetate buffer (pH 3.7) at 37 °C for 6 hr. dX and dO were purified by HPLC using system 1, with retention times similar to literature values (Suzuki et al., 1997a), followed by desalting with HPLC system 2 and drying under vacuum. Products were characterized by mass spectrometry and UV spectroscopy relative to published data (Suzuki et al., 1996).
Synthesis of $^{15}$N-labeled dX, dO, dl and dU. $^{15}$N$_5$-5'-triphosphate-2'-deoxyguanosine was dephosphorylated by incubation with alkaline phosphatase (0.5 U/µg nt) at 37 °C for 1 hr, followed by purification of $^{15}$N$_5$-dG by sequential filtration on a Microcon YM-30 column (Millipore Corporation, Bedford, MA), and then by HPLC system 2. $^{15}$N$_4$-dX and -dO were prepared as described earlier and quantified using the following extinction coefficients: $^{15}$N$_4$-dX, 7800 M$^{-1}$cm$^{-1}$ at 260 nm; $^{15}$N$_4$-dO, 5100 M$^{-1}$cm$^{-1}$ at 260 nm (Suzuki et al., 1996).

$^{15}$N$_4$-dl and $^{15}$N$_2$-dU were prepared by taking advantage of the presence of adenosine deaminase and cytidine deaminase, respectively, in commercial sources of alkaline phosphatase (Roche) and acid phosphatase (Roche), respectively. $^{15}$N$_5$-5'-triphosphate-2'-deoxyadenosine and dC were incubated with alkaline phosphatase and acid phosphatase (0.5 U/µg nt), respectively, at 37 °C for 3 hr. The resulting $^{15}$N$_4$-dl and $^{15}$N$_2$-dU were purified using HPLC system 3 and characterized by HPLC co-elution, mass spectrometry and UV spectroscopy relative to commercial standards. The products were quantified using the following extinction coefficients: $^{15}$N$_4$-dl, 12800 M$^{-1}$cm$^{-1}$ at 249 nm; $^{15}$N$_2$-dU, 10100 M$^{-1}$cm$^{-1}$ at 262 nm (Stimson, 1943).

Mass Spectral Instrumentation and Optimization. The quantification of the analytes was performed by electrospray LC-MS in the selected ion monitoring (SIM) mode on an Agilent mass spectrometer (Model 1100) coupled to an Agilent HPLC (Model 1100) with diode array detector, operated in the positive (for dX, dl and dO) or negative (for dU) ionization mode, with the Agilent MSD security ChemStation controlling software. MS parameters were as follows: drying gas (N$_2$) flow, 12 L/min at 330 °C for dU and 350 °C for dX, dl and dO; nebulizing gas
pressure, 35 kPa; capillary potential, 3300 V; fragmentor potential, 50-125 V (optimized for each lesion); electron multiplier potential, 2500 V; quadruple temperature, 99 °C.

Calibration Curves for LC-MS Quantification. To account for matrix effects, calibration curves for the analysis of dX, dl, dO, and dU were obtained under conditions identical to the analysis of unknown samples. Briefly, known quantities of unlabeled 2'-deoxynucleosides (0 to 10 pmol, forming the 7-point calibration curve) and a fixed amount of N\textsuperscript{15}-labeled internal standard (3 pmol) underwent enzymatic digestion in the presence of 50 μg of plasmid DNA. The samples were dissolved in 13 μL of sodium acetate buffer (30 mM, pH 5.8) and 10 μL of zinc chloride (10 mM) and digested to 2'-deoxynucleoside monophosphates by addition of nuclease P1 (4 U, 2 μL, Roche) and incubation at 37 °C for 3 hr. Following addition of 30 μL of sodium acetate buffer (30 mM, pH 7.4), phosphate groups were removed with alkaline phosphatase (1 μL, 12.5 U, Sigma) and phosphodiesterase I (4 μL, 0.1 U, USB) by incubation at 37 °C for 6 hr. The enzymes were subsequently removed by passing the reaction mixture over a Microcon YM-30 column and deaminated 2'-deoxynucleosides were isolated by collection of HPLC (system 4) fractions bracketing empirically determined elution times for each product. Individual fraction containing each product was dried under vacuum and dissolved in 40 μL water containing 1% acetonitrile and 0.1% acetic acid for the succeeding LC-MS analysis.

Assay Method. A typical quantitative assay for each nucleobase deamination product consists of a single 7-point calibration curve, study samples and quality controls (QCs). QCs consisted of a series of solutions with known concentrations of unlabeled deamination products ranging from 0.01 to 1 μM and a fixed amount of N\textsuperscript{15}-labeled internal standards (0.3 μM) in water containing
0.1% acetic acid and 1% acetonitrile. Samples, standards, and QCs can be interspersed throughout the assay sequence, but an assay run normally began with the QCs to ensure that the mass spectrometer was in good condition.
2.4 Results

**Synthesis and Characterization of Standards.** dX and dO were synthesized by reaction of dG with nitrous acid followed by HPLC purification, as illustrated in Figure 3. The first peak (retention time $t_R = 10.1$ min) was identified as xanthine (X) by agreement with the retention time and the on-line UV spectrum of the authentic X. The second ($t_R = 14.1$ min) and fourth peaks ($t_R = 27.9$ min) were identified as dX and dO respectively by coincidence with the reported UV spectra (Suzuki et al., 1997a). The third peak was unreacted dG. $^{15}N_4$-dX and -dO were prepared from $^{15}N_5$-dG in a similar manner. Both unlabeled and labeled dX and dO were further characterized by electrospray mass spectrometry (Figures 4 and 5). Instead of using chemical deamination, $^{15}N_4$-dl and $^{15}N_2$-dU were prepared by enzymatic deamination of $^{15}N_4$-dA and $^{15}N_2$-dC using adenosine and cytidine deaminases, respectively. The resulting labeled deamination products were identified by agreement with the retention times and the on-line UV spectra of the authentic samples and further characterized by electrospray mass spectrometry (Figures 6 and 7).
Figure 3. RT-HPLC profile of reaction products from the reaction of dG with nitrous acid. UV spectra of dX and dO were also included. X represents xanthine.

Figure 4. Electrospray ionization mass spectrum (positive ion mode) of $^{15}$N$_4$-dX. Quantification of dX was achieved using the molecular ion for the depurinated, $^{15}$N$_4$-labeled base at m/z 157 (m/z 153 for the unlabeled base).
Figure 5. Electrospray ionization mass spectrum (positive ion mode) of $^{15}$N$_4$-dO. Quantification of dO was achieved using the molecular ion for the depurinated, $^{15}$N$_4$-labeled base at m/z 157 (m/z 153 for the unlabeled base).

Figure 6. Electrospray ionization mass spectrum (positive ion mode) of $^{15}$N$_4$-dI. Quantification of dI was achieved using the molecular ion for the depurinated, $^{15}$N$_4$-labeled base at m/z 141 (m/z 137 for the unlabeled base).
Figure 7. Electrospray ionization mass spectrum (negative ion mode) of $^{15}$N$_2$-dU. Quantification of dU was achieved using the molecular ion for the depurinated, $^{15}$N$_4$-dU at m/z 229 (m/z 227 for the unlabeled dU).
HPLC Separation of Normal and Deaminated Nucleobases. Measurement of DNA alteration products by LC-MS has usually been at the 2'-deoxynucleoside level since this usually gives easier resolution and better than direct measurement of nucleobases (Cadet et al., 2003). Separation of the analytes before mass analysis is normally adopted for two major reasons. The first is that DNA alteration, especially oxidation, may take place during the ionization, thus prior purification is necessary to avoid artifacts. The second reason is because the presence of highly abundant normal nucleosides often suppresses ionization of the less abundant molecules of interest. Hence, prior separation often leads to increased sensitivity. Figure 8 contains an example of the reversed-phase HPLC resolution of normal 2'-deoxynucleosides and deamination products using HPLC system 1. The retention time of each 2'-deoxynucleoside is as follow: dX, 10.6 min; dC, 18.7 min; dU, 22.4 min; dI, 27.8 min; dG, 29.6 min; dT, 33.2 min; dO, 37.6 min; dA, 41.3 min. To avoid the decrease in mass signal of [M+H+]⁺ due to the formation of other persudomolecular ions, the polar eluting solvent was chosen to include only H⁺. Given the instability of dX at pH below 3 due to an increased propensity for depurination (Vongchampa et al., 2003), a mild acid, i.e. acetic acid, was added to buffer the pH around 4. However, the retention time of dX was found shifted, presumably by a solvent-induced change of the protonated state of dX. Therefore, the pH of the eluting solvent was precisely controlled to ensure the reproducibility of the chromatographic behavior of dX. Another drawback of only using acidified water as the eluting solvent is related to peak broadening, which can influence the separation efficiency. To solve these problems, a new reversed phase HPLC column from Phenomenex (Synergi, 250 x 4.6 mm, 4 µm particle size, 80 Å pore size) was applied in later studies. New conditions were optimized as follows to attain the same good baseline resolution of normal and deaminated nucleosides. At a flow rate of 0.4 mL/min, elution was performed by a
linear gradient of 8% acetonitrile in H2O containing 0.01% of acetic acid (pH 4.2) for 40 min, then increased to 50% and held for 10 min, followed by a reversal of the gradient to 1% for 5 min, and an elution step at 1% acetonitrile over the final 10 min. The retention time of each 2'-deoxynucleoside under these chromatographic conditions is as follows: dC, 19.5 min, dU, 25.6 min, dl, 31.7 min, dG, 33.7 min, dX, 35.0 min, dT, 37.9 min, dO, 43.2 min, and dA, 46.9 min.

**Figure 8.** Example of the reversed-phase HPLC resolution of normal and deaminated 2'-deoxynucleosides.

Artifact Control. An additional problem encountered was the adventitious formation of dl by the action of a contaminant found in alkaline phosphatase stocks from several manufacturers. An example of this activity is shown in Figure 9, in which 12.5 μg of dA was incubated with 12.5 U of alkaline phosphatase (Sigma) under the same conditions used for DNA hydrolysis and dephosphorylation as described previously. Following filtration (Microcon YM-10) to remove the enzyme, the filtrate was subjected to LC-MS analysis. It is clear from Figure 9 that some
activity was causing deamination of dA to dI. To confirm the presence of contaminating adenosine deaminase, an identical incubation mixture was prepared that included coformycin, a specific inhibitor of this enzyme (Hong and Hosmane, 1997), at a concentration of 2.5 ng per unit of alkaline phosphatase. As shown in Figure 9, coformycin effectively inhibited the dA deamination activity without interfering with the alkaline phosphatase activity. All subsequent analyses of dI were performed in the presence of coformycin. Other deaminase activities for dG and dC were not detected in the enzymes that were used to digest DNA molecules.

![HPLC analysis of coformycin inhibition of dA deaminase activity present in alkaline phosphatase preparations. Dashed line: dA (12.5 µg) incubated with alkaline phosphatase (12.5 U); solid line: dA (12.5 µg) incubated with alkaline phosphatase (12.5 U) in the presence of coformycin (31 ng).](image)

**Figure 9.** HPLC analysis of coformycin inhibition of dA deaminase activity present in alkaline phosphatase preparations. Dashed line: dA (12.5 µg) incubated with alkaline phosphatase (12.5 U); solid line: dA (12.5 µg) incubated with alkaline phosphatase (12.5 U) in the presence of coformycin (31 ng).

**LC-MS Optimization and Calibration.** The HPLC and mass spectrometric parameters for detection of dX, dO, dI and dU were individually optimized using standards. Optimization of the LC conditions was carried out by monitoring the ion currents representative of the [M+H+]⁺
persudomolecular ions for dX, dO and dI, and [M-H']- persudomolecular ion for dU. The best ionization responses were found using a 3 to 5% acetonitrile in dd-H$_2$O containing 0.1% of acetic acid. HPLC system 5 for the LC-MS analysis was developed accordingly.

The positive ion mode produced the strongest signals for dX, dO and dI, while the negative ion mode was optimal for dU. By varying the fragmentor potential, the following ions were found to produce optimal signals: dX and $^{15}$N$_4$-dX, protonated free base ion (BH$^+$) at $m/z$ 153 and 157, respectively (75 V); dO and $^{15}$N$_4$-dO, BH$^+$ at $m/z$ 153 and 157, respectively (50 V); dI and $^{15}$N$_4$-dI, BH$^+$ at $m/z$ 137 and 141, respectively (75 V). For dU and $^{15}$N$_2$-dU in negative ion mode, a 75 V fragmentor potential produced optimal signals for the deprotonated molecular ion (M') at $m/z$ 227 and 229, respectively. Calibration curves for the analyses of dX, dI, dO, and dU were then obtained. As shown in Figure 11, the curves were linear ($r^2$ is close to 1.00). The detection of the assay was determined to be 100 fmol for each deamination product, which equates to a sensitivity of 6 lesions per 10$^7$ nt in 50 µg of DNA. Experiments were also undertaken to evaluate the overall efficiency of the deamination product analyses. We determined the average percentage recovery of each product for the steps following nuclease and phosphatase digestion: dX, 51%; dI, 43%; dO, 40%; and dU, 28%.

**Assay Specificity.** The specificity of the analytical method for a particular deamination product was confirmed by monitoring the ion current resulting from the injection of plausibly interfering nucleosides. A mixture of four normal and four deaminated deoxynucleosides was made at concentration of 1 µM each and analyzed using the analytical method for each deamination product. Using dX as an example, as shown by the SIM ($m/z$ 153) chromatogram in Figure 10, the channel was clear of interference from other 2'-deoxynucleosides except for dG and dO,
since dO has the same molecular weight as dX and a small percentage of dG also has the same molecular weight as dX due to isotopic natural abundance issues. However, the presence of dG and dO did not influence the specificity of the method for dX because of the 2'-deoxynucleosides were well resolved by HPLC. A similar chromatogram was obtained when evaluating the method specificity for dO.

![Mass chromatogram](image)

**Figure 10.** Mass chromatogram of a mixture of normal and deaminated 2'-deoxynucleosides analyzed by the LC-MS detection method for dX.

When the mixture was monitored using the detection method for dI and dU, the SIM channels (m/z 137 for dI and m/z 227 for dU) were also found clear of interference from the other 2'-deoxynucleosides except for dA and dC, respectively, again due to the isotopic natural abundance issues.

**Method Validation.** The analytical method for each deamination product was validated with respect to both intra-assay and inter-assay precision by analyzing calf thymus DNA samples reacted with nitrous acid (the reaction was performed by incubating 150 μg/ml calf thymus with 181 mM NaNO₂ in 3 M sodium acetate buffer, pH 3.8, for 1 hr). On the first day, the levels of
dX, dO, dl and dU measured in the samples were $8.2 \pm 0.8 \times 10^3$, $2.3 \pm 0.3 \times 10^3$, $10.2 \pm 1.1 \times 10^3$ and $15.5 \pm 1.3 \times 10^3$ (n = 3), respectively. On the second day, the values were found to be $8.8 \pm 0.7 \times 10^3$, $2.7 \pm 0.4 \times 10^3$, $11.1 \pm 1.2 \times 10^3$ and $13.5 \pm 1.4 \times 10^3$ (n = 3), respectively. Therefore, for the detection of each deamination product, the intra-assay precision was around 10%; the inter-assay variation was between 8 and 12%.

The accuracy of the method was evaluated by fortifying a DNA sample with a fixed amount of dX, dO, dl and dU (3 pmol). The incremental response for the co-eluting component was found to be $91 \pm 3\%$, $96 \pm 1\%$, $94 \pm 2\%$, $92 \pm 2\%$ (n = 3) of added dX, dO, dl, and dU, respectively.

The accuracy of the analytical method was also validated by analyzing deoxyoligonucleotides containing a known amount of dl. A 30-mer deoxyoligonucleotide containing a single dl moiety (22.2 pmol) was subjected to digestion and LC-MS analysis. The amount of dl detected in the sample was $22.8 \pm 1.9$ pmol, which compares favorably with the calculated value and also indicates the effectiveness of the coformycin inhibition of adenosine deaminase.

A different assay using a combination of DNA glycosylase and plasmid nicking assay was also applied to further validate the LC-MS method for the detection of dU, dX and dl. A detailed description can be found in the following chapters (the validation of dU detection in Chapter 2, and the validation of dX and dl detection in Chapter 6)
Figure 11. Calibration curves for LC-MS analysis of dX, dl, dO and dU. Samples were prepared by mixing varying amounts of unlabeled standard (0-10 ng) with 300 pg of $^{15}$N-labeled standard. Following addition of 50 µg of plasmid DNA, the samples were processed for LC-MS analysis as described in Experimental Procedures. Data points represent mean ± SD for three experiments; several error bars are smaller than the symbol size.
2.5 Discussion

A novel and sensitive LC-MS method (Scheme 2) has been developed to quantify a spectrum of nucleobase products: 2'-deoxyxanthosine, 2'-deoxyoxanosine, 2'-deoxyuridine and 2'-deoxyinosine.

![Diagram of LC-MS analysis of nucleobase deamination products in DNA]

| DNA | → | Add $^{15}$N-dX,-dO,-dI and -dU |
|     |   | Enzymatic hydrolysis |
|     |   | Normal nucleosides + deaminated nucleosides + $^{15}$N-dX,-dO,-dI and -dU |
|     |   | C18 solid phase extraction |
|     |   | Deaminated nucleosides + $^{15}$N- dX,-dO,-dI and -dU |
|     |   | ↓ | LC/MS analysis |
|     |   | $X/^{15}$N$_x$-X, m/z 153→157 (positive) |
|     |   | O$^{15}$N$_x$-O, m/z 153→157 (positive) |
|     |   | I$^{15}$N$_x$-I, m/z 137→141 (positive) |
|     |   | dU$^{15}$N$_x$-dU, m/z 227→229 (negative) |

Scheme 2. LC-ESI/MS analysis of nucleobase deamination products in DNA

An ideal analytical method aimed at measuring altered DNA bases in complicated biological systems should first have a high sensitivity to enable the measurement of levels of DNA lesions as low as about one modification per $10^6$ normal nucleotides. Second, the specificity of the method should be high in order to minimize contamination by alternate compounds capable of interference. These issues have been addressed in the development of this method.
Sensitivity. Three major strategies have been adopted to ensure the sensitivity of the analytical method. The first was the optimization of the enzymatic digestion conditions to allow complete and non-destructive release of the deamination products. The digestions were performed at neutral pH instead of at the commonly recommended acidic or alkaline conditions because of an increased susceptibility of dX to depurination at acidic pH (Vongchampa et al., 2003) and the decomposition of dO at pH 9 (Dong et al., unpublished observations). The second was HPLC separation of deamination products from normal 2'-deoxynucleosides prior to MS quantification. Removal of intact nucleosides reduced the risk of ionization suppression, a process that leads to a decrease in sensitivity. The third was the application of SIM mode for quantitative analysis by the single quadrupole MS detector. In contrast to the scanning mode, the SIM mode allows the mass spectrometer to avoid making measurements of baseline noise between peaks or measurements of ions that are not relevant to the analysis, thus improving sensitivity. MS parameters in SIM mode were then optimized individually to achieve the best ionization for each analyte.

Specificity. The above-mentioned HPLC separation and the use of SIM mode also helped boost the specificity of the analytical method. Yet, the major contribution to specificity can be attributed to the addition of isotopically-labeled internal standards, which allows characterization of compounds that otherwise resolve poorly by chromatographic means. An additional benefit of conducting isotope dilution mass spectrometry is that these stable isotope internal standards can be used to correct for losses that occur during sample preparation and for variations in the mass spectrometric response.
Artifact Control. Sample preparation is considered to be the most important step in the quantification of DNA adducts by mass spectrometry and, in particular, the avoidance of artifacts is crucial to minimizing negative influences on assay sensitivity. Strategies for limiting artifacts vary and greatly depend on the type of samples to be analyzed. One emphasis, as mentioned earlier, is the ability to deactivate contaminating deaminase enzymes, such as those found in commercial stocks of DNA processing enzymes. Coformycin, a specific inhibitor of adenosine deaminase, was included during DNA enzymatic hydrolysis to prevent the artifactual generation of dI. Deaminase activities for dG and dC were not detected in enzyme stocks during method development with isolated DNA. However, in a later study, the presence of cellular dC deaminase activity was detected and found to compromise the results. Experimental designs for controlling the generation of artifacts that arise in cellular DNA samples during exposure to NO' will be discussed in Chapter 4.

Future Improvement. The current analytical method, though satisfactory for most studies, needs further improvement to fulfill the goal of monitoring the formation of nucleobase deamination products in various biological and pathophysiological processes that are constrained by a limited amount of tissue available for analysis. A logical extension would be the use of tandem mass spectrometry since this instrument offers more specific and sensitive quantification than a single quadrupole detector does. Increased specificity comes from a characteristic fragmentation of the target molecule. Typically, the first quadrupole filters the major ion, usually the pseudomolecular ion of the molecule, which is formed during initial ionization. Thereafter, in the collision cell (which is usually a quadrupole), fragmentation of all subsequent ions occurs in the presence of a low-pressure inert gas (usually N₂). Furthermore, the third
quadrupole discriminates the daughter ions, which are then quantified using an electron multiplier detector. An increase in sensitivity can be achieved using a so-called "multiple reaction monitoring" (MRM) mode, resulting in a significant decrease in the background signal. Ravanat et al. have evaluated the sensitivity of the two detection modes, SIM and MRM, for the quantification of 8-oxo-dG (Ravanat et al., 1998). Sensitivity in the latter mode increased 25-fold to reach 20 fmol. Our preliminary findings suggest that a ~10-fold increase in sensitivity can be achieved by using LC-MS/MS for the quantification of nucleobase deamination products (see the Appendix of this Chapter).

Enrichment of deamination products via C18 solid phase separation is an important step of our current analytical method. Despite its significant contribution to the specificity and sensitivity of the method, this procedure is quite tedious and does limit any application to more systematic studies involving a substantial number of samples. To potentially address such limitations, a promising new technology, known as multidimensional chromatography, makes use of a two-dimensional on-line sample clean-up procedure by way of column-switching during HPLC. Typically, in the column-switch approach, the first column, normal referred to as the trap column, is used for separation, desalting, or other sample clean-up purposes (Scheme 3). The sample is loaded onto the trap column while the analytical column is being conditioned with the starting mobile phase. The effluent from the trap column is directed to the waste until shortly before the analyte of interest elutes. The retained analytes in the trap column are then back flushed onto the analytical column until all of the desired compounds are carried onto the analytical column. Successful examples using this technology in area of bioanalysis include quantification of etheno-DNA adducts using the on-line immunoaffinity clean-up chromatography (Doerge et al., 2000; Roberts et al., 2001).
In conclusion, our work has established a highly sensitive and reliable LC-MS method to quantify four common nucleobase deamination products: dX, dO, dI and dU. It provides a powerful tool for the systematic study of nucleobase deamination products and their significance in diseases such as chronic inflammation and related cancers. Because LC-MS (including tandem mass spectrometry) represents the current method of choice for measuring modified DNA bases, additional improvements will most assuredly meet the needs of future studies.
2.6 Appendix:

Analysis of Nucleobase Deamination Products with Nano-liquid Chromatography Coupled to Nano-electrospray Tandem Mass Spectrometry

Nano-HPLC Conditions. The nano-LC separation was performed on a 150 mm × 75 μm capillary column (360 OD, C18 BDS, 3 μm particles). Nanoliter flow-rates were established with an HPLC system (Agilent, Model 1100) and a pre-column splitter (Upchurch Scientific, Oak Harbor, WA). The post-column flow rate was determined and controlled at 200 nL/min. The capillary column was coupled directly to the tandem mass spectrometer with an 8 μm fused-silica tip (New Objective, Cambridge, MA). Samples were injected onto the capillary column using a Rheodyne injector (Rheodyne, Rohnert Park, CA) with a 0.5 μL internal loop and separated using a gradient of permanganate-treated H₂O containing 0.1% acetic acid (A) and acetonitrile containing 0.1% acetic acid (B), starting at 1% B, then increase to 10% in 50 min, followed by a change to 30% B and holding at 30% B for 10 min. Subsequently, the capillary column was balanced at 1% for 60 min before the next run.

Mass Spectrometric Conditions. LC-ESI-MS/MS was performed using an API 3000 LC-MS/MS system (Applied Biosystems, Foster City, CA, USA). All LC-MS/MS measurements were carried out using electrospray in the positive ion mode (+ES). Instrument parameters were optimized as follows. A voltage of 3.8 V was applied to the tip to produce the spray. The curtain gas was adjusted to a value of 10 bars. The cone voltage, corresponding to the declustering potential (DP) was fixed at 50 V. The focusing potential (FP) was at a setting of
125 eV. The entrance potential (EP) was 6 eV. Nitrogen gas was used for the collision gas. The
gas cell pressure was 10-bar and the collision energy was set to 20 eV. The collision cell exit
potential was fixed at 15.0 eV. The MS/MS measurement was operated in MRM (multiple-
reaction monitoring) mode with low mass resolution at both Q1 and Q3. The dwell time for
MRM experiments was 0.25 s. The mass spectrometer was programmed to admit the protonated
molecules [M+H]+ at m/z 273, 257, and 231 for U-15N-dX/dO, dI, and dU; at m/z 269, 253, and
229 for dX/dO, dI, and dU respectively via the first quadrupole filter (Q1). Collision induced
fragmentation at Q2 yielded the product ions [B+H]+ at m/z 157, 141, and 115 for U-15N-X/O, I,
and U; at m/z 153, 137, and 111 for X/O, I, and U, respectively and were detected at Q3. Data
collection, peak integration and calculations were performed using Analyst Software 1.1.

Results with capillary LC-MS/MS. As shown in Figure 12, the capillary HPLC system
produced baseline resolution of a mixture of dX, dI, dU (250 fmol) and dO (62.5 fmol). The
detection limit was determined to be 10 fmol for dX and dI, 20 fmol for dO, and 50 fmol for dU,
which represents a 10-, 5- and 2-fold increase in sensitivity, respectively, over the other LC-MS
method. For the purposes of the proposed studies of dX and dI, this amounts to a reduction in
the quantity of DNA required for the assay from 50 to 5 µg. The multiple reaction monitoring
mode (MRM) also provides increased specificity by quantifying two mass spectrometric signals.
Figure 12. Capillary LC-ESI/MS/MS analysis of dX and $^{15}$N-labeled dU, dI and dO. *Top panel:* Elution profile in MRM mode. *Bottom panel:* ratios of parent molecular ion and the loss of deoxyribose in MRM mode.
2.7 References


Chapter 3

Absence of 2'-Deoxyoxanosine and Presence of Abasic Sites in DNA Exposed to Nitric Oxide at Controlled Physiological Concentrations

[The work in this chapter has been published in “Dong, M., Wang, C., Deen, W. M. and Dedon, P. C. (2003). "Absence of 2'-deoxyoxanosine and presence of abasic sites in DNA exposed to nitric oxide at controlled physiological concentrations." Chem Res Toxicol 16(9): 1044-55”. A reprint of the paper is included in Appendix II]
3.1 Abstract

Extensive study *in vitro* suggests that oxidative and nitrosative reactions dominate the complicated chemistry of NO'-mediated genotoxicity. However, neither the spectrum of DNA lesions nor their consequences *in vivo* have been rigorously defined. We have approached this problem with a major effort, including the development of a novel LC-MS assay described in Chapter 2, to define the spectrum of nitrosative DNA lesions produced by NO'-derived reactive nitrogen species under biological conditions. The goals of the current *in vitro* study were two-fold: to validate the new analytical method and to investigate the spectrum of nitrosative DNA damage derived from exposure to NO' at controlled physiological concentrations. Plasmid pUC19 DNA was exposed to steady-state concentrations of 1.2 μM NO' and 186 μM O₂ (calculated steady-state concentrations of 40 fM N₂O₃ and 3 pM NO₂') in a recently developed reactor that avoids the anomalous gas-phase chemistry of NO' and approximates the conditions at sites of inflammation in tissues. The resulting spectrum of nitrosatively-induced abasic sites and nucleobase deamination products was defined using plasmid nicking assay and a novel LC-MS assay, respectively. With a detection limit of 100 fmol and sensitivity of 6 lesions per 10⁷ nt in 50 μg DNA, the LC-MS analysis revealed that 2'-deoxyxanthosine (dX), 2'-deoxyinosine (di) and 2'-deoxyuridine (dU) were formed at nearly identical rates (k = 1.2 x 10⁵ M⁻¹s⁻¹) to the extent of ~80 lesions per 10⁶ nt after 12 hr exposure to NO' in the reactor. While reactions with HNO₂ resulted in the formation of high levels of 2'-deoxyoxanosine (dO), one of two products arising from deamination of dG, dO was not detected in 500 μg of DNA exposed to NO' in the reactor for up to 48 hr (<6 lesions per 10⁹ nt). This result leads to the prediction that dO will not be
present at significant levels in inflamed tissues. Another important observation was the NO$^-$-induced production of abasic sites, which likely arise by nitrosative depurination reactions, to the extent of $\sim$10 per $10^6$ nt after 12 hr of exposure to NO$^-$ in the reactor. In conjunction with other studies of nitrosatively-induced dG-dG cross-links, these results lead to the prediction of the following spectrum of nitrosative DNA lesions in inflamed tissues: $\sim$2% dG-dG cross-links, 4-6% abasic sites and 25-35% each of dX, dI and dU.
3.2 Introduction

Research over the past decade has identified nitric oxide (NO') as an important endogenous regulatory molecule in the cardiovascular, nervous and immune systems (Moncada et al. 1991; Nathan and Xie 1994; Schmidt and Walter 1994). However, NO' and its derivatives display cytotoxic and mutagenic properties at sufficiently high concentrations, such as those produced by activated macrophages in inflammatory conditions, which suggests a causative role of NO' in the pathophysiology of diseases such as cancer (Collier and Vallance 1991; Ohshima and Bartsch 1994; deRojas-Walker et al. 1995; Lewis et al. 1995; Tamir and Tannenbaum 1996). Though NO' is a radical species, its genotoxicity likely arises from derivatives such as N₂O₃ and peroxynitrite (ONOO⁻), which are formed in reactions with molecular oxygen and superoxide, respectively (Tamir et al. 1996). N₂O₃ is a powerful nitrosating agent that, in addition to reactions with sulphydryl groups of proteins (Stamler et al. 1992) and with secondary amines to form N-nitrosamines (Tannenbaum et al. 1994), will react with the primary and heterocyclic amines in DNA bases to create mutagenic deamination products, abasic sites and DNA cross-links (Shapiro and Pohl 1968; Shapiro and Yamaguchi 1972; Dubelman and Shapiro 1977; Wink et al. 1991; Kirchner et al. 1992; Nguyen et al. 1992; Suzuki et al. 1997), as shown in Scheme 1.

An important biological source of N₂O₃ is the NO' generated by macrophages activated as part of the inflammatory process. In macrophage cultures activated with lipopolysaccharide and INF-γ in vitro, NO' is generated at a rate of ~6 pmol s⁻¹ per 10⁶ cells (Lewis et al. 1995) and leads to the formation of xanthine at levels five-fold higher than controls (deRojas-Walker et al. 1995). However, this study provided no information about the other base deamination products.
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Attempts to mimic this biological exposure of DNA to NO' and the derivative N\textsubscript{2}O\textsubscript{3} have employed several NO' delivery systems. For example, Nguyen \textit{et al.} exposed DNA and TK6 cells to \( \sim 20 \) mM NO' by bolus delivery through a syringe and found that dX and dI were formed to the extent of 3 and 10 lesions per \( 10^3 \) nt, respectively, for isolated DNA, with 3-fold lower levels of each in TK6 cells (Nguyen \textit{et al.} 1992). Yields of dI and dX in DNA were found to be 15- to 100-times higher, respectively, than those observed with free adenine and guanine (Nguyen \textit{et al.} 1992). Similarly, Wink \textit{et al.} exposed DNA to \( 1 \) M NO' by bubbling the gas into solution and found 5 dU per \( 10^3 \) nt (Wink \textit{et al.} 1991). Caulfield \textit{et al.} used a delivery system in which Silastic tubing allowed controlled diffusion of NO' into solution at a rate of \( 10-20 \) \( \mu \)M/min and found that xanthine was formed at twice the rate of uracil and single-stranded DNA oligodeoxynucleotides was nearly 10-fold more reactive than double-stranded DNA (Caulfield \textit{et al.} 1998).

These studies present several problems that prevent extrapolation to the biological setting. First, in all of the delivery systems, NO' was present at significantly higher concentrations than occur at sites of inflammation \textit{in vivo}, which are thought not to exceed steady-state concentrations of \( \sim 1 \) \( \mu \)M (Miwa \textit{et al.} 1987; Stuehr and Marletta 1987; Lewis \textit{et al.} 1995). Second, none of the studies addressed the complete spectrum of deamination products produced by exposure to NO'. Finally, the presence of a headspace containing air in each of these delivery systems alters the chemistry of NO' by biasing the formation of \( N_2O_3 \) and allowing formation of \( N_2O_4 \) (Mirvish 1975; Challis \textit{et al.} 1981).

To define the spectrum of deamination products under biologically-relevant conditions of NO' exposure, we have developed a sensitive LC-MS approach to quantifying the dX, dO, dI,
and dU in DNA exposed to NO\(^{\cdot}\) in a recently developed delivery system designed to mimic pathological release of NO\(^{\cdot}\) \textit{in vivo} to cell cultures (Wang and Deen 2003).

\textbf{Scheme 1:} Products of N-nitrosative nucleobase deamination
3.3 Materials and Methods

**Materials.** All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. Calf thymus DNA, dG, dA, dU, dI, morpholine (Mor) and N-nitroso-morpholine (NMor) were purchased from Sigma Chemical Co. (St. Louis, MO). Nuclease P1 and acid phosphatase were obtained from Roche Diagnostic Corporation (Indianapolis, IN) and phosphodiesterase I from USB (Cleveland, Ohio). Alkaline phosphatases were obtained from a variety of sources, including Sigma, Roche, USB and New England Biolabs (Beverly, MA). Coformycin was obtained from Calibochem (San Diego, CA). Plasmid pUC19 was obtained from DNA Technologies, Inc. (Gaithersburg, MD). Uniformly $^{15}$N-labeled $5'$-triphosphate-2'-deoxyguanosine, $5'$-triphosphate-2'-deoxyadenosine, and $5'$-triphosphate-2'-deoxycytidine were obtained from Silantes (Munich, Germany). Acetonitrile and HPLC-grade water were purchased from Mallinckrodt Baker (Phillipsburg, NJ). Gas mixtures (10% NO/90% N$_2$ and 50% O$_2$/50% N$_2$) were purchased from BOC Gases (Edison, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford, MA) was used for all other applications.

**Instrumental Analyses.** All HPLC analyses were performed on an Agilent Model 1100, equipped with a 1040A diode array detector. Mass spectra were recorded with an Agilent Model 1100 electrospray mass spectrometer coupled to an Agilent Model 1100 HPLC with diode array detector. UV spectra were obtained using a Beckman DU640 UV-visible spectrophotometer. Two different HPLC conditions were employed in these studies. System 1 consisted of a Varian C18 reversed phase column (250 x 4.6 mm, 5 µm particle size, 100 Å pore size, Varian
Analytical Supplies, Harbor, CA) with elution performed at a flow rate of 0.4 mL/min with a linear gradient of 1 to 10% acetonitrile in H₂O containing 0.03% of acetic acid for 50 min, followed by a reversal of the gradient to 1% for 5 min, and eluting at 1% acetonitrile over the last 5 min. System 2 consisted of a Vydac C18 reversed phase column (250 x 2.1 mm, 5 μm particle size, 100 Å pore size, Grace Vydac, Hesperia, CA) with elution performed at a flow rate of 0.4 mL/min with a linear gradient of 1 to 5% acetonitrile in H₂O containing 0.1% acetic acid for 10 min, followed by eluting at 1% acetonitrile for 5 min.

Reaction of DNA and Morpholine with NO and HNO₂. A novel delivery system, described in detail elsewhere (Wang and Deen 2003), was used to introduce NO' into the reaction buffer and to replenish O₂, allowing the concentrations of both to be maintained at constant, physiological levels. Briefly, two loops of gas-permeable polydimethylsiloxane tubing (Silastic, i.d. 1.47 mm, o.d. 1.96 mm) were immersed in a 120 mL stirred, liquid-filled, Teflon reactor. A 10% NO' gas mixture was passed through one loop and a 50% O₂ mixture through the other. The tubing lengths and gas flow rates were 7 cm and 150 sccm for NO' and 4 cm and 200 sccm for O₂ respectively. The performance of the system was tested by continuously monitoring the liquid concentrations using a NO' electrode (World Precision Instruments, ISO-NO Mark II system) and a Clark-type O₂ electrode (Orion, Model 810A Plus). Because the kinetics of morpholine nitrosation by N₂O₃ is relatively well known (see below), the rate of NMor formation was used as a measure of the N₂O₃ concentration. That is, rate constants for nucleobase deamination were calculated by comparing rates of deamination with rates of morpholine nitrosation measured in separate experiments. In the morpholine experiments, NO' and O₂ were delivered into 2 mM morpholine in 50 mM phosphate buffer (pH 7.4), and the concentration of-163-
NMor was monitored continuously by UV absorbance at 250 nm \((e_{250} = 5500 \text{ M}^{-1}\text{cm}^{-1})\), using a flow loop and a 1 cm flow cell. In the DNA experiments, NO' and O₂ were delivered into 20 \(\mu\text{g/mL}\) plasmid pUC19 (2686 bp) in the same buffer (but without morpholine). All experiments were at ambient temperature \((23 \pm 1^\circ\text{C})\).

NO'-treatment of DNA was achieved using 120 mL solutions of plasmid pUC19 \((20 \mu\text{g/mL}\) in 50 mM Chelex-treated potassium phosphate (K-PO₄) buffer, pH 7.4; plasmid stock solutions were dialyzed exhaustively against Chelex-treated K-PO₄ buffer, pH A control DNA solution exposed to pure Ar gas was prepared in a duplicate chamber of identical construction. At various times points after starting the gas flow, 2.5 mL aliquots of the reaction mixture were withdrawn from the chamber and replaced with an identical volume of fresh buffer. The DNA in each sample was recovered by ethanol precipitation and resuspension in water. All the experiments were conducted at ambient temperature.

In reactions with morpholine, NO' was delivered into 2 mM morpholine in K-PO₄ buffer (Chelex-treated, 50 mM, pH 7.4) at ambient temperature and the formation of nitrosation product, NMor, was quantified by UV absorbance at 250 nm \((e_{250} = 5500 \text{ M}^{-1}\text{cm}^{-1})\) via a flow loop and a 1 cm flow cell.

Reactions with HNO₂ were performed by dissolving NaNO₂ \((181 \text{ mM final concentration})\) in a solution containing calf thymus DNA \((150 \mu\text{g/mL}\) and 3 M sodium acetate buffer, pH 3.8. At various times during an incubation at 37 °C, 1 mL aliquots were removed and the reaction stopped by neutralization with 200 \(\mu\text{L}\) of 5 N NaOH. The solution was desalted by three 500 \(\mu\text{L}\) water washings using a Microcon YM-100 filtration system and the purified DNA was subjected to LC-MS analysis as described next.
DNA Samples Preparation and LC-MS Analysis. Samples of DNA (50 μg) were dissolved in 13 μL of sodium acetate buffer (30 mM, pH 5.8) and 10 μL of zinc chloride (10 mM) followed by addition of isotope-labeled internal standards (300 pg). The DNA was digested to deoxynucleoside monophosphates by addition of nuclease P1 (4 U, 2 μL, Roche) and incubation at 37 °C for 3 hr. Following addition of 30 μL of sodium acetate buffer (30 mM, pH 7.4), phosphate groups were removed with alkaline phosphatase (1 μL, 12.5 U, Sigma) and phosphodiesterase I (4 μL, 0.7 U, USB) by incubation at 37 °C for 6 hr. The enzymes were subsequently removed by passing the reaction mixture over a Microcon YM-30 column and deaminated 2′-deoxynucleosides were isolated by collection of HPLC (system 1) fractions bracketing empirically determined elution times for each product (see Figure 8 in Chapter 2): Fractions containing each product were pooled and the solvent removed under vacuum. Following resuspension of the HPLC fractions in 40 μL of 1% acetonitrile in water, the 2′-deoxynucleoside deamination products were quantified by the LC-MS method described in Chapter 2.

Quantification of Base Lesions and Abasic Sites in Plasmid DNA by Topoisomer Analysis. Abasic sites were quantified in plasmid DNA as described elsewhere (e.g., refs. (Povirk and Goldberg 1985; Dedon et al. 1992; Tretyakova et al. 2000). Briefly, aliquots of plasmid solution containing ~3 μg of DNA, obtained from samples removed for LC-MS analysis, were divided and one portion treated with putrescine dihydrochloride (100 mM, pH 7) for 1 hr at 37 °C to cleave all abasic sites (Lindahl and Andersson 1972). Following resolution of the resulting plasmid topoisomers (nicked form II and supercoiled form I) on 1% agarose gels, the quantity of
abasic sites at each NO' exposure time was calculated as the difference in the quantity of nicked plasmid DNA in samples treated with putrescine and those not treated.

Uracil was quantified in a similar manner by treating the NO'-exposed plasmid DNA with uracil DNA glycosylase (1 ng, in Scharer and Jiricny, 2001) followed by putrescine to cleave the resulting abasic sites to strand breaks, as described above. The quantity of dU was then calculated from the net proportion of nicked (form II) plasmid DNA following resolution of the plasmid topoisomers on 1% agarose gels.

**Reaction Scheme and Kinetic Model**

**Reactions.** The principal nitrosating agent in oxygenated NO' solutions at physiological pH is N₂O₃ (Lewis et al. 1995), which is formed *via* reactions 1 and 2:

\[
\begin{align*}
2\text{NO} + \text{O}_2 & \xrightarrow{k} 2\text{NO}_2 \\
\text{NO} + \text{NO}_2 & \xleftarrow{k_1, k_2} \text{N}_2\text{O}_3
\end{align*}
\]

Most of the N₂O₃ is hydrolyzed to nitrite, which can occur either directly or with the participation of various anions, including phosphate salts (Lewis et al. 1995). The two hydrolysis pathways under our experimental conditions were:

\[
\begin{align*}
\text{N}_2\text{O}_3 + \text{H}_2\text{O} & \xrightarrow{k_5} 2\text{NO}_2^- + 2\text{H}^+ \\
\text{N}_2\text{O}_3 + \text{P}_1 + \text{H}_2\text{O} & \xrightarrow{k_4} \text{P}_1 + 2\text{NO}_2^- + 2\text{H}^+
\end{align*}
\]
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Under our conditions (50 mM phosphate at pH 7.4), reaction 4 is 20 times as fast as reaction 3. The additional reactions depend on which organic substrates are present. In morpholine solutions (no DNA present), NO$_3$ could react with unprotonated morpholine (Mor°) to form NMor:

$$\text{NO}_3 + \text{Mor}^\circ \xrightarrow{k} \text{NMor} + \text{NO}_2^- + \text{H}^+$$  \hspace{1cm} (5)

In DNA solutions (no morpholine present), the three deamination reactions identified in our experiments were:

$$\text{NO}_3 + \text{dG} \xrightarrow{k} \text{dX} + \text{NO}_2^- + \text{H}^+$$  \hspace{1cm} (6)
$$\text{NO}_3 + \text{dA} \xrightarrow{k} \text{dI} + \text{NO}_2^- + \text{H}^+$$  \hspace{1cm} (7)
$$\text{NO}_3 + \text{dC} \xrightarrow{k} \text{dU} + \text{NO}_2^- + \text{H}^+$$  \hspace{1cm} (8)

The rate constants for reactions 1-5, reported previously, are listed in Table 1. Those for dG, dA, and dC in plasmid DNA were calculated from the relative rates of nitrosation and deamination, as described below.
Table 1: Published reaction rate constants

<table>
<thead>
<tr>
<th>Rate constant</th>
<th>Value</th>
<th>Units</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>$2.1 \times 10^6$</td>
<td>$M^2s^{-1}$</td>
<td>(Lewis and Deen 1994)</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$1.1 \times 10^9$</td>
<td>$M^{-1}s^{-1}$</td>
<td>(Graetzel et al. 1970)</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$8.4 \times 10^4$</td>
<td>$s^{-1}$</td>
<td>(Graetzel et al. 1970)</td>
</tr>
<tr>
<td>$k_3$</td>
<td>$1.6 \times 10^3$</td>
<td>$s^{-1}$</td>
<td>(Treinin and Hayon 1970)</td>
</tr>
<tr>
<td>$k_4$</td>
<td>$6.4 \times 10^5$</td>
<td>$M^{-1}s^{-1}$</td>
<td>(Lewis et al. 1995)</td>
</tr>
<tr>
<td>$k_5$</td>
<td>$6.4 \times 10^7$</td>
<td>$M^{-1}s^{-1}$</td>
<td>(Lewis et al. 1995)</td>
</tr>
</tbody>
</table>

The kinetic analysis is complicated by the fact that the delivery system creates two liquid regions with very different concentrations of $N_2O_3$. In addition to a well-stirred bulk liquid with a low concentration of $N_2O_3$, there is a very thin (~1 $\mu$m) boundary layer next to the NO' delivery tubing where the $N_2O_3$ concentration is much higher. It will be shown that, despite its small volume, the contribution of the boundary layer to the overall rates of nitrosation and deamination is comparable to that of the bulk liquid. High concentrations of NO$_2^-'$ (and therefore $N_2O_3$) in the boundary layer appear to arise from reaction 1 occurring not just in the liquid, but within the wall of the Silastic tubing. A reaction-diffusion model that adds membrane oxidation of NO' to the known liquid-phase chemistry provides a quantitative explanation of the measured behavior of the delivery system, including the unexpectedly high rates of nitrite formation (Wang and Deen 2003). In the analysis that follows, the concentrations in the two regions are discussed first, and then the overall kinetics are considered.
**Bulk concentrations.** In the bulk liquid, the quasi-steady-state approximation in kinetics is applicable to both $\text{NO}_2^*$ and $\text{N}_2\text{O}_3$. This is true for experiments with either organic substrate, so that:

\[
2k_1[\text{NO}]^2[\text{O}_2] - k_2[\text{NO}][\text{NO}_2] + k_{-2}[\text{N}_2\text{O}_3]_\text{M} = 0 \tag{9}
\]

\[
2k_1[\text{NO}]^2[\text{O}_2] - k_2[\text{NO}][\text{NO}_2] + k_{-2}[\text{N}_2\text{O}_3]_\text{D} = 0 \tag{10}
\]

\[
k_5[\text{NO}][\text{NO}_2] - (k_{-2} + k_3 + k_4[\text{P}]+ k_5[\text{Mor}^\text{r}])[\text{N}_2\text{O}_3]_\text{M} = 0 \tag{11}
\]

\[
k_5[\text{NO}][\text{NO}_2] - (k_{-2} + k_3 + k_4[\text{P}]+ k_5[\text{dG}] + k_7[\text{dA}] + k_8[\text{dC}])[\text{N}_2\text{O}_3]_\text{D} = 0 \tag{12}
\]

where $[\text{N}_2\text{O}_3]_\text{M}$ and $[\text{N}_2\text{O}_3]_\text{D}$ represent the bulk $\text{N}_2\text{O}_3$ concentrations in morpholine and DNA solutions, respectively. Solving equations 9-12 yields:

\[
[N_2\text{O}_3]_\text{M} = \frac{2k_1[\text{NO}]^2[\text{O}_2]}{k_5 + k_4[\text{P}]+ k_5[\text{Mor}^\text{r}]} \tag{13}
\]

\[
[N_2\text{O}_3]_\text{D} = \frac{2k_1[\text{NO}]^2[\text{O}_2]}{k_5 + k_4[\text{P}]+ k_5[\text{dG}] + k_7[\text{dA}] + k_8[\text{dC}]} \tag{14}
\]

As will be shown, the reactions of $\text{N}_2\text{O}_3$ with $\text{dG}$, $\text{dA}$, and $\text{dC}$ are too slow (compared to hydrolysis) to influence the $\text{N}_2\text{O}_3$ concentration. Thus, equation 14 was simplified to:

\[
[N_2\text{O}_3]_\text{D} = \frac{2k_1[\text{NO}]^2[\text{O}_2]}{k_3 + k_4[\text{P}]} \tag{15}
\]
Because the NO' and O₂ concentrations were fixed by the delivery conditions, which were the same in the morpholine and DNA experiments, the numerators of equations 13 and 15 are identical. Consequently, the ratio of those equations gives:

\[ \frac{[N₂O₃]_{M}}{[N₂O₃]_{O}} = \frac{k₃ + k₄[P]}{k₃ + k₄[P + k₅[Mor°]}} = \alpha_t \]  

(16)

This indicates that the bulk N₂O₃ concentration in the morpholine experiments was lower than in the DNA experiments, because of the competition of morpholine nitrosation with N₂O₃ hydrolysis. Although morpholine nitrosation affected the N₂O₃ level, the yield of NMor was low enough that [Mor°] was almost constant (independent of time). Therefore, the ratio of the N₂O₃ concentrations in the two types of experiments (aₜ) was a constant.

**Boundary layer concentrations.** Of the several boundary layers in the delivery system, the one that most impacts the present experiments is a region next to the NO' tubing in which there are large and spatially varying concentrations of NO₂' and N₂O₃. The variations in the NO₂' concentration in that region are described by:

\[ [NO₂] = [NO₂]₀e^{-x/\lambda} \]  

(17)

where [NO₂]₀ is the aqueous NO₂' concentration at the tubing surface, x is distance from the surface, and \( \lambda \) is the characteristic thickness of the NO₂'/N₂O₃ layer (the distance for a 1/e decay in either concentration). It was shown previously that [NO₂]₀ is proportional to \( \lambda \) (equation A6 in Wang and Deen 2003), which is given by:
where \(D_{NO_2}\) is the diffusivity of \(NO_2^-\) and \([NO']_0\) is the aqueous \(NO'\) concentration at the tubing surface. The constant \(b\) in equation 18 is determined from the rate constants for \(N_2O_3\) formation and consumption, and its value differs in morpholine \(b_M\) and DNA \(b_D\) solutions:

\[
b_M = \frac{k_2(k_3 + k_4[P_i] + k_5[\text{Mor}^o])}{k_2 + k_3 + k_4[P_i] + k_5[\text{Mor}^o]}
\]

\[
b_D = \frac{k_2(k_3 + k_4[P_i])}{k_2 + k_3 + k_4[P_i]}
\]

Although \([NO']_0\) was the same in all experiments (see below), the differing values of \(b\) created differences in both \(l\) and \([NO_2^-]_b\) in the morpholine \((l_M\) and \([NO_2^-]_{l_M}\)) and DNA solutions \((l_D\) and \([NO_2^-]_{l_D}\)). From equations 18-20, one obtains:

\[
\frac{[NO_2^-]_{l_M}}{[NO_2^-]_{l_D}} = \frac{\lambda_M}{\lambda_D} = \left(\frac{b_D}{b_M}\right)^{1/2} = \left(\frac{\alpha_1}{\alpha_2}\right)^{1/2}
\]

with:

\[
\alpha_2 = \frac{k_{-2} + k_3 + k_4[P_i]}{k_{-2} + k_3 + k_4[P_i] + k_5[\text{Mor}^o]}
\]
Although the quasi-steady-state approximation is not valid for NO$_2^+$ in this boundary layer, it remains accurate for N$_2$O$_3$. The resulting expressions for the N$_2$O$_3$ concentrations are:

\[
[N_2O_3]_{BM} = \frac{k_2}{k_2 + k_3 + k_4[P_i] + k_6[\text{Mor}^+]} [\text{NO}]_0 [\text{NO}_2]_{BM} e^{-x/A_{u}} \tag{23}
\]

\[
[N_2O_3]_{BD} = \frac{k_2}{k_2 + k_3 + k_4[P_i]} [\text{NO}]_0 [\text{NO}_2]_{BD} e^{-x/A_{D}} \tag{24}
\]

where $[N_2O_3]_{BM}$ and $[N_2O_3]_{BD}$ are the boundary layer values in the morpholine and DNA experiments, respectively. As in equation 15, it is assumed in equation 24 that $k_6[dG] + k_7[dA] + k_8[dC] \ll k_2 + k_3 + k_4[P_i]$.

Although the concentration of NO$^+$ next to the tubing differs from that in the bulk liquid (i.e., $[\text{NO}^+]_0 > [\text{NO}^+]$), the NO$^+$ concentration is nearly constant within the NO$_2^-$/N$_2$O$_3$ boundary layer. The length scale for variations in the NO$^+$ concentration under our experimental conditions is 67 $\mu$m (Wang and Deen 2003), whereas $l_M$ and $l_D$ were calculated to be 0.55 and 0.60 $\mu$m, respectively. Accordingly, equations 23 and 24 assume that the NO$^+$ concentration in the NO$_2^-$/N$_2$O$_3$ layer is independent of $x$. It can be shown that reactions in the boundary layer have a negligible effect on the aqueous NO$^+$ concentration, and that $[\text{NO}^+]_0$ will be identical in the absence and presence of morpholine or DNA. It is found that $[\text{NO}^+]_0 = 16.6 \mu M$ for 10% NO$^+$ with a tubing length of 7 cm (Wang and Deen 2003).

**Overall kinetics.** In the stirred batch reactor used in our experiments, the rate of accumulation of NMor in the bulk liquid equals its rate of formation per unit volume. Adding the contributions of the two regions, the overall rate is given by
\[
\frac{d[M\text{Mor}]}{dt} = k_s[M\text{Mor}^\circ] \left\{ [N_2O_3]_m + \frac{A}{V} \int_0^\infty [N_2O_3]_{BM} dx \right\}
\]  

(25)

where \( A \) is the surface area of the NO\(^+\) tubing and \( V \) is the total liquid volume (indistinguishable from the bulk volume). Using equation 23 in equation 25 and integrating, we obtain:

\[
\frac{d[M\text{Mor}]}{dt} = k_s[M\text{Mor}^\circ] \left\{ [N_2O_3]_m + [N_2O_3]_M \right\}
\]  

(26)

\[
[N_2O_3]_M = \frac{k_2}{k_{-2} + k_5 + k_4[P_1] + k_4[M\text{Mor}^\circ]} [N_2O_3]_0 [NO_2]_0 \frac{A\lambda_M}{V}
\]  

(27)

In equation 26, the contribution of the boundary layer to NMor formation is expressed as an apparent increment in the bulk \( N_2O_3 \) concentration; that increment, \( [N_2O_3]_M \), was evaluated using equation 27.

Taking \( dX \) formation from \( dG \) as an example, there are two contributions also to each rate of deamination:

\[
\frac{d[dX]}{dt} = k_s[dG] \left\{ [N_2O_3]_D + \frac{A}{V} \int_0^\infty f(x)[N_2O_3]_{BD} dx \right\}
\]  

(28)
where \( f(x) \) is the ratio of the plasmid concentration in the boundary layer to that in the bulk solution. The reason for the \( f(x) \) term is that the finite size of the plasmid will cause some steric exclusion of it from the boundary layer. If the plasmid is approximated as a rod of length \( l \), then \( f(x) \) will increase linearly from 0 to 1 over the interval \( 0 \leq x \leq l/2 \), and be unity thereafter (White and Deen 2000). Incorporating that function into equation 28 and integrating, we obtain

\[
\frac{d[N_2O_3]}{dt} = k_6\left\{[N_2O_3]_b + \beta [N_2O_3]_b \right\}
\]

(29)

where \([N_2O_3]_b\) is the apparent increment in the bulk \( N_2O_3 \) concentration for a point-size molecule and \( b \) represents the steric effect. With \( l \approx 0.5 \mu m \) (estimated from electron microscopy) and \( l_0 = 0.60 \mu m \), those terms are evaluated as

\[
\beta = \frac{2l}{l} \left( 1 - e^{-\frac{l}{3l_0}} \right) = 0.82
\]

(30)

\[
[N_2O_3]_b = \frac{k_2}{k_2 + k_3 + k_4[P]_1[N]_0[N]_0} \frac{A\lambda}{V}.
\]

(31)

The expressions for the rates of \( dI \) and \( dU \) formation are analogous to equation 29.

From equations 21, 27 and 31, one finds that \( \frac{[N_2O_3]_m}{[N_2O_3]_b} = a_l \), a result analogous to equation 16. Further combining equations 16, 26, and 29, and solving for \( k_6 \), we obtain
\[ k_6 = \frac{k_6[M_{\text{Mor}}^0]}{[dG]} \frac{d[dX]}{dt} \frac{d[N_{\text{Mor}}]}{dt} \frac{1 + \frac{[N_2O_3]_M}{[N_2O_3]_M}}{1 + \beta \frac{[N_2O_3]_M}{[N_2O_3]_M}} \]

(32)

As will be shown, \([dG]\) can be approximated as constant in our experiments. Therefore, \(k_6\) can be determined from the slopes of the \([dX]\) and \([N_{\text{Mor}}]\) data plotted \textit{versus} time. The rate constants for \(d\) and \(d\) formation are related to \(k_6\) by:

\[ k_7 = k_6 \frac{[dG]}{[dA]} \frac{d[dI]}{dt} \]

\[ k_8 = k_6 \frac{[dG]}{[dC]} \frac{d[dU]}{dt} \]

(33)

(34)

where \([dA]\) and \([dC]\) are constant, like \([dG]\).
3.4 Results

Characterization of the NO' delivery system. Prior to the DNA experiments, the NO' and O<sub>2</sub> concentrations were measured to confirm that the delivery system was performing as expected. The results of two such tests are shown in Figure 1. The O<sub>2</sub> concentration remained constant at 186 μM throughout each experiment, whereas the NO' concentration reached a value of 1.2 μM about 15 min after NO' gas flow was initiated, and was constant thereafter. The solid curves in Figure 1 show the concentrations predicted using the mass transfer coefficients reported previously (Wang and Deen 2003). The agreement between those curves and the measured concentrations indicates that the final concentrations of both gases, and the duration of the initial NO' transient, were all predictable. The concentration of nitrite increased linearly with time (data not shown), with a formation rate of 1.45 μM/min. It is worth noting that the steady state level of NO' achieved here is similar to that generated by activated macrophages in a culture plate (~1 μM, in Chen and Deen 2002). Therefore, the experimental conditions used here are likely to be relevant to the pathophysiology of inflammation involving macrophages.

Given the measured (or calculated) NO' and O<sub>2</sub> concentrations, the steady state N<sub>2</sub>O<sub>3</sub> concentration in the bulk liquid in the morpholine and DNA experiments can be estimated from equations 13 and 15, respectively. The calculated N<sub>2</sub>O<sub>3</sub> concentrations were quite small, 3.1×10<sup>-14</sup> M for the morpholine solution and 4.0×10<sup>-14</sup> M for the DNA solution. These low levels are mainly due to the rapid hydrolysis of N<sub>2</sub>O<sub>3</sub> to form nitrite. As mentioned earlier, the bulk N<sub>2</sub>O<sub>3</sub> concentration was lower in the morpholine experiments because there was enough morpholine present to noticeably augment the consumption of N<sub>2</sub>O<sub>3</sub>; a similar lowering of the
Nitrate level by morpholine is expected in the NO$_2$/N$_2$O$_3$ boundary layer. The low bulk concentrations of N$_2$O$_3$ notwithstanding, in the morpholine experiments NMor accumulation reached micromolar levels, as shown in Figure 1. As will be discussed shortly, our calculations indicate that N-nitrosation in the bulk solution and in the NO$_2$/N$_2$O$_3$ boundary layer both contributed significantly to the observed rate of NMor formation.

![Figure 1](image)

**Figure 1.** Time course for concentrations of NO' (a, b) and O$_2$ (c, d) in the reactor, with the N-nitrosation of morpholine (Nmor) kinetics (e) determined under the same conditions. The two sets of data (open and closed symbols) for NO' and O$_2$ represent single determinations for two separate experiments. The slope of the NMor line was used to calculate rate constant $k_5$ in Equation 17.

**LC-MS Analysis of Base Deamination Products Produced by NO' Exposure.** The LC-MS method was now applied to the quantification of deamination products in DNA exposed to nitric oxide. Using the NO' reactor, plasmid pUC19 DNA (120 mL at 50 µg/mL in K-PO$_4$ buffer, pH
7.4) was exposed to NO\textsuperscript{+} and O\textsubscript{2} at steady state levels of 1 and 200 \textmu{M}, respectively. At various times, 1 mL aliquots were removed and subjected to enzymatic digestion and LC-MS analysis as described earlier. The results of the analyses are shown in Figure 2. Here, it is apparent that there was a time-dependent increase in the quantities of all deamination products except dO.
Figure 2. Time course for the formation of dX, dI and dU in plasmid DNA by exposure to 1.2 μM NO and 186 μM O₂. Data points represent mean ± SD for four determinations. The data were subjected to linear regression analysis, with the slope of each line used to calculate rate constants $k_6$ (dX), $k_7$ (dI), $k_8$ (dU) according to equations 17-20. Open circles in the panel for dU represent quantification of dU with uracil DNA glycosylase as described in Materials and Methods.
The inability to detect dO extended to the longest exposure time (24 hr) with ten-fold higher amounts of DNA subjected to analysis (500 µg; data not shown). This suggested either that dO was produced below the limit of detection of the assay (6 lesions per 10⁶ nt with 500 µg of DNA) or that technical problems prevented the detection of dO. To rule out the latter, an experiment was performed in which calf thymus DNA was treated with nitrous acid, which is known to produce high levels of dO (Suzuki et al. 1997). As shown in Figure 3, there is a time-dependent formation of dO by HNO₂ in the DNA to the extent of nearly 1 lesion in 100 nt. The non-linearity of the time course is likely due to a reduction in the concentration of substrate dG.

The quantity of dU in NO'-treated plasmid DNA was confirmed using a plasmid-based nicking assay. Samples of plasmid DNA exposed to NO' in the reactor were treated with uracil DNA glycosylase (Scharer and Jiricny 2001) followed by treatment with putrescine to cleave the resulting abasic sites to strand breaks (e.g., refs. (Povirk and Goldberg 1985; Dedon et al. 1992; Tretyakova et al. 2000)) that were subsequently quantified following agarose gel resolution of nicked and supercoiled plasmid. As shown in Figure 2, the quantity of dU determined by the plasmid nicking study is within 30% of that determined by LC-MS, which attests to the precision of the LC-MS assay. One possible reason for the systematically lower levels of dU revealed by the plasmid nicking assay in comparison to the LC-MS method is the efficiency of uracil DNA glycosylase in recognizing its substrate in vitro.
Figure 3. Time course for the production of dO in DNA treated with HNO₂. Data points represent individual determinations for two experiments.

Quantitation of Abasic Sites produced by Exposure of DNA to NO'. Given the precedent for depurination of DNA by nitrosating agents (Lucas et al. 2001), we quantified abasic sites formed in the plasmid DNA exposed to NO' in the reactor, as described above. Aliquots of plasmid solution containing 3 μg of DNA, obtained from samples removed for LC-MS analysis, were divided and one portion treated with putrescine, as described above. Following resolution of the plasmid topoisomers on agarose gels, the quantity of abasic sites at each NO' exposure time was calculated as the difference in the quantity of nicked plasmid DNA in samples treated with putrescine and those not treated. The results are shown in Figure 4, in which it is apparent that there is a steady increase in the number of abasic sites as a function of NO' exposure time.
**Rate Constants of N₂O₃ Reaction with Plasmid DNA Bases.** To determine the rates of nucleobase deamination, the rate of N-nitrosation of morpholine was determined in the reactor (Figure 1) and the rate constant for N₂O₃ reaction with dG was then derived from experimental data using equation 21. The predetermined N₂O₃ concentrations in morpholine and DNA solutions can be used to calculate the [N₂O₃]₀/[N₂O₃]ₚ ratio as 0.71. The slopes of NMor and dX were determined from their concentration-time plots (Figures 1 and 2), which were 0.0266 and 6.91 x10⁺⁶ µM/min. Assume that [Mor] and [dG] were essentially 147 µM (the uncharged form) and 15 µM (dG represents 25.3% of the 2686 bp pUC19 sequence), respectively. Using the reported rate constant \( k_5 \) (6.4 x 10⁷ M⁻¹s⁻¹; Table 1), \( k_6 \) was calculated to be 1.2 ± 0.2 x 10⁸ M⁻¹s⁻¹ (mean ± S.D. for four determinations). Likewise, the slopes of dI and dU formation obtained from linear regression of data in Figure 2 yielded virtually identical values of 1.2 (± 0.3) x 10⁵ and 1.2 (± 0.4) x 10⁵ M⁻¹s⁻¹ for rate constants \( k_7 \) and \( k_8 \) using equations 23 and 24, respectively. The deamination rate constants between N₂O₃ with plasmid DNA bases are comparable to those with single-stranded oligonucleotides, but are three orders-of-magnitude lower than that with morpholine. Using the determined values for \( k_6 \), \( k_7 \) and \( k_8 \), the three terms, \( k_6 [dG] \), \( k_7 [dA] \) and \( k_8 [dC] \), were all calculated to be 1.8 s⁻¹, which is much smaller than \( k_3 \) (1.6 x 10⁷ s⁻¹). This validated the assumption that the \( k_6 [dG] + k_7 [dA] + k_8 [dC] \) term in equation 14 was negligible.
Figure 4. Time course for the formation of abasic sites by exposure of plasmid pUC19 to 1.2 μM NO' and 186 μM O₂. Values represent mean ± error about the mean for two experiments.
3.5 Discussion

Nitric oxide is a physiologically important molecule with genotoxic properties that may be involved in the pathophysiology of chronic inflammation (Tamir et al. 1996; Wink and Mitchell 1998). While the genotoxicity of reactive nitrogen species derived from NO' have been extensively studied, neither the biologically relevant chemistry nor the consequences of that chemistry \textit{in vivo} have been rigorously defined. We thus developed and applied novel delivery and analytical methods to a comprehensive characterization of the spectrum of DNA lesions, with the exception of the G-G cross-link (Kirchner et al. 1992), produced by nitrosative NO' derivatives under conditions that approach biological relevance.

\textbf{The Spectrum of Nitrosative DNA Lesions Produced by NO' Exposure.} Among the spectrum of nitrosative DNA lesions produced by exposure to NO', we approached the quantification of abasic sites by standard plasmid nicking assay. However, we were obliged to develop an LC-MS method sensitive enough to quantify nucleobase deamination products arising by nitrosative mechanisms at biologically relevant NO' concentrations (µM) in the presence of O₂. Most published studies of nucleobase deamination have employed GC-MS techniques (e.g., refs. (Nguyen et al. 1992; Caulfield et al. 1998)). However, the acidic conditions used for depurination of DNA for GC-MS analysis cause decomposition of dO (Dong et al., unpublished observations). To avoid this problem, NO'-exposed DNA was enzymatically digested to nucleosides under conditions (37 °C, pH 7.4) that did not result in significant depurination of dX (t₁/₂ > 2 yr, in Vongchampa et al. 2003). The background levels of the
deamination products in the plasmid DNA, while relatively high at ~1 per $10^5$ nt (Table 2), do not appear to be an artifact of the analytical method given the precision established for the quantification of dI in a defined oligonucleotide and for dU by comparison to an independent analytical method. It is thus likely that these background levels are those expected to occur in vivo or are the result of DNA purification and storage.

These analytical techniques were then applied to DNA exposed to controlled concentrations of NO' and O$_2$ in a novel NO' reactor. A summary of the results of these studies is shown in Table 2. NO' and O$_2$ were delivered at steady-state concentrations of 1.2 $\mu$M and 186 $\mu$M, respectively, with the former approaching the 1 $\mu$M upper limit of NO' concentration estimated to arise in tissues subjected to macrophage-mediated inflammation. These conditions resulted in a time-dependent increase in three nucleobase deamination products (dX, dI and dU) at nearly identical rates, which stands in contrast to the nearly two-fold higher rate of formation of dX than dU observed by Caulfield et al. (Caulfield et al. 1998). The basis for this small difference may lie in the NO' delivery system used by Caulfield et al., in which headspace air may have altered the spectrum of NO' derivatives and thus the nitrosative chemistry in the reaction mixture. A comparison of NO' the delivery systems will be made shortly.

The studies produced two unexpected results. The first was the observation of a time-dependent formation of abasic sites to the extent of 4-7% of the total number of DNA lesions (with the exception of dG-dG cross-links; Table 2). Shuker and coworkers have demonstrated that nitrosation of DNA by 1-nitrosoindole-3-acetonitrile causes the formation of abasic sites, presumably as a result transient nitrosation of the N$^7$ position of dG and the N$^7$ and N$^3$ positions of dA (Scheme 1; refs. (Lucas et al. 1999; Lucas et al. 2001)). We propose that a similar mechanism accounts for the formation of abasic sites as a result of nitrosation by N$_2$O$_3$ generated
in the reactor. It is unclear what role the abasic sites may play in NO'-induced mutagenesis, given the observation in repair-deficient E. coli exposed to nitrous acid that the G:C→T:A mutations expected for apurinic sites represented only 0.2% of total mutations (Schouten and Weiss 1999). The bulk of the mutations consisted of G:C→A:T and A:T→G:C transitions (Schouten and Weiss 1999). However, Engelward and coworkers have demonstrated that E. coli cells lacking AP endonuclease activity were highly sensitive to NO' exposure (Spek et al. 2001; Spek et al. 2002), which suggests that, along with base excision repair of nucleobase deamination products, the directly-formed abasic sites may contribute to NO'-induced toxicity in cells.

<table>
<thead>
<tr>
<th>Table 2: Spectrum of DNA Lesions Produced by Exposure to 1.2 μM NO' and 186 μM O₂</th>
<th>Lesions per 10⁶ nt</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time, hr</strong></td>
<td>AP*</td>
</tr>
<tr>
<td>0</td>
<td>5.4 ± 1.6</td>
</tr>
<tr>
<td>3</td>
<td>9.0 ± 0.10</td>
</tr>
<tr>
<td>6</td>
<td>13 ± 1.9</td>
</tr>
<tr>
<td>12</td>
<td>15 ± 4.7</td>
</tr>
<tr>
<td>24</td>
<td>22 ± 2.3</td>
</tr>
</tbody>
</table>

* AP: abasic sites; values for all lesions represent mean ± SD for four determinations.
The observation of NO'-induced abasic sites expands the spectrum of lesions associated with the nitrosative intermediates derived from NO' under biologically relevant conditions. With consideration given to the formation of dG-dG cross-links in NO'-exposed DNA, we are now in a position to propose a testable quantitative spectrum of nitrosative DNA lesions in cells and tissues exposed to NO'. Recent studies by Caulfield et al. (submitted for publication) revealed that the dG-dG cross-link represented 6% of the amount of xanthine in oligodeoxynucleotides exposed to NO' delivered at 15 µM/min via Silastic tubing. We thus propose that the spectrum of nitrosative DNA lesions in cells and tissues exposed to physiological concentrations of NO' and O₂ will be comprised of ~2% dG-dG cross-links, 4-6% abasic sites, and 25-35% each of dX, dI and dU. We are presently testing this model in TK6 cells exposed to NO' in the reactor employed in the present studies and in the SJL mouse model for inflammation (Gal et al. 1997; Nair et al. 1998). Interestingly, there appears to little oxidative chemistry in the NO' reactor as judged by the lack of nicking induced in exposed plasmid DNA by treatment with Fpg and EndoIII glycosylases (data shown in Chapter 6), enzymes that recognize DNA damage produced by peroxynitrite.

The second novel observation is the absence of detectable dO in DNA exposed to biological concentrations of NO' and O₂. We were unable to detect this lesion in 500 µg of DNA, an amount ten-fold higher than that used for analysis of dX, dI and dU, which suggests that dO, if it arises at all, is present at less than 6 lesions per 10⁸ nt (Table 2). The apparent absence of dO is not the result of analytical artifact given the detection of this lesion in DNA samples treated with nitrous acid (Figure 3). Shuker and coworkers also observed a significant disparity between dX and dO in DNA treated with the nitrosating agent, 1-nitrosoindole-3-acetonitrile, with dO formed at levels 10³-fold lower than depurination and deamination products (Lucas et al. 2001).
However, our inability to detect dO stands in contrast to the observations of Suzuki et al. in reactions of deoxynucleosides and DNA with nitrous acid and NO' (Suzuki et al. 1996; Suzuki et al. 1997; Suzuki et al. 1999; Suzuki et al. 2000), in which dO and dX were formed in a ratio of 1:3-5. The basis for the differences observed with dO likely lie in the model systems employed for the DNA reactions. For example, while nitrous acid does indeed cause nitrosative deamination of DNA bases, the mechanisms and intermediates involved are substantially different than those associated with NO'/O₂ due to the low pH required (pH < 4; HNO₂ pKₐ = 3.3), the presence of a different spectrum of nitrosating species (e.g., NO⁺, H₂NO₂⁺, NOₓ, N₂O₄; refs. (Turney and Wright 1959; Goldstein and Czapski 1996)), and the effects of acidic pH on nucleobase structure and reactivity. These differences almost certainly affect the reaction pathways and the spectrum of products.

Suzuki et al. also observed the formation of dO in DNA solutions exposed to NO' and O₂ (Suzuki et al. 1997). In contrast to the NO' delivery system employed in the present studies, Suzuki et al. performed reactions by bubbling NO' gas into an aerated, buffered solution of DNA exposed to air (Suzuki et al. 1997), which, as discussed shortly, significantly alters the chemistry of NO' due to alternative (and possibly physiologically irrelevant) gas-phase NOₓ chemistry (Mirvish 1975; Challis et al. 1981). They also observed that the relative quantities of dX and dO vary as a function of the ratio of NO' to O₂, with formation of dO favored by an excess of NO' (Suzuki et al., unpublished observations).

Given these differences, we hypothesize that dO will not be produced in significant quantities, relative to the other DNA lesions, in cells exposed to NO' and at sites of inflammation in tissues. This model is supported by our inability to detect dO in preliminary studies in TK6
cells exposed to NO' and O_2 in the reactor under conditions identical to those employed here with isolated DNA (Dong et al., manuscript in preparation).

**Comparison to Published Studies.** This NO' delivery system represents a major improvement over previous systems in terms of biological relevance. Previous attempts to expose DNA to NO' and the derivative nitrosating species have employed several NO' delivery systems. For example, Nguyen et al. exposed DNA and TK6 cells to ~20 mM NO' by bolus delivery through a syringe and found that dX and dI were formed to the extent of three and ten lesions per 10^3 nt, respectively, for isolated DNA, with three-fold lower levels of each in TK6 cells (Nguyen et al. 1992). Yields of dI and dX in DNA were found to be 15- to 100-times higher, respectively, than those observed with free dA and dG (Nguyen et al. 1992). Similarly, Wink et al. exposed DNA to 1 M NO' by bubbling the gas into solution and found five dU per 10^3 nt (Wink et al. 1991).

The previous studies that most closely approximated biological conditions were those performed by Caulfield et al. in which NO'-induced deamination of dC and dG in 2'-deoxynucleosides and oligonucleotides was studied using two different reactors. In the first reactor, they introduced O_2 into a deoxygenated solution containing NO', morpholine, and dG, and measured the concentrations of NMor and dX formed as products. Through a kinetic competition analysis, the rate of dG conversion to dX was determined. In the second reactor, they used a Silastic membrane delivery system to introduce NO' into solutions containing dG and other nucleosides or nucleotides. Using the predetermined dG kinetics as a reference, the rate constants for dG and dC in different nucleic acids were determined. In general, relatively high 2'-deoxynucleoside and NO' concentrations were used in that study (stated as 10-20 nmol/mL/min); the latter was not determined but would not have been constant, due to the
depletion of $O_2$ during the experiments. The deamination rate constants found for plasmid DNA in the present studies ($1.2 \times 10^5 \text{ M}^{-1}\text{s}^{-1}$) are comparable to the values reported by Caulfield et al. for single-stranded oligonucleotides ($9.8 \times 10^4 \text{ M}^{-1}\text{s}^{-1}$ for dG and $5.6 \times 10^4 \text{ M}^{-1}\text{s}^{-1}$ for dC), but they are about one order of magnitude higher than those determined by Caulfield et al. in double-stranded oligonucleotides ($1.0 \times 10^4 \text{ M}^{-1}\text{s}^{-1}$ for dG and $5.6 \times 10^3 \text{ M}^{-1}\text{s}^{-1}$ for dC, in Caulfield et al. 1998). One possible explanation for the similarity of our results to those of Caulfield et al. in single-stranded DNA is that the plasmid DNA used in the present studies contains single-stranded regions as a result of negative supercoiling.

The previous studies present several problems that prevent extrapolation to the biological setting. First, in all of the delivery systems, NO$^+$ was present at significantly higher concentrations than occur at sites of inflammation in vivo, which are thought not to exceed steady-state concentrations of $\sim 1 \mu\text{M}$ (Miwa et al. 1987; Stuehr and Marletta 1987; Lewis et al. 1995). Second, none of the studies addressed the complete spectrum of deamination products produced by exposure to NO$^+$. Finally, the presence of a headspace containing air in each of these delivery systems alters the chemistry of NO$^+$ by biasing the formation of $N_2O_3$ and allowing formation of $N_2O_4$ (Mirvish 1975; Challis et al. 1981). These conditions were avoided with the novel NO$^+$ reactor used in the present studies.

**Characterization of the NO$^+$ Reactor.** The physiological relevance of the observed DNA lesion spectrum presented in the preceding discussion rests entirely on the NO$^+$ delivery system. The development of this system was motivated by the well-respected complexity of the reactions of NO$^+$ and $O_2$ in aqueous solutions (e.g., Goldstein and Czapski 1996), as illustrated earlier by
the different results obtained with different NO' delivery mechanisms and rates. There are substantial differences in the relative concentrations and kinetics of the nitrosating intermediates depending on the concentrations of NO' and O₂, such that the only approach that provides biologically meaningful results is one in which the NO' and O₂ are delivered at controlled concentrations and rates that reflect the physiology of inflammation in tissues. The reactor employed in the present studies (Wang and Deen 2003) provides more constant and predictable levels of NO' and O₂ than could be achieved previously in long exposures (up to 24 hr). As shown in Figure 1, the dimensions of the Silastic tubing selected for the present studies produced a steady-state NO' concentration of 1.2 μM within 15 minutes of initiating gas flow. This level is comparable to the NO' production of 10⁶ activated macrophages in vitro (Lewis et al. 1995; Chen and Deen 2002) and lies at the upper limit for estimates of NO' concentration at sites of inflammation (Miwa et al. 1987; Stuehr and Marletta 1987; Lewis et al. 1995). At this point, 1.2 μM is also the lowest level of NO' reliably achieved to date for in vitro studies. Molecular oxygen achieved a more rapid approach to a steady-state concentration of 186 μM that is analogous to the O₂ concentration in arterial blood in the extra-cellular space (Tortora et al. 2002). During the course of the NO' delivery, the pH remained at 7.4 while the nitrite level rose steadily at a rate of 1.4 μM/min to ~2 mM at 24 hr (data not shown). The steady-state levels of N₂O₃ and NO₂' under these conditions were calculated to be 40 fM and 3.3 pM, respectively. Although the delivery conditions were fixed in the present experiments, it is worth noting that the NO' and O₂ concentrations can each be varied in a predictable way, by changing the gas mixtures and Silastic tubing lengths (Wang and Deen 2003).

The NO' delivery system was designed mainly to carry out long-term cell culture studies, and has the disadvantage in kinetic measurements that a rather complicated analysis is needed to
interpret the results. The source of the complication is that, despite vigorous stirring, the
interplay between NO' oxidation kinetics and diffusion creates two liquid regions with very
different concentrations of NOx compounds. In addition to the well-stirred bulk liquid, there is
an extremely thin (~1 μm) boundary layer next to the NO' delivery tubing, in which the NO2' and
N2O3 concentrations greatly exceed those in the bulk liquid (Figure 5). The main experimental
evidence for this boundary layer is that the rate of nitrite formation in the delivery system greatly
exceeds (by an order of magnitude) that expected from the measured concentrations of NO' and
O2 in the bulk liquid. Those data, and a model that quantitatively explains the observed mass
transfer characteristics of the device, are detailed elsewhere (Wang and Deen 2003). One of the
present findings is that the N2O3 concentration in the boundary layer is high enough to contribute
appreciably to the overall rates of morpholine nitrosation or DNA deamination, despite the
seemingly negligible volume of the boundary layer. As described in the Results section, the rate
of NMor formation in the boundary layer was 71% of that in the bulk solution. Put another way,
some 40% of the total NMor formation was calculated to occur in the ultra-thin boundary layer.
The contribution of the boundary layer to deamination was slightly smaller, because of steric
exclusion of the plasmid DNA from part of that layer, as discussed shortly.

The issues that arise in using the NO' delivery device to study NO2' or N2O3 chemistry in
various applications are illustrated in Figure 5. As shown by the dots, morpholine is small
enough (relative to 1 μm) that its concentration in the boundary layer will not differ from that in
the bulk liquid, assuming that morpholine is present in large excess, as in the present
experiments, so that it is not depleted by reaction. Molecules of plasmid DNA (2686 bp) with
plectonemic supercoiling, however, are just large enough to experience some exclusion from the
boundary layer. We estimated that the average concentration of pUC19 in the boundary layer
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was 18% less than in the bulk solution, which had a modest (8%) effect on the calculated rate constants for deamination. In contrast to small molecules and plasmid DNA, mammalian cells have dimensions that are large enough (~10 μm) to almost fully exclude them from the NO$_2$/$N_2O_3$ boundary layer. Accordingly, cells in this device will be exposed only to the bulk NO$_2$ concentrations. Because bulk concentrations are more accessible experimentally (e.g., using NO$^*$ and O$_2$ electrodes), the chemical conditions there are less uncertain than they are in the NO$_2$/$N_2O_3$ boundary layer.

We also found a kinetic discrepancy in the measured NMor formation rate, which was about 4- to 5-fold lower than expected from the rate constants in Table 1. As already noted, the present data and kinetic analysis indicate that the rate of NMor formation was enhanced by some 70% in the boundary layer. However, at the same NO$^*$ and O$_2$ concentrations (but without morpholine), the boundary layer was found to give a 9-fold increase in the overall rate of nitrite formation (Wang and Deen 2003). Because the nitrite and NMor formation rates are both proportional to the $N_2O_3$ concentration, the boundary layer should augment them by similar amounts. The ~20% reduction in the $N_2O_3$ concentration caused by morpholine is too small to explain the difference. One possible explanation is that the phosphate effect on $N_2O_3$ hydrolysis (i.e., the $k_4$ value) might have been underestimated. If the actual value of $k_4$ was larger than that in Table 1, then NMor formation would be reduced, but nitrite formation in a morpholine-free solution (which is controlled by the rate of reaction 1) would be unaffected. Another possibility is that the value of $k_4$ may have been overestimated. The discrepancy between the predicted and observed rates of NMor formation suggests a proportional uncertainty in the concentrations of $N_2O_3$, and a consequent 4- to 5-fold uncertainty in the absolute values of the deamination rate constants. However, because each deamination rate was compared with the same standard (rate of NMor
formation), there is little uncertainty in the relative rate constants for deamination of dG, dA, and dC.

**Figure 5.** Heterogeneity of liquid concentrations in the NO' reactor. In a boundary layer (BL) of thickness \( \sim 1 \, \mu m \) next to the NO' delivery tubing, the concentration of \( N_2O_3 \) greatly exceeds that in the bulk liquid. Morpholine molecules (not to scale) have free access to the boundary layer, while plasmid molecules are partially excluded and cells are almost fully excluded.
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Chapter 4

Formation of Nucleobase Deamination Products in Human Lymphoblastoid Cells Exposed to Nitric Oxide at Controlled Physiological Concentrations
4.1 Abstract

Our previous in vitro investigation demonstrated that nucleobase deamination products can act as useful biomarkers for nitrosative chemistry caused by NO' at controlled physiological concentrations (Dong et al., 2003). We then sought to extend the in vitro observations to cultured human cells. The goals of these cell studies were as follows: First, we wanted to compare the results with the spectrum of nitrosative DNA lesions derived from the in vitro study. Second, we also wanted to correlate nucleobase deamination with other biological end points, including cell viability, apoptosis, etc. Third, and perhaps most important, we wanted to establish analytical parameters for subsequent probing of tissue samples from mouse models of inflammation.

TK6 human lymphoblastoid cells were first exposed to a relatively high steady-state level of NO' using the delivery system described in Chapter 3. Following a 12 hr exposure to 1.75 μM NO' and 186 μM oxygen, dO was not detected while the other deamination products were formed at comparable levels above baseline as follows: dX, a 3.5-fold increase from the baseline level; dl, a 3.8-fold increase; and dU, a 4.1-fold increase. In comparison, these levels were much lower than those reported in our in vitro studies. Furthermore, regarding cell viability and apoptosis, we found that a 12 hr NO' exposure compromised the growth of TK6 cells. Compared with the control group, 32.7 ± 3.5% of TK6 cells were either dead or undergoing apoptosis immediately after NO' exposure, while, 86.3 ± 4.7% of the cells were dead or undergoing apoptosis after a single doubling-time.
As a rational extension, formation of nucleobase deamination products was also examined at a low steady-state level of NO'. A 12 hr exposure to 0.65 μM NO' and 190 μM O₂, a total dose equal to three times the threshold value of 150 μM/min (Wang et al., 2003), caused observable increases above the baseline levels for each lesion as follows: dX, 1.7-fold; dI, 1.8-fold; and dU, 2.0-fold. Again, dO was not detected. Simultaneous analysis of cell viability revealed a ~15 ± 3.6% reduction in TK6 cells immediately after exposure to the same dose of NO'. This observation, together with the results mentioned above, lead to the conclusion that there may not be a causative relationship between nucleobase deamination and cell death arising from NO'.

GSH is the most abundant thiol in eucaryotic cells and represents a very important cell defense system against oxidative stress. We found that incubation of TK6 cells with 125 μM L-buthionine SR-sulfoximine (BSO), a specific inhibitor of GSH synthesis, for 24 hr virtually depleted all intracellular GSH, but resulted in no cell death. GSH depletion in TK6 cells prior to NO' treatment did not increase sensitivity to NO'-induced cell killing or increase the baseline level of any nucleobase deamination products. After a 12 hr exposure to steady-state levels of 0.65 μM NO' and 186 μM O₂ there was an ~2-fold increases for all nucleobase deamination products in GSH-depleted TK6 cells. This observation was smaller than expected, considering the effects of GSH on steady-state concentrations of N₂O₃ as eluded to in several in vitro kinetics studies, suggesting that there are other cellular factors that may significantly influence nucleobase deamination.
4.2 Introduction

A growing body of epidemiological evidence demonstrates a close association between chronic inflammation and an increased risk of cancer (Jaiswal et al., 2001; Lala and Chakraborty, 2001; Ohshima, 2003; Ohshima et al., 2003). Nitric oxide (NO'), as an identified inflammatory mediator, has been implicated in this process. NO' participates at various stages of the multiple-step malignant transformation of somatic cells. Among various NO'-mediated noxious effects, DNA damage and cytotoxicity are of particular importance. Together with the infidelity of certain polymerases (Bebenek et al., 2001), DNA damage is a major factor leading to the inactivation of tumor suppressor genes and the activation of oncogenes (Dedon and Tannenbaum, 2004; Tamir et al., 1996), two mechanisms underpinning a multi-faceted path to carcinogenesis. Cytotoxicity, including cell injury and cell death, may induce compensatory cell proliferation which has been shown to increase cancer risk (Rosin et al., 1994) (Albina et al., 1996; Zamora et al., 2001).

The adverse effects of NO' are normally studied by using NO’ from one of the three sources: various NO' donor compounds, NO' gas, or NO' produced by either macrophages or endothelial cells after activation. Donor compounds, though easy to use, generally do not provide a steady rate of NO' release, and their parent compounds and/or their decomposition products may contribute to the observed cellular response (Keefer et al., 1996; Tabor and Tabor, 1985). Similar drawbacks exist when using a co-culture system. The observed cellular effects in the target cells are not purely caused by NO’, but by a combination of reactive nitrogen and oxygen species formed in the generator cells (deRojas-Walker et al., 1995; Zhuang et al., 2002). The direct use of NO' gas for cell exposure has been made possible by supplying NO' continuously -203-
through gas permeable polydimethylsiloxane tubing (Luperchio et al., 1996b; Tamir et al., 1993). In its day, the membrane delivery system was considered a pioneering method for controlled delivery of NO'. However, because oxygen reacts with NO' and is also consumed by the cells, it becomes progressively depleted from the medium, leading to two serious consequences: variation of the exposure conditions over time and confounding cellular effects induced by hypoxia. These imperfections have been addressed by a novel NO' delivery system (described in Chapter 3) that provides a constant level of both NO' and O₂ (Wang and Deen, 2003).

NO'-mediated cyto- and genotoxicity have been investigated using both types of membrane delivery systems. Burney et al. used the original system (NO' only) to investigate several DNA damage parameters in Chinese hamster ovary (CHO-AA8) and human lymphoblastoid (TK6) cells, over a range of NO' doses. Results indicated that NO'-induced toxicity is an extremely complex process involving multiple pathways: inhibition of DNA synthesis, cell cycle arrest, apoptosis, and necrosis (Burney et al., 1997). The same system was also applied by Li et al. to investigate the influences of NO' on other biological indices in two human lymphoblastoid cell lines, TK6 and WTK-1, which express wild-type and mutant p53, respectively (Li et al., 2002b). They observed that the status of p53 strongly affected the mutagenic and apoptotic response to NO'. Furthering these observations, Wang et al. made use of a newly developed membrane delivery system (with both NO' and O₂). They chose the NH32 cell line as a more appropriate counterpart to the TK6 cell line because, unlike WTK-1 cells which express a mutant p53 protein (Xia et al., 1995), NH32 cells were derived from TK6 cells by knocking out the p53 gene. Under controlled conditions, they discovered that various toxic effects, including cell viability, apoptosis, mitochondrial membrane depolarization, and mutation frequency became observable.
only when NO\textsuperscript{\textprime} concentrations and dose were greater than threshold values of approximately 0.5 μM and 150 μM•min, respectively (Wang et al., 2003).

In contrast to the extensive studies of NO\textsuperscript{\textprime}-mediated cytotoxicity, there have been fewer investigations that directly monitor cellular DNA damage that arises when using membrane delivery systems. In studies by Burney et al. (Burney et al., 1997), the occurrence of DNA strand breaks increased with the increasing dose of NO\textsuperscript{\textprime}. A similar observation was reported by Li et al. (Li et al., 2002b). Given the diversity of DNA damage products resulting from NO\textsuperscript{\textprime} that have been identified in vitro (Caulfield et al., 1998; Dong et al., 2003), a sound molecular basis for the observed biological effects remains speculative until a quantitative analysis of various products has been accomplished. To approach this goal, we initiated a study to define DNA lesion spectra produced by NO\textsuperscript{\textprime} in cultured cells with a special focus on nucleobase deamination products and the resulting cytotoxicity and mutagenicity.

Determining a DNA lesion spectrum from within a cell is far more challenging than simply from naked DNA. The first important detail was to obtain DNA free of artifacts created by the isolation process itself. This point has been well documented by analysis of 8-oxo-dG. Many studies have indicated the oxidative generation of 8-oxo-dG during DNA isolation (Cadet et al., 2003; Douki et al., 1996). This problem can be addressed by working at reduced temperature and by adding an antioxidant such as desferrioxamine (Atamna et al., 2000) or TEMPO (2,2,6,6-tetramethylperidinoxyl) (Nakamura et al., 2000). In contrast, the risk of adventitious generation of deamination products during DNA isolation has been largely ignored. During method development, we discovered an artificial generation of dI from dA by the action of contaminating dA deaminases found in many commercially available DNA digestive enzymes.
Thereafter, we added coformycin, a specific inhibitor of dA deaminase, to our preparations (Dong et al., 2003).

Of course, the cellular environment may also complicate any analysis by acting as a determinant of the NO' chemistry. The role of various cytosolic and nuclear factors in NO'-induced nitrosative chemistry must therefore be determined. One such factor is glutathione (GSH), a small molecule known to protect cells from the toxic effects of free radicals and reactive oxygen species (Poulsen et al., 1998), and which has been shown to mediate the cytotoxicity caused by NO' (Luperchio et al., 1996b). Furthermore, several studies in vitro showed that GSH reacts with NO' to form an S-nitrosothiol, which reduces the effective cellular level of NO' and may serve as an NO' sink (Keshive et al., 1996a; Singh et al., 1996). In our present study, we chose to monitor the specific effects of glutathione by reducing intracellular glutathione levels in cells by treatment with buthionine sulfoximine (Anderson, 1985; Luperchio et al., 1996b).
4.3 Materials and Methods

Materials. All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. Pure Ar gas, mixtures of 1% and 10% NO\textsuperscript{1} in Ar gas, and a mixture of 50% O\textsubscript{2} and 5% CO\textsubscript{2} in N\textsubscript{2} gas were purchased from BOC Gases (Edison, NJ). TK6 cell line was kindly provided by Dr. W. G. Thilly (Massachusetts of Institute of Technology). NH32 cell line was a generous gift from Dr. C. Harris (National Cancer Institute). RPMI-1640 medium, donor calf serum, glutamine, and penicillin/streptomycin were purchased from BioWhittaker (Walkersville, MD). An ApoAlert annexin V-FITC kit was obtained from Clontech (Palo Alto, CA). Trypan blue (4% in saline), spermidine, spermine, Nonidet P40, 8-hydroxyquinoline, 2'-deoxycytidine, hypoxanthine, aminopterin, thymidine, 2-(N-morphoino)ethanesulphonic acid (NEM), glutathione (GSH), glutathione disulfide (GSSG), nicotinamide adenine dinucleotide phosphate, reduced form (NADPH), glutathione reductase, 5,5'-dithiobis-2-nitrobenzoic acid (DTNB), meta-Phosphoric acid (MPA), 2'-Vinylpyridine, L-buthionine SR-sulfoximine (BSO), and alkaline phosphatases were obtained from Sigma Aldrich (St. Louis, MO). Coformycin and tetrahydouridine were purchased from Calibochem (San Diego, CA). Nuclease P1, proteinase K, and DNase-free RNase A were purchased from Roche Diagnostic Corporation (Indianapolis, IN). Phosphodiesterase I was obtained from USB (Cleveland, Ohio). Uniformly \textsuperscript{15}N, \textsuperscript{13}C-labeled 5'-triphosphate-2'-deoxyguanosine, 5'-triphosphate-2'-deoxyadenosine, and 5'-triphosphate-2'-deoxycytidine were purchased from Silantes (Munich, Germany). Acetonitrile and HPLC-grade water were purchased from Mallinckrodt Baker (Phillipsburg, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford,
MA) was used for all other applications. Silastic tubing (1.47 mm i.d., 1.96 mm o.d.) was purchased from Dow Corning (Midland, MI).

**Instrumental Analyses.** All HPLC analyses were performed on an Agilent Model 1100, equipped with a 1040A diode array detector. Mass spectra were recorded with an Agilent Model 1100 electrospray mass spectrometer coupled to an Agilent Model 1100 HPLC with diode array detector. UV spectra were obtained using a Beckman DU640 UV-visible spectrophotometer.

**Preparation of Uniformly $^{13}$C, $^{15}$N-labeled dA, dG, and dC.** Each U-$^{13}$C, $^{15}$N-5'-triphosphate-2'-deoxyucleotide, including dA, dG and dC, was first dephosphorylated by incubation with alkaline phosphatase (0.5 units/µg of nucleotides) at 37°C for 1 hr in the presence of coformycin (50 µg/mL of reaction solution). The resulting reaction mixture was first passed through a Microcon YM-30 column (Millipore Corporation, Bedford, MA) to remove the enzyme, and then applied to a HPLC system, which contains a HAISIL HL C18 reversed phase semi-preparation column (250 x 10 mm, 5 µm particle size, 100 Å pore size) eluted with acetonitrile/H$_2$O (v/v=5/95) at a flow rate of 4.0 mL/min, for the purification of U-$^{13}$C, $^{15}$N-2'-deoxynucleosides. The "raw" fraction containing each U-$^{13}$C, $^{15}$N-2'-deoxynucleoside was then subjected to a second-run HPLC purification using a HAISIL HL C18 reversed phase column (250 x 4.6 mm, 5 µm particle size, 100 Å pore size, Higgins Analytic Inc, Mountain View, CA) with isocratic conditions of acetonitrile/H$_2$O (5/95 v/v) at a flow rate of 0.4 mL/min. Individual fraction containing each pure product was dried under Speed Vacuum evaporation and stored at −80°C for the future use.
Cell Culture. TK6 and NH32 cells were maintained in exponentially growing suspension cultures at 37°C in a humidified atmosphere of 95% air / 5% CO₂ in RPMI-1640 medium supplemented with 10% (v/v) heat-inactivated donor calf serum, 100 units/mL penicillin, 100 μg/mL streptomycin, and 2 mM L-glutamine. Stock cells were subcultured and routinely passaged to maintain an optimal growth density (0.6-1.0 × 10⁶/mL) in 150-mm dishes during experiments. Cells were treated with CHAT (10 μM 2’-deoxycytidine, 200 μM hypoxanthine, 0.1 μM aminopterin, and 17.5 μM thymidine) to remove mutant cells before each experiment as described previously (Liber and Thilly, 1982).

Glutathione Depletion by BSO. BSO was dissolved in autoclaved water and filter sterilized before addition to the PRMI 1640 medium containing TK6 cells. The toxicity of BSO and its efficiency in depleting GSH were determined by adding BSO at a range of concentrations (0-5 mM) to a suspension of 0.5 ×10⁶ cells/mL and incubated at 37°C for 24 hr.

NO⁺ Exposure of Cells. Cells at a density of 5 × 10⁵ cells/mL in 115 mL of fresh RPMI 1640 medium containing 10% heat-inactivated calf serum were exposed to NO⁺ at 37°C in the membrane delivery system described before (Dong et al., 2003). 1% and 10% NO⁺ gas were used to achieve the desired steady-state NO⁺ concentrations: 0.65 μM and 1.75 μM respectively. A 50% O₂ gas mixture (with 5% CO₂) was flowed through a second tubing loop to maintain the liquid O₂ level near air saturation. The length of tubing for NO⁺ and O₂ is 7 cm and 4 cm respectively. The control cells were treated with Ar gas using the same length of tubing as in the NO⁺ experiments. Immediately after exposure to NO⁺ or Ar, samples were taken for the analysis.
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of cell survival, apoptosis and the formation of nucleobase deamination products. The remaining cells from the 10% NO' exposure groups were collected by centrifugation. The cell pellets were resuspended in fresh culture medium, plated at a density of $5 \times 10^5$ cells/mL, and continue grew at $37^\circ C$ for 24 hr, then cell survival, apoptosis, and the formation of nucleobase deamination products were again determined. Each experiment was done in triplicate.

**Analysis of Cell Survival.** NO'-induced cell lethality determined by trypan blue exclusion was reported to produce approximately the same survival values as by the plating efficiency assay (Li et al., 2002b). Therefore, in this study cell survival was determined by staining cells with 0.4% trypan blue solution followed by enumeration of those excluding the stain under a phase-contrast microscope. The relative survival was calculated as the ratio of the live cell number in NO' experiments to that in Ar controls (expressed as a percentage).

**Apoptosis Analysis.** Quantitative estimation of apoptosis was accomplished by flow cytometry following annexin V-FITC and PI (propidium iodide) staining. Positive staining for annexin V was used as a marker of early apoptosis. Aliquots of cell suspensions containing 0.5 to $1 \times 10^6$ cells were placed into 1.5-mL Eppendorf tubes, washed once with 500 μL annexin binding buffer, and resuspended in 200 μL of binding buffer. The cells were stained for 15 min at room temperature in the dark with annexin V-FITC at a final concentration of 0.5 μg/mL and PI at a final concentration of 2.5 μg/mL. The volume was adjusted to 600 μL using ice-cold binding buffer for the flow cytometry analysis by using a Becton Dickinson FACScan (excitation light 488 nm) equipped with CellQuest software (MIT center for Cancer Research). Annexin V-FITC fluorescence was recorded in FL-1 channel and PI fluorescence in FL-2. Twenty thousand cells
were examined for each sample. Cells stained positive with annexin V only were designated as apoptotic, those with PI only as necrotic, those with both PI and annexin V as necrotic or late apoptotic, those unstained by either as alive and not undergoing measurable apoptosis. Cells treated with Ar gas served as controls, and the measured apoptotic fraction was subtracted from that in NO'-induced cells.

**Glutathione Measurement.** Reduced and oxidized glutathione were extracted from TK6 cells by a modified method of Griffith and Anderso (Anderson, 1985; Griffith, 1980). Briefly, 10⁷ cells were resuspended in 1 mL ice-cold MES buffer (50 mM MES, pH6-7, 1 mM EDTA) containing 0.5% MPA (w/v) and lysed by three cycles of freeze thaw. Acid insoluble material was pelleted out and the supernatant was extracted and neutralized by adding 1/10th of triethanolamine (final pH 7.5) before the analysis of soluble glutathione (GSH+GSSG). GSH level was determined according to the method primarily developed by Tieze (Tietze, 1969) with further adaptation to microplate reader. Briefly, 150 µL freshly prepared assay cocktail containing 3 mM NADPH, 6 mM DTNB, and 50 units/mL glutathione reductase in MES buffer was added to each assay well of a 96-well plate. Samples and standards were done in triplicate by adding 50 µL standard (0-200 pmol GSH per well) or sample to each well. The change in absorbance at 405 nm was recorded every 2 min over a period of 20 min by a PowerWave X microplate reader (Bio-Tek Instruments; Winoski, VT). GSH concentration in each sample well was calculated by a kinetic method. The GSH content in TK6 cell is presented in µg GSH per 10⁷ cells.
**Isolation of Genomic DNA from TK6 and NH32 Cells.** Cell pellet (1-2 x 10⁷ cells) was resuspended in 0.4 mL of buffer A (300 mM sucrose, 60 mM KCl, 15 mM NaCl, 60 mM Tris-HCl, pH 8.0, 0.5 mM spermidine, 0.15 mM spermine, 2 mM EDTA, 50 μg/mL coformycin, and 500 μg/mL tetrahydrouridine). Cells were then lysed by addition of 1% Nonidet P40 and incubate on ice for 5 min. The released nuclei were washed once in buffer A (4500 g for 10 min at 4 °C) and resuspended in 0.2 mL of buffer B (150 mM NaCl and 5 mM EDTA, pH 7.8, 50 μg/mL coformycin, and 500 μg/mL tetrahydrouridine) followed by addition of the same volume of buffer C (20 mM Tris-HCl, pH 8.0, 20 mM NaCl, 20 mM EDTA, and 1% sodium dodecyl sulfate) immediately before digestion with proteinase K (450 μg/mL; 37°C, 2 hr, an additional 250 μg/mL was added for additional 1 hr). DNase-free RNase A was then added (150 μg/mL; 37°C, 1 hr). DNA was purified by successive extraction with buffer-equilibrated phenol (0.1 M Tris-HCl, pH 8.0, 0.1% 8-hydroxyquinoline [w/v]), phenol: chloroform (1:1), and chloroform. DNA was recovered by precipitation in 200 mM NaCl and 2 vol. of absolute ethanol (-20°C; add slowly to facilitate DNA recovery). The floating DNA filament was recovered with a micropipette tip (or by centrifugation at 5000xg for 30 min) followed by two washes with 70% ethanol, air-drying at ambient temperature and resuspension in 10 mM Tris-EDTA (pH 8.0) buffer. The DNA concentration was then determined (UV spectroscopy) and the DNA sample was stored at -80°C.

**Quantification of DNA Nucleobase Deamination by LC-MS Analysis.** DNA samples from either NO’ or Ar treatment were subjected to quantification of the nucleobase deamination products by the LC-MS method established previously (Dong et al., 2003). Briefly, 50 μg of DNA molecule was hydrolyzed by the combination of three enzymes (Nuclease P1,
phosphodiesterase I, and alkaline phosphatase) at the presence of appropriate amount of isotope-labeled internal standards and an adenosine deaminase inhibitor, coformycin. The resulting nucleoside mixture was separated by HPLC. Fraction containing each nucleobase deamination product was collected for the subsequent LC-MS quantification.

**Estimation of the Artificial Generation of Nucleobase Deamination Products.** The potential of the artificial generation of nucleobase deamination products was estimated at different stages of sample preparation, including DNA isolation, digestion, and HPLC pre-purification (Scheme 1 and 2). As marked in the diagram below, the DNA isolation procedure was further divided into two steps: the process of breaking cellular and nucleic membranes to release nuclei and the process of digesting the chromatin proteins to release DNA molecules. At each stage, appropriate amount of U-\(^{13}\)C, \(^{15}\)N-2'-dA, dG, and dC (19.95 \(\mu\)g, 21.45 \(\mu\)g and 17.94 \(\mu\)g respectively, calculated based on generating as much as 300 fmol of each corresponding nucleobase deamination product, 3-fold of detection limit), along with appropriate amount of U-\(^{15}\)N-dX, dI and dU (3 pmol of each), coformycin (5 \(\mu\)g/mL), and tetrahydouridine (50 \(\mu\)g/mL) were added at the very beginning of the process. The potentially formed nucleobase deamination products were collected at the end of each process for the HPLC separation, followed by further LC-MS analysis. The LC-MS conditions were as same as those established before except for the change in the SIM number for each monitored lesion. The SIM numbers monitored here were for both U-\(^{13}\)C, \(^{15}\)N-labeled nucleobase deamination products, which can only be generated by the deamination of the corresponding U-\(^{13}\)C, \(^{15}\)N-labeled normal nucleosides, and U-\(^{15}\)N-labeled internal standards of corresponding nucleobase deamination products, specifically, m/z 162 for
U-\textsuperscript{13}C, \textsuperscript{15}N-dX, dO, m/z 157 for U-\textsuperscript{15}C, \textsuperscript{15}N-dI, m/z 141 for U-\textsuperscript{15}N-dl in positive mode; m/z 146 for U-\textsuperscript{13}C, \textsuperscript{15}N-dI, m/z 141 for U-\textsuperscript{15}N-dl in positive mode; m/z 233 for U-\textsuperscript{13}C, \textsuperscript{15}N-U, m/z 229 for U-\textsuperscript{15}N-U in negative mode.

**Scheme 1. Isolation of Genomic DNA in TK6 Cells**

\[
\begin{align*}
25 \mu g & \text{ coformycin} \\
125 \mu g & \text{ THT}
\end{align*}
\]

Add in

- Re-suspend cells (1X10^7) in 400 \mu L of buffer A in 1.5 mL Eppendorf tube
- Add 400 \mu L of buffer A containing 1\% IGEPA CM630
- Incubate on ice for 5 min
- Sediment nuclei by centrifugation at 4500 g for 10 min at 4°C

Remove the supernatant

Pass through YM-10

Speed Vacuum to reduce Volume

HPLC pre-purification

- Re-suspend nuclei in 300 \mu L of buffer A by gentle vortexing.
- Re-sediment nuclei at 4500 g for 10 min at 4°C
- Remove of supernatant.
- Leave a small volume (20 \mu L) of buffer A to facilitate re-suspension of nuclei

\[
\begin{align*}
25 \mu g & \text{ coformycin} \\
125 \mu g & \text{ THT}
\end{align*}
\]

Add in

- Dilute the nuclei in 200 \mu L of buffer B
- Add 200 \mu L of buffer C
- Add 7.2 \mu L of Proteinase K (25 mg/mL) stock to a final concentration of 450 \mu g/mL.
• Incubate at 37°C for 3 hr, shake occasionally

• Add 2.4 µL of RNase A (25 mg/ml) stock to a final concentration of 150 µg/mL.

• Incubate at 37°C for 1 hr

• Purify DNA by extraction with 400 µL of phenol, 400 µL of phenol: chloroform, and 400 µL of chloroform successively

• Precipitate DNA in 200 mM NaCl and 2 vol. of pre-cooled absolute ethanol.

• Add 16 µL of 5 M NaCl into 400 µL extracted solution, and then add 1 mL of pre-cooled absolute ethanol. Ethanol should be added slowly to facilitate DNA recovery. Rock the tube very gently.

• Recover DNA by spooling the floating DNA filament with a micropipette tip.

• If DNA is in small pieces or not clearly visible, recover DNA by centrifugation (5000 g for 30 min at 4°C).

• Remove supernatant \rightarrow Pass through YM-10 \rightarrow Speed Vacuum to reduce Volume \rightarrow HPLC pre-purification

• Wash DNA once with 10 mL of 70% ethanol

• Air-dry DNA pellet at room temperature.

• Dissolve DNA in 0.5 mL of dd H₂O.

• The quantity of DNA can be estimated based upon the number of cells that were initially used for DNA purification. About 6 µg of DNA should be purified from 1 X 10⁶ cells.

• Carefully measure DNA concentration by UV/VIS spectrophotometry at 260 nm.
Scheme 2. Enzymatic Hydrolysis of Genomic DNA to Single Nucleosides

50 μg of TK6 genomic DNA

Dissolve in 13 μL of 30 mM sodium acetate buffer (pH 5.8) and 10 μL of 10 mM zinc chloride

Add in 19.95 μg of U-13C,15N dA
21.45 μg of U-13C,15N dG
17.94 μg of U-13C,15N dC
3 pmol of U-15N labeled dX
3 pmol of U-15N labeled dO
3 pmol of U-15N labeled dI
3 pmol of U-15N labeled dI

Add in 2 μL of Nuclease P I (4U, from Roche), then incubate at 37°C for 3 hr

Add 30 μL of 30 mM sodium acetate buffer (pH 7.4) to bring the pH near neutral

Add 25 μg coformycin
125 μg THU

Add 1 μL of alkaline phosphatase (12.5 U, from Sigma) and 4 μL of phosphodiesterase I (0.1 U, from USB)

Incubation at 37°C for another 6 hr.

Digestion mixture → Pass through YM-10 → Speed Vacuum to reduce Volume → HPLC pre-purification

LC-MS quantification

Stage 3
Stage 4 was the step of HPLC pre-purification. Double-labeled normal deoxynucleosides were subjected to HPLC separation in the presence of $U^{15}N$-dX, dO, dI and dU. Fractions at the eluting time bracketing each nucleobase deamination product were collected for the subsequent LC-MS quantification.
4.4 Results

Effect of NO\(^\cdot\) Exposure on Cell Viability. Figure 1 shows the relative cell viability obtained by trypan blue exclusion assay following various NO\(^\cdot\) exposures. The delivery system used for the current cell experiment was reported to have little or no effect on cell proliferation (Wang et al., 2003). We also found that in the control cells that were treated by Ar gas, the growth rate was similar to that for untreated plate cultures, though a slight decrease in the S-phase cell population was observed (unpublished results). After exposure, the control cells, both TK6 and NH32, continued to grow exponentially, with a similar doubling time of about 20 hr, further suggesting that any difference observed during NO\(^\cdot\) delivery could be attributed to NO\(^\cdot\).

The relative cell viability was found inversely related to total NO\(^\cdot\) dose that was varied by using different NO\(^\cdot\) gas compositions and delivery times. As shown in Figure 1a, 1% NO\(^\cdot\) gas had no significant impact on TK6 cell viability until the total dose of NO\(^\cdot\) increased to 320 \(\mu\text{M}\times\text{min}\), which equals to \(~8\) hr NO\(^\cdot\) exposure. Further increasing the NO\(^\cdot\) dose to 450 \(\mu\text{M}\times\text{min}\) resulted in \(~15\)% reduction in cell viability. Figure 1b shows a similar trend when exposing to 10% NO\(^\cdot\). A substantial loss of cell viability was observed at high NO\(^\cdot\) doses, culminating in a dramatic 87\% reduction at 1260 \(\mu\text{M}\times\text{min}\).

For NH32 cells, cell viability also decreased with increasing dose of NO\(^\cdot\) exposure, but the reduction was less than that for identically treated TK6 cells. For example, as shown in Figure 1c, the relative cell survival of NH32 cells did not reduce significantly until 450 \(\mu\text{M}\times\text{min}\). Compare to TK6 cells, NH32 cells showed relatively higher cell survival to commensurate amount of 10\% NO\(^\cdot\) exposure (Figure 1b and 1d).
Figure 1. Cell viability determined by trypan blue exclusion assay at various doses of NO'. (a) TK6 cells with 1% NO' exposure rate; (b) TK6 cells with 10% NO' exposure rate; (c) NH32 cells with 1% NO' exposure rate; and (d) NH32 cells with 10% NO' exposure rate. In each panel, the abscissa is the dose of NO' calculated by multiplying the steady state concentration of NO' (1.75 μM for 10% NO' gas, 0.65μM for 1% NO') with delivery time. The ordinate is the relative cell viability calculated as the ratio of cell number in NO' experiments to that in Ar controls (expressed as a percentage). The relative cell viability was also determined after a 24 hr recovery period following exposure in the 10% NO' experiments. These data represent the mean ± SD of eight measurements from two independent experiments.
Effect of NO' Exposure on Cell Apoptosis. Annexin V staining followed by flow cytometry was applied to quantify the apoptosis in TK6 and NH32 cells caused by NO' exposure. At an early stage of apoptosis, phosphatidylserine (PS) translocates from the inner to the outer leaflet of the cell membrane. FITC-conjugated annexin V protein can capture the PS, thereby labeling the cells and allowing their detection by flow cytometry. Some typical Annexin V and PI staining histograms of TK6 cells treated with different doses of NO' are shown in Figure 2. The percentages of cells with annexin V-positive staining, representing early apoptosis and late apoptosis or necrosis, for TK6 and NH32 cell lines, are shown in Figure 3.

For TK6 cells subjected to a 1% NO' exposure rate, as shown in Figure 3a, significant positive staining was observed only when the total dose of NO' was increased to 320 μM*min. For TK6 cells subjected to a 10% NO' exposure rate, a clear dose-dependent increase in apoptosis was observed as shown in Figure 3b. A maximum of 14.9% ± 3.0 of cells were stained with annexin V immediately following a dose of 1260 μM*min. The number of stained cells increased to 57.9% ± 1.7 after a 24 hr recovery period.

In the case of NH32 cells, for a 1% NO' exposure rate, as shown in Figure 3c, there was no significant increase in the number of stained cells for any dose of NO' tested. However, for the 10% NO' exposure rate, as shown in Figure 3d, there was a dose-dependent increase in positively stained cells, but to a lesser extent than shown for TK6 cells in Figure 3b. For instance, at a dose of 1260 μM*min, the fraction of stained NH32 cells was 11.0% ± 0.2, which is in contrast to 14.9% ± 3.0 for TK6 cells under identical conditions (compare Figure 3d with Figure 3b).
Figure 2. Annexin V and PI staining histograms of TK6 cells exposed to Ar (a) and NO\(^-\) (b) for 12 hr respectively. In each histogram, cells stained positive with annexin V only (lower right panel) were designated as apoptotic, those with PI only as necrotic (upper left panel), those with both PI and annexin V as necrotic or late apoptotic (upper right panel), those unstained by either as alive and not undergoing measurable apoptosis.
Figure 3. Percentages of annexin V-stained cells at various doses of NO': (a) TK6 cells with 1% NO' exposure rate; (b) TK6 cells with 10% NO' exposure rate; (c) NH32 cells with 1% NO' exposure rate; and (d) NH32 cells with 10% NO' exposure rate. In each panel, the abscissa is dose of NO'. The total fractions of annexin V-stained cells were also determined after a 24 hr recovery period following NO' exposure in the 10% NO' experiments (b and d). These data represent the mean ± SD of three independent experiments.
Figure 4. Electrospray ionization mass (positive ion mode) chromatograms for $^{13}$C$_8^{15}$N$_2$-labeled dC (a) and $^{13}$C$_{11}^{15}$N$_4$-labeled dA, dG (b and c). The exact mass of each double labeled deoxyribose nucleoside and its depurinated base are as follow, 239.1 for $^{13}$C$_8^{15}$N$_2$-dC and 118.0 for $^{13}$C$_3^{15}$N$_2$-dC; 266.1 for $^{13}$C$_{11}^{15}$N$_4$-dA and 145.0 for $^{13}$C$_3^{15}$N$_4$-A; 282.1 for $^{13}$C$_{11}^{15}$N$_4$-dG and 161.0 for $^{13}$C$_3^{15}$N$_4$-G.
Uniformly $^{13}$C, $^{15}$N-labeled dA, dG, and dC. Figure 4 shows total ion chromatograms for uniformly $^{13}$C, $^{15}$N-labeled dA, dG and dC prepared by dephosphorylation of their corresponding 5'-triphosphate deoxyribose nucleotide precursors, which include the molecular ions and their depurinated nucleobase products. Products were further characterized by the UV spectroscopy relative to published data (Dizdaroglu, 1985; Peng et al., 1976; Trumbore et al., 1989).

Artifact Control. An important problem with any quantitative analysis is the generation of artifacts and it becomes even more challenging when measuring DNA damage products in cellular DNA. To this end, we carefully estimated the artifactual products of DNA deamination that might arise during extraction and subsequent processing. Preliminary measurements indicated suspiciously high baseline levels of dU and dI in DNA from the TK6 cells. Increases in dU and dI in plasmid pUC19 DNA after incubation with the whole cell extracts from TK6 cells confirmed our hunch that one or more cellular factors could be contributing to the level of artifacts (Figure 5). Endogenous endonuclease activities were shown to cause minimal nicking of plasmid pUC19 after incubation with cell extract for 1 hr at 37°C (Figure 6). However, this increase in dU and dI in pUC19 DNA could be inactivated after boiling the cell extract for 10 min, suggesting an enzymatic contribution (Figure 7). After surveying the literature, we hypothesized that adenosine and cytidine deaminases could be involved. Previous studies, for example, had documented a contaminating cytidine deaminase activity in commercial stocks of acidic phosphatase from Roche Diagnostic Corporation (Indianapolis, IN) (Dong et al., 2003). Therefore, we tested the ability of specific deaminase inhibitors, coformycin and tetrahydouridin (THU), to reduce the generation of artifacts. The efficiency of coformycin in inhibiting dA deaminase activity had been demonstrated previously (Dong et al., 2003).
designed an experiment to test the efficiency of THU in inhibiting dC deaminase activity (Figure 7). 10 μg of dC was incubated with 10 units of acidic phosphatase at 37°C for 3 hr. Following filtration (Microcon YM-10) to remove the enzyme, one tenth of the filtrate was subjected to LC-MS analysis. It is clear from Figure 7 that there is an activity in the incubation mixture that causes deamination of dC to form dU (dashed line). Suspecting that this activity represented a contaminating cytidine deaminase, an identical incubation mixture was prepared that included THU at a concentration of 25 ng per unit of acidic phosphatase (Cooper and Greer, 1973). Clearly, addition of the inhibitor was able to stabilize the nucleoside dC (solid line). Thereafter, THU was added together with coformycin during subsequent steps of DNA isolation to prevent the adventitious generation of dU by inactivation of cellular dC deaminases. As shown in Figure 8, the measured levels of dU and dI were reduced after including both inhibitors during DNA isolation. This reduction was further confirmed by the undetectable formation of uniformly [15N, 13C]-labeled dX, dO, dI and dU when the same doubly labeled dG, dA and dC were included during DNA isolation (see Material and Methods) (Figure 9).

After controlling the artifacts generated during DNA isolation, we attempted to limit any further sources of artifactual deamination during the remaining steps of sample preparation: enzymatic DNA hydrolysis and HPLC pre-purification. Figure 9 shows results obtained by monitoring potential formation of double-labeled nucleobase deamination products at each stage of sample preparation. Undetectable signals suggest a sufficient suppression of artifact formation.
Figure 5. Levels of dU (a) and dI (b) in plasmid pUC19 DNA after incubation with cell extracts of TK6 cells. CE, cell extract; BCE, boiled cell extract. These data represent the mean ± SD of three independent experiments.

Figure 6. Endonuclease activities in TK6 cell extracts. CE, cell extract; BCE, boiled cell extract.
Figure 7. LC-MS analysis of tetrahydouridine (THU) inhibition of dC deaminase activity present in acidic phosphatase preparations. Dashed line: dC (1 µg) incubated with alkaline phosphatase (1.5 units); solid line: dC (1 µg) incubated with acidic phosphatase (1 unit) in the presence of THU (3 ng).
Figure 8. Levels of dU and dl in genomic DNA extracted from TK6 cells. In the control group DNA was isolated without adding inhibitors. In group 1 DNA was isolated by directly adding both inhibitors (coformycin and THU at 5 μg/mL and 50 μg/mL) during processing. In groups 2, 3 and 4 inhibitors were added to the culture medium 5, 10 and 30 min, respectively, prior to collection of cells and DNA isolation. These data represent the mean ± SD of three independent experiments.
Figure 9. SIM electrospray ionization mass spectrometry chromatogram for monitoring the formation of $^{13}\text{C}_{10}\text{N}_4\text{dX}$, dO and dI and $^{13}\text{C}_8\text{N}_2\text{dU}$ from the corresponding double-labeled deoxyribose nucleoside dG, dA and dU. Quantification of $^{13}\text{C}_{10}\text{N}_4\text{dX}$, dO and dI was achieved using the following molecular ions: depurinated $^{13}\text{C}_{10}\text{N}_4$-labeled bases at m/z 162, 162, and 146 (a, b, and c, respectively); and $^{15}\text{N}_4$-labeled bases at m/z 157, 157, 141 as internal standards. Quantification of $^{13}\text{C}_8\text{N}_2\text{dU}$ was achieved using the molecular ion at m/z 237 (d). An ion at m/z 229 for $^{15}\text{N}_2\text{dU}$ serves as an internal standard.
Formation of Deamination Lesions in TK6 cells Following NO' Exposure. The LC-MS method was applied to the quantification of deamination products in genomic DNA isolated from TK6 and NH32 cells following NO' exposure (Figures 11-14). Cells were initially exposed to a relatively high steady state level of NO' (Figures 10 and 11). TK6 cells displayed a dose-dependent increase in dX, dl and dU, while dO was not detected at any dose of NO' (Figure 10). Following a 12 hr exposure to steady state levels of 1.75 μM NO' (total NO' dose of 1260 μM*min), dX, dl and dU were formed at comparable fold of increases above background as follows: dX at $7 \pm 1.2$ per 106 nt, a 3.5-fold increase from baseline (Figure 10a); dl at $25 \pm 2.1$ per 106 nt, a 3.8-fold increase (Figure 10b); and dU at $40 \pm 3.8$ 106 per nt, a 4.1-fold increase (Figure 10c). Nucleobase deamination products were also quantified after one round of cell division (24 hr recovery period) and the levels showed only moderate repair, with dl and dU being repaired more efficiently than dX (Figure 10a, b, and c).

Along with increased formation of nucleobase deamination products, we also observed significant increases in cytotoxicity at the high doses of NO'. For example, in TK6 cells, a dose of 1260 μM*min dramatically compromised cell viability. Compared with the control group, about $32.7\% \pm 3.5$ of TK6 cells were either dead or undergoing apoptosis immediately after NO' exposure, while about $86.3\% \pm 4.7$ were dead or undergoing apoptosis after a 24 hr recovery period, which may be one of the possible reasons that account for the lack of significant repair.
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Figure 10. Nucleobase deamination products in cellular DNA from TK6 cells immediately after various doses of NO exposure and after a 24 hr recovery period. (a) Amount of dX, (b) Amount of dl and (c) Amount of dU. These data represent the mean ± SD of three independent experiments.
Figure 11. Nucleobase deamination products in cellular DNA of NH32 cells immediately after various doses of NO' exposure and after 24 hr recovery period. (a) Amount of dX, (b) Amount of dI and (c) Amount of dU. These data represent the mean ± SD of three independent experiments.
Formation of nucleobase deamination products in TK6 cells was also determined at a low steady-state concentration of NO'. Extensive studies by the research groups of Professors Deen and Wogan concluded that the toxic effect of NO' on TK6 cells becomes measurable only when the dose exceeds approximately 150 µM·min, which was achieved by delivering NO' at a steady-state level of 0.65 µM for 4 hr. We likewise found significant increases in dX, dI and dU in TK6 cells only when doses exceeded this threshold (Figure 12). For example, a 12 hr exposure to steady-state levels of 0.65 µM NO' and 186 µM O₂, equaling three times the reported threshold dose, caused observable increases in dX, dI and dU as follows: dX at 3.3 ± 1.7 per 10⁶ nt, a 1.7-fold increase from baseline; dI at 10.5 ± 1.9 per 10⁶ nt, a 1.8-fold increase; and dU at 23.1 ± 4.0 per 10⁶ nt, a 2.0-fold increase. As before, dO was not detected. A simultaneous analysis of cell viability revealed a ~15% ± 3.6 reduction in TK6 cells immediately after exposure to the same dose of NO'. This observation, together with the findings mentioned above, suggested that a causative relationship may not exist between nucleobase deamination and cell death arising from NO' exposure.
Figure 12. Formation of dX, dI and dU in cellular DNA of TK6 cells immediately after NO' exposure. These data represent the mean ± SD of four measurements from two independent experiments.

Scheme 1. The recycling of GSH
Glutathione Detection and Depletion. The relatively slow formation of nucleobase deamination products in whole cells compared to naked DNA suggests that certain cellular factors may modulate the relevant chemistries. One potential factor is glutathione (GSH). Initially, methods were developed to both deplete and monitor cellular GSH in TK6 cells, followed by an assay to measure deamination products. We adopted a glutathione assay previously developed by Griffith and Anderson (Anderson, 1985; Griffith, 1980). It is a carefully optimized enzymatic recycling method, using glutathione reductase for the quantification of GSH as listed in scheme 1. The sulfhydryl group of GSH reacts with DTNB (5,5'-dithiobis-2-nitrobenzoic acid, Elmman's reagent) and produces a yellow 5-thio-2-nitrobenzoic acid (TNB). The mixed disulfide, GSTNB, that is concomitantly produced, is reduced by glutathione reductase to recycle the GSH and produce more TNB. The rate of TNB production is directly proportional to this cycling reaction, which is in turn directly proportional to the concentration of GSH in the sample. Measurement of the absorbance of TNB at 405 or 414 nm provides an accurate estimation of GSH. Because glutathione reductase is used in the assay, both GSH and GSSG are measured and therefore the assay reflects total glutathione levels. However, with only one additional step, which involves the derivatization of GSH with 2-vinylypyridine, the assay can be adapted to quantify GSSG exclusively.

GSH concentrations can be determined by either the end point method or the kinetic method. The end point method is usually adequate, but if the levels of cysteine or other thiols are significant compared to GSH, the kinetic method is preferred, prompting us to use the latter in our experiments. An average spectroscopic absorbance for each standard and sample were plotted as a function of time and used to determine the "i-slope" as shown in Figure 13. Subsequently, the "i-slope" for each standard was plotted as a function of total GSH.
concentration as shown in Figure 14. The slope of this curve is called the "f-slope". Total GSH for each sample was then calculated from their respective slopes using the slope versus GSH standard curve.

Levels of total GSH were kinetically measured in TK6 and NH32 cells as follows: 32.68 ± 0.68 and 27.38 ± 0.76 μg per10^7 cells, respectively. These results were comparable to those obtained independently using an alternate commercial method (Trevigen) which yielded 34.21 ± 1.61 and 28.21 ± 0.57 μg per10^7 cells for TK6 and NH32, respectively, suggesting that our GSH detection assay was accurate.
Figure 13. Plot of Absorbance vs. Time for each standard

Figure 14. Plot of Slope vs. total GSH concentration
GSH Depletion in TK6 Cells. To gauge the significance of GSH on nitrosative chemistry, this cellular factor was depleted in TK6 cells prior to NO' exposure. Depletion was accomplished by treatment with L-buthionine-(S,R)-sulfoxamine (BSO), a glutathione synthesis inhibitor. The effectiveness of this method was examined over a broad range of BSO concentrations from 5μM to 5 mM. As shown in Figure 15, 25 μM BSO depleted ≥ 95% GSH and 125 μM BSO depleted ≥99% GSH in TK6 cells. We chose the latter concentration of BSO for our experiments to be consistent with a previous study (Luperchio et al., 1996a). Another advantage to using BSO is its low toxicity to mammalian cells. We found that 5 mM of BSO did not indicate a noticeable effect on cell viability after a 24 hr incubation with TK6 cells (Figure 16). The ability of GSH levels to recover during a lengthy NO' exposure was also monitored, but no significant upturn was observed.

Formation of Deamination Lesions in TK6 Cells Following NO' Exposure. The LC-MS method was used to quantify deamination products generated in genomic DNA isolated from TK6 cells following NO' exposure (Figure 17). An increase in dX, dI and dU was observed in both normal and GSH-depleted TK6 cells only when the NO' dose was greater than the threshold value, 150 μM•min. The formation of dX, dI and dU was faster in GSH-depleted TK6 cells: ~2- to 2.5-fold increase in dX, dI and dU in GSH-depleted TK6 cells compared with normal cells (at 450 μM•min of NO'). Again, the lesion dO was not detected, which is consistent with previously published results (Dong et al., 2003).
Figure 15. GSH depletion in TK6 cells by different concentrations of BSO after 24 hr. The abscissa is the concentration of BSO. The ordinate is the ratio of GSH in BSO-treated relative to untreated controls. These data represent the mean ± SD of eight measurements from two independent experiments.

Figure 16. Cell viability of TK6 after a 24 hr recovery period with different concentrations of BSO. Viability was calculated as the ratio of cells excluding trypan blue in BSO-treated relative to untreated controls. These data represent the mean ± SD of three independent experiments.
Figure 17. Formation of dX (circles), dl (squares), and dU (triangles) in DNA from TK6 cells immediately after increasing doses of NO·; either with (black) or without (white) pretreatment of 125 µM BSO for 24 hr. These data represent the mean ± SD of two experiments, each done in triplicate.
4.5 Discussion

It has long been known that chronic inflammation contributes to the development of cancer (Macarthur et al., 2004; Ohshima and Bartsch, 1994; Schwartsburd, 2003). Current knowledge suggests that NO' is implicated in the process of carcinogenesis (Felley-Bosco, 1998; Maeda and Akaike, 1998; Wink et al., 1998). Although it is well established that NO' creates reactive nitrogen species (RNS) that form DNA lesions in vitro (Bartsch, 1999; Burney et al., 1999; Szabo and Ohshima, 1997; Tamir et al., 1996), few studies have investigated the quantitative formation of DNA damage in cultured cells produced by RNS. Moreover, the impact of various DNA damage products on other biological end-points, including cytotoxicity and mutagenicity, is poorly understood. To this end, we exploited the chemistry of RNS to develop DNA biomarkers, with a special focus on nucleobase deamination products, which result from cellular exposure to inflammatory mediators. These biomarkers will serve to establish a better understanding of molecular changes that lead to cellular responses on the path to cancer.

Cytotoxicity of Nitric Oxide. NO'-mediated cytotoxicity in TK6 cells has been studied previously (Li et al., 2002a; Li et al., 2002b; Nguyen et al., 1992; Zhuang et al., 2000). The present investigation, as a parallel study of the published work done by Wang et al. (Wang et al., 2003), was performed using an exposure system that allowed the NO' concentration and total dose in each experiment to be precisely controlled. In addition, two steady-state concentrations of NO' were chosen: 1.75 μM and 0.65 μM, both of which are within the range of biologically relevant concentrations (0.1-10 μM) (Beckman et al., 1990; Brookes et al., 2000). Consistent with previous observations (Li et al., 2002b; Wang et al., 2003), we also found that NO'-induced
cytotoxicity in TK6 and NH32 cells was both dose and concentration dependent. Significant cell
death was observed under conditions considered not biologically relevant and therefore not
appropriate for our analysis of DNA damage products. Systematic investigations by Wang, et al.
discovered that a threshold dose of NO' was required to cause measurable toxicity in the forms
of cell viability and apoptosis (Wang et al., 2003). Their observations were confirmed in a later
study by Li et al. (unpublished results) in which toxic effects became observable only when the
NO' concentration and dose were greater than threshold values of ~0.5 μM and ~ 150 μM•min,
respectively. Therefore, we chose to analyze the formation of nucleobase deamination products
at NO' doses near these threshold values to see if any correlation existed.

We anticipated that the absence of p53 protein might make cells less sensitive to NO' in
terms of lethality and apoptosis, since p53 protein has been shown to regulate multiple pathways.
As with other damaging agents (Coelho et al., 2002; Leger and Drobetsky, 2002; Schwartz et al.,
2003), NH32 cells exposed to NO' showed a reduced level of apoptosis and grew faster than
TK6 cells.

In contrast to the previous reports (Luperchio et al., 1996a), GSH depletion did not increase
the sensitivity of TK6 to NO'-induced cytotoxicity. This discrepancy may partly derive from the
different NO' delivery systems used for each study. In a recent collaboration, the biological role
of GSH in NO'-mediated cytotoxicity was re-evaluated using both cultured cells and an animal
model (Li et al., submitted). Our findings suggest that the role of GSH in NO'-mediated toxicity
is dependant on cell and tissue types, on NO' dose, and on the mode of exposure. NO' treatment
alone effectively depleted GSH in human lymphoblastoid cells, but this was not critical for
induced toxicity. Murine macrophages maintain homeostasis of GSH when exposed to
endogenously produced NO'. In RcsX lymphoma-bearing mice, homeostasis of the
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reduction/oxidation state is maintained by an increase in \textit{de novo} synthesis of GSH, which also appears to protect against the toxic effects of NO$^\cdot$.

\textbf{Artifact Control.} When measuring DNA adducts by mass spectrometry, sample preparation is considered one of the most important steps. One challenge is to obtain DNA free of damage artifacts created during the isolation process. Unlike most altered DNA bases, special care is required for proper isolation and analysis of deamination products in order to prevent activation of endogenous deaminases (Franco et al., 1998; Harris et al., 2002; Petersen-Mahrt et al., 2002; Roberts, 2003). Enzymatic deamination can occur under a variety of molecular contexts, including at the level of nucleobases, nucleosides, and nucleotides (Petersen et al., 2002; Rehemtulla et al., 2004; Sherwood, 1991; Snyder et al., 2000).

Our hypothesis that cellular deaminases might be contributing to an artificial formation of dU and dI initially arose from an observation that both dU and dI have comparably higher baseline levels than does dX. This was further supported by detecting increased levels of dU and dI in plasmid pUC19 after incubation with TK6 cell extract. The activity of cytidine deaminase (CDA) has been reported in several mammalian cell lines (Ishii et al., 1984), but CDA only functions on liberated nucleosides or nucleotides (Sugiura et al., 1986). Alternatively, an activation-induced cytidine deaminase (AID) was recently discovered that appears to be required for the final stages of antibody maturation by introducing a wide variety of base substitutions in the immunoglobulin genes and by creating region-specific double-strand breaks (Petersen-Mahrt et al., 2002). The AID protein, which shuttles between the nucleus and cytoplasm (Ito et al., 2004), was originally thought only to deaminate cytidine within the context of single-stranded DNA (Bransteitter et al., 2003; Pham et al., 2003). However, Shen and Storb recently found that
AID can affect both strands of DNA when targeting supercoiled plasmid (Shen and Storb, 2004), which could account for our observation in the plasmid incubation experiment mentioned above. AID is a B-cell-specific protein and its expression has been confirmed in human B-cells and in non-Hodgkin's lymphomas (Greeve et al., 2003; Muto et al., 2000).

Tetrahudouridine (THU) has a long history of being used as a means of enhancing the therapeutic antitumor efficacy of cytosine arabinoside, 5-chloro-2'-deoxycytidine, and other cytidine analogs through the inhibition of CDA (Greer et al., 1995; Hanze, 1967; Laliberte et al., 1992). THU is also an effective inhibitor of AID (Chaudhuri et al., 2004; Muramatsu et al., 1999). We therefore included it during DNA isolation to suppress both type of dC deaminases.

Like CDA, adenosine deaminase (ADA) is expressed intracellularly, but in some tissues, it is also associated with cell surface glycoproteins to regulate adenosine receptor signaling, a process which has been implicated in various cellular functions (Gonzalez-Gronow et al., 2004). Moreover, unlike the cytidine specific AID protein, a corresponding activation-induced adenosine deaminase has not been identified. Some adenosine deaminases, called (ADARs), act on RNA for the purpose of RNA-editing. Among the known ADARs, ADAR1 was found to recognize Z-DNA when surrounded by B-DNA (Kim et al., 2000). Although the biological function of such binding remains unclear, it suggests that ADARs in general may act on DNA.

In addition, we observed an increase in levels of dI in plasmid DNA after incubation with TK6 cell extract, although smaller when compared to levels of dU. We chose to add a specific inhibitor, coformycin, during DNA isolation based on our previous success in preventing dA deaminase activities in TK6 cell extracts (Chapter 2, artifact control). Inclusion of coformycin brought dI back to the original baseline level observed with no added cell extract (Figure 7). The overall effectiveness of artifact control during all stages of sample preparation was further
confirmed by an undetectable signal of uniformly \(^{15}\)N, \(^{13}\)C]-labeled dX, dO, dl and dU that would normally arise from the corresponding parent molecule under less stringent conditions.

**Nucleobase Deamination in Human Lymphoblastoid Cells Caused by Nitric Oxide.** Using proper artifact control, we observed formation of dX, dl and dU in the genomic DNA of TK6 cells exposed to physiologically relevant doses of NO'. Several studies have observed the formation of nucleobase deamination products in cellular DNA after NO' exposure (deRojas-Walker et al., 1995; Nguyen et al., 1992; Spencer et al., 1995), but few have detected damage under physiologically relevant conditions. And none have sought to monitor a broad spectrum of nucleobase deamination products.

Our observed dose-dependent increase in deamination products is consistent with pioneering work done by the Tannenbaum group. Despite some discrepancies, they saw significant increases in xanthine and hypoxanthine in DNA from TK6 cells after NO' exposure (Nguyen et al., 1992). For example, they observed higher baseline levels of xanthine and hypothanine (~5 and ~2 per 10^5 nt, respectively) compared with our measurements (~2 and ~5 per 10^6 nt, respectively). Different detection methods may account for these differences. Moreover, their relatively high baseline level of dl may have resulted from generation during DNA isolation, as discussed above. We speculate that their high baseline level of dX may have arisen from depurination by acid hydrolysis. Although there is no information regarding deamination of dG under acidic conditions, some evidence shows that ~5% of dC is deaminated to form dU under conditions of formic acid hydrolysis (Schein, 1966). Nguyen et al. also neglected to include an isotopically-labeled internal standard for dl; therefore, their methods were not similarly rigorous. Subsequent work by the Tannenbaum group demonstrated an ~ six fold increase in the number
of xanthine lesions (5 ± 0.9 per 10^6 nt) in activated macrophages when compared with control cells (deRojas-Walker et al., 1995). Unfortunately, other nucleobase deamination products were not addressed.

Formation of xanthine and hypoxanthine in cultured cells was also observed by the Halliwell group, although using gas-phase cigarette smoke instead of direct NO' gas (Spencer et al., 1995). Although the baseline level of dI detected in their epithelia cells was similar to that found in TK6 cells by Nguyen et al. (Nguyen et al., 1992), the level of dX was about 10-fold higher (Spencer et al., 1995). Differences in cell-type may have partially accounted for this disparity. Differing detection methods could have also played a role. For example, both groups used GC-MS, but the Halliwell group did not perform a rigorous quantification by including an isotopically-labeled internal standard (Spencer et al., 1995).

Many quantitative studies of uracil in cultured cells have been undertaken by the Ames group. Although their focus was not specifically on formation of uracil derived from exposure to NO', their findings provide a good reference to evaluate our analytical method. Recently, they introduced an improved GC-MS assay for the detection of uracil in cellular DNA (Mashiyama et al., 2004). Through a careful use of controls, the baseline level of uracil in DNA from human mononuclear cells was reduced ~ 5-fold to 4.5 per 10^6 nt (Mashiyama et al., 2004). This was about 2-fold less than our measurements in the TK6 cells (10.5 ± 1.5 per 10^6 nt). However, TK6 cells may possess higher endogenous levels of dU due to their B-cell origin (Liber and Thilly, 1982). For example, a recent study by the Wabl group challenged a longstanding hypothesis that mutations in B-cells are actively targeted to the Ig loci (Wang et al., 2004). Instead, AID and other trans-acting hypermutation factors may function as general mutators (Wang et al., 2004) potentially leading to a high dU content throughout the entire B-cell genome.
Nucleobase Deamination vs. Cell Viability and Apoptosis. In order to understand the biological impact of nucleobase deamination products formed by exposure to NO', we simultaneously monitored both cell viability and apoptosis. Overall, our findings did not support a causal relationship between nucleobase deamination and cell viability. Cell viability is sensitive to many different kinds of damage, including membrane damage, energy depletion, enzyme release due to organelle damage, and potentially DNA damage. Some evidence holds that NO'-mediated cell viability can be independent of DNA damage (Burney et al., 1997; Szabo, 2003). An example is the inhibition of critical metabolic enzymes such as glyceraldehyde-3-phosphate dehydrogenase leading to cell necrosis (Borutaite and Brown, 2003).

However, our data cannot be extrapolated to argue that NO'-induced apoptosis is also independent of nucleobase deamination. Apoptosis can be mediated by membrane death receptors or by a distinct mitochondrial damage pathway (Ashkenazi and Dixit, 1998; Shi, 2001; Vousden, 2000). As a genotoxic DNA damaging agent, NO' has been demonstrated to activate both pathways leading to cell death via apoptosis (Li et al., 2004). Although direct evidence linking DNA damage products formed by NO' to apoptosis is lacking, multiple lines of evidence suggest that those damage products can be further processed during replication to form double strand breaks (DSBs) (Spek et al., 2002; Spek et al., 2001). Double strand breaks, in turn, are commonly believed to trigger apoptosis (Kaina, 2003).

Another important consideration is the relationship between nucleobase deamination and mutagenicity. It is of interest to see that there is a positive correlation between the level of nucleobase deamination and the mutation frequencies (MF) of certain gene(s). Under the identical experimental conditions, Wang et al., found that the mutation rate in the thymidine...
kinase (tkl) gene locus increased 3-4-fold to ~ 4 per 10⁶ for TK6 cells treated with 1% NO' for 24 hr (Wang et al., 2003). Similar results were observed by Li et al in both hprt and tkl genes in TK6 cells using a different NO' delivery system (Li et al., 2002b). Previous studies have demonstrated that NO'-mediated deamination of nucleobases leads to a variety of mutations, including mostly G:C to A:T transitions (Routledge et al., 1994; Wink et al., 1991), and some A:T to G:C transitions (Kelman et al., 1997; Routledge et al., 1993). The former could arise from deamination of either guanine or cytosine, while the latter could arise from deamination of adenine.

Overall, the present study investigated the noxious effects of NO' on both direct DNA damage and cytotoxicity expressed by cell viability and apoptosis. It is not clear which effect is more important regarding the process of carcinogenesis. However, despite the close association between DNA damage and carcinogenesis, cytotoxicity itself is a factor that can contribute to cell transformation if compensatory growth of surrounding cells is induced (Davies and Hagen, 1997; Kan and Finkel, 2003).

Effect of GSH on the Nitrosative Chemistry by Nitric Oxide in Cells. The situation with the nucleobase deamination in DNA merits special consideration in light of the expectation that GSH depletion would lead to an increase in the formation of dX, dI and dU in cells exposed to NO'. This expectation arises from in vitro kinetic studies of the effects of GSH on the steady-state concentration of N₂O₃ (Dong et al., 2003; Keshive et al., 1996b; Lewis and Deen, 1994; Wink et al., 1994). GSH has long been shown to compete for N₂O₃, the nitrosating species for nucleobase deamination, in forming GSNO. The reaction is second order with respect to NO'.
and first order in O₂ (Wink et al., 1994). The kinetics of GSNO formation in aqueous solution can be represented by the following reaction scheme:

\[ 2\text{NO} + \text{O}_2 \xrightarrow{k_1} 2\text{NO}_2 \]  
\[ \text{NO} + \text{NO}_2 \xrightarrow{k_2} \text{N}_2\text{O}_3 \]  

The majority of N₂O₃ undergoes rapid hydrolysis to form nitrite (Equation 3) and can be catalyzed by different salts in the buffer (Equation 4 - 6).

\[ \text{N}_2\text{O}_3 + \text{H}_2\text{O} \xrightarrow{k_3} 2\text{NO}^- + 2\text{H}^+ \]  
\[ \text{N}_2\text{O}_3 + \text{Pi} \xrightarrow{k_4} 2\text{NO}_2^- + 2\text{H}^+ \]  
\[ \text{N}_2\text{O}_3 + \text{Cl}^- \xrightarrow{k_5} 2\text{NO}_2^- + 2\text{H}^+ \]  
\[ \text{N}_2\text{O}_3 + \text{HCO}_3^- \xrightarrow{k_6} 2\text{NO}_2^- + 2\text{H}^+ \]  

In the presence of GSH, N₂O₃ reacts with GSH to form GSNO,

\[ \text{N}_2\text{O}_3 + \text{GSH} \xrightarrow{} \text{GSNO} + 2\text{NO}_2^- + 2\text{H}^+ \]  

In bulk reaction buffer, the quasi-steady state N₂O₃ concentration can be described by the following equation (Dong et al., 2003):

\[ C_{\text{N}_2\text{O}_3} = \frac{2k_1 C_{\text{NO}} C_{\text{O}_2}}{k_3} + \sum_{i=4,5,6,7} k_7 C_i \]  

where \( k_1 \) is the second-order rate constant for the reaction of NO' with O₂ (\( 2.1 \times 10^6 \text{ M}^2\text{s}^{-1} \)), \( C_{\text{NO}} \) and \( C_{\text{O}_2} \) are the steady state NO' and O₂ concentrations, respectively, and \( k_4 \) through \( k_7 \) are
the second-order rate constants for the reaction of N₂O₃ with water (1.6 × 10³ M⁻²·s⁻¹), inorganic phosphate (6.4 × 10⁴ M⁻²·s⁻¹), chloride (1.5 × 10⁴ M⁻²·s⁻¹), bicarbonate (1.5 × 10⁵ M⁻²·s⁻¹) and GSH (6.6 × 10⁷ M⁻²·s⁻¹), respectively, all of which have been defined in vitro (Caulfield et al., 1996; Keshive et al., 1996b; Lewis and Deen, 1994; Lewis et al., 1995). This model can be used to estimate the effects of varying the GSH concentration by a factor of 100, as occurred in the present studies. The values assumed in these calculations are the 1.75 μM steady-state NO' concentration used here, intracellular estimates for O₂, chloride, bicarbonate and inorganic phosphate of 210 μM, 1.07 mM, 10 mM and 40 mM, respectively (Guyton and Hall, 2000) and GSH ranging from 0.1 to 10 mM, as determined in the present studies. Using these values, there is an inverse variation in N₂O₃ concentration from 1 to 80 fM as a function of GSH concentration. Again, on the basis of our in vitro studies (Dong et al., 2003), this 60-fold variation in N₂O₃ concentration should result in a 60-fold change in the rate of nucleobase deamination in DNA. The fact that we observed a significantly smaller effect of GSH concentration on nucleobase deamination in the present studies suggests that there are other cellular factors, like the partition of N₂O₃ at each cellular compartment, the rate of DNA damage repair, the contribution from other cellular defense system, such as thiodoxin reductase system, must be accounted for in the model. This is consistent with our present observation of the relatively slow formation of nucleobase deamination products in human TK6 cells compared to isolated DNA (pUC19 plasmid DNA) following exposure to comparable levels of NO'.

There are several possible explanations for the observed lack of effect of GSH depletion on DNA deamination. One offered by Wink and coworkers (Espey et al., 2001) suggests that, due to the lipophilic nature of N₂O₃ and several other reactive nitrogen species, the functional effects of nitrosation may be limited to hydrophobic compartments in cells, such as lipid bilayers of the...
cytosolic, mitochondrial and nuclear membrane systems as well as the endoplasmic reticulum and Golgi apparatus (Espey et al., 2001). In a similar manner, compartmentalization of GSH, rather than the uniform distribution assumed in our model, may bias its reactions with N_2O_3 and other reactive nitrogen species in cells. There are several reports of a heterogeneous distribution of GSH, with higher concentrations in both mitochondria and nuclei compared to cytosol (Devesa et al., 1993; Philbert et al., 1991; Voehringer et al., 1997). However, a higher GSH concentration in nuclei runs counter to the observed lack of effect of GSH concentration on DNA deamination chemistry.

Another possibility involves DNA repair. Our measurements of nucleobase deamination products represent steady-state levels that balance formation and repair, so it is possible that an increased rate of dX, dI and dU formation may have occurred in the presence of a reduced level of GSH, which could have been matched by an increase in repair activity. NO' has indeed been shown to inactivate several DNA repair enzyme (Bau et al., 2001; Jaiswal et al., 2000; Jaiswal et al., 2001; Laval and Wink, 1994; Liu et al., 2002; Wink and Laval, 1994), which is consistent with our current observation that dX, dI and dU are not repaired efficiently in TK6 cells after exposure to relatively high doses NO'. On the other hand, Grishko et al. observed efficient repair of dI and dU in normal human fibroblasts (Grishko et al., 1999). Furthermore, Gallardo-Madueno et al. found that depletion of GSH in *E. coli* led to an increase in the expression of Fpg DNA glycosylase (Gallardo-Madueno et al., 1998). While this enzyme does not recognize dX, dI or dU *in vitro* (Dong et al., unpublished data), the observation suggests that the interruption of one cellular defense system may trigger compensatory activation of others, such as DNA repair.

A third possible explanation for the lack of effect of GSH depletion on DNA deamination lies in the fact that GSH is not the only cellular factor that may react with N_2O_3 and other
nitrosating species. Mounting evidence suggests that protein thiols or free cysteine residues may be strong competitors for S-nitrosation (Galli et al., 2002; Scharfstein et al., 1994; Scorza et al., 1997). Recently, Bryan et al. argued against the biological significance of S-nitrosation based on the need to invoke second- or third-order kinetics compared to first-order reactions such as heme-nitrosylation (Bryan et al., 2004). Also, their results showed that $N$-nitrosation is as ubiquitous as S-nitrosation and highlight a novel mechanism of protein functional modulation (Bryan et al., 2004). Any or all of these factors could contribute to the observed minor effect of GSH depletion on the quantity of $N_2O_3$-induced DNA damage detected in our experimental system.

**Conclusion.** To develop DNA biomarkers of cellular exposure to inflammatory mediators, we quantified nucleobase deamination products in human lymphoblastoid cells exposed to NO' at controlled rates and doses encompassing those estimated to occur in inflamed tissues. Dose-response relationships for the formation of nucleobase deamination products were established, and DNA damage was further evaluated in the context of cell viability and apoptosis. Significant increases in deamination products in TK6 genomic DNA only occurred after cells have been exposed to NO' at doses above the threshold value (150 $\mu$M$\cdot$min). There exist a correlation between the formation of nucleobase deamination and the cell viability by NO', but the relationship is not causative. The nonlinear formation of nucleobase deamination products in viable TK6 cells following NO' exposure suggests the presence of DNA repair activities toward base deamination products. GSH, as an important cellular defense system, plays a role in determining the nitrosative chemistry of NO', however, its importance is lower than expected.
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Chapter 5

Formation of Nucleobase Deamination Products in Spleen and Liver of SJL Mice Bearing the RcsX Tumor
5.1 Abstract

To test the hypothesis that genotoxic damage contributes to inflammation-associated cancer risk, a number of animal models have been developed, including the SJL mouse model in conjunction with RcsX tumor, which provides an established animal model for evaluating the production and genotoxicity of nitric oxide (NO'). SJL mice spontaneously develop B cell lymphoma and an apparently unrelated spontaneous myositis by ~1 year of age. With the implantation of RcsX tumor cells, SJL mice develop an RcsX lymphoma and exhibit elevated NO' production as reflected in urinary nitrate excretion. Inducible NO' synthase (iNOS) has been detected in the spleen, lymph nodes and resident macrophages of RcsX tumor-bearing mice. SJL/RcsX mice have been used as a model for in vivo toxicology studies of NO', among which increases in etheno adducts of dA and dC in the spleen DNA of the challenged mice have been reported. Current study, as an integral part of a broad investigation aimed at establishing biomarker(s) of inflammation, is to test whether there is a correlation between nucleobase deamination and NO' production in this mouse model of inflammation.

Two groups of male SJL mice were housed in an ALAC accredited facility and one group of mice was injected intraperitoneally with $10^7$ RcsX tumor cells in 200 $\mu$L PBS. The other group was treated with 200 $\mu$L PBS only, as the control. Animals were sacrificed 12 days after injection of the tumor cells. Livers and spleens were harvested, weighed and snap frozen in liquid nitrogen. Using rigorous artifact control, genomic DNA from mouse spleen and liver was isolated for quantification of nucleobase deamination and oxidation products. The treated mice showed a time-dependent increase in urinary nitrate excretion, beginning 4 days after injection of RcsX cells and culminating in a ~35-fold increases on day 12 of the experiment. Despite the
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dramatic increase in the nitrate excretion, which suggests a strong induction of NO' synthesis, there was only a moderate increases (~30%) in dX, dI and dU in both spleen and liver of the SJL/RcsX mice relative to the controls. For example, in the spleen DNA, dX was elevated to 3.7 ± 0.3 lesions per 10^6 nt compared to 2.8 ± 0.2 in the control; dI at 10.3 ± 1.3 lesions per 10^6 nt vs. 7.0 ± 0.5; dU at 37.5 ± 1.2 lesions per 10^6 nt vs. 27.5 ± 2.1. Neither the control nor the inflamed mice showed a detectable level of dO. Our observations were consistent with the results of nucleobase oxidation products in the same samples quantified by the research of Prof. Steven Tannenbaum, which followed a similar trend, with small increases (<30%) in spiroiminodihydantoin (Sp) and guanidinohydantoin (Gh), an undetectable nitroimidazole (NI) and oxazolone (Ox) (< 1 lesion per 10^7 bases), and even a decrease in 8-oxo-dG relative to the controls (Yu et al., personal communication). Taken together, these results suggest that direct reaction of RNS with DNA in the SJL/RcsX mice only produce moderate increase in DNA damage. The modest increases in the DNA damage products tested here reflected a net result of damage formation and repair. Further studies, including DNA repair kinetics and additional DNA damage products, such as the etheno adducts presumably derived from lipid peroxidation and, are needed to finally establish biomarkers of the inflammatory process in the SJL/RcsX model.
5.2 Introduction

Epidemiological studies demonstrate an association between chronic inflammation and increased cancer risk (Balkwill and Mantovani, 2001; Ohshima et al., 1994; Ohshima and Bartsch, 1994; Shacter and Weitzman, 2002). Examples include inflammatory bowel diseases (IBD) and colon cancer (Shacter and Weitzman, 2002) and Helicobacter pylori infection and gastric cancer (Asaka et al., 1997; Ebert et al., 2000). The strongest evidence for a mechanistic link between inflammation and cancer involves the generation of reactive oxygen and nitrogen species by macrophages and neutrophils that respond to cytokines and other signaling processes arising at sites of inflammation. These chemical mediators of inflammation can also damage surrounding host tissues causing oxidation, nitration, halogenation and deamination of biomolecules of all types, including lipids, proteins, carbohydrates, and nucleic acids, with the formation of toxic and mutagenic products.

To test the hypothesis that DNA damage contributes to inflammation-associated cancer risk, it is important to have appropriate animal models that feature the development of neoplasia with a high incidence and a short latent period, as well as the ability to modulate levels of inflammation in vivo. A number of animal models fulfill these criteria, an example of which is the established SJL/RcsX mouse model of increased NO' production.

SJL/ RcsX Mouse Model. The SJL mouse strain, originally derived from Swiss Webster mice (Murphy, 1969), displays multiple immunological defects. It is highly susceptible to numerous experimentally induced autoimmune diseases and has been widely used as a model for experimental autoimmune encephalitis (EAE) and myositis (Arnon, 1981; Rosenberg and
The molecular basis for the immunodeficiencies in SJL mice includes the depletion of T-cell receptors, the lack of natural killer cells, and the insufficiency of suppressor T cells. (Behlke et al., 1985; Fitzgerald and Ponzio, 1979).

At ~1 year of age, SJL mice also display a very high incidence of B-cell lymphomas (historically described as reticulum cell sarcomas, RCS) resembling Hodgkin's disease (Murphy, 1969). In dissecting the underlying mechanisms, various tumor lines capable of inducing spontaneous lymphomas have been developed. A common feature of all these so-called RCS tumor cells is the presentation of a mouse mammary tumor virus (MMTV) surface superantigen that can stimulate a subset of T cells, the \( \gamma\delta^{\alpha+} \) T cells (Tsiagbe et al., 1993a; Tsiagbe et al., 1993b). When stimulated, the \( \gamma\delta^{\alpha+} \) T cells secrete a mixture of cytokines, mainly IL-5 and \( \gamma\)-interferon, which are required for the growth of the tumor cells (Katz et al., 1981; Lasky and Thorbecke, 1988; Tsiagbe et al., 1992).

The interest in using SJL mice as an in vivo model for the study of NO' toxicology arose from the observation that macrophages comprised more than 80% of the infiltrating cell population in experimental autoimmune myositis (Rosenberg and Kotzin, 1989). Tamir et al. later demonstrated a correlation between elevated NO' production and increased severity of myositis in SJL mice (Tamir et al., 1995). However, the spontaneous myositis model was inappropriate for the analysis of NO'-mediated macromolecular damage due to the exceedingly long delay in the development of the symptom (Tamir et al., 1995). The model was also suffered from a nonuniform onset of clinical myositis among individual mice.

The observation that the host immune system was stimulated during the development of spontaneous lymphoma in the myositis model (Tsiagbe et al., 1992) inspired attempts to
establish a lymphoma model with increased NO\(^\circ\) production. Gal et al. transplanted an aggressive lymphoma (RcsX) into SJL mice and observed the rapid growth of tumors as well as significantly elevated urinary nitrate excretion, the final metabolite of NO\(^\circ\) \textit{in vivo} (Gal et al., 1996). Carefully designed studies demonstrated that NO\(^\circ\) production was generated by activated macrophages in spleen, lymph nodes and liver (Gal et al., 1997). Thus, the SJL/RcsX mouse model allowed physiological overproduction of NO\(^\circ\) over a reasonable period (~ two weeks) at levels sufficient to investigate the damage to cellular macromolecules. The mechanisms underlying the induction of NO\(^\circ\) production by macrophages in this model was later suggested to follow the "reverse immune surveillance" mechanism (Ponzio and Thorbecke, 2000; Thorbecke and Ponzio, 2000), which is, in brief, that endogenous superantigen expressed on the surface of the RcsX cells stimulates a subset of T helper-2 (Th2) cells, the V\(\beta\)-16\(^\circ\) T cells, to produce tumor growth-promoting cytokines and IFN-\(\gamma\) that can activate macrophages. Activated macrophages in turn initiate the inflammation response along with the increased NO\(^\circ\) production (Figure 1).
Figure 1. Macrophage-mediated cytotoxicity by RcsX cells. RcsX cells were derived from a reticulum cell sarcoma, the cells of which bear superantigen. The superantigens activate syngeneic CD4^+ Vb16^+ T cells to produce B cell growth factors that stimulate the proliferation of B cells and Th1 cytokines that activate macrophages. Activated macrophages then initiate the inflammation response.

As a model of NO' overproduction that occurs in inflammation, the SJL/RcsX mouse system has only been used in a few *in vivo* studies on the toxicology of NO'. Severe tissue damage manifested by pathological changes and cell apoptosis was found in close proximity to the sites of NO' production (Gal et al., 1997). A significant elevation in the mutant frequency (MF) of *lacZ* gene in the spleens, but not the kidneys, of tumor-bearing mice was observed. Furthermore, the increases in MF as well as NO' production were both abrogated by administration of N-methylarginine, a potent inhibitor of iNOS, to the SJL/RcsX mice, suggesting a contribution of NO' to mutagenicity (Gal and Wogan, 1996). The extent of DNA damage was also assessed. Despite a lack of increase in 8-oxo-dG, promutagenic etheno adducts 1,N6-
ethenodeoxyadenosine (ε-dA) and 3,N4-ethenodeoxycytidine (ε-dC) were both found elevated in the splenic DNA of the SJL/RcsX mice (Gal et al., 1997; Nair et al., 1998).

In order to provide a better understanding of the roles of nitrosative and oxidative DNA damage in the mutagenicity of SJL/RcsX mice, we, in collaboration with the research group of Prof. Steven Tannenbaum, quantified a battery of DNA damage products, including the nucleobase deamination lesions deoxyxanthosine (dX), deoxyoxanosine (dO), deoxyinosine (dI), and deoxyuridine (dU), and nucleobase oxidative lesions 8-oxo-dG, spiroiminodihydantoin (Sp), guanidinohydantoin (Gh), nitroimidazole (NI), and oxazolone (Ox). Additional purpose of this study is to determine whether one or more of these lesions could be used as biomarker(s) of the inflammatory process.
5.3 Materials and Methods

Materials. All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. N⁰-methyl L-arginine acetate (NMA), sodium pyruvate, and insulin (bovine) were purchased from Bhem Biochem Research (Salt Lake City, UT). Nuclease P1 and a kit for DNA isolation from cells and tissues were obtained from Roche Diagnostic Corporation (Indianapolis, IN). Phosphodiesterase I was purchased from USB (Cleveland, Ohio). Alkaline phosphatase and ammonium acetate were obtained from Sigma Chemicals (St. Louis, MO). Iscove’s modified Dulbecco’s medium, fetal calf serum, glutamine, and penicillin/streptomycin were purchased from BioWhittaker (Walkersville, MD). Coformycin and tetrahydrouridine were purchased from Calbiochem (San Diego, CA). Acetonitrile and HPLC-grade water were purchased from Mallinckrodt Baker (Phillipsburg, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford, MA) was used for all applications.

Instrumental Analyses. All HPLC analyses were performed on an Agilent Model 1100, equipped with a 1040A diode array detector. Mass spectra were recorded with an Agilent Model 1100 electrospray mass spectrometer coupled to an Agilent Model 1100 HPLC with diode array detector. UV spectra were obtained using a Beckman DU640 UV-visible spectrophotometer.

RcsX Cell Line (Performed by Ms. Laura Trudel). The RcsX cell line was kindly supplied by Dr. N. Ponzio (University of New Jersey Medical Center, Newark NJ). Cells are passaged through mice and harvested from lymph nodes 14 days after inoculation. Cells were manually
dissociated from the lymph nodes by teasing the tissues, followed by washing in PBS and freezing in aliquots of 5x 10^7 cells in 10% DMSO/FBS.

Animal Experiments (Performed by Ms. Laura Trudel). Of a group of 18 male SJL mice (5-6 weeks old, Jackson Labs, Bar Harbor, ME), 8 were each injected intraperitoneally with 10^7 cells of the ResX line in PBS. 10 kept as the controls by injecting with PBS. 4 treated and 6 control mice were killed 12 days after injection. Spleens, livers, and kidneys were removed, weighed and snap frozen in liquid nitrogen for DNA damage analysis. The rest of mice were used for other purposes.

DNA Isolation from Tissues. DNA from the liver and spleen of SJL mice was isolated using a Roche DNA isolation kit for cells and tissues (Roche Molecular Biochemicals, Indianapolis, IN) following the manufacturer’s instructions with additional modifications and proper measures of artifact controls. Briefly, 400 mg samples of frozen tissue were homogenized in 10 mL of cellular lysis buffer containing a combination of deaminase inhibitors and antioxidant (5 μg/mL coformycin, 50 μg/mL tetrahydouridine, and 0.1 mM desferrioxamine) for 20-30 s using a Brinkman Polytron homogenizer on a medium setting. The homogenate was digested with proteinase K (6.1 μL, 100 mg/mL) at 65°C for 1 hr. DNase-free RNase A was then added (400 μL, 25 mg/mL) for additional 30 min incubation at 37°C. Proteins were removed by adding 4.2 mL of protein precipitation solution followed by a 5 min incubation on ice and centrifugation at 26,900xg for 20 min at RT. The supernatant was carefully transferred to a fresh tube and DNA was recovered by precipitation in 200 mM NaCl and 2.5 volumes of absolute ethanol (-20°C; add slowly to facilitate DNA recovery). The floating DNA filament was recovered with a
micropipette tip (or by centrifugation at 5000 x g for 30 min) followed by two washes with 70% ethanol, air-drying at ambient temperature and resuspension in 10 mM Tris, 1 mM EDTA (pH 8.0). The DNA concentration was defined by UV spectroscopy and the sample was stored at -80 °C.

Quantification of DNA Nucleobase Deamination by LC-MS Analysis. Nucleobase deamination products in DNA samples from mouse spleen and liver were quantified by the LC-MS method established previously with minor modifications (Dong et al., 2003). Briefly, 50 μg of DNA was hydrolyzed by a combination of Nuclease P1, phosphodiesterase I and alkaline phosphatase in the presence of appropriate amounts of isotope-labeled internal standards and an adenosine deaminase inhibitor, coformycin. Tetrahydrouridine, a specific cytidine deaminase inhibitor, was not included, since careful screen of all enzyme stocks that were used to digest DNA did not find the action of a contaminant that led to the adventitious formation of dU. The resulting nucleoside mixture was separated by HPLC using a Phenomenex reversed phase column (Synergi, 250 x 4.6 mm, 4 μm particle size, 80 Å pore size), which resulted in better resolution of dX and dG compared with the previously used column. Fractions containing each nucleobase deamination product were collected for subsequent LC-MS quantification.
5.4 Results

DNA Isolation from Mouse Tissues. To obtain DNA free from damage artifacts created by the isolation process, we established a standard method for DNA isolation from mouse tissues for all DNA adduct analyses. The procedure includes sample homogenization followed by cellular lysis in the presence of a strong anionic detergent and Proteinase K. RNA is eliminated by RNase treatment and proteins are removed by selective precipitation and centrifugation. The purified DNA is subsequently recovered by isopropanol precipitation. A cocktail inhibition regimen (5 µg/mL coformycin, 50 µg/mL tetrahydouridine, and 0.1 mM desferrioxamine) was added in each step to prevent the artifactual generation of oxidation and deamination products. Table 1 summarizes the recovery of DNA from SJL spleen and liver. The yield of the DNA is about 0.6 to 1% of the wet tissue weight. Reasonable purity of the isolated DNA was indicated by the OD$_{260}$ to OD$_{280}$ ratio.
Table 1. DNA recovery from SJL mouse tissues

<table>
<thead>
<tr>
<th>Tissue (number of mice)</th>
<th>Wet Weight (mg)</th>
<th>Tissue weight used for DNA isolation (mg)</th>
<th>DNA recovered (mg)</th>
<th>OD_{260}/OD_{280}</th>
<th>Recover rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spleen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control / (6)</td>
<td>627.7</td>
<td>369.2</td>
<td>2.631</td>
<td>1.68</td>
<td>0.713</td>
</tr>
<tr>
<td>RcsX #1 / (1)</td>
<td>811.4</td>
<td>364.4</td>
<td>4.136</td>
<td>1.67</td>
<td>1.141</td>
</tr>
<tr>
<td>RcsX #2 / (1)</td>
<td>524.0</td>
<td>399.0</td>
<td>3.990</td>
<td>1.68</td>
<td>1.030</td>
</tr>
<tr>
<td>RcsX #3 / (1)</td>
<td>824.5</td>
<td>381.2</td>
<td>3.263</td>
<td>1.61</td>
<td>0.820</td>
</tr>
<tr>
<td>Liver</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control / (6)</td>
<td>1905.3</td>
<td>367.3</td>
<td>3.318</td>
<td>1.71</td>
<td>0.90</td>
</tr>
<tr>
<td>RcsX #1 / (1)</td>
<td>1410.2</td>
<td>326.2</td>
<td>2.362</td>
<td>1.63</td>
<td>0.724</td>
</tr>
<tr>
<td>RcsX #2 / (1)</td>
<td>1239.9</td>
<td>390.5</td>
<td>2.485</td>
<td>1.65</td>
<td>0.641</td>
</tr>
<tr>
<td>RcsX #3 / (1)</td>
<td>989.1</td>
<td>351.5</td>
<td>2.655</td>
<td>1.70</td>
<td>0.755</td>
</tr>
</tbody>
</table>

Note: the weight of the spleen is the weight for the whole organ. The weight of the liver is that of a slice. Six spleens from the control mice were pooled for the DNA isolation. Spleens from RcsX-treated mice were analyzed individually.

Formation of Nucleobase Deamination Products in the SJL/RcsX Mice. Four nucleobase deamination products were quantified in the spleen and liver of SJL mice 12 days after injection of RcsX tumor cells. NO' production was found to increase ~35-fold in the RcsX mice. However, except for dO, which was undetectable in both the control and the RcsX mice, there was only moderate increases (~30%) in dX, dI and dU in the spleen and liver of the RcsX mice compared to the controls, which follows that, in spleen, dX increased to 3.7 ± 0.3 lesions per 10^6 nt compared to 2.8 ± 0.2 in the control; dI at 10.3 ± 1.3 lesions per 10^6 nt vs. 7.0 ± 0.5; dU at 37.5 ± 1.2 lesions per 10^6 nt vs. 27.5 ± 2.1 (Figure 2).
Figure 2. Formation of nucleobase deamination products in spleen and liver DNA of SJL mice bearing the RcsX tumor. Following isolation and processing of DNA from the tissues, dX (a), dI (b), and dU (c) were quantified by LC-MS. DNA of the control group was pooled from six mice, and data represent the mean ± SD of three measurements of the same pooled sample. Data for the SJL/RcsX mice represent the mean value (± S.D.) of duplicated measurements of each three different mice.
5.5 Discussion

Chronic inflammation has long been recognized as a risk factor for the development of a variety of human cancers (Balkwill and Mantovani, 2001; Ohshima et al., 1994; Ohshima and Bartsch, 1994; Shacter and Weitzman, 2002). The strongest evidence for a mechanistic link between inflammation and cancer involves the generation of reactive species by professional leukocytes that respond to cytokines and other signaling processes arising at sites of inflammation (Dedon and Tannenbaum, 2004; Ohshima et al., 2003). In particular, as part of the inflammatory process, activated macrophages produce increased quantity of NO' and by reaction with oxygen and superoxide to produce nitrous anhydride (N$_2$O$_3$) and peroxynitrite (ONOO') respectively. These two derived RNS have been shown to cause a wide variety of DNA lesions, among which are nitrosative base deamination and DNA cross-links caused by N$_2$O$_3$ and oxidation and nitration lesions produced by ONOO'. An unresolved question, however, is the relative quantities of different damage products arising in cells at sites of inflammation. To this end, we have initiated a series of studies to define the predominant DNA damage produced by RNS with a focus here on defining the spectrum of base damage products in the SJL/RcsX mouse model of inflammation.

The SJL/RcsX mice have been developed as a model of a lymphoma-induced inflammatory response with production of a large quantities of NO' (Gal et al., 1997; Gal et al., 1996; Gal and Wogan, 1996; Tamir et al., 1995). This model provides an opportunity to study a primarily macrophage-driven inflammatory reaction associated with increases in nitrotyrosine and apoptosis apparent in the cells surrounding activated macrophages (Gal et al., 1997). Significant increase in MF of the lacZ gene in the spleen of the SJL/RcsX mice were observed (Gal and
Wogan, 1996). DNA damage products were also determined, but only limited to 8-oxo-dG, etheno adducts of dA and dC (Nair et al., 1998). Therefore, we extended the previous studies by including a more complete set of DNA damage products that include nucleobase deamination products, oxidation products, M1G and etheno dA. Quantification of these lesions provides an opportunity to explore novel biomarkers of inflammation.

Spleen from the SJL/RcsX mice was chosen for the study of DNA damage caused by NO' because it is one of the target organs that have been shown increased NO' production (Gal et al., 1997; Gal et al., 1996; Gal and Wogan, 1996; Tamir et al., 1995). Cells in those organs, including spleen, lymph node, and liver, are exposed to higher concentrations of NO' and its derivative RNS than cells in other tissues because of the limited distance of NO'diffusion determined by its half-life under biological conditions.

It is of interesting to see that, in contrast to the previously reported -6-fold increases in ε-dA and ε-dC in the splenic DNA of the SJL/RcsX mice (Nair et al., 1998), only modest increases (~30%) in dX, dI and dU were observed in the current study. Similar moderate increases were also observed by the research group of Prof. Tannenbaum when quantifying nucleobase oxidation products in the same set of samples, which were small increases (<30%) in Sp and Gh, undetectable NI and Ox (< 1 lesion per 10^7 bases), and a decrease in 8-oxo-dG relative to the control (Yu et al., unpublished observations). Etheno dA was found to increase ~3-fold, but no change in M1G was observed (Zhou et al., unpublished observations). These discrepancies can be better explained in terms of damage formation and repair in the context of the time course of disease progress.

An estimation of NO' production by activated macrophages in the spleen of SJL/RcsX mice will help to elucidate the formation of DNA damage. The urinary nitrate secretion that was
measured as an index of NO' production was found to increase ~35-fold to 0.70 μmol/gr/day by 12 days after RcsX tumor injection (gr here represents per gram of the body weight) (Gal et al., 1996). For the sake of simplicity, assuming that all urinary nitrate was from NO' produced in the RcsX spleen, then, the rate of NO' production by activated macrophages can be estimated as much as 3.5 pmol/s/10⁶ cells. The estimation is based on the following facts. First, the average body weight of a male SJL mouse is ~25 g and the average spleen weight of a male SJL/RcsX mouse is ~1 g (communicate by Ms. Laura Trudel). Second, the rate of nitrate formation approximately equals to the rate of NO' production according to the NO' kinetics described in Chapter 3. Therefore, the rate of NO' production in the SJL/RcsX spleen could be estimated as much as 17.5 μmol/gr/day (gr here represents per gram of the spleen weight). Since activated macrophages that expressed iNOS only consisted < 5% of the RcsX spleen cell population (Gal et al., 1996), the localized NO' production by activated macrophages could be as high as 350 μmol/gr/day. Normally, one gram wet-weight of tissue contains approximately 1 x 10⁹ cells (Advanced Biotechnology Inc, http://www.abionline.com/products/cellbio/default.htm). The rate of NO' production by activated macrophages in the RcsX spleen is therefore estimated to be 3.5 pmol/s/10⁶ cells, which is ~3-5 folds higher than those reported by deRojas-Walker et al (deRojas-Walker et al., 1995) and Zhuang et al (Zhuang et al., 1998) in their studies of activated macrophage in vitro. However, considering the fact that spleen is not the only inflamed organ, the actual rate of NO' production by activated macrophages in the RcsX spleen could be close to the in vitro value. The estimation here, though not strictly rigorous, suggests that with such high level of NO', significant increases in the nucleobase deamination products should occur according to in vitro results (deRojas-Walker et al., 1995). This prediction is also based on the in vitro kinetic analysis of the steady-state concentration of N₂O₃ (Dong et al., 2003). In bulk
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reaction buffer, the quasi-steady state \( \text{N}_2\text{O}_3 \) concentration can be described by the following equation:

\[
C_{\text{N}2\text{O}3} = \frac{2k_1C_{\text{NO}}^2C_{\text{O}2}}{k_3 + \sum_{i=4,5,6,7} k_i C_i}
\]

where \( k_1 \) is the second-order rate constant for the reaction of \( \text{NO}^- \) with \( \text{O}_2 \) \((2.1 \times 10^6 \text{ M}^{-2} \text{s}^{-1})\), \( C_{\text{NO}} \) and \( C_{\text{O}2} \) are the steady state \( \text{NO}^- \) and \( \text{O}_2 \) concentrations, respectively, and \( k_3 \) through \( k_7 \) are the second-order rate constants for the reaction of \( \text{N}_2\text{O}_3 \) with water \((1.6 \times 10^4 \text{ M}^{-2} \text{s}^{-1})\), inorganic phosphate \((6.4 \times 10^4 \text{ M}^{-2} \text{s}^{-1})\), chloride \((1.5 \times 10^4 \text{ M}^{-2} \text{s}^{-1})\), bicarbonate \((1.5 \times 10^4 \text{ M}^{-2} \text{s}^{-1})\) and GSH \((6.6 \times 10^4 \text{ M}^{-2} \text{s}^{-1})\), respectively, all of which have been defined \textit{in vitro} (Caulfield et al., 1996; Keshive et al., 1996; Lewis and Deen, 1994; Lewis et al., 1995). This model can be used to estimate the effects of various reaction species on the effective concentration of \( \text{N}_2\text{O}_3 \). With \( \sim 35 \)-fold increases in \( \text{NO}^- \) (Gal et al., 1996) and \( \sim 2 \)-fold increases in GSH (Wright et al., unpublished results) in spleen of the SJL/RcsX mice, and assuming that the intracellular estimations for \( \text{O}_2 \), chloride, bicarbonate and inorganic phosphate are of 210 \( \mu \text{M} \), 1.07 mM, 10 mM and 40 mM, respectively (Guyton and Hall, 2000) and keep constant, there would be an expected \( \sim 600 \)-fold increases in the \( \text{N}_2\text{O}_3 \) concentration, thus, commensurate increases in the deamination products. However, we only observed a moderate increases \((\sim 30\%)\), much lower than predicted. The lower than expected level of nitrosative DNA damage suggests the unappreciated complexity of nitrosative chemistry \textit{in vivo}.

One possible factor that may contribute to this complexity is DNA repair. DNA damage determined here reflects a steady-state level resulting from both damage formation and damage repair. It is possible that substantial increases in dX, dI and dU occurred in the spleen of
SJL/RcsX mice, but significant repair of those lesions might take place simultaneously.

Although NO' has indeed been shown to inactivate several DNA repair enzymes (Jaiswal et al., 2000; Liu et al., 2002; Wink et al., 1994), there is no evidence indicating that the RcsX spleen cells were DNA repair compromised. Further, Grishko et al. observed efficient repair of dI and dU in normal human fibroblasts (Grishko et al., 1999), suggesting that DNA repair cannot be ignored in interpreting the level of DNA damage ever measured.

Another possible explanation is that the moderate increases in the deamination products may merely reflect a lesion-dilution effect when using the whole organ for the DNA lesion analysis, but only a small fraction of cells analyzed have actually been affected by NO'. As discussed previously, localized production by a small subpopulation of cells suggest that gradients of NO' concentration would likely exist within tissues and the exposure that an individual target cell can experience would depend on its proximity to the generator cells. The formation of DNA damage cannot be expected to be uniformly distributed in the whole organ, which suggests that using the whole RcsX spleen to estimate the formation of DNA damage products as an index of the inflammatory progress may not be an appropriate move.

Chemistry of NO' leading to nucleobase deamination is different from what causes the formation of etheno DNA adducts. The former is governed by N₂O₃, while the latter is by reactive species derived from ONOO⁻-mediated lipid peroxidation. In the SJL/RcsX spleen, one type of NO' chemistry may be predominant, causing the preferential formation of a certain type of DNA damage product(s). Generation of ONOO⁻ in the SJL/RcsX model has been assumed by the presence of nitrotyrosine, a biomarker of ONOO⁻ under physiological conditions (Gal et al., 1997). ONOO⁻ has been reported to induce peroxidation of membrane lipids, leading to the formation of malondialdehyde (Radi et al., 1991) and \textit{trans}-4-hydroxy-2-nonenal (HNE)
(Stepien et al., 2000) that are proposed to lead the formation of M1G and etheno DNA adducts, respectively. M1G was not detected in DNA isolated from the RcsX spleen possibly because of the detection limit of the analytical procedure (Chaudhary et al., 1994a; Chaudhary et al., 1994b) or due to a completely different formation pathway, which, in stead of via MDA, but base propenals as an alternative (communicated by Mr. Xinfeng Zhou). Etheno adducts of dA and dC were found to increase (Nair et al., 1998; Zhou et al., unpublished results), a results that was supported by a recent observation from the research groups of Profs. Marnett and Tannenbaum. They showed that in SJL/RcsX mice, ONOO− primed the cyclooxygenase function of prostglandin synthase in vivo, which in turn contributed to lipid peroxidation and subsequent formation of DNA etheno adducts (Marnett et al., 2000).

Given the hypothesis that DNA damage products in the SJL/RcsX mice arise as a result of NO• overproduction, the amount of the damage should be closely associated with the progress of inflammation. A 6-fold increase in the ε-dA and ε-dC was detected in the RcsX spleen 14-day after tumor injection (Nair et al., 1998). We therefore speculated that the increase would not be that large in the 12-day spleen. Preliminary measurements performed by Mr. Xinfeng Zhou confirmed our speculation, showing a ~3-fold increase. We can further speculate that the levels of nucleobase deamination products will be higher in the 14-day RcsX spleen compared to those in the 12-day spleen. Gal et al. reported that intraperitoneal injection of RcsX cells into SJL mice led to rapid growth of the tumor cells and the B cells in the lymph nodes, spleen, and liver, resulting in morbidity 15 days later (Gal et al., 1996). This implies a sever deterioration in the condition of the SJL/RcsX mice 14 day after tumor injection. Careful pathological analyses of the inflammatory progress in the SJL/RcsX mice will help to define an appropriate time frame for the quantification of these DNA damage products.
It is also of interest to see that the formation rates of deamination products observed in the current study was larger than the age-dependent formation rates observed in the Aag mice studies (Appendix I). The ~30% increases in deamination products accumulated in 12 days in the SJL/RcsX mice was approximately equivalent to those accumulated in 6 months in the normal C57BL/6 mice (Appendix I), suggesting that NO' accelerates the endogenous DNA damage. The integrity of DNA is one of the major features in the process of aging (Zahn and Blattner, 1987). Accumulation of DNA damage can lead to decreased mRN expression and protein production with a direct effect on cellular function (Nawrocki et al., 1992). Ames and co-work found the increased DNA damage rate in the short-living organisms with high metabolic rate, such as mice and rats (Ames, 1989; Ames et al., 1993). Several factors have been identified to contribute to the increase in DNA damage. In normal cells, cellular oxidation is a major contributor to endogenous DNA damage. The ubiquitous presence of ROS ensures that 8-oxo-dG exists in the DNA of all living organisms (Ames et al., 1993). In addition to that, abasic sites produced by spontaneous or enzymatic release of bases from DNA (Lindahl and Nyberg, 1972; Loeb and Preston, 1986) and exocyclic DNA adducts formed from products of lipid peroxidation (Ohshima et al., 1990) are also present in substantial amount. Another cause of the age-dependent increases in the DNA damage products is the reduced DNA repair capacity in senescent cells (Lovell et al., 2000; Robison et al., 1987). The premature aging expressed in Werner syndrome (WS) has been shown to be attributable to the lack of a DNA helicase that may function in DNA mismatch repair (Bennett et al., 1997). Functions of some cellular defense systems, including superoxide dismutase, glutathione peroxidase, and catalase, have been found to decline with age (Cand and Verdetti, 1989). Furthermore, changes in membrane fluidity and lipid peroxidation, in addition to the increased internal mitochondrial peroxidade formation, can
all contribute to the increase in DNA damage (Yu et al., 1992). NO' and its reactive species can participate in most of the above events (reviewed in Krabbe et al., 2004), suggesting that it is possible that inflammatory mediators constitute a link between life style factors, infections and physiological changes in the process of ageing on the one hand and risk factors for age-associated diseases on the other.

Finally, in the current studies, liver was designed as a control organ for the DNA damage analysis. However, we did not observe significant differences in terms of the formation of nucleobase deamination products between the RcsX liver and spleen. Therefore, we argue that liver may not be a suitable control. In the RcsX liver, iNOS expression was also observed in macrophages comprising metastatic islands (Gal et al., 1996). With the tumor progression, it is expected that more macrophages will be present in liver and these cells would result in the enhancement of inflammation. Kidney has been suggested to be a better control organ, since the rate of apoptosis and extent of nitrotyrosine staining were found to be unaffected in the kidneys of tumor-bearing animals, and the mutant frequency did not increase in the RcsX kidneys (Gal et al., 1997).

Collectively, these results together suggest that direct reaction of RNS with DNA in the SJL/RcsX model produces moderate increases in DNA damage products. The small increases may either due to the insignificant lesion formation, or to the substantial contribution of lesion repair. Either of these two possibilities suggests the direction for further study. In the former case, other DNA biomarkers such as the etheno adducts presumably derived from lipid peroxidation are worthy of further exploration; in the latter case, DNA repair kinetics needs to be
considered to provide a better understanding of DNA damage under pathological conditions associated with inflammation.
5.6 References
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Chapter 6

Development of Enzymatic Probes to Analyze DNA Damage Caused by Reactive Nitrogen Species
6.1 Abstract

Chronic inflammation has long been recognized as a risk factor for the development of a variety of human cancers. One possible connection between inflammation and cancer involves unregulated production of the ubiquitous and physiologically important nitric oxide (NO') that leads to high levels of derivative reactive nitrogen species (RNS) that may be involved in pathological processes, including carcinogenesis. In particular, macrophages activated as part of the inflammatory process produce large quantities of NO' that lead to the formation of nitrosoperoxynitrite (ONOOCO$_2$), a strongly oxidizing species that selectively oxidizes guanine bases in DNA, and nitrous anhydride (N$_2$O$_3$), a powerful nitrosating agent capable of causing nucleobase deamination in DNA. Given the presence of both ONOOCO$_2^-$ and N$_2$O$_3$ at sites of inflammation, it is possible that both oxidative and nitrosative DNA damage occur and either give rise to mutations directly or cause mutations as a result of increased cell turnover rates. To define the role of these different types of DNA damage in inflammation-mediated cancer, we have set out to develop analytical methods for oxidative and nitrosative DNA lesions. Here we sought to develop enzymatic probes for oxidative and nitrosative DNA lesions as a complement to the LC-MS methods developed in other chapters of this thesis. These probes would not only allow differential quantification of the two types of DNA damage, but would also allow the lesions to be mapped in any DNA sequence by coupling their activity with the technique of ligation-mediated PCR.

The development of enzymatic probes here focused on two groups of DNA glycosylase repair enzymes from *Escherichia coli*, one with activity against oxidative DNA damage (formamidopyrimidine DNA glycosylase, Fpg; endonuclease III, EndoIII) and the other with
activity against nucleobase deamination products (uracil DNA glycosylase, UDG; endonuclease V, EndoV; alkyladenine DNA glycosylase, AlkA). The experiments began by treating supercoiled plasmid pUC19 DNA with ONOO− by bolus addition or with N2O3 in the Silastic tubing-based NO'/O2 delivery system described in Chapter 3 of this thesis. The level of damage was optimized to avoid exceeding one damage event per plasmid molecule, as judged by glycosylase activity and complementary analytical methods. The damaged DNA was then treated with varying amounts of each group of glycosylases and the quantity of base damage was calculated by plasmid topoisomer analysis. Results of the plasmid topoisomer studies were further validated by LC-MS analysis. Collectively, the results indicate that a combination of E.coli AlkA, Endo V and UDG react selectively with DNA containing only nitrosative damage, while E. coli Fpg and EndoIII react selectively with DNA containing oxidative base lesions caused by nitrosoperoxycarbonate. These results suggest that these enzyme combinations can be used as probes of DNA damage to define the location and quantity of the oxidative and nitrosative lesions associated with inflammation in humans.
6.2 Introduction

Chronic inflammation has long been recognized as a risk factor for the development of a variety of human cancers (Cassell, 1998; Ohshima and Bartsch, 1994). Numerous inflammatory mediators have been implicated in the link between chronic inflammation and carcinogenesis; current information strongly suggests that nitric oxide (NO') is one such mediator (Felley-Bosco, 1998). Unregulated production of this ubiquitous and physiologically important molecule leads to high levels of derivative reactive nitrogen species (RNS) that may be involved in pathological processes, including carcinogenesis. In particular, macrophages activated as part of the inflammatory process produce large quantities of both NO' ands peroxide that, in the presence of carbon dioxide, react to form nitrosoperoxycarbonate (ONOOCO$_2^-$), a strongly oxidizing species that selectively oxidizes guanine bases in DNA (Burney et al., 1999a; Dedon and Tannenbaum, 2004; Tamir et al., 1996). NO' can also react with molecular oxygen (O2) to form nitrous anhydride (N$_2$O$_3$), a powerful nitrosating agent capable of causing nucleobase deamination in DNA (Burney et al., 1999a; Dedon and Tannenbaum, 2004; Tamir et al., 1996). The DNA damage produced by these two genotoxins has been widely studies in vitro (Burney et al., 1999b; Tamir and Tannenbaum, 1996; Tretyakova et al., 1999). In addition to G-G cross-links, NO'-derived N$_2$O$_3$ causes nitrosative deamination of G to produce xanthine and oxanine; of C to produce uracil; and of A to yield hypoxanthine (Burney et al., 1999b; Caulfield et al., 2003; Suzuki et al., 1996; Tamir et al., 1996). ONOOCO$_3^-$ produces oxidative base lesions including 8-oxo-2'-deoxyguanosine (8-oxo-dG), cyanuric acid, oxazolone, nitroimidazole and oxaluric acid (Burney et al., 1999a; Dedon and Tannenbaum, 2004; Tamir et al., 1996).
In light of the deficiency in the knowledge of a broad quantitative lesion spectrum potentially present at sites of inflammation, we first developed sensitive LC-MS methods to define the predominant DNA damage produced by RNS (Dedon and Tannenbaum, 2004; Dong et al., 2003). The genome-wide DNA lesion levels, however, provide little information about the location of DNA lesions in critical genes, information that can be correlated with the locations and frequencies of mutations associated with cancer. To this end, we sought to develop enzymatic probes that could be used to differentially map these two types of DNA damage in human genes using ligation-mediated polymerase chain reaction (LMPCR). This technique is one of the most successful methods for localizing DNA lesions in any DNA sequence and it involves conversion of base lesions to strand breaks that are mapped by PCR following ligation of a common linker sequence containing a PCR primer site (Pfeifer et al., 1998; Pfeifer et al., 1993; Wu et al., 1999; Xu et al., 1998). The goal of the work in this chapter was to develop DNA glycosylases as probes of oxidative and nitrosative DNA damage in DNA exposed to ONOOCO$_2$ and N$_2$O$_3$.

DNA glycosylases, first reported by Lindahl (1974), catalyze the scission of the glycosidic bond releasing damaged or mispaired bases as the first step of the base excision repair pathway (Dianov and Lindahl, 1994; Lindahl, 1974). Removal of damaged bases by a DNA glycosylase is generally associated with a specific type of damage. The specificity of DNA glycosylases, however, may also cross over to different types of DNA damage. Two groups of DNA repair enzymes from *Escherichia coli* were carefully chosen for this study. One includes formanidopyrimidine-DNA glycosylase (Fpg) and endonuclease III (Endo III) that have reported activities with oxidative DNA damage (reviewed in Izumi et al., 2003). Fpg was first shown to recognize the purines with an opened imidazole ring (Izumi et al., 2003). Subsequently, the
excision of 4,6-diamino-5-formamidopyrimidine (FapyAde) from γ-irradiated polydeoxynucleotides of adenine has been demonstrated (Breimer, 1984). Fpg also excises 8-oxodG and pyrimidine-derived lesions such as 5-hydroxycytosine and 5-hydroxyuracil from small duplex oligodeoxynucleotides with a single lesion embedded at a specific position (Tchou et al., 1991; Wallace, 1998). Besides the DNA glycosylase activity, Fpg possesses an AP-lyase activity on AP-sites by a β-δ-elimination mechanism and an activity excising 5'-terminal deoxyribose phosphate (dRpase) (Bailly et al., 1989a; Bailly et al., 1989b; Gilboa et al., 2002; Graves et al., 1992; O'Connor and Laval, 1989). Endo III is also endowed with both N-glycosylase and AP lyase activities (Cunningham et al., 1989). Endo III exhibits broad substrate specificity for cytosine- and thymine-derived lesions in DNA (reviewed in Gros et al., 2002). The substrates are thymine glycol, 5-hydroxycytosine and 5-hydroxyuracil, uracil glycol, 5,6-dihydroxycytosine etc. (Wallace, 1998).

The other group is comprised of endonuclease V (EndoV), alkyladenine DNA glycosylase (AlkA), and uracil DNA glycosylase (UDG), all of which have been reported to recognize various deamination products (Kow, 2002). EndoV was first identified as a promiscuous activity that recognized DNA heavily damaged by osmium tetroxide (Demple and Linn, 1982). It has been shown to be a major enzyme that recognizes hypoxanthine (Yao et al., 1994; Yao and Kow, 1995). In addition to hypoxanthine, the enzyme also recognizes a wide spectrum of DNA lesions and structures, including xanthine, base mismatches, AP sites, hairpins, unpaired loops, and pseudo-Y and flap structures (He et al., 2000; Yao et al., 1994; Yao and Kow, 1994; Yao and Kow, 1995). AlkA from *E. coli* is induced in response to DNA alkylation (Evensen and Seeberg, 1982; Nakabeppu et al., 1984a; Nakabeppu et al., 1984b; Samson and Cairns, 1977). AlkA has a very broad substrate range, catalyzing the excision of N-3 and N-7 alkyl purines as well as O\(^2\)-
alkyl pyrimidines (Bjelland et al., 1994; Bjelland et al., 1993). In addition to these common alkyl adducts, AlkA has also been shown to excise the cyclic etheno adducts of dA and EdC (Saparbaev et al., 1995; Saparbaev and Laval, 1994). Hypoxanthine was shown to be also released by AlkA (Saparbaev and Laval, 1994). Recent studies have demonstrated that AlkA can also recognize both xanthine and oxanine (Masaoka et al., 1999; Terato et al., 2002). UDG is a ubiquitous enzyme and highly expressed in almost all cells (Pearl, 2000). In addition to uracil, UDG also recognizes other modified bases, including 5-fluorouracil, 5-OH-Ura, and 5,6-dihydroxyuracil (Zastawny et al., 1995). UDG and AlkA leave abasic sites in DNA that are in turn processed by endonucleases cleaving the phosphodiester backbone hydrolytically at these sites (Dianov and Lindahl, 1994).

DNA repair enzymes have long been used as probes of DNA damage (Epe et al., 1996; Kuipers and Lafleur, 1998; Moe et al., 2003). In most instances, the enzymes are used to recognize and remove specific types of substrate DNA lesions, which results in the formation of single-strand breaks or abasic sites that could be converted to single-strand breaks. The resulting strand breaks can be very sensitively quantified by a variety of techniques such as alkaline elution (Epe and Hegler, 1994), alkaline unwinding (Hartwig et al., 1996), single-cell gel electrophoresis (comet assay) (Collins et al., 1993; Hininger et al., 2004; Pouget et al., 2000; Sauvaigo et al., 2002), nick translation (Czene and Harms-Ringdahl, 1995), and the plasmid relaxation assay (Kennedy et al., 1997). When several repair enzymes are used in parallel, DNA damage profiles are obtained. These profiles can serve as fingerprints of the ultimate DNA damaging species, thus providing evidence to identify the species responsible for the damage. Additional advantage of using glycosylases as probes of DNA damage is that DNA glycosylases
are active in the presence of EDTA and function independent of any complex that may form in vivo.

In this study, supercoiled plasmid pUC19 DNA was first treated with ONOO⁻ by bolus addition or with N₂O₃ in the Silastic tubing-based NO'/O₂ delivery system described in Chapter 3 of this thesis. DNA damage profiles induced by ONOO⁻ and NO' were obtained after treatment with each group of enzymes and validated by LC-MS analysis. Our results indicate that a combination of E.coli AlkA, Endo V and UDG react selectively with DNA exposed to NO', while E. coli Fpg reacts selectively with DNA treated with nitrosoperoxycarbonate.
6.3 Materials and Methods

Materials. All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. Agarose was purchased from Sigma Chemical Co. (St. Louis, MO). Plasmid pUC19 was obtained from DNA Technologies Inc. (Gaithersburg, MD). Fpg, Endo III, and Endo V were purchased from Trevigen (Gaithersburg, MD). UDG was purchased from USB Corporation (Cleveland, Ohio). AlkA was obtained from two different sources: BD-PharMingen (San Diego, CA) and a generous gift from Dr. Thomas Ellenberger, Harvard Medical School.

Synthesis of Peroxynitrite. Peroxynitrite was synthesized by ozonolysis of sodium azide as described by Pryor et al. (Pryor et al., 1995). Briefly, ozone generated in a Welsbach ozonator (5% ozone in oxygen; 100 mL/min) was bubbled into 100 ml of 0.1 M sodium azide (pH adjusted to 12 with 1 N NaOH) chilled in an ice bath chilled to 0-4°C. Ozonation was generally terminated after 45 min and ONOO\(^-\) concentration was determined spectrophotometrically in 0.1 N NaOH (\(\varepsilon_{302}=1670 \text{ M}^{-1} \text{ cm}^{-1}\)). ONOO\(^-\) was further characterized for its ability to cause the nitration of L-tyrosine using a method first described by Beckman et al (Beckman et al., 1992) and latter modified by Pryor et al. (Pryor et al., 1995).

Treatment of pUC19 Plasmid DNA with Peroxynitrite. The plasmid DNA stock solution (1 mg/mL in Chelex-treated 150 mM potassium phosphate, 25 mM sodium bicarbonate, pH 7.4) was dialyzed three-times against the same buffer at 4 °C. A stock solution of ONOO\(^-\) was diluted with 0.1 N NaOH and added at ambient temperature under vigorous stirring to this DNA
solution. The final ONOO\(^{-}\) concentrations ranged from 0.1 to 100 \(\mu\text{M}\). In all cases, the pH of the reaction mixtures did not increase above 7.4. After treatment, samples were routinely left at ambient temperature for 30 min before damage analysis. For the 100 \(\mu\text{M}\) ONOO\(^{-}\) concentration, LC-MS analysis was also performed to check the formation of nucleobase deamination products. In the control group, an aliquot of ONOO\(^{-}\) solution was added to phosphate buffer and incubated for 3 min at ambient temperature to ensure complete decomposition before adding into the DNA solution (ONOO\(^{-}\) half-life under these conditions is \(\sim 1\) s (Beckman et al., 1994)).

**Exposure of pUC19 Plasmid DNA to \(\text{N}_2\text{O}_3\).** pUC19 DNA was exposed to NO\(^{'}\) delivered by a novel system as described previously (Dong et al., 2003). Briefly, 120 mL of plasmid DNA (20 \(\mu\text{g/mL}\) in Chelex-treated 150 mM potassium phosphate, 25 mM sodium bicarbonate, pH 7.4) was added into the chamber of the NO\(^{'}\) delivery system and into a duplicate chamber in which Argon gas was infused (instead of NO\(^{'}\)) as a control. At different time points, 3 mL of reaction mixture was withdrawn from the chamber through a connected syringe. An equal volume of fresh buffer was immediately added and DNA was recovered by ethanol precipitation.

**Enzyme Reactions with Damaged Plasmid DNA.** After ONOO\(^{-}\) or \(\text{N}_2\text{O}_3\) treatment, a portion (200 ng) of the DNA was treated with putrescine (100 mM, pH 7.0, 1 hr, 37\(^\circ\)C) to cleave abasic sites. Another portion (200 ng) was kept on ice as a control to measure direct strand breaks. The remainder of the DNA was used in the glycosylase-based damage recognition assays as follows. To 18 \(\mu\text{L}\) of ONOO\(^{-}\)-treated DNA (400 ng) was added 2 \(\mu\text{L}\) of one of the corresponding concentrated reaction buffers: (A) 10 mM Tris-HCl (pH 7.5), 1 mM EDTA and 100 mM NaCl; (B) 10 mM Tris-HCl (pH 7.5), 2 mM CaCl\(_2\) and 1 mM EDTA; (C) 10 mM Tris-HCl (pH 7.5), 2
mM MgCl\(_2\); (D) 20 mM Tris-HCl (pH 8.0), 1 mM EDTA and 1 mM dithiothreitol; (E) 50 mM HEPES-KOH (pH 7.5), 1 mM EDTA and 5 mM 2-mercaptoethanol. The enzyme reaction was initiated by addition of 1 µL of one of the following enzymes: Fpg (1.5 Units), Endo III (3 Units), Endo V (3 Units), UDG (5 Units), and AlkA (300 ng), followed by incubation for 1 hr at 37 °C. The DNA was used directly in subsequent analyses.

**Quantification of DNA Damage by a Plasmid Nicking Assay.**

The enzyme-treated DNA was redissolved in H\(_2\)O and subjected to plasmid nicking assay as follows. The quantity of DNA in each band was determined by fluorescence imaging (Ultraplum, Clarmont, CA). The average number of single strand breaks (SSBs) per plasmid was determined using the intensity values in equation (1):

\[
\text{SSB/Plasmid} = -\ln\left[1.4 \cdot \frac{\text{SC}}{1.4 \cdot \text{SC} + \text{OC}}\right] \tag{1}
\]

where SC and OC represent the intensities of the supercoiled (type I) and open circular (type II) forms of plasmid DNA, respectively (Figure1). A correction factor of 1.4 for SC DNA is used because the incorporation of ethidium bromide into SC DNA is lower than that into OC DNA (Hegler et al., 1993; Shubsda et al., 1997). At high concentrations of ONOO\(^-\), a band of to linear plasmid was evident and in all cases, this signal was added to the OC value.

**Quantification of DNA Nucleobase Deamination by LC-MS Analysis.** Nucleobase deamination products in pUC19 plasmid DNA exposed to ONOO\(^-\) or N\(_2\)O\(_3\) were quantitatively determined by the LC-MS method published previously (Dong et al., 2003). Briefly, 50 µg of DNA was hydrolyzed to deoxynucleosides by a combination of three enzymes (nuclease P1,
phosphodiesterase I, and alkaline phosphatase) in the presence of an appropriate amount of isotope-labeled internal standard and an adenosine deaminase inhibitor, coformycin. The resulting deoxynucleoside mixture was resolved by HPLC and the fractions containing 2'-deoxyxanthosine (dX), 2'-deoxyinosine (dI) and 2'-deoxyuridine (dU) were collected for LC-MS quantification.
6.4. Results

Enzyme Recognition of Lesions in ONOO\textsuperscript{-}\textsubscript{2} modified Plasmid DNA. To assess the utility of DNA repair enzymes as probes of ONOO\textsuperscript{-}\textsubscript{2}-induced DNA damage, exposed plasmid DNA was treated with each of the enzymes and the formation of enzyme-induced strand breaks was quantified by a plasmid-nicking assay. This assay is a widely used technique that has the demonstrated ability to reveal cleavage of DNA by a variety of reagents (Breimer and Lindahl, 1985; Epe et al., 1996; Kuipers and Lafleur, 1998). One single-strand break in supercoiled DNA results in conversion to an open circular form that migrates more slowly than the supercoiled form in an agarose matrix as shown in Figure 1.

![Figure 1. Example of glycosylase recognition of plasmid DNA damaged by ONOO\textsuperscript{-} in the plasmid nicking assay. ONOO\textsuperscript{-}-treated plasmid DNA was reacted with Fpg to convert base lesions and abasic sites to strand breaks. ONOO\textsuperscript{-} concentrations are in half-log steps, ranging from 0.1 to 100 \textmu M. First lane contains the control. SC represents the supercoiled form of plasmid DNA. OC represents the open circular form.]

One important facet of these studies was the identification of optimal reaction conditions for the various enzymes. To define optimal Fpg concentrations, pUC19 plasmid DNA was treated with 10 \textmu M ONOO\textsuperscript{-} to generate oxidative damage and the extent of Fpg cleavage was quantified
using the plasmid-nicking assay. As shown in Figure 2, the reaction of Fpg was saturated at 1 Unit / 400 ng DNA. Based on this result, we chose 1.5 Units / 400 ng DNA as the amount of Fpg used for the analysis to guarantee the complete removal of its substrate base modifications. Similar verifications were performed with the other repair endonucleases and DNA glycosylases: Endo III, 3 units; Endo V, 3 units; AlkA, 300 ng; and UDG, 5 units.

![Figure 2](image)

**Figure 2.** Optimization of Fpg concentration in reactions of ONOOCO₂⁻-treated (10 μM) plasmid DNA. Data represent mean ± SD for three independent experiments.

Having optimized the enzyme concentrations, we proceeded to examine the recognition of ONOOCO₂⁻-induced DNA damage by Fpg and the other enzymes. As shown in Figure 3, there is dose-dependent increase in direct strand breaks and, to a larger extent, Fpg-sensitive modifications, with the latter reaching a plateau. A similarly shaped curve has been reported previously (Tretyakova et al., 2000a). For both ONOO⁻ and NO⁻ exposure, the formation of strand breaks was studied over a broad range of DNA damage frequencies. However, meaningful interpretation can only be achieved for damage occurring under single-hit conditions.
which corresponds to ~60 strand breaks in $10^6$ nucleotides of pUC19 (2686 bp) according to a Poisson distribution (Dedon et al., 1993). The range beyond "single-hit conditions" requires adjustment of the damage frequency to avoid underestimation of the number of strand breaks, since additional nicks in an already nicked plasmid cannot be detected by topoisomer analysis.

![Graph showing strand breaks and modifications induced by ONOO$^-$](image)

**Figure 3.** Direct strand breaks (□) and modifications sensitive to Fpg protein (○) induced by ONOOCO$_2^-$ in pUC19 DNA. Concentrations of ONOO$^-$ ranged from 0.1 μM to 100 μM (half-log steps). Data represent mean ± S.D. for 4-9 measurements. Data points lying above 60 strand breaks per $10^6$ nt (dotted line) fall outside "single-hit" conditions (see the text for details).

Fpg protein recognizes a significant amount of modification in ONOO$^-$-treated pUC19 plasmid DNA, but other DNA repair enzymes do not, as shown in Figure 4. Under the assay conditions used, AlkA, Endo V and UDG detected almost the same degree of modification, while Endo III treatment revealed slightly more. There is an observed increase in modification after treatment with repair enzymes tested here. The increase was probably due to the presence of abasic sites that are sensitive to putrescine cleavage. It has been shown that ONOO$^-$ causes...
the formation of 8-nitro-2'-deoxyguanosine (8-nitro-dG) that can quickly depurinate to form an abasic site (Tretyakova et al., 2000a; Yermilov et al., 1995). The small number of strand breaks caused by AlkA, Endo V, and UDG do not represent nucleobase deamination products, given the lack of detectable increase in dX, dI, and dU by the LC-MS quantification as shown in Figure 5. This suggests that nucleobase deamination is not predominant in the damage profile of pUC19 by ONOO⁻. The slight increase in Endo III-sensitive sites with increasing ONOO⁻ dose indicates the possible presence of a small percentage of pyrimidine oxidative products in the ONOO⁻-treated pUC19 plasmid DNA.

Figure 4. The quantity of ONOOCO₂⁻-induced DNA damage sensitive to Endo III (△), Endo V (○), AlkA (●), and UDG (○) proteins. The concentrations of ONOO⁻ ranged from 0.1 μM to 100 μM (half-log steps). Data represent mean ± S.D. for 4-9 measurements.
Figure 5. Levels of dX, dI and dU in pUC19 treated with 10 μM ONOO⁻ as detected by LC-MS. Empty bar represents the controls; solid bar represents ONOO⁻-treated pUC19 19. Data represent mean ± SD for three independent experiments.

DNA Damage Profile by NO'. NO' has been shown to cause the formation of nucleobase deamination products through nitrosative chemistry in the presence of oxygen (Dong et al., 2003). The *in vitro* spectrum of nitrosative DNA lesions by NO' that we have proposed includes approximately equal amounts of dX, dI and dU, about 6-fold fewer abasic sites, about 10-fold fewer dG-dG cross-links and no detectable dO (Dong et al., 2003). In these studies, uracil DNA glycosylase was used to verify the precision of the LC-MS assay for the detection of dU. A high correlation was found between the LC-MS method and the plasmid nicking assay in determining the quantity of dU. The purpose of the current study was to find a DNA repair enzyme that could effectively remove dX and dI from DNA molecules following NO' exposure.

AlkA has been shown to excise hypoxanthine from DNA (Saparbaev and Laval, 1994). Studies by our group and other groups have demonstrated that it also removes xanthine from DNA (Terato et al., 2002; Wuenschell et al., 2003). To confirm that AlkA can effectively
remove both dI and dX from NO' treated pUC19 plasmid DNA, we compared the detection of AlkA-sensitive modifications by the plasmid-nicking assay with the quantity of dX and dI as determined by LC-MS.

Figure 6 shows a strong correlation between the quantity of dX and dI detected by the LC-MS method and the number of the AlkA-sensitive modifications quantified by the plasmid-nicking assay.

Figure 6. Comparison of N₂O₃-induced DNA lesions detected by AlkA-treatment coupled with the nicking assay (closed circles) and the quantity of dX and dI measured by the LC-MS analysis. Data represent mean ± SD for three independent experiments (± SD). Data points lying above 60 strand breaks per 10⁶ nt (dotted line) fall outside "single-hit" conditions (see the text for details).

Fpg and Endo III proteins were both used to assay the NO' - treated pUC19 plasmid. No significant increase was observed in either Fpg-sensitive or Endo III-sensitive modifications (Figure 7). The time-dependent increase in DNA modifications shown in the figure overlaps
with the putrescine-sensitive sites, which is consistent with the AP endonuclease activity of both Fpg and Endo III.

![Graph showing NO delivery time vs. modifications per 10^6 nt.](image)

**Figure 7.** Quantification of N_2O_3-induced pUC19 DNA lesions sensitive to Fpg (O) and Endo III (A) proteins and putrescine treatment (). Data represent mean ± SD for three independent experiments.
6.5 Discussion

The goal of this set of studies was to identify groups of DNA repair enzymes capable of distinguishing oxidative from nitrosative DNA damage thought to arise at sites of inflammation. Two groups of DNA repair enzymes from *Escherichia coli* were found to differentiate base damage products caused by ONOO\(^-\) and N\(_2\)O\(_3\) using a validated plasmid-nicking assay. AlkA, Endo V and UDG react preferentially with DNA exposed to N\(_2\)O\(_3\) arising in solutions of NO\(^-\) and O\(_2\), while Fpg and EndoIII react selectively with DNA treated with ONOO\(^-\) in the presence of bicarbonate.

The selection of these enzymes was based on the knowledge of the NO\(^-\) chemistry toward DNA. Direct DNA modification by NO\(^-\) is dominated by three processes, oxidation, nitration and deamination (Burney et al., 1999a; Dedon and Tannenbaum, 2004; Tamir and Tannenbaum, 1996).

**Fpg Protein Selectively Reacts with ONOO\(^-\)-Damaged DNA.** Two criteria govern whether a DNA repair enzyme is acceptable as a probe to distinguish between nitrosative and oxidative DNA damage for the current study: specificity and efficiency. The substrate specificity emphasized here is, however, not restricted exclusively to the recognition of an individual DNA lesion, but rather a group of structurally related damage products derived from the same category of DNA damage chemistry.

With regard to recognition of damage by Fpg and EndoIII, the oxidative and nitratative chemistry associated with reactive nitrogen species is mediated primarily by ONOO\(^-\) and its CO\(_2\) adduct, ONOO\(_2\)CO\(^-\) (Wink et al., 1996). While ONOO\(_2\)CO\(^-\) has greatly reduced activity toward
deoxyribose than ONOO−, both oxidants react almost exclusively with dG in DNA to form 8-nitro-dG, 8-oxo-dG, nitroimidazole, oxazolone along with a number of products of the secondary oxidation of 8-oxo-dG, including guanidinohydantoin, oxaluric acid, spiroiminodihydantoin and cyanuric acid (Dedon and Tannenbaum, 2004). Other oxidative products, such as 5-hydroxymethyl uridine and 8-oxo-dA, were also detected, but they are only present in very small quantities (deRojas-Walker et al., 1995).

It has been established that Fpg recognizes a wide array of oxidized purines (reviewed in Izumi et al., 2003). For instance, 8-oxo-dG and formamidopyrimidines are well-established substrates of Fpg protein, but recent studies indicated that Fpg protein also recognizes 8-nitro-dG, oxaluric acid, and to some extent oxazolone, guanidinohydantoin and spiroiminodihydantoin, lesions derived from oxidation of dG by ONOO− (Duarte et al., 2001; Leipold et al., 2000; Tretyakova et al., 2000b). Thus it was not surprising that Fpg did not recognize DNA damage caused by the nitrosative chemistry of NO'. We did not observe a significant increase in dX, dI, and dU, in the plasmid DNA following ONOO− exposure. This observation is consistent with the lack of excision by either AlkA or Endo V enzyme toward ONOO− treated plasmid. However, it is inconsistent with the previous studies by the Halliwell group, in which both xanthine and hypoxanthine were detected when calf thymus DNA and epidermal skin cells were exposed to ONOO− (Spencer et al., 1995; Spencer et al., 1996). The most likely reason accounting for this discrepancy is the difference in analytical methods used for the quantification of the nucleobase deamination products. The Halliwell group applied a GC/MS method, which was rather novel in its day, but could be more rigorous if isotope-dilution mass spectrometry technology was adopted. Their analytical method included acidic hydrolysis which has been proven to accelerate the deamination of cytosine (Schein, 1966). We speculate
that under the acidic hydrolysis conditions used, the deamination of dA and dG would also be accelerated, thus expediting the formation of dI and dX. We observed additional limitations of the acidic hydrolysis required by most GC-MS analysis methods, which includes the destruction of both dI and dO, and the incomplete depyrimidination of dU. The inconsistency may also be attributed to the different methods for ONOO⁻ preparation. We applied an alkaline ozonolysis method first reported by the Pryor group (Pryor et al., 1995), which produces ONOO⁻ that is free of hydrogen peroxide and other contaminants. In their experiment, ONOO⁻ was synthesized in a quenched flow reaction system by mixing H₂O₂ with NaNO₂ under acidic conditions. Although H₂O₂ was carefully removed by MnO₂, the risk of NaNO₂ contamination still existed. Under acidic conditions, NaNO₂ is converted to nitrous acid, an agent known to cause nucleobase deamination. Later studies from the same group reported the detection of deamination products in intact human respiratory tract epithelial cells exposed to NaNO₂. To investigate whether the ONOO⁻ prepared by the ozonolysis method also induces nucleobase deamination, we treated dG with different concentrations of ONOO⁻ in 50 mM phosphate buffer containing 25 mM bicarbonate with varying pH from 6.0 to 8.0 in half-pH unit increments. The formation of dX and dI was monitored by the LC-MS method reported previously (Dong et al., 2003). Neither dX nor dI was detected when ONOO⁻ concentration reached 10 mM and the pH of the reaction buffer decreased to 6.0, suggesting that the ONOO⁻ used in our experiment did not cause significant nucleobase deamination.

In addition to the specificity of Fpg to the oxidative DNA damage by ONOO⁻ demonstrated here, the efficiency of Fpg in removing the oxidative products derived from ONOO⁻ exposure has been investigated by different groups. It has been estimated that more than 90% of the nucleobase oxidation products caused by ONOO⁻ can be removed by Fpg (Tretyakova et al.,
2000b). This estimation was supported by several succeeding studies. Leipold et al. showed that spiroiminodihydantoin (Sp) and guanidinohydantoin (Gh), resulting from the oxidation of 8-oxoG, are efficiently removed by Fpg (Leipold et al., 2000). The activity of Fpg toward other lesions, including N-[2,5-dioxo-3-(2-deoxy-b-D-ribofuranosyl)-4-imidazolidinylidene]-N'-nitroguanidine (NO$_2$-DGh), and 3-(2-deoxy-b-D-erythro-pentofuranosyl) tetrahydro-2,4,6-trioxo-1,3,5-Triazine-1(2H)-carboximidamide (CAC), has not been reported yet. These latter lesions represent a minor portion of the spectrum of ONOO$^-$-induced oxidation of dG, such that they can be ignored in our studies of Fpg-sensitive lesions (Dedon and Tannenbaum, 2004). We thus conclude that the Fpg-sensitive lesions represent nucleobase oxidation produced by ONOO$^-$. Therefore, the broad substrate spectrum of Fpg toward oxidative products from ONOO$^-$, and its specificity to almost exclusively ONOO$^-$-induced DNA damage make it the best candidate to detect DNA damage from ONOO$^-$ chemistry that is potentially present in tissues afflicted with chronic inflammation.

_alkA Protein Selectively Reacts with NO$^+$-damaged DNA._ The arguments applied to ONOO$^{(-)}$-induced DNA damage recognition by Fpg and Endo III can be applied to nitrosative DNA damage. A plethora of experimental evidence suggests that N$_2$O$_3$ is the major nitrosative species in aqueous NO$^+$ reactions. Recent studies have shown that physiologically relevant levels of NO$^+$ exposure cause the formation of three major nitrosative deamination products: dI, dX, and dU. These arise from the deamination of dA, dG and dC respectively, at nearly identical rate. 2'-deoxyoxanosine (dO), one of the products arising from dG deamination, was not detected, leading to the prediction that it will not be present at a significant level in inflamed tissues. Apurinic/apyrimidinic sites, likely formed by nitrosation of the N7 positions of guanine
and adenine, were found to occur in NO' treated DNA. By supplementing our results with previous studies of nitrosatively induced dG-dG cross-links (Caulfield et al., 2003), the following spectrum of nitrosative DNA damage is proposed: ~2% dG-dG cross-link, 4-6% abasic sites, and 25%-35% each of dX, dI, and dU.

A substantial amount of experimental evidence indicates their potential importance in NO'-mediated mutagenesis (Zhuang et al., 1998; Zhuang et al., 2000). Living organisms have developed rapid base excision repair mechanisms to eliminate them. Hypoxanthine is generally excised from DNA by a family of methylpurine DNA glycosylases (Saparbaev and Laval, 1994), among which AlkA is the \textit{E. coli} homologue. However, the biochemical properties of xanthine in DNA have only been explored recently. Existing as an enolate at physiological pH, xanthine is an unusual nucleobase. Under acidic conditions, xanthine is known to be susceptible to depurination; however, in contrast to conventional wisdom, we have demonstrated that xanthine is rather stable in double stranded DNA at neutral pH (Vongchampa et al., 2003). \textit{In vitro} evidence indicates that xanthine in DNA is repaired by \textit{E. coli} endonuclease V (Endo V) (He et al., 2000). Recent studies by our group (manuscript in preparation) and others show that xanthine is a substrate for several enzymes of the BER pathway, among which the strongest activity was noted for the \textit{E. coli} AlkA protein, followed by human \textit{N}-methylpurine DNA glycosylase (Mpg) and Fpg (Wuenschell et al., 2003).

In light of the fact that AlkA has activity toward both xanthine and hypoxanthine, we embarked on our effort to evaluate the efficiency of AlkA in removing those two nucleobase deamination products from DNA following NO' exposure. The excision of hypoxanthine from DNA by AlkA has been studied and compared to other alkylpurine DNA glycosylase homologues from yeast, rats, and humans. Although the \textit{in vitro} kinetic constants show that
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AlkA is less efficient than its partners of human or rat origin (Saparbaev and Laval, 1994), it indeed confers protection of *E. coli* from nitrous acid induced mutations (Sidorkina et al., 1997). Information regarding the excision of xanthine is relatively lacking, largely due to its instability (Lindahl, 1993). Only recently have systematic kinetic studies on this excision process been initiated. (Terato et al., 2002; Wuenschell et al., 2003). Research in our group demonstrated that AlkA is almost as efficient as *E. coli* Endo V in processing xanthine in double-stranded DNA oligonucleotides *in vitro* (Vongchampa, unpublished results). The kinetic constant is comparable with those recently reported by the Ide group and the Termini group (Terato et al., 2002; Wuenschell et al., 2003). Here we provide further evidence of the AlkA efficiency by comparing the amount of dX and dl in the NO·-exposed plasmid pUC19 DNA measured by two distinct assays: LC-MS detection and the plasmid-nicking assay. We found a strong correlation between the results, which demonstrated the effectiveness of AlkA in removing dX and dl in DNA derived from NO· exposure.

Although primarily described as an enzyme excising alkylated bases (Lindahl et al., 1988; Thomas et al., 1982), AlkA has been shown to have a broad substrate specificity. In addition to hypoxanthine, formyluracil, ethano-, and ethenobases have all been reported to be repaired by AlkA (Bjelland et al., 1994; Habraken et al., 1991; Saparbaev et al., 1995). However, we did not observe a significant increase in the excision of ONOO·-treated plasmid DNA by AlkA, which further confirms that the ONOO· chemistry is shifted more toward dG, and also suggests that AlkA itself is a good candidate to detect the nitrosative deamination products, mainly dX and dl, likely existing in tissues at the sites of inflammation.
Application of the Enzymatic Probes. DNA glycosylases have been used as valuable tools in the detection of DNA damage. They are useful for the detection of global DNA damage and repair (Cadet and Weinfeld, 1993; Dizdaroglu, 1993), DNA damage at the nucleotide level (Pfeifer et al., 1993; Xu et al., 1998), gene-specific repair (Grishko et al., 1999), detection of mutation (Hsu et al., 1994; Lu and Hsu, 1992). The use of these enzymes has also provided insight into biological processes including the coupling of transcription and DNA repair (Hanawalt, 1994).

DNA repair enzymes have also been used to detect DNA damage caused by reactive species derived from NO'. Epe et al. characterized DNA damage by ONOO⁻ with Fpg, EndoIII. Consistent with our observation, they also found that a high number of base modifications were sensitive to Fpg protein, while the numbers of modifications that are sensitive to EndoIII were relatively low.

In contrast to the well-established use of Fpg and EndoIII to detect oxidative DNA damage, there have been relatively few studies of using repair enzymes to detect nucleobase deamination products. One possible reason is that only till recently have EndoV and AlkA been demonstrated to recognize xanthine and hypoxanthine (He et al., 2000; Terato et al., 2002; Wuenschell et al., 2003; Yao and Kow, 1995), two major nucleobase deamination products caused by NO' exposure (Burney et al., 1999a; Dong et al., 2003; Tamir et al., 1996). We broadened these observations by successfully demonstrating a real application of AlkA and EndoV, the detection of xanthine and hypoxanthine in plasmid DNA exposed to NO' at controlled physiological concentrations.

The enzymatic probes developed here will ultimately be used to reveal the distribution of DNA damage caused by NO' exposure along DNA sequences. These enzymes have been used
in our laboratory to cleave DNA at sites of base damage in preparation for mapping of DNA lesions in the \textit{HPRT} gene at single nucleotide resolution by LMPCR. The mapping results from the ONOO$^-$-treated \textit{HPRT} gene showed the damage pattern is by no means randomly distributed and that the lesions are concentrated on deoxyguanosine (Cloutier, unpublished results). Damage spectra produced by NO' via N$_2$O$_3$ will also be analyzed in the \textit{HPRT} gene, with the goal of comparing the damage and mutational spectra (Zhuang et al., 2002) associated with these two mediators, ONOO$^-$ and N$_2$O$_3$, of inflammation.

In conclusion, enzymatic probes were developed to distinguish nitrosative DNA damage from oxidative DNA damage produced by reactive nitrogen species found at sites of inflammation. A combination of \textit{E. coli} AlkA, Endo V and UDG react selectively with DNA exposed to N2O3 derived from the reaction of NO' with O$_2$, while \textit{E. coli} Fpg reacts selectively with DNA treated with ONOOCO$_2^-$'. These two sets of enzymes can be applied to map DNA damage in a specific genes from tissues impaired by chronic inflammation, thus generating valuable information to elucidate which DNA chemistry predominates, the nitrosative DNA damage or the oxidative DNA damage.
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Chapter 7

Effects of Peroxynitrite Dose and Dose-rate on DNA Damage in the \textit{supF} Shuttle Vector

[The work in this chapter is in press in \textit{Chem Res Toxicol} as “Kim, MY., Dong, M., Dedon, P. C. and Wogan, G. N. (2004). "Effects of Peroxynitrite Dose and Dose Rate on DNA Damage and Mutation in the \textit{supF} Shuttle Vector.". A reprint of the paper is included in Appendix III]
7.1 Abstract

It has been well established that peroxynitrite (ONOO⁻) causes DNA damage and that it is mutagenic in model cell systems. To define the connection between ONOO⁻-induced DNA damage and mutagenicity, several groups have used the pSP189 shuttle vector to correlate the spectrum of lesions and mutations in the *E. coli* SupF gene. However, no effort was made to correlate the damage and mutation or to correlate the role of dose form and dose rate of ONOO⁻ on the damage and mutation. We have therefore undertaken a collaboration with the research group of Professor Gerald Wogan, to define the effects of ONOO⁻ dose and dose-rate on the DNA damage and mutations induced in the *supF* gene by three different dosage regimes: (1) by infusion of ONOO⁻ solution into suspensions of pSP189 at rates approximating those estimated to occur in inflamed tissues; (2) by exposure to 3-morpholinosydnonimine (SIN-1), which generates ONOO⁻ spontaneously during decomposition; and (3) by bolus doses of ONOO⁻ solution. In all cases, plasmid DNA was exposed in the presence of 25 mM bicarbonate, since the biologically relevant reaction of CO₂ with ONOO⁻ (to form nitrosperoxycarbonate) has a major impact on mutagenic potency of ONOO⁻ in this system. Nucleobase and deoxyribose damage were evaluated by a plasmid-nicking assay immediately after ONOO⁻ and SIN-1 exposures. Mutation frequency (MF) and mutational spectra in the *supF* gene were determined after plasmid pSP189 replicated in host *E. coli* cells (performed by Dr. Min Young Kim). A strong correlation between DNA damage frequency and MF produced by ONOO⁻ was observed. Bolus ONOO⁻ addition caused the highest amount of DNA damage, in the form of Fpg sensitive base lesions, direct strand breaks and abasic sites. SIN-1 was found to cause deoxyribose oxidation almost exclusively, while bolus addition generated predominantly base damage. MF
increased in a dose-dependent manner following all treatments, but infused ONOO\(^-\) and SIN-1 exposures were less mutagenic than bolus ONOO\(^-\) exposure.

Dose form and dose rate of ONOO\(^-\) was also found to alter the mutation spectra. Those induced by infused- or bolus- ONOO\(^-\) and SIN-1 consisted predominantly of G:C to T:A transversions, but in different amount (58\%, 66\% and 51\%, respectively). G:C to C:G mutations were much less frequent following infusion and SIN-1 (8\% and 19\%, respectively) than those induced by bolus exposure (26\%). A:T to T:A mutations induced were detected only after ONOO\(^-\) infusion and SIN-1 exposure (9\% and 11\%, respectively).

In conclusion, both dose and dose-rate at which a genetic target is exposed to ONOO\(^-\) substantially influence the damage and mutational response, indicating that these parameters will need to be taken into account in assessing the potential effects of ONOO\(^-\) in vivo. Furthermore, the results indicate that the chemistry of SIN-1-induced DNA damage differs substantially from native ONOO\(^-\), which suggests the need for caution in interpreting the biological relevance of SIN-1 as a surrogate for ONOO\(^-\).
7.2 Introduction

Peroxynitrite (ONOO⁻) produced *in vivo* primarily by activated macrophages is a potent one oxidant that reacts readily towards many biological molecules, including lipids (Darley-Usmar et al., 1995; de Groot et al., 1993), proteins (Radi, R., 1991, Soszynski, M., 1996), and nucleic acids (Burney et al., 1999) (Tretyakova et al., 1999). Presumably as a result of damage to cellular molecules, elevated ONOO⁻ levels have been implicated in a number of pathological conditions in humans and experimental animals, such as atherosclerosis (Bunderson et al., 2002), ischemia-reperfusion injury (Jugdutt, 2002), renal allograft rejection (MacMillan-Crow et al., 1996), and cancer (Goldstein et al., 1998), (Nair et al., 1998). As part of the overall effort to elucidate the role of ONOO⁻ in inflammation-induced carcinogenesis, the project here focuses on ONOO⁻ genotoxicity.

A critical feature of the link between any genotoxin and cancer is the underlying chemistry, which in the case of ONOO⁻ is particularly complicated. The ONOO⁻ chemistry is first complicated by the reactive species derived from ONOO⁻ in biological systems, which are summarized in Figure 1 (Merenyi et al., 1998; Pfeiffer et al., 2000). In DNA, oxidation can occur at both deoxyribose (Kennedy et al., 1997) and nucleobases (Burney et al., 1999; Douki and Cadet, 1996). It has recently been recognized that the proportions of various DNA products are strongly dependent on the presence of CO₂ and thus the formation of nitrosoperoxy carbonate (Burney et al., 1999; Tretyakova et al., 1999). The presence of CO₂ caused a major shift in ONOO⁻-induced DNA damage from the deoxyribose to the base with little change in the total number of lesions (Burney et al., 1999).
The ONOO\(^-\) chemistry is then complicated by the fact that the concentration and flux of ONOO\(^-\) affect the product distribution and yield. Given the short half-life of ONOO\(^-\) in a typical physiological environment \((t_{1/2}, 0.02-1s)\) (Beckman et al., 1994; Radi et al., 2001), it is difficult to design experiments in which cells or biomolecules are exposed to low, relatively constant levels of ONOO\(^-\) for sustained periods, thereby mimicking conditions in human cells subjected to inflammation. The most widely used method has been the addition of synthetic ONOO\(^-\) to a rapidly stirred solution, either as a bolus (Kuhn et al., 1999; Pfeiffer and Mayer, 1998) or via a continuous infusion (Pfeiffer et al., 2000; Zhang et al., 2003). Another approach has been to generate ONOO\(^-\) from a donor compound, 3-morpholinosydnonimine (SIN-1), which spontaneously decomposes to form O\(_2\) and NO\(^+\) in neutral solutions, thus producing ONOO\(^-\) (Reden, 1990; Singh et al., 1999), as shown in Figure 2.

The possibility that the concentration of ONOO\(^-\) affects the product distribution and the yield was first raised in studies of the formation of 8-oxo-dG by ONOO\(^-\). Several groups reported the absence of 8-oxo-dG when using high concentrations of ONOO\(^-\) (Ohshima and Bartsch, 1994), while others were able to detect it at low concentrations of ONOO\(^-\) with more sensitive
analytical methods (Kennedy et al., 1997). The conflict appeared to have been resolved after
discovery that 8-oxo-dG is ~1000 times more reactive toward ONOO$^-\!\!\!\!$ than 2'-deoxyguanosine (dG) (Uppu and Pryor, 1996), which suggests that 8-oxo-dG is completed confounded at high
ONOO$^-\!\!\!\!$ concentration. A battery of oxidative products derived from the reactions of dG and 8-
oxo-dG with ONOO$^-\!\!\!\!$ have been characterized (Dedon and Tannenbaum, 2004) (Figures 3 and 4).

![Degradation pathway of SIN-I, adapted from Reden, 1990](image)

Figure 2. Degradation pathway of SIN-I, adapted from Reden, 1990)
Figure 3. Oxidation products from the reaction of dG with ONOO⁻ (primary oxidation products; adapted from Dedon and Tannenbaum, 2004)

Figure 4. Oxidation products of dG reaction with ONOO⁻ (secondary oxidation products; adapted from Dedon and Tannenbaum, 2004)
The influence of the ONOO\(^-\) flux on the product distribution and yield has recently been examined by the research group of Professor Steven Tannenbaum (unpublished results). Several flux regimes were applied in these experiments, including (i) bolus addition and (ii) infusion of authentic ONOO\(^-\), and (iii) SIN-1 mediated \textit{in situ} ONOO\(^-\) production, have been applied for the experiments. Under conditions of bolus addition, very high fluxes can be attained (~1600 \(\mu\)M/s for total ONOO\(^-\) concentration of 800 \(\mu\)M). Lower fluxes (0.7-13 \(\mu\)M/s) are easily achieved during infusion. For SIN-1, the initial instantaneous ONOO\(^-\) fluxes can be as low as 0.06 \(\mu\)M/s, based upon measured NO\(^-\) and O\(_2\)\(^2\) production rates that have been reported (Doulias et al., 2001). The immediate products produced arising from bolus addition include \([3-(2\text{-deoxy-b-D-erythro-pentofuranosyl})-2,5\text{-dioxo-4-imidazolidinylidene}]\text{-guanidine (DGh)}\) (the major product), N-\([2,5\text{-dioxo-3-(2\text{-deoxy-b-D-ribofuranosyl})-4\text{-imidazolidinylidene}]\text{-N'-nitro-guanidine (NO}_2\text{-DGh)}\) and \([3-(2\text{-deoxy-b-D-erythro-pentofuranosyl})\text{tetrahydro-2,4,6-trioxo-1,3,5-triazine-1(2H)-carboximidamide (CAC).}\) During infusion, the major product is spiroiminodihydantoin (Sp), followed by DGh, and lesser quantities of NO\(_2\)-DGh, CAC and a new product, NO\(_2\)-DGh or CAC. With SIN-1, the major product is Sp, with HCA as a minor product, and no formation of DGh, NO\(_2\)-DGh or CAC. Therefore, as the ONOO\(^-\) flux is lowered, Sp formation increases largely at the expense of DGh.

While substantial numbers of investigations have been focused on the ONOO\(^-\)-induced nucleobase oxidation products, information regarding deoxyribose oxidation is minimal. Both deoxyribose and base damage resulting from exposure to ONOO\(^-\) likely contribute to DNA mutation, so that defining the proportions of deoxyribose and base oxidation is important to elucidate the mechanism of ONOO\(^-\)-induced genotoxicity. To this end, our lab
has applied several novel analytical methods to define the relative quantity of deoxyribose damage that occurs as a result of ONOO⁻, with the emphasis here on comparing damage and mutation in the pSP189 shuttle vector.

The SupF gene-containing pSP189 shuttle vector has proved to be a useful target gene for studying the range of mutations that can be induced by a variety of DNA damaging agents in vitro (Bigger et al., 1992; Parris and Seidman, 1992; Seidman et al., 1985). The particular advantages of the supF system are that few mutations are phenotypically silent and the treated DNA can be analyzed by other biological and analytical techniques (e.g., plasmid nicking assay, ³²P-postlabelling) in conjunction with the mutation studies (Bigger et al., 1992). The supF assay system has previously been used to study the mutation spectra caused by ONOO⁻ (Jeong et al., 1998; Juedes and Wogan, 1996). However, a remaining unaddressed question is to correlate the damage and mutation or to correlate the role of dose form and dose rate of ONOO⁻ on the damage and mutation. We have therefore undertaken a collaboration with the research group of Professor Gerald Wogan, to define the effects of ONOO⁻ dose and dose-rate on the DNA damage and mutations induced in the supF gene using a plasmid-nicking assay to define the proportions of deoxyribose and base oxidation.

Plasmid-nicking assay is a sensitive method based on the fact that supercoiled plasmid DNA is converted by either a single-strand break (SSB) or the incision of a repair endonuclease into a relaxed (nicked) form that migrates separately from the supercoiled form in agarose gel electrophoresis. Quantification of both forms of DNA by fluorescence scanning after staining of the gel with ethidium bromide allows the calculation of the average number of SSBs per plasmid molecule or, if an incubation with a repair enzyme precedes the gel electrophoresis, the number of SSBs plus repair enzyme-sensitive sites.
In light of the possible influence of ONOO⁻ flux on DNA damage chemistry, DNA damage and mutation frequencies induced by slow infusion of ONOO⁻ and by SIN-1 were compared with those induced by bolus doses of ONOO⁻ in the supF gene of pSP189 shuttle vector replicated in E. coli MBL50 cells. The present investigation provided useful information to elucidate how dose and dose-rate at which a genetic target is exposed to ONOO⁻ will influence the damage and mutational response.
7.3 Materials and Methods

Materials. All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. *E. coli* formamidopyrimidine-DNA glycosylase (Fpg) was purchased from Trevigen (Gaithersbury, MD) and was tested under cell-free conditions for its incision at 8-oxo-dG in an oligonucleotide to ensure that the correct substrate modifications are fully recognized and no incision at non-substrate modifications takes place. Agarose was purchased from Sigma Chemical Co. (St. Louis, MO). 3-Morpholinosydnonimine chloride (SIN-1) was purchased from Cayman chemical (Ann Arbor, MI).

Isolation of Plasmid pSP 189 from *E. coli* AB2463. The pSP189 shuttle vector containing an 8-bp 'signature sequence' was a gift from Dr. Michael M. Seidman (NIH, Bethesda, MD). The amber tyrosine suppressor tRNA gene (*supF*) in plasmid pSP189 carrying the ampicillin resistance gene was used as the target for mutation (Juedes and Wogan, 1996). Large-scale preparation of pSP189 plasmid was accomplished by inoculating 5 mL LB media and 50 μg/mL ampicillin (Sigma) with 0.1 mL of a frozen stock of transformed Ab2463 cells containing the complete population of plasmids. After incubation for 10 hr, the 5 mL culture was added to 1 liter LB media and placed in a 37 °C shaking incubator overnight. Plasmid DNA was isolated using the Qiagen Giga Plasmid/Cosmid Purification kit according to manufacturer’s instructions. After washing the DNA pellet with 70% ethanol, the solvent was evaporated, and the DNA was redissolved in 150 mM potassium phosphate buffer containing 25 mM bicarbonate (pH 7.4, treated with Chelex 100 resin). Plasmid DNA was exhaustively dialyzed against 150 mM potassium phosphate containing 1 mM DETA-PAC for 12 h at 4°C to remove trace metals and
then against 150 mM potassium phosphate/25 mM bicarbonate buffer for an additional 12 hr at 4°C. Following dialysis, the DNA concentration was determined by an UV/Vis spectrometer 260/280 nm. The pSP189 DNA was stored at -80°C.

**Synthesis of ONOO⁻.** ONOO⁻ was synthesized by ozonolysis of sodium azide as described by Pryor et al. (Pryor et al., 1995). Briefly, ozone generated in a Welsbach ozonator was bubbled into 100 mL of 0.1 M sodium azide chilled in an ice bath. Ozonation was generally terminated after 45 min and ONOO⁻ concentration was determined spectrophotometrically in 0.1 N NaOH ($\varepsilon_{302} = 1670$ M⁻¹ cm⁻¹). Aliquots of the newly synthesized ONOO⁻ were then stored as a stock solution in 0.1 N NaOH at -80 °C until use.

**Treatment of pSP 189 Plasmid with Peroxynitrite.** Bolus doses of ONOO⁻ were introduced into plasmid solutions as previously described (Kennedy et al., 1997). Briefly, 20 μg of plasmid DNA dissolved in 90 μL 150 mM sodium phosphate, 25 mM NaHCO₃, pH 7.4, were placed into 1.5 mL Eppendorf tubes. For bolus ONOO⁻ additions, aliquots (10 μL of 0-30 mM in half-log steps; diluted with 0.1 N NaOH) of ONOO⁻ were placed on the inside of an Eppendorf tube cap and the plasmid solution was mixed by gently closing the cap and mixing by vortexing for 30 s; total reaction volume was 100 μL. After treatment, samples were incubated at ambient temperature for 30 min.

Infusion of ONOO⁻ was performed using a syringe pump (Harvard Apparatus, model AH 55-4154), with constant mixing by vortexing. A total of 10 μL of ONOO⁻ at concentrations ranging from 0-30 mM was infused at a constant rate (0.945 μL per min) into 90 μL of plasmid solution.
with 25 mM NaHCO₃ to produce fluxes of ONOO⁻ between \(1.75 \times 10^4\) and \(5.25 \mu M/s\). The pH of the reaction mixtures (7.4) remained constant during and after the infusion procedure.

**Treatment of Plasmid pSP189 with SIN-1.** SIN-1 is stable at pH 5, but readily decomposes at pH 7.4 in oxygenated solution. One obstacle faced when comparing the studies of SIN-1 with authentic ONOO⁻ is to find the concentration of SIN-1 that will release a predictable amount of ONOO⁻ over defined incubation times. Doulias et al. have shown that decomposition of 1 mM SIN-1 in well-oxygenated cell culture medium produced ONOO⁻ at a linear rate of 12 µM/min for at least 120 min, as assessed by the oxidation of dihydrorhodaminel23 (DHR123), a sensitive and efficient two-electron oxidation probe for ONOO⁻ (Doulias et al., 2001). In a similar manner, it has been shown that 1 mM SIN-1 decomposes to form ONOO⁻ at a rate of \(~10\) µM/min in bacteria culture media (Brunelli et al., 1995; Motohashi and Saito, 2002). Control experiments revealed that 1, 2 and 4 mM SIN-1 decomposed to form ONOO⁻ at approximate rates of 12, 21 and 31 µM ONOO⁻ min⁻¹, respectively, as assessed by the oxidation of DHR123 (communication from Dr. Min Young Kim). We have therefore used these values as the rates of ONOO⁻ production from SIN-1. In designing the SIN-1 experiment, we chose the incubation time of 100 min, the length of incubation at which, based on SIN-1 decomposition kinetics, SIN-1 will release a total amount of ONOO⁻ that equals to the bolus and infusion SIN-1 was dissolved in 150 mM sodium phosphate buffer, pH 7.4, just before use and 10 µL aliquots were added to 90 µl plasmid solutions in 150 mM phosphate buffer containing 25 mM NaHCO₃. Final SIN-1 concentrations ranged from 0-3 mM in half-log steps. Reaction mixtures were incubated at 37 °C for 100 min in a shaking water bath. At the end of treatment, DNA samples were washed twice with cold TE buffer (pH 7.4) using Amicon Centricon-30 concentrators (Millipore,
Billerica, MA). The plasmid DNA was stored in TE buffer on ice for the succeeding DNA damage analysis.

Quantification of DNA Damage by A Plasmid-Nicking Assay. A plasmid-nicking assay was used to quantify the DNA deoxyribose and base damage. After ONOO⁻ or SIN-1 treatments, a portion (200 ng) of the DNA was treated with putrescine (100 mM, pH 7.0, 1 h, 37°C) to cleave all type of abasic sites (30). Another portion (200 ng) was kept on ice as a control for the direct strand breaks. A third portion of the DNA sample was treated with *E. coli* formamidopyrimidine-DNA glycosylase (Fpg) (Trevigen, Gaithersbur, MD) to convert oxidized purines to strand breaks. Fpg treatment was performed in a volume of 10 μL containing 200 ng of ONOO⁻-treated DNA, 1 μL of Fpg (~1.5 Units) and buffer containing 10 mM Tris-HCl (pH 7.5), 1 mM EDTA and 100 mM NaCl at 37°C for 1 hr. Fpg was then removed by phenol/chloroform extraction. The recovered DNA was redissolved in H₂O and plasmid topoisomers were resolved by 1% agarose slab gel electrophoresis in the presence of 0.1 μg/mL ethidium bromide. The quantity of DNA in each band was determined by fluorescence imaging (Ultra-Lum, Clarmont, CA).
7.3 Results

**Formation of Direct Single Strand Breaks (SSBs).** Using a plasmid-nicking assay, we first determined the relative quantities of nucleobase and deoxyribose damage caused by the different ONOO⁻ exposure regimes. The quantities of direct strand breaks (SSBs), which are caused predominantly by deoxyribose oxidation, were found to increase with increasing concentrations of ONOO⁻ (both bolus addition and infusion), and SIN-1 (incubation for 100 min) (Figure 4 and 5). Formation of SSBs was greater with SIN-1 exposure than either type of ONOO⁻ addition, with infusion causing the lowest number of SSBs. For all three dosage regimes, the formation of strand breaks was studied over a broad range of DNA damage frequencies. However, meaningful interpretation can only be achieved for damage occurring under single-hit conditions, which corresponds to < 30-40 strand breaks in 10⁶ nt of pSP189 according to a Poisson distribution (Dedon et al., 1993). The range beyond single-hit conditions requires adjustment of the damage frequency to avoid underestimation of the number of strand breaks, since additional nicks in an already nicked plasmid cannot be detected by topoisomer analysis.
Figure 4. Plasmid topoisomer analysis of direct strand breaks in plasmid pSPI189 caused by ONOO\(^{-}\) and SIN-1 concentrations ranging from 0.1 \(\mu\)M to 3 mM (half-log steps; first lanes in 4a and 4b contain decomposed; second lanes in 4a and 4b and first lane in 4c contain untreated control). 4a: bolus ONOO\(^{-}\) addition; 4b: infused ONOO\(^{-}\) addition; 4c: SIN-1 (incubation for 100 min).

Figure 5. Direct strand breaks in pSPI189 by ONOO\(^{-}\) or SIN-1. The concentrations of bolus (□) and infused (△)ONOO\(^{-}\) and SIN-1 (○; incubation for 100 min) ranged from 0.1 \(\mu\)M to 3 mM (half-log steps). Data represent mean ± S.D. for four measurements. Data points lying above the dot-line (40 strand breaks per 10\(^6\) nt) fall outside single-hit conditions (see the text for details).
Effect of Putrescine Treatment on ONOO⁻-treated Plasmid pSP189. Because oxidation of deoxyribose results in both strand breaks and abasic sites, we sought to quantify abasic site formation by converting the lesions to strand breaks with putrescine. This agent has been shown to cleave virtually all types of native and oxidized abasic sites in DNA (Dedon et al., 1993; Lindahl and Andersson, 1972; Lindahl and Nyberg, 1972; Yu et al., 1994). Interestingly, putrescine treatment only slightly increased the number of apparent strand breaks at low concentrations of both ONOO⁻ deliveries and SIN-1 (incubation for 100 min), as seen by comparing Figures 5 and 6. For bolus addition, a small portion of these abasic sites may have arisen from depurination of 8-nitroguanine (8-nitro-G), which occurs with a half-life of ~4 h at 37 °C (Tretyakova et al., 2000). Such depurination likely does not account for abasic sites arising with infusion and SIN-1 treatments given the lower levels of base damage occurring with these treatments (vide infra) and the short time (1 hr) required for the putrescine reaction. The lack of significant putrescine effect for the three modes of ONOO⁻ delivery also indicates that nucleobase modifications are not reactive toward putrescine and are stable during DNA processing.
Figure 6. Strand breaks in ONOO\(^-\) and SIN-1-treated plasmid pSP189. The concentrations of bolus (□) and infused (△) ONOO\(^-\) and SIN-1 (O; incubation for 100 min) ranged from 0.1 \(\mu\text{M}\) to 3 \(\text{mM}\) (half-log steps). Data represent mean ± S.D. for four measurements. Data points lying above the dot-line (40 strand breaks per \(10^6\) nt) fall outside single-hit conditions (see the text for details).

Effect of Fpg Treatment on ONOO\(^-\)-treated Plasmid pSP189. With regard to nucleobase lesions, Fpg is a bi-functional DNA glycosylase that recognizes >90% of purine modifications caused by ONOO\(^-\) (Tretyakova et al., 2000). The Fpg-sensitive sites can thus represent sites of both base oxidation and depurination. Along with direct strand breaks, the relaxed forms of plasmid pSP189 resolved on the agarose gel following Fpg-treatment represent the total quantity of DNA damage. The extent of total DNA damage was found to increase with ONOO\(^-\)/SIN-1 concentration (Figure 7). Clearly, the trend is that bolus addition method caused more total DNA damage than either infusion or SIN-1 (incubation for 100 min). At low concentrations, SIN-1 (incubation for 100 min) and ONOO\(^-\) infusion produced similar amounts of total DNA damage, while at high concentrations (≥1 mM), infusion generated more damage.
Analysis of Nucleobase and Deoxyribose Oxidation Events. The goal of these studies was to quantify the effects of delivery method and delivery rate on the relative quantities of nucleobase and sugar damage produced by ONOO⁻. To this end, we used the data presented in Figures 5, 6, and 7 to calculate nucleobase (Fpg-sensitive sites minus direct strand breaks) and deoxyribose oxidation events (putrescine-sensitive sites minus direct strand breaks). As shown in Figure 8, in the case of bolus ONOO⁻ addition, both deoxyribose and nucleobase oxidation events were found to increase with increasing ONOO⁻ dose, but the ratio was constant at ~2. For infusion at concentrations below 1 μM, there was no quantitative difference observed between deoxyribose and nucleobase oxidation, while above 1 μM, there was ~50% more nucleobase oxidation. However, in the case of SIN-1 (incubation for 100 min), deoxyribose oxidation events predominated over base oxidation events at all concentrations.
Figure 7. Strand breaks in pSP189 by ONOO\(^-\) or SIN-1 after Fpg treatment. The concentrations of bolus (□) and infused (△) ONOO\(^-\) and SIN-1 (○; incubation for 100 min) ranged from 0.1 μM to 3 mM (half-log steps). Data represent mean ± S.D. for four measurements. Data points lying above the dot-line (40 strand breaks per 10\(^6\) nt) fall outside single-hit conditions (see the text for details).
Figure 8. Deoxyribose (△) and base oxidation (○) events in pSP189 caused by different ONOO⁻ exposure routes. 8a: bolus ONOO⁻ addition; 8b: infused ONOO⁻ addition; 8c: SIN-1 (incubation for 100 min). Data represent mean ± S.D. for four measurements. Data points lying above the dot-line (40 strand breaks per 10⁶ nt) fall outside single-hit conditions (see the text for details).
7.5 Discussion

Effect of ONOO\textsuperscript{-} Dose and Dose-rate on the Quantity of Total DNA Damage. A primary goal of this study was to determine the effects of dose and dose-rate of ONOO\textsuperscript{-} exposure on the level of DNA damage, the frequency, and types and distribution of mutations, since these parameters may be of significance in the potential genotoxicity resulting from ONOO\textsuperscript{-} formation in vivo.

We observed that the rate of ONOO\textsuperscript{-} delivery influenced the yield of total DNA damage (Figure 7). Bolus ONOO\textsuperscript{-} addition was shown to cause the most damage and infusion the least, with damage produced by SIN-1 felling between the other two (Figure 7). We believe that the difference is due to the chemistry underlying each exposure regimen. ONOO\textsuperscript{-} reaction with DNA produces two major types of damage: direct strand breaks and abasic sites due to oxidation of deoxyribose, and the nitration and oxidation of guanine. While a comprehensive kinetic model to simulate the known features of ONOO\textsuperscript{-} oxidation kinetics is beyond the scope of the current work, several explicit considerations are helpful to better understand the rates at which various types of DNA damage occur. ONOO\textsuperscript{-} can react directly with target molecules. Those reaction rates are second-order overall, first-order in both ONOO\textsuperscript{-} and the target. Additional reactions involve radicals that are generated during ONOO\textsuperscript{-} decomposition. In the absence of CO\textsubscript{2}, ONOOH decomposes via homolysis producing 'OH and NO\textsubscript{2} radicals with up to 30-40% yield (Figure 1). Since radical formation is the rate-limiting step (Merenyi et al., 1998; Pfeiffer et al., 2000), this process will be first-order in ONOO\textsuperscript{-} and zero-order in the targets. In the presence of physiological levels of CO\textsubscript{2}, most ONOO\textsuperscript{-} formed from NO\textsuperscript{'} and O\textsubscript{2}\textsuperscript{-} will react with CO\textsubscript{2} to give the ONOO\textsuperscript{-}CO\textsubscript{2}\textsuperscript{-} adduct. Homolytic decomposition of ONOO\textsuperscript{-}CO\textsubscript{2}\textsuperscript{-} yields (in part,
~33%) NO$_2^\cdot$ and CO$_3^\cdot$ radicals, which cause one-electron oxidation or nitration of the substrate (Merenyi et al., 1998; Pfeiffer et al., 2000). In this case, the overall reaction rate depends on the ONOO$^-$ and CO$_2$ concentrations and is independent of the substrate concentration.

In this study, bolus addition and infusion of ONOO$^-$ and SIN-1 reactions were all performed in phosphate buffer containing the same concentration of bicarbonate (25 mM). Considering the fast reaction of ONOO$^-$ with CO$_2$, the major reactive species are therefore NO$_2^\cdot$ and CO$_3^\cdot$, and the rates of DNA oxidation or nitration resulting from NO$_2^\cdot$ and CO$_3^\cdot$ should be directly proportional to ONOO$^-$ concentration. We currently lack information on the steady-state ONOO$^-$ concentration for each type of addition, but the ONOO$^-$ flux can be used as a reasonable estimation of the local ONOO$^-$ concentration that a DNA molecule might encounter. Using 1 mM ONOO$^-$ as an example, under the condition of a bolus addition, the flux attained can be estimated as ~2000 $\mu$M/s, while for the infusion addition performed in this experiment, the flux was only ~2 $\mu$M/s. For SIN-1, the initial instantaneous ONOO$^-$ fluxes can be as low as 0.06 $\mu$M/s, based upon measured NO$^\cdot$ and O$_2^\cdot$ production rates that have been reported (Doulias et al., 2001). Realizing that a quick formation rate does not necessarily lead to the accumulation of the product, we hypothesize that the ability of ONOO$^-$ to damage DNA through either nitration or oxidation is dependent on the en mass reaction at sufficient concentration (bolus) as opposed to an accrual of reactions over time with the infusion or de novo formation. Several observations from the studies of tyrosine nitration support this hypothesis. Espey et al. found that exposure of green fluorescent protein to bolus ONOO$^-$ resulted in a large increase of 3-nitrotyrosine formation, while the increase was not evident when the same amount of ONOO$^-$ was delivered by infusion addition was used (Espey et al., 2002). Zhang et al. reported a similar observation (Zhang et al., 2001). During bolus ONOO$^-$ addition, the levels of both nitration and oxidation of
tyrosine increased with increasing dose, while during slow infusion the level of nitration but not oxidation of tyrosine increased. The total number of tyrosine modifications was lower with infusion addition (Zhang et al., 2001).

Effect of Peroxynitrite Dose and Dose-rate on the Distribution of Deoxyribose and Nucleobase Oxidation Events. A further aim of this study was to define the proportions of deoxyribose and nucleobase oxidation by different exposure routes. As mentioned in the Introduction (Figures 2 and 3), different spectra of nucleobase oxidation products were observed for ONOO⁻ delivery by the different methods, though the quantitative information regarding the formation of each product is not complete at present (Dedon and Tannenbaum, 2004). Bolus addition yields Dgh, the major product, NO₂-DGh and CAC. Infusion forms Sp as the major product, followed by Dgh, and lesser quantities of NO₂-DGh, CAC and HCA. SIN-1 only produces two products: Sp as a major, and HCA as a minor. The underlying mechanisms for production of these compounds proposed by the Tannenbaum group involved the initial formation of an electrophilic reactive intermediate, with the succeeding ONOO⁻ and H₂O competition for this species (Dedon and Tannenbaum, 2004). Thus, during infusion additions, H₂O competes more effectively due to the sufficient decrease of steady-state concentration of ONOO⁻, while, during SIN-1 exposure, H₂O exclusively traps this intermediate.

We observed differences in the yield of nucleobase oxidation products (Fpg-sensitive sites alone) with different ONOO⁻ exposure routes, with bolus addition causing the highest level of nucleobase oxidation, and SIN-1 causing the least. In addition to possible reason that the flux of ONOO⁻ may influence the kinetics of the formation of different oxidative products, the sensitivity of each product to Fpg treatment may also account for the difference. Leipold et al.
showed that Gh and Sp, resulting from the oxidation of 8-oxoG are efficiently removed by Fpg
(Leipold et al., 2000). The activity of Fpg toward other lesions, including NO₂-DGh, CAC and
HCA, has not been reported yet. These latter lesions represent a minor portion of the spectrum
of ONOO⁻-induced oxidation of dG, such that they can be ignored in our studies of Fpg-sensitive
lesions (Dedon and Tannenbaum, 2004). We thus conclude that the Fpg-sensitive lesions
represent nucleobase oxidation produced by ONOO⁻.

There were several intriguing features in the studies to define the proportions of deoxyribose
to nucleobase oxidation by different exposure routes, intriguing data were obtained. We found
that SIN-1 exposure almost exclusively favored deoxyribose oxidation (Figure 8), though the
ratio of deoxyribose to nucleobase oxidation increased with increasing concentrations of SIN-1
(Figure 8). We currently cannot explain the chemical basis for this result, except to speculate
that the radical intermediate yielding NO⁻ and O₂⁻ somehow participate in the DNA damage
chemistry.

Effects of Peroxynitrite Dose and Dose-rate on DNA Damage and Mutation (in collaboration
with Dr. Min Young Kim). Previous studies showed that bolus exposure of the pSP189 plasmid
to 2.5 mM ONOO⁻ increased the mutation frequency (MF) in plasmid replicated in E. coli
MBL50 cells or in human cells (Juedes and Wogan, 1996; Pamir and Wogan, 2003). Linear and
dose-dependent increases in MF were induced by exposure to ONOO⁻ concentrations up to 4.5
mM, in both the presence and absence of NaHCO₃/CO₂, but the presence of bicarbonate
substantially reduced the mutagenic response (Pamir and Wogan, 2003). Because single, large
bolus doses were used in those experiments, Dr. Min Yong Kim investigated the MF associated
with the different ONOO⁻ delivery methods using the same DNA samples that we used for
damage analysis. The MF associated with all three exposures increased dose-dependently, but bolus exposure was most effective, indicating that ONOO⁻ introduced slowly over time by either infusion or SIN-1 degradation was less capable of inducing mutation. Consistent with this interpretation, the transformation efficiency (an indication of total DNA damage) of plasmid molecule exposed to bolus addition of ONOO⁻ was lower than that for infusion or to SIN-1 (data not shown). These results are also consistent with the DNA damage data discussed earlier.

To characterize the effects of dose and dose-rate of ONOO⁻ exposure on mutation spectra, mutants (~100) induced by bolus, infusion and SIN-1 treatments, respectively, were sequenced and analyzed. Almost all hotspots were located at G:C sites and hot spots C108 and C168 were common to all exposures. G113, G115, G116 were common to both the bolus- and the infused-ONOO⁻ exposures, whereas G129 was common to both the infused- ONOO⁻ and SIN-1 exposures. Mutations tended to localize preferentially at certain sites following both the bolus and infused ONOO⁻ exposures, whereas they were more randomly scattered along the supF gene following SIN-1 exposure. This result is consistent with sequence nonselective deoxyribose oxidation, and not guanine oxidation, as the major form of DNA damage produced by SIN-1 and it suggests that the chemistry of DNA damage induced by SIN-1 may differ from that induced by ONOO⁻.

The predominant mutations found following all exposures were single base-pair substitutions, together with smaller numbers of multiple sequence changes, one base pair deletions and one base pair insertions. Multiple sequence changes are a ubiquitous component of shuttle vector mutagenesis. Since they have also been observed in cellular genes, the mechanisms responsible may be relevant to mutagenesis of cellular genes, including those involved in carcinogenesis (Strauss, 1998). Following bolus ONOO⁻ exposure, most single base
substitutions occurred at G:C sites, and included G:C to T:A and G:C to C:G transversions as well as G:C to A:T transitions. In all exposure scenarios, G:C to T:A transversions were most frequent, along with lesser numbers of G:C to C:G transversions and G:C to A:T transitions, confirming that G:C pairs are the major targets damaged by ONOO⁻ treatment, consistent with our previous findings (Juedes and Wogan, 1996; Pamir and Wogan, 2003).

It is of interest that G:C to T:A transversions comprise a significant fraction of mutations in oncogenes and tumor suppressor genes in human cancer, especially in lung cancer (Bennett et al., 1999; Hainaut and Pfeifer, 2001). G:C to T:A base substitutions can result from a variety of DNA lesions including thymine glycol, apurinic/apyrimidinic sites, 8-oxo-dG, 8-chloro-2'-deoxyguanosine (8-Cl-dG), or 8-bromo-2'-deoxyguanosine (8-Br-dG) formed in DNA in some systems (Juedes and Wogan, 1996; Masuda et al., 2001; Ohshima et al., 2003; Shibutani et al., 1991; Tretyakova et al., 2000; Wang et al., 1998), including those frequently found in tumor relevant genes (Bruner et al., 2000). It is well established that the two main types of chemistries attributed to ONOO⁻ are oxidation and nitrilation (Beckman et al., 1990; Bonfoco et al., 1995; Ducrocq et al., 1999; Murphy et al., 1998; Squadrito and Pryor, 1998), resulting in the production of 8-oxo-dG or 8-nitro-G (Szabo, 2003). 8-Oxo-dG has been utilized as a biomarker for monitoring DNA damage with a number of oxidizing agents, and its formation in nucleic acid is known to cause mutations (Szabo, 2003). SIN-1 has also been shown to induce significant levels of 8-oxo-G in plasmid DNA and calf thymus DNA (Inoue and Kawanishi, 1995). 8-Nitro-dG undergoes spontaneous depurination leading to apurinic sites in DNA (Yermilov et al., 1995), leading to G:C to T:A transversions (Loeb and Preston, 1986). Our present results are therefore consistent with nitrilation and/or one-electron oxidations induced by NO₂⁻ and CO₃²⁻ radicals, as noted above, since all exposures were done in the presence of bicarbonate. In addition, 8-nitro-
dG nucleoside is capable of producing superoxide in the presence of certain oxidoreductases such as NADPH-cytochrome P450 reductase and NOS and might enhance oxidative DNA and tissue damage (Ohshima et al., 2003).

Interestingly, we found that G:C to C:G mutations were less frequent following infusion or SIN-1 than those induced by bolus exposure under our experimental conditions. G:C to C:G transversions have been observed in mutagenesis experiments with lipid peroxidation systems (Akasaka and Yamamoto, 1994), and their frequency is considerably higher under oxidative stress (Maehira et al., 1999; McBride et al., 1991; McBride et al., 1992; Oller and Thilly, 1992; Ono et al., 1995; Takimoto et al., 1999). Our results therefore suggest that infused- ONOO\(^{-}\) and SIN-1 exposure may cause less oxidative damage compared with bolus- ONOO\(^{-}\) exposure. Shin et al. (Shin et al., 2002) demonstrated that the initial formation of C:C or G:G mispairs provides the most plausible explanation for the elevated presence of the G:C to C:G mutations. Kino et al. (Kino and Sugiyama, 2001) reported that 8-oxo-G is not responsible for G:G to C:G transversions, because dGTP was not incorporated opposite 8-oxo-G in the DNA polymerase extension assay using a template containing 8-oxo-dG. These authors suggested that 8-oxo-G is further oxidized to 2, 5-diamino-4H-imidazol-4-one (Iz) and the specific formation Iz:G base pairs may cause G:C to C:G transversion mutations (Kino and Sugiyama, 2001), but the origin of G:C to C:G transversions is still undefined.

**Conclusion.** In summary, reactive oxygen and nitrogen species generated by inflammatory cells have been proposed to induce DNA and tissue damage, chromosomal aberrations and mutations, which contribute to the multistage process of carcinogenesis (Ohshima et al., 2003). Increasing evidence now suggests that ONOO\(^{-}\) is a major agent causing tissue damage in inflammatory
disorders, and oxidative damage to DNA is among events taking place during chronic inflammation *in vivo* (Cazevieille et al., 1993; Mulligan et al., 1991; White et al., 1994). An important source of ONOO\(^-\) *in vivo* is the activated macrophage, which has been implicated in causing tissue damage during chronic inflammatory conditions by mechanisms that might involve ONOO\(^-\) (Ischiropoulos et al., 1992). The genotoxic effects in the NO\(^-\)-producing cells were previously characterized using mouse macrophage-like RAW264.7 cells as a co-culture system for the study of NO\(^-\)-associated genotoxicity under physiologically relevant conditions (Zhuang et al., 2002). These studies demonstrated that NO\(^-\) overproduction might contribute to genotoxic risks associated with chronic inflammation. In work reported here, we found that both dose and dose-rate at which a genetic target is exposed to ONOO\(^-\) substantially influence the amount and type of DNA damage, the mutagenic potency, and the types and distribution of mutations in the gene, indicating that these parameters will need to be taken into account in assessing the potential effects of ONOO\(^-\) *in vivo*. Furthermore, the results indicate that the chemistry of SIN-1-induced DNA damage differs substantially from native ONOO\(^-\), which suggests the need for caution in interpreting the biological relevance of SIN-1 as a surrogate for ONOO\(^-\).

The systems used to introduce ONOO\(^-\) in these experiments were designed to approximate conditions of exposure more physiologically relevant to chronic inflammation than bolus additions, since cells *in vivo* are likely to be exposed over longer periods of time rather than to high concentrations for short periods (Doulias et al., 2001). Hence, our findings provide important clues that dose and dose-rate ONOO\(^-\) introduction may contribute to potential genotoxicity resulting from ONOO\(^-\) formation *in vivo*. Further studies will be required to
elucidate precise mechanisms underlying these effects and their potential relevance to ONOO\textsuperscript{-}
induced cytotoxicity \textit{in vivo}. 
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Appendix I

Role of Purine Metabolism in the Cellular Burden of Mutagenic DNA Deamination Lesion.
Abstract

Endogenous processes and chemicals are increasingly recognized as important causes of DNA damage that leads to human diseases such as cancer. The most well studied examples include reactions of DNA bases with reactive oxygen and nitrogen species or with electrophiles generated from lipids, proteins and nucleic acids. We now present data consistent with a new paradigm in which perturbations of nucleobase metabolism may lead to incorporation of the purine precursors hypoxanthine (I) and xanthine (X) into DNA. As part of a systematic analysis of the genes affecting the levels of I and X in DNA, RNA and the nucleotide pool, this set of studies employed *E. coli* strains containing single or combinatorial deletions of the genes encoding deoxyribonucleotide triphosphate pyrophosphohydrolase (*rdgB*), adenylosuccinate synthetase (*purA*), endonuclease V (*nfi*), adenylosuccinate lyase (*purB*), GMP synthase (*guaA*), and IMP dehydrogenase (*guaB*). Purified genomic DNA from each strain was subjected to LC-MS analysis to quantify four nucleobase deamination products: deoxyxanthosine (dX), deoxyxanosine (dO), deoxyinosine (dI), and deoxyuridine (dU). We observed that DNA from the *purA* mutant showed ~two-fold increase in dI over the wild type strain (8 vs. 17 dI per 10⁶ nt), but a 50- to 60-fold increase in dI in DNA was found in the double *rdgB* and *purA* mutant (500-600 dI per 10⁶ nt). Increases in dX in DNA were observed in the *purA/rdgB/guaA* mutant over the wild type strain (2 vs. 10 dX per 10⁶ nt), though the magnitude of the increase in dX is considerably smaller than changes observed in dI in spite of the parallel nature of the mutations. dO did not occur at detectable level in any tested strain (<6 lesions per 10⁶ nt.), which is consistent with our previous studies *in vitro* and in cultured cells. These results reveal a genotoxic synergy that arises as a result of alterations in purine metabolism combined with...
nucleotide pool repair enzymes, a synergy that may extend to pyrimidine metabolism and to other facets of DNA repair. Given the highly conserved nature of purine metabolism, the results will have implications for the genotoxic consequences of human genetic polymorphisms in purine metabolism in conjunction with ongoing inflammation and other sources of nitrosative stress. Furthermore, the results obtained in this study will assist in establishing a database for the creation of predictive models that link purine metabolism to the pathophysiology of cancer and aging.
Introduction

Deamination of nucleobases in DNA results in the formation of 2'-deoxyxanthosine, 2'-deoxyinosine, 2'-deoxyxanosine and 2'-deoxyuridine (Figure 1). Several established mechanisms can lead to nucleobase deamination. In addition to exogenous agents such as bisulfite (Loeb and Kunkel, 1982), there are three major endogenous mechanisms for nucleobase deamination. The simplest is hydrolytic deamination that occurs in all aqueous environments. The propensity for hydrolytic deamination of DNA occurs in the order of 5-methyl-dC > dC > dA > dG (Frederico et al., 1990; Lindahl, 1974), with a half-life for dC in the range of $10^2$-$10^3$ years for single-stranded DNA and $10^4$-$10^5$ years in double-stranded DNA (Frederico et al., 1990; Shen et al., 1994; Zhang and Mathews, 1994). C$_5$-Methylation of dC increases the rate of deamination by 2- to 20-fold (Shen et al., 1994; Zhang and Mathews, 1994). The high deamination rate in dC and 5'-methyl-dC has been proposed to account for the fact that C→T mutations at CpG sites represent are the most common human mutation (Krokan et al., 2002).

A second major form of nucleobase deamination is associated with the chemistry of inflammation in humans. Macrophage-derived nitric oxide (NO') is one of the major chemical mediators of inflammation. Though NO' is a radical, its genotoxicity likely arises from derivatives such as N$_2$O$_3$ and peroxynitrite (ONOO'), which are formed in reactions with O$_2$ and superoxide, respectively (Tamir et al., 1996). N$_2$O$_3$ is a strong nitrosating agent that, in addition to forming N-nitrosamines (Tannenbaum et al., 1994), will react with the 1° and heterocyclic amines in DNA bases to create mutagenic deamination products (Figure 1), abasic sites and DNA cross-links (Dubelman and Shapiro, 1977; Kirchner et al., 1992; Nguyen et al., 1992; Shapiro and Pohl, 1968; Shapiro and Yamaguchi, 1972; Suzuki et al., 1996; Wink et al., 1991).
The reactivity of DNA bases with N\textsubscript{2}O\textsubscript{3} is reversed relative to hydrolysis (Caulfield et al., 1998). In addition to deamination of the exocyclic amines, nitrosation of the N\textsuperscript{7}-dG and N\textsuperscript{7} or N\textsuperscript{3} of dA destabilizes the glycosidic bond and leads to depurination (Lucas et al., 2001; Lucas et al., 1999).

A third form of nucleobase deamination, particular to 2'-deoxycytidine (dC), is associated with the activity of deaminases. An activation-induced cytidine deaminase (AID) was recently discovered that appears to be required for the final stages of antibody maturation by introducing a wide variety of base substitutions in the immunoglobulin genes and by creating region-specific double-strand breaks (Petersen-Mahrt et al., 2002). The AID protein, which shuttles between the nucleus and cytoplasm (Ito et al., 2004), was originally thought only to deaminate cytidine within the context of single-stranded DNA (Bransteitter et al., 2003; Pham et al., 2003), but recent studies by Shen, et al. indicated that AID can affect both strands of DNA in targeting supercoiled plasmids (Shen and Storb, 2004). AID is a B-cell-specific protein and its expression has been confirmed in human B-cells and in non-Hodgkin's lymphomas (Greeve et al., 2003; Muto et al., 2000).

\[
\begin{align*}
\text{dG} & \rightarrow \text{dX} & \text{dO} & \rightarrow \text{dO} \\
2'-\text{Deoxyguanosine} & \rightarrow 2'-\text{Deoxyxanthosine} & 2'-\text{Deoxyxanosine} \\
\text{dA} & \rightarrow \text{dI} & \text{dC} & \rightarrow \text{dU} \\
2'-\text{Deoxyadenosine} & \rightarrow 2'-\text{Deoxyinosine} & 2'-\text{Deoxycytidine} & \rightarrow 2'-\text{Deoxyuridine}
\end{align*}
\]

Figure 1. Nucleobase deamination products as 2'-deoxynucleosides.
We propose a fourth mechanism that represents a new paradigm in which perturbations of purine metabolism may lead to incorporation of the purine precursors I and X into DNA.

**Figure 2: Purine biosynthesis in E. coli**

![Diagram of purine biosynthesis in E. coli]

**Purine Metabolism.** The synthesis and utilization of purine bases and nucleotides is highly conserved in all living organisms with only minor differences between humans and *E. coli*, the model organism used in the proposed studies. As shown in Figure 2, X and I lie at the heart of all pathways of purine synthesis and catabolism.
The synthesis of purine ribo- and 2'-deoxyribonucleotides occurs by three mechanisms: de novo synthesis, salvage of purine bases by attachment to ribosephosphate; and salvage by phosphorylation of nucleosides. The de novo pathway is a 10-step reaction that starts with phosphoribosylpyrophosphate (PRPP) and ends in the formation of IMP, as shown in Figure 2. This precursor to AMP and GMP is normally present in cells at low μM concentrations (summarized in Curto et al., 1998). Conversion of IMP to AMP involves two steps: (1) displacement of the O6 of IMP by the amino group of aspartate to form adenylosuccinate (mediated by adenylosuccinate synthase, the product of the E. coli purA gene); followed by (2) removal of fumarate to form AMP (mediated by adenylosuccinate lyase, the product of the E. coli purB gene). Phosphorylation steps lead to the formation of ADP and ATP, the latter present at mM concentrations in cells (Curto et al., 1998), while conversion to dADP involves the action of ribonucleotide reductase. The formation of GMP likewise derives from IMP but through the intermediacy of XMP. Oxidation of IMP by IMP dehydrogenase (E. coli GuaB protein) yields XMP that accepts an amino group from glutamine via GMP synthase (E. coli GuaA protein). Again, the appropriate di- and triphosphate and deoxyribonucleotide arise by analogous kinases and ribonucleotide reductase as with adenosine nucleotides.

The ribo- and deoxyribonucleotide pools are tightly controlled in all cells, with increases in pool concentration as the cell cycle enters S phase (e.g., Nordenskjold et al., 1970). Imbalances in the dNTP pool have long been known to cause disease such as gout, immunodeficiency (Thompson et al., 2003; Ullman et al., 1978), and neurological disorders such as autism and the Lesch-Nyhan syndrome (Stanbury, 1983). The biochemical basis for these diseases lies in the absence or malfunction of key enzymes in the network of purine metabolism. A major consequence of defects in purine metabolism is disruption of the relative quantities of dNTP's in
the precursor pools in mammalian cells (Meuth, 1989). Mutations in purine biosynthesis have been observed to increase mutation rates in mammalian cell lines by up to 300-fold (reviewed in Meuth, 1989). One explanation for an increase in mutations associated with imbalanced dNTP pools involves DNA polymerase error rates that are dependent on the relative dNTP concentrations (Loeb and Kunkel, 1982). We propose another possible route by which defects in purine metabolism can lead to mutations: increased levels of dXTP and dITP.

**Repair of dX and dI in DNA.** The genetics and biochemistry of processes that ultimately prevent the accumulation of base deamination products in DNA are best understood in *E. coli*, the model organism used in the proposed studies. In addition to the mechanism of excluding dX and dI from DNA by removal of the cognate dNTPs from the DNA precursor pools (Chung et al., 2001; Chung et al., 2002; Lin et al., 2001), the cellular repair of dX and dI in *E. coli* is predominantly through the base excision repair (BER) pathway (reviewed in Kow, 2002). Originally described by Demple and Linn (Demple and Linn, 1982) and later as an endonuclease that incises DNA containing inosine (Yao et al., 1994), endonuclease V (EndoV) of *E. coli* is a Mg$^{2+}$-dependent enzyme that cuts the second phosphodiester bond located 3' to the damaged base (reviewed in Kow, 2002). In addition to dI, EndoV recognizes a variety of lesions including dU, base mismatches, AP sites, hairpins and flap structures and has recently been shown to be the major repair activity for dX in DNA (He et al., 2000). Recent studies have shown that dO, dX's partner as a guanine deamination product (Figure 1), is also recognized by EndoV (Hitchcock et al., 2004), but the biological relevance of this observation is questionable given our inability to detect dO in DNA exposed to biological nitrosating agents *in vitro* (Dong et al., 2003) or *in vivo* (results in Chapters 4 and 5). Biochemical studies have shown that AlkA protein (3-methyladenine glycosylase) reacts with dI (Mansfield et al., 2003; Saparbaev and Laval, 1994).
Recent studies indicated that AlkA is active on X in DNA (Terato et al., 2002; Wuenschell et al., 2003). Research in our group demonstrated that AlkA is almost as efficient as EndoV in processing X in double-stranded DNA oligonucleotides in vitro (Vongchampa, unpublished results).

To investigate the role of purine metabolism in the cellular burden of mutagenic DNA deamination lesions, in collaboration with Prof. Richard Cunningham, we perform a systematic analysis of the genes affecting the levels of X and I in DNA, RNA and the nucleotide pool in E. coli, a model organism with extremely well defined genetics. Current study, as a first step of the systematic analysis, focused on E. coli mutants defective in several aspects of purine metabolism and DNA repair (Table 1). dX and dI in DNA from those mutants were quantified by the LC-MS method established before (Dong et al., 2003).

Furthermore, in collaboration with Prof. Leona Samson, we also studied the role of the alkyladenine DNA glycosylase (Aag) in the removal of dI and dX from DNA. The basis for these studies is the known in vitro activity of purified Aag against dI and dX in DNA (Hollis et al., 2000; Masaoka et al., 1999; Terato et al., 2002; Wyatt et al., 1999), in addition to activity against etheno-adenine in vitro and in vivo (Ham et al., 2004). To assess the role of Aag in the level of dI in vivo, we quantified dI and dX in tissue samples from wild type control mice and Aag−/− mice.

Collectively, results of a set of studies reported here provide strong support for the model of genetic toxicology proposed by us, which is perturbations of purine metabolism may lead to incorporation of the purine precursors I and X into DNA. This new model has implications for genetic polymorphisms in purine metabolism in humans.
**Materials and Method**

**Materials.** All chemicals and reagents were of highest purity available and were used without further purification unless noted otherwise. Nuclease PI and a kit for DNA isolation from cells and tissues were obtained from Roche Diagnostic Corporation (Indianapolis, IN). A kit for DNA isolation from bacteria was purchased from Qiagen (Valencia, CA). Phosphodiesterase I was purchased from USB (Cleveland, Ohio). Alkaline phosphatase and ammonium acetate were obtained from Sigma Chemicals (St. Louis, MO). Coformycin and tetrahydrouridine (THU) were purchased from Calibochem (San Diego, CA). Acetonitrile and HPLC-grade water were purchased from Mallinckrodt Baker (Phillipsburg, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford, MA) was used for all applications.

**Instrumental Analyses.** All HPLC analyses were performed on an Agilent Model 1100, equipped with a 1040A diode array detector. Mass spectra were recorded with an Agilent Model 1100 electrospray mass spectrometer coupled to an Agilent Model 1100 HPLC with diode array detector. UV spectra were obtained using a Beckman DU640 UV-visible spectrophotometer.

**DNA Isolation from *E. coli.**** Log-phase cultures of the *E. coli* strains shown in Table 1 were pelleted by centrifugation and genomic DNA was isolated using a Qiagen kit with coformycin and THU added at various stages of the isolation process to control adventitious formation of dI and dU respectively. Cell pellets (~20 mg wet weight) were resuspended by vortexing in 3.5 mL of 50 mM Tris-EDTA, 0.5% Tween-20, 0.5% Triton X-100, pH 8, containing 0.7 mg RNase A, 35 μg coformycin and 350 μg THU, followed by addition of lysozyme (8 mg) and proteinase K.
(450 μg). After incubation (37 °C, 1 hr), 1.2 mL of 3 M guanidine HCl, 20% Tween-20, 12 μg coformycin, 120 μg THU were added followed by incubation for 30 min at 50 °C. Following resolution on a Qiagen genomic-tip, the DNA was precipitated with isopropanol, washed with 70% ethanol and dried at ambient temperature. The yield and purity of DNA was determined by UV spectroscopy and the sample was stored at −80 °C.

DNA Isolation from Aag Mouse Liver. Liver tissue was isolated from wild type and Aag−/− mice (C5761/6J) ranging in age from 2 to 18 months and DNA was isolated from the tissues using a Roche DNA isolation kit for cells and tissues with additional measures to control adventitious formation of dI, dU and nucleobase oxidation products. Briefly, 400 mg samples of frozen tissue were homogenized in 10 mL of cellular lysis buffer containing a combination of deaminase inhibitors and antioxidant (5 μg/mL coformycin, 50 μg/mL THU, and 0.1 mM desferrioxamine) for 20-30 s using a Brinkman Polytron homogenizer on a medium setting. The homogenate was digested with proteinase K (6.1 μL, 100 mg/mL) at 65 °C for 1 hr. DNase-free RNase A was then added (400 μL, 25 mg/mL) for additional 30 min incubation at 37°C. Proteins were removed by adding 4.2 mL of protein precipitation solution followed by a 5 min incubation on ice and centrifugation at 26,900xg for 20 min at RT. The supernatant was carefully transferred to a fresh tube and DNA was recovered by precipitation in 200 mM NaCl and 2.5 volumes of absolute ethanol (-20 °C; add slowly to facilitate DNA recovery). The floating DNA filament was recovered with a micropipette tip (or by centrifugation at 5000 x g for 30 min) followed by two washes with 70% ethanol, air-drying at ambient temperature and resuspension in 10 mM Tris, 1 mM EDTA (pH 8.0). The DNA concentration was defined by UV spectroscopy and the sample was stored at −80 °C.
Quantification of DNA Nucleobase Deamination by LC-MS Analysis. Nucleobase deamination products in DNA samples from *E. coli* mutants and Aag mouse livers were quantified by the LC-MS method previously established, though with minor modifications (Dong et al., 2003). Briefly, 50µg of DNA was hydrolyzed by a combination of Nuclease P1, phosphodiesterase I and alkaline phosphatase in the presence of appropriate amounts of isotope-labeled internal standards and an adenosine deaminase inhibitor, coformycin. THU, a specific cytidine deaminase inhibitor, was not included, since careful screen of all the enzyme stocks did not find the action of a contaminant that leads to the adventitious formation of dU. The resulting nucleoside mixture was separated by HPLC using a Phenomenex reversed phase column (Synergi, 250 x 4.6 mm, 4 mm particle size, 80 Å pore size), which resulted in better resolution of dX and dG compared to the previously used. Fractions containing each nucleobase deamination product were collected for subsequent LC-MS quantification.

<table>
<thead>
<tr>
<th>Strain number</th>
<th>Strain</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL 16</td>
<td></td>
<td>wild type</td>
</tr>
<tr>
<td>NEB 20</td>
<td></td>
<td>moa</td>
</tr>
<tr>
<td>NEB 38</td>
<td></td>
<td>rdgB</td>
</tr>
<tr>
<td>NEB 53</td>
<td></td>
<td>RdgB, nfi, Δ recA</td>
</tr>
<tr>
<td>NEB 83</td>
<td></td>
<td>pur</td>
</tr>
<tr>
<td>NEB 88</td>
<td></td>
<td>moa, purA, rdgB, nfi</td>
</tr>
<tr>
<td>NEB 114</td>
<td></td>
<td>mob, rdgB, nfi</td>
</tr>
<tr>
<td>NEB 116</td>
<td></td>
<td>nfi</td>
</tr>
<tr>
<td>NEB 831</td>
<td></td>
<td>purA, moa</td>
</tr>
<tr>
<td>NEB 832</td>
<td></td>
<td>purA, rdgB</td>
</tr>
<tr>
<td>NEB 833</td>
<td></td>
<td>PurA, nfi</td>
</tr>
<tr>
<td>W3110</td>
<td></td>
<td>wild type</td>
</tr>
<tr>
<td>WB01</td>
<td></td>
<td>PurA/-PurA+</td>
</tr>
<tr>
<td>WB02</td>
<td></td>
<td>purA, rdgB</td>
</tr>
<tr>
<td>WB03</td>
<td></td>
<td>purB, rdgB</td>
</tr>
<tr>
<td>WB04</td>
<td></td>
<td>purA, guaA, rdgB</td>
</tr>
<tr>
<td>WB05</td>
<td></td>
<td>purA, guaB, rdgB</td>
</tr>
</tbody>
</table>
Results

Formation of dX and dI in *E. coli* Mutants. The levels of dX and dI in the various *E. coli* mutants are shown Figures 3 and 4. With regard to the I pathways (studied in the KL16 strain, shown in Figure 3), there are increases in dI in DNA of 50-100% for the individual *rdgB*, *nfi* and *purA* mutants compared with the original KL16 strain (3a). The largest changes by far, however, occurred with loss of both *purA* and *rdgB*, which resulted in a 63-fold increase in dI in DNA (2a). No significant differences were observed in the levels of dX (3b) among those bacteria mutants.

Studies of the X pathways were performed in the *E. coli* W3110 strain with results qualitatively similar to dI (Figure 4). Increases in dX in DNA were observed in the *purA*/*rdgB*/*guaA* mutant, but the magnitude of the increases is considerably smaller than changes observed in dI in spite of the parallel nature of the mutations (Figure 4b). *Pur A and rdgB* double mutants in W3100 background also caused a substantial increase in dI in DNA (Figure 4a). dO was not detected in any strain derived from either KL16 or W3110.

Formation of dX and dI in Aag Knockout Mice. The levels of dX and dI in the Aag knockout mice are shown in Figure 5. The results revealed both an age dependence and Aag dependence of the dX and dI levels in the mouse DNA. Both dX and dI increased with the age of the mice in wild type and Aag− mice. It is also apparent in Figure 4 that the level of dI, but not dX, is dependent on the presence of Aag. About twice as much dI, dX were detected in Aag− mice compared with the same-aged wild type mice. There was no significant differences in dU levels
between the Aag<sup>−/−</sup> and the wild type mice, which is consistent with the lack of reported activity of Aag with dU. dO was again not detected in any tested mouse.

**Figure 3.** dI (a) and dX (b) levels in *E. coli* KL16 mutants (studies of the I pathways).

Each value in the table represents triplicate analysis of a single culture of *E. coli*. See Table 1 for the genotype of each mutant.
Figure 4. dI (a) and dX (b) levels in *E. coli* W3110 mutants (studies of the X pathway). Each value in the table represents triplicate analysis of a single culture of *E. coli*. See Table 1 for the genotype of each mutant.
Figure 5. Age- and Aag-dependent changes in dl (upper) and dX (lower) in mouse liver DNA. Wild type, open circles; Aag⁻, closed circles. n=2 for 2 month old mice, n=3 for 6 and 18 month animals.
Discussion

Deamination of nucleobases in DNA can occur by a variety of mechanisms, including simple hydrolysis (Frederico et al., 1990; Lindahl, 1974), nitrosative chemistry (Dubelman and Shapiro, 1977; Kirchner et al., 1992; Nguyen et al., 1992; Shapiro and Pohl, 1968; Shapiro and Yamaguchi, 1972; Suzuki et al., 1996; Wink et al., 1991) and deaminase enzyme activity (Harris et al., 2002; Ito et al., 2004; Muramatsu et al., 1999; Petersen-Mahrt et al., 2002). As an integrated part of a systematic investigation of the relationship between defects in purine metabolism and the quantities of X- and I-containing species in DNA, RNA and nucleotide pools, data obtained from this set of studies are consistent with a new paradigm in which perturbations of nucleobase metabolism leads to incorporation of the purine precursors X and I into DNA.

*Escherichia coli*, a model organism with extremely well defined genetics, was selected for the study. In construction of *E. coli* mutants, genes were chosen in part rationalized on the basis of known or suspected contributions to purine metabolism and DNA repair. As listed in Table 1, mutating the *purA* gene blocks a specific step in adenosine biosynthesis, thus creating cells that should accumulate IMP in purine biosynthesis (Burgis et al., 2003). Mutating the *rdgB* gene prevents the breakdown of dITP and dXIP (Burgis et al., 2003). Mutating *nif* prevents the excision of dX and dI from DNA (He et al., 2000; Kow, 2002). Those mutants can be clustered on the basis of pathways in which they participate (Table 1): the I pathway (studied in KL16 stains) and the X pathway (studied in W3110 strains). Our working model for a system to prevent the accumulation of non-canonical purines in DNA, including dX, dO and dI, can be summarized as follows. The dNTP forms of purine analogs can arise from (1) salvage of free
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bases, (2) phosphorylation of naturally occurring IMP and XMP, or (3) deamination of the nucleotide forms of X and I. Whatever the source, RdgB protein will sanitize the precursor pools of dNTP and rNTP and prevent these species from being incorporated into DNA and RNA. If non-canonical bases do arise in DNA, then a repair event is initiated by incision next to the base by EndoV.

This model was first tested using the purine base analog, HAP, in collaboration with the research group of Prof. Cunningham. In the absence of RdgB protein, HAP supplied to *E. coli* as the free base causes increases in (1) GC to AT and AT to GC transition mutations, (2) recombination, (3) cell death, and (4) SOS-induction. These results suggest that HAP is converted into a dNTP and then incorporated into DNA where it is mutagenic and capable of causing double-strand breaks leading to SOS-induction, recombinational repair and cell death. When an *nfi* (EndoV) mutation is combined with loss of *rdgB*, the mutation rate increases even more, while SOS-induction, recombination and cell killing are suppressed. This suggests that HAP can be stably incorporated into DNA in the absence of DNA repair and results in very high levels of mutagenesis (Burgis et al., 2003).

Current study provided further evidence for this model. Results from the I pathways indicated that loss of individual *rdgB*, *nfi* and *purA* genes caused moderate increases (50-100%) in dI in DNA (Figure 3a). Loss of both *purA* and *rdgB*, however, resulted in a tremendous increase (-63-fold) in dI (Figure 3a), suggesting the synergy effects of these two enzymes in incorporation of dI in *E.coli* genomic DNA. As illustrated in Figure 6, the results are consistent with established metabolic pathways in *E. coli*, and can be rationalized as loss of *purA* leading to an increase in IMP formation that then results in increased level of dITP that, in the absence of *rdgB* protein, is incorporated by polymerase(s) into DNA.
Figure 6: Illustrations of purine metabolic pathway defects and the DNA levels of dX and dl.
Several observations related to DNA repair merit discussion. For example, loss of *nfi*, the gene encoding the EndoV DNA repair protein, resulted in relatively small increases in dI in the *purA/nfi* mutant (2.5-fold) (Figure 3a) and the *nfi* mutant (42% increase) (Figure 3a), however the *purA/rdgB* mutant maintains such a high level of dI (56-fold increase) in spite of the presence of EndoV. In light of the major role ascribed to EndoV for dI repair based on nitrous acid exposure studies of Weiss and coworkers (Guo and Weiss, 1998; Schouten and Weiss, 1999), this observation raised a controversy. One possible explanation is that EndoV is in relatively low abundance (or has slow turnover) under basal conditions and gene expression is induced by insults such as nitrous acid exposure. Other DNA repair enzymes like AlkA, with their activity against dI *in vitro* (Yao et al., 1994), may play a role in dI repair. The later speculation was confirmed by a parallel study of the role of Aag, the mouse counterpart of *E. coli* AlkA, in the removal of dI from DNA. As shown in Figure 5, both dX and dI showed an Aag-dependent increases in DNA of Aag knock out mice.

Studies of the X pathways were performed in the *E. coli* W3110 strains with results qualitatively similar to dI. Increases in dX in DNA were observed in the *purA/rdgB/guaA* mutant, which is consistent with the central role for the *guaA* gene product (GMP synthase) in the conversion of XMP to GMP (Figure 4). The magnitude of the increase in dX is considerably smaller than changes observed in dI in spite of the parallel nature of the mutations. One possible explanation is that the mutations result in similar levels of dITP and dXTP in the nucleotide pool but that the known selectivity of some DNA polymerases for dITP over dXTP (10- to 100-fold; refs. (Piccirilli et al., 1990; Suzuki et al., 1998; Valentine and Termini, 2001) leads to higher levels of dI in DNA. Alternatively, differences in DNA repair could account for the levels of
dX. Further study involves quantifying the roles of EndoV (nfi) and AlkA in dX levels in DNA will assist to elucidate the underlying mechanism.

It is worthy of mention that any disturbance in the highly interconnected purine metabolic pathways will likely to affect the steady-state concentrations of X and I in the nucleotide triphosphate pool. Therefore, it will be important to define the "flow" of X- and I-containing intermediates in the purine metabolic pathways as a function of these individual mutations. For example, a mutation in the *purA* gene should result in an increase in the IMP pool, but we only observed a slight increase in dl in DNA in *purA* mutants. It can be assumed that IMP is converted to dITP when present in excess. When an *rdgB* mutation is added to a *purA* mutation the amount of dl in DNA increases dramatically. This suggests that the dITP'ase is effectively removing dITP from the precursor pool for DNA replication. In these mutants, the presence of active IMP dehydrogenase (*guaB* gene product) could be relieving the accumulation of IMP by converting it to XMP.

In summary, current study revealed large increases in dX and dl in DNA in *E. coli* with mutations in key purine metabolic pathways, a phenomenon that expands the number of sources of nucleobase deamination in DNA. It is quite reasonable to assume that raising the baseline levels of dX and dl in DNA will exacerbate the toxicity associated with the nitrosative stress caused by chronic inflammation, such that further increases in dX and dl will exceed the capacity of a cell to repair the lesions and push the cell into apoptosis or a hypermutagenic state. It is also possible that increases in baseline dX and dl will increase the recombination rates present in B lymphocytes as a result of the physiological function of cytosine deaminase (AID protein) in promoting immunoglobulin diversity (Krokan et al., 2002; Reynaud et al., 2003). Given the
conservation of purine metabolic pathways, it is highly likely that analogous changes in X- and I-containing species will accompany genetic polymorphisms in purine metabolic pathways, the subject of future studies.
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Nitric oxide (NO) is a physiologically important molecule at low concentrations, while high levels have been implicated in the pathophysiology of diseases associated with chronic inflammation, such as cancer. While an extensive study in vitro suggests that oxidative and nitrosative reactions dominate the complicated chemistry of NO-mediated genotoxicity, neither the spectrum of DNA lesions nor their consequences in vivo have been rigorously defined. We have approached this problem with a major effort to define the spectrum of nitrosative DNA lesions produced by NO- derived reactive nitrogen species under biological conditions. Plasmid pUC19 DNA was exposed to steady state concentrations of 1.3 μM NO and 190 μM O₃ (calculated steady state concentrations of 40 mM N₂O₅ and 3 ppm NO) in the bulk solution in a recently developed reactor that avoids the undesired gas phase chemistry of NO and approximates the conditions at sites of inflammation in tissues. The resulting spectrum of nitrosatively induced abasic sites and nucleobase deamination products was defined using plasmid topoisomer analysis and a novel LC/MS assay, respectively. With a limit of detection of 100 fmol and a sensitivity of 6 lesions per 10⁷ nt in 50 μg of DNA, the LC/MS analysis revealed that 2' deoxyxanthosine (dX), 2' deoxynosine (dI), and 2' deoxyuridine (dU) were formed at nearly identical rates (k = 1.2 x 10⁵ M⁻¹ s⁻¹) to the extent of ~80 lesions per 10⁶ nt after 12 h exposure to NO in the reactor. While reactions with HNO₂ resulted in the formation of high levels of 2'-deoxyxanosine (dO), one of two products arising from deamination of dC, dO, was not detected in 500 μg of DNA exposed to NO in the reactor for up to 24 h (<6 lesions per 10⁶ nt). This result leads to the prediction that dO will not be present at significant levels in inflamed tissues. Another important observation was the NO-induced production of abasic sites, which likely arise by nitrosative depurination reactions, to the extent of ~10 per 10⁶ nt after 12 h of exposure to NO in the reactor. In conjunction with other studies of nitrosatively induced dC-dC cross-links, these results lead to the prediction of the following spectrum of nitrosative DNA lesions in inflamed tissues: ~2% dG-dC cross-links, 4-6% abasic sites, and 25-35% each of dX, dI, and dU.

Introduction

Research over the past decade has identified nitric oxide (NO) as an important endogenous regulatory molecule in the cardiovascular, nervous, and immune systems (1-3). However, NO and its derivatives display cytotoxic and mutagenic properties at sufficiently high concentrations, such as those produced by activated macrophages in inflammatory conditions, which suggest a causative role for NO in the pathophysiology of diseases such as cancer (4-8). Although NO is a radical species, its genotoxicity likely arises from derivatives such as N₂O₅ and peroxynitrite (ONOO⁻), which are formed in reactions with molecular oxygen and superoxide, respectively (9). N₂O₅ is a powerful nitrosating agent that in addition to reactions with sulfhydryl groups of proteins (10) and with secondary amines to form N-nitrosamines (11), will react with the primary and heterocyclic amines in DNA bases to create mutagenic deamination products, abasic sites, and DNA cross-links (12-18), as shown in Scheme 1.

Nucleobase deamination by any mechanism results in the formation of X' (dX as a 2'-deoxynucleoside) from guanine, I (dI) from adenine, U (dU) from cytosine, and thymine (2' deoxythymidine) from 5-methylcytosine, as shown in Scheme 1. Of particular interest is the observation of Suzuki et al. that deamination of guanine by nitrous acid in vitro partitions to form both X and O (dO; 19). In addition to enzymatic deamination of deoxynucleosides (19, 20) and bisulfite-induced deamination of dC (21), the two major mechanisms for deamination of nucleosides in DNA are hydrolysis and nitrosation. The propensity for hydrolytic deamination of bases in DNA occurs in the order 5 methylcytosine > cytosine >

Abbreviations: Bp, base pair; dA, 2'-deoxyadenosine; dC, 2'-deoxycytidine; dG, 2'-deoxyguanosine; dI, 2'-deoxynosine; dO, 2'-deoxyxanosine; dU, 2'-deoxyuridine; dX, 2'-deoxyxanthosine; DIPA, dihydralenimiprionoic acid; HON, 3-hydroxyoxalate; NTMA, N-triazolicornine; NTM, N TMA; O, oxazine; ppm, parts per million; s, second; 3M, standard cubic centimeter per minute; U, uracil; X, xanthine.
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nitric oxide with polysaccharide and INF-γ in vitro. NO' is in the cationic bases with the resulting destabilization of the glycosidic bond involve nitrosation of the nucleobases is reversed relative to hydrolytic deamination of aromatic amines by an aryl diazonium intermediate (reviewed in ref 28). The reactivity of N2O4 with nucleobases is reversed relative to hydrolytic deamination (30). In addition to deamination of the exocyclic amines, nitrosation of the heterocyclic nitrogens of dA, with the resulting destabilization of the glycosidic bond in the catonic bases (31, 32).

An important biological source of N2O4 is the NO• generated by macrophages activated as part of the inflammatory process. In macrophage cultures activated with lipopolysaccharide and INF-γ in vitro, NO\textsuperscript• is generated at a rate of ~5 pmol s\textsuperscript{-1} per 10\textsuperscript{6} cells (3) and leads to the formation of X at levels 5-fold higher than controls (8). However, this study provided no information about the other base deamination products. Attempts to mimic this biological exposure of DNA to NO\textsuperscript• and the derivative N2O4 have employed several NO\textsuperscript• delivery systems. For example, Nguyen et al. exposed DNA and TK6 cells to what was calculated to be a ~20 mM total dose of NO by bolus delivery of the gas through a syringe and they found that dX and dI were formed to the extent of 3 and 10 lesions per 10\textsuperscript{6} nt, respectively, for isolated DNA, with 3-fold lower levels of each in cells (12).

These studies present several problems that prevent extrapolation to the biological setting. First, in all of the delivery systems, NO\textsuperscript• was present at significantly higher concentrations than occur at sites of inflammation in vivo, which are thought not to exceed steady state concentrations of ~1 μM (5, 34, 35). Second, none of the studies addressed the complete spectrum of deamination products produced by exposure to nitric oxide. Finally, the presence of a headspace containing air in each of these delivery systems alters the chemistry of NO\textsuperscript• by blissing the formation of N2O3 and allowing formation of N2O4 (36, 37).

To define the spectrum of deamination products under biologically relevant conditions of NO\textsuperscript• exposure, we have developed sensitive analytical techniques to quantify dX, dO, dI, and dU and abasic sites in DNA exposed to NO\textsuperscript• in a recently developed delivery system designed to mimic pathological release of NO\textsuperscript• in vivo to cell cultures (38).

Experimental Procedures

Materials. All chemicals and reagents were of the highest purity available and were used without further purification unless noted otherwise. Calf thymus DNA, dG, dA, dU, dC, Mor, and NMP were purchased from Sigma Chemical Co. (St. Louis, MO). Nucleoside P1 and acid phosphatase were obtained from Roche Diagnostic Corporation (Indianapolis, IN), and phos phodiesterase I was purchased from USB (Cleveland, OH). Alkaline phosphatases were obtained from a variety of sources, including Sigma, Roche, USB, and New England Biolabs (Beverly, MA). Coformycin was obtained from Calbiochem (San Diego, CA). Plasmid pUC19 was obtained from DNA Technologies Inc. (Gaithersburg, MD). Uniformly \textsuperscript{15}N-labeled 5′-triphosphates of dG, dA, and dC were obtained from Silantes (Munich, Germany). Acrionitrile and HPLC grade water were purchased from Mallinkrodt Baker (Phillipsburg, NJ). Gas mixtures (10% NO/90% N\textsubscript{2} and 50% O\textsubscript{2}/50% N\textsubscript{2}) were purchased from BOC Gases (Edison, NJ). Water purified through a Milli-Q system (Millipore Corporation, Bedford, MA) was used for all other applications.

Instrumental Analyses. All HPLC analyses were performed on a Hewlett-Packard model 1100 equipped with a 1040A diode array detector. Mass spectra were recorded with a Hewlett-Packard HP 5988B electrospray mass spectrometer coupled to a Hewlett-Packard model 1100 HPLC with a diode array detector. UV spectra were obtained using a Cary 100 Bio UV-visible spectrophotometer. Five different HPLC conditions were employed in these studies. System 1 consisted of a Phenomenex LUNA C18 reversed phase column (250 mm x 3 mm, 5 μm particle size, 100 Å pore size, Phenomenex, Torrance, CA) with elution performed at a flow rate of 0.4 mL/min with 1% acetonitrile in 50 mM ammonium acetate for 10 min, followed by a linear gradient of 1–25% acetonitrile for 5 min, holding at 25% for 10 min; then a reversal of the gradient...
to 1% for 5 min, and finally eluting at 1% acetate on the over the last 5 min. System 2 consisted of a Haisil HL C18 reversed phase column (250 mm × 4.6 mm, 5 μm particle size, 100 Å pore size. Higgins Analytic Inc, Mountain View, CA) with isocratic conditions of acetate/MeOH (5/95 v/v) at a flow rate of 0.4 mL/min. System 3 consisted of a HAISIL HL C18 reversed phase semi-preparative column (250 mm × 10 mm, 5 μm particle size, 100 Å pore size) eluted with acetate/H2O (5/95 v/v) at a flow rate of 4.0 mL/min. System 4 consisted of a Varian C18 reversed phase column (250 mm × 4.6 mm, 5 μm particle size, 100 Å pore size, Varian Analytical Supplies, Harbor, CA) with elution performed at a flow rate of 0.4 mL/min with a linear gradient of 1–10% acetate in H2O containing 0.03% of acetic acid for 50 min, followed by a reversal of the gradient to 1% for 5 min, and eluting at 1% acetate on the over the last 5 min. System 5 consisted of a Vydac C18 reversed phase column (250 mm × 2.1 mm, 5 μm particle size, 100 Å pore size, Grace Vydac, Hesperia, CA) with elutions performed at a flow rate of 0.4 mL/min with a linear gradient of 1–5% acetate in H2O containing 0.1% acetic acid for 10 min, followed by eluting at 1% acetate on the for 5 min.

Synthesis of dX and dO. dX and dO were synthesized by a modification of the method of Suzuki et al. (16). Briefly, 10 mL of dG was incubated with 100 mM NaNO3 in 3.0 M sodium acetate buffer (pH 3.7) for 6 h. dX and dO were purified by HPLC using system 1, with retention times similar to literature values (18), followed by desalting with HPLC system 2 and drying under vacuum. Products were characterized by MS and UV spectroscopy relative to published data (18). Synthesis of 15N-Labeled dX, dO, dI, and dU. 15N-5' Triphosphate-2'-deoxyguanosine was dephosphorylated by incubation with alkaline phosphatase (0.5 U/mg nt) at 37 °C for 1 h, followed by purification of 5'-dG, dC, and dT by sequential filtration using a Millipore (Millipore Corporation) and then the by HPLC system 2. 15N-dX and 15N-dO were prepared as described above for unlabeled dX and dO and quantified using the following extinction coefficients: 15N-dX, 7800 M⁻¹ cm⁻¹ at 260 nm; 15N-dO, 5100 M⁻¹ cm⁻¹ at 260 nm (16).

15N-dI and 15N-dU were prepared by taking advantage of the presence of adenine deaminase and dC deaminase, respectively, in commercial sources of alkaline phosphatase (Sigma) and acid phosphatase (Roche), respectively. 15N-5' Triphosphate-2'-deoxycytidine and dC were incubated with alkaline phosphatase and acid phosphatase (0.5 U/mg nt), respectively, at 37 °C for 3 h. The resulting 15N-dI and 15N-dU were purified using HPLC system 3 and characterized by HPLC resolution, MS, and UV spectroscopy relative to published standards. The products were quantified using the following extinction coefficients: 15N-dI, 12800 M⁻¹ cm⁻¹ at 240 nm; 15N-dU, 10300 M⁻¹ cm⁻¹ at 202 nm (19).

Synthesis of dN and dO. dN and dO were prepared by taking advantage of the presence of adenine deaminase and dC deaminase, respectively, in commercial sources of alkaline phosphatase (Sigma) and acid phosphatase (Roche), respectively. 15N-5' Triphosphate-2'-deoxycytidine and dC were incubated with alkaline phosphatase and acid phosphatase (0.5 U/mg nt), respectively, at 37 °C for 3 h. The resulting 15N-dI and 15N-dU were purified using HPLC system 3 and characterized by HPLC resolution, MS, and UV spectroscopy relative to published standards. The products were quantified using the following extinction coefficients: 15N-dI, 12800 M⁻¹ cm⁻¹ at 240 nm; 15N-dU, 10300 M⁻¹ cm⁻¹ at 202 nm (19).

Reaction of DNA and Mor with NO and HNO2. A novel delivery system, described in detail elsewhere (38), was used to introduce NO into the reaction buffer and to replenish NO, allowing the concentrations of both to be maintained at constant, physiological levels. Briefly, two loops of gas permeable poly(dimethylsiloxane) tubing (Silastic, i.d. 1.47 mm, o.d. 1.96 mm; Dow Corning, Midland, MI) were immersed in a 120 mL stirred, physiological levels. Briefly, two loops of gas permeable poly(dimethylsiloxane) tubing (Silastic, i.d. 1.47 mm, o.d. 1.96 mm; Dow Corning, Midland, MI) were immersed in a 120 mL stirred, liquid-filled, filled, Teflon reactor. A 1:40 NO:Air mixture was passed through one loop and a 50:50 O2:N2 mixture through the other. The tubing lengths and gas flow rates were 7 cm and 150 scm for NO and 4 cm and 200 scm for O2. The performance of the system was tested by continuously monitoring the liquid concentrations using a NO electrode (World Precision Instruments, ISO-NO Mark II system) and a Clark type O2 electrode (Orion, model 810A Plus). Because the kinetics of Mor nitrosation by N2O2 are relatively well known (see below), the rate of NO formation was used as a measure of the N2O2 concentration. That is, rate constants for nucleoside deamination were calculated by comparing rates of deamination with rates of Mor nitrosation measured in separate experiments.

NO treatment of DNA was achieved using 120 mL solutions of plasmid pUC19 (50 μg/ml) in 50 mM Chelex-treated potas-

Figure 1. Example of the reversed phase HPLC resolution of normal deoxynucleosides and deamination products.
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350 °C for dX, dI, and dO; nebulizing gas pressure, 35 kPa; capillary potential, 3300 V; fragmentor potential, 50–125 V (optimized for each lesion); electron multiplier potential, 2300 V; quadruple temperature, 99 °C.

Quantification of Base Lesions and Abasic Sites in Plasmid DNA by Topoisomerase Analysis. Abasic sites were quantified in plasmid DNA as described elsewhere (e.g., ref 40–42). Briefly, aliquots of plasmid solution containing ~3 μg of DNA, obtained from samples removed for LC/MS analysis, were divided and one portion (200 ng) was treated with putrescine dihydrochloride (100 mM, pH 7) for 1 h at 37 °C to cleave all abasic sites (43). Following resolution of the resulting plasmid topoisomers (nicked form I and supercoiled form I) on 1% agarose gels, the quantity of abasic sites at each NO exposure time was calculated as the difference in the quantity of nicked plasmid DNA in samples treated with putrescine and those not treated.

U was quantified in a similar manner by treating the NO-exposed plasmid DNA (200 ng) with U DNA glycosylase (1 ng: 44) followed by putrescine to cleave the resulting abasic sites to strand breaks, as described above. The quantity of dU was exposed plasmid DNA (200 ng) with U DNA glycosylase (1 ng: 44) followed by putrescine dihydrochloride (100 mM, pH 7) for 1 h at 37 °C to cleave all abasic sites (43). Following resolution of the resulting plasmid topoisomers (nicked form I and supercoiled form I) on 1% agarose gels, the quantity of abasic sites at each NO exposure time was calculated as the difference in the quantity of nicked plasmid DNA in samples treated with putrescine and those not treated.

Reaction Scheme and Kinetic Model. 1. Reactions.

\[ 2\text{NO} + \text{O}_2 \rightarrow \text{2NO}_2 \]  

\[ \text{NO} + \text{NO}_2 \rightarrow \text{N}_2\text{O}_3 \]

Most of the N2O3 is hydrolyzed to nitrite, which can occur either directly or with the participation of various anions, including phosphate salts (46). The two hydrolysis pathways under our experimental conditions were

\[ \text{N}_2\text{O}_3 + \text{H}_2\text{O} \rightarrow \text{2NO}_2^- + 2\text{H}^+ \]  

\[ \text{N}_2\text{O}_3 + \text{P} + \text{H}_2\text{O} \rightarrow \text{PN} + 2\text{NO}_2^- + 2\text{H}^+ \]

Under our conditions (50 mM potassium phosphate buffer, pH 7.4), reaction 4 is 20 times as fast as reaction 3. The additional reactions depend on which organic substrates are present. In Mor solutions (no DNA present), N2O3 could react with unprotonated Mor (Mor°) to form NMor:

\[ \text{N}_2\text{O}_3 + \text{Mor}^° \rightarrow \text{NMor} + \text{NO}_2^- + \text{H}^+ \]

In DNA solutions (no Mor present), the three deamination reactions identified in our experiments were

\[ \text{N}_2\text{O}_3 + \text{dG} \rightarrow \text{dX} + \text{NO}_2^- + \text{H}^+ \]  

\[ \text{N}_2\text{O}_3 + \text{dA} \rightarrow \text{dI} + \text{NO}_2^- + \text{H}^+ \]  

\[ \text{N}_2\text{O}_3 + \text{dc} \rightarrow \text{dU} + \text{NO}_2^- + \text{H}^+ \]

The rate constants for reactions 1–5, reported previously, are listed in Table I. Those for dG, dA, and dc in plasmid DNA were calculated from the relative rates of nitrosation and deamination, as described below.

The kinetic analysis was complicated by the fact that the delivery system creates two liquid regions with very different concentrations of N2O3. In addition to a well-stirred bulk liquid with a low concentration of N2O3, there is a very thin (~1 μm) boundary layer next to the NO delivery tubing, where the N2O3 concentration is much higher. It was found that despite its small volume, the contribution of the boundary layer to the overall rates of nitrosation and deamination was comparable to that of the bulk liquid. High concentrations of NO2 and (therefore N2O3) in the boundary layer appear to arise from reaction 1 occurring not just in the liquid but within the wall of the Silastic tubing (38). A summary of the kinetic analysis follows: a more complete derivation of the model equations is provided in the Supporting Information.

In the bulk liquid, the quasi-steady state approximation in kinetics was applied to both NO2 and N2O3. The resulting bulk N2O3 concentrations in the Mor and DNA solutions were found to be

\[ \frac{[\text{N}_2\text{O}_3]_\text{M}}{[\text{N}_2\text{O}_3]_\text{D}} = \frac{2k_4[\text{NO}]^2[\text{O}_3]}{k_3 + k_4[\text{P}] + k_6[\text{Mor}^°]} \]  

\[ \frac{[\text{N}_2\text{O}_3]_\text{M}}{[\text{N}_2\text{O}_3]_\text{D}} = \frac{k_3 + k_4[\text{P}]}{k_3 + k_4[\text{P}] + k_6[\text{Mor}^°]} = a_4 \]

where \([\text{N}_2\text{O}_3]_\text{M}\) and \([\text{N}_2\text{O}_3]_\text{D}\) represent the bulk N2O3 concentrations in Mor and DNA solutions, respectively. Although Mor nitrosation affected the N2O3 level, the yield of NMor was low enough that [Mor°] was almost constant (independent of time). Therefore, the ratio of the N2O3 concentrations in the two types of experiments (a4) was a constant.

The thickness of the NO2/N2O3 boundary layer (l, the distance for a 1/e decay in either concentration) was evaluated using equation A6 in ref 38. It was calculated to be slightly different in Mor (lM = 0.55 μm) and DNA (lD = 0.60 μm) solutions. The contributions of the boundary layer to NMor or deaminated base product formation were expressed as apparent increments in the bulk N2O3 concentrations, denoted as \([\text{N}_2\text{O}_3]_\text{M}\) and \([\text{N}_2\text{O}_3]_\text{D}\), respectively. The apparent concentration increments for the two types of solutions are related as

\[ \frac{[\text{N}_2\text{O}_3]_\text{M}}{[\text{N}_2\text{O}_3]_\text{D}} = a_4 \]  

In the stirred batch reactor used in our experiments, the rates of accumulation of NMor and DNA products in the bulk liquid equaled their rates of formation per unit volume. Adding the contributions of the two regions, and using dX formation as an example, the overall rates are given by

\[ \frac{d[N\text{Mor}]}{dt} = k_3[\text{Mor}°][\text{N}_2\text{O}_3]_\text{M} + [\text{N}_2\text{O}_3]_\text{D} \]  

\[ \frac{d[dX]}{dt} = k_3[dG][\text{N}_2\text{O}_3]_\text{M} + \beta[N\text{Mor}][\text{N}_2\text{O}_3]_\text{D} \]

In eq 13, \( \beta \) represents the effects of the partial exclusion of the plasmid from the boundary layer, due to the finite size of the plasmid. If the plasmid is approximated as a rod of length \( l = 0.5 \mu m \) (estimated from electron microscopy; e.g., ref 48), \( \beta \) is evaluated as

\[ \beta = \frac{2k_4}{l} \left( 1 - e^{-2a_4} \right) \approx 0.82 \]
Characterization of the NO\textsuperscript{\textcircled{O}} Delivery System.

Prior to the DNA experiments, the NO\textsuperscript{\textcircled{O}} and O\textsubscript{2} concentrations were measured to confirm that the delivery system was performing as expected. The results of two such tests are shown in Figure 2. The O\textsubscript{2} concentration remained constant at 190 \textmu M throughout each experiment, whereas the NO\textsuperscript{\textcircled{O}} concentration reached a value of 1.3 \textmu M about 15 min after NO\textsuperscript{\textcircled{O}} gas flow was initiated and was constant thereafter. The solid curves in Figure 2 show the concentrations predicted using the mass transfer coefficients reported previously (38). The agreement between those curves and the measured concentrations indicates that the final concentrations of both gases, and the duration of the Initial NO\textsuperscript{\textcircled{O}} transient, were all predictable. The concentration of nitrite increased linearly with time (data not shown), with a formation rate of 1.45 \textmu M/min. It is worth noting that the steady state level of NO\textsuperscript{\textcircled{O}} achieved here is similar to that generated by activated macrophages in culture (~1 \textmu M, 49, 50). Therefore, the experimental conditions used here are likely to be relevant to the pathophysiology of inflammation involving macrophages.

Given the measured NO\textsuperscript{\textcircled{O}} and O\textsubscript{2} concentrations, the steady state N\textsubscript{2}O\textsubscript{3} concentration in the bulk liquid in the Mor and DNA experiments can be estimated from eqs 13 and 15, respectively. The calculated N\textsubscript{2}O\textsubscript{3} concentrations were quite small, with 3.1 \times 10^{-14} M for the Mor solutions and 4.0 \times 10^{-14} M for the DNA solutions. These low levels are mainly due to the rapid hydrolysis of N\textsubscript{2}O\textsubscript{3} to form nitrite. As mentioned earlier, the bulk N\textsubscript{2}O\textsubscript{3} concentration was lower in the Mor experiments because there was enough Mor present to noticeably augment the consumption of N\textsubscript{2}O\textsubscript{3}; a similar lowering of the N\textsubscript{2}O\textsubscript{3} level by Mor is expected in the NO\textsuperscript{\textcircled{2}}/N\textsubscript{2}O\textsubscript{3} boundary layer (vide infra). The low bulk concentrations of N\textsubscript{2}O\textsubscript{3} notwithstanding, in the Mor experiments, NMor accumulation reached micromolar levels, as shown in Figure 2. As will be discussed, our calculations indicate that N\textsubscript{2}O\textsubscript{3} nitrosation in the bulk solution and in the N\textsubscript{2}O\textsubscript{3}/N\textsubscript{2}O\textsubscript{3} boundary layer both contributed significantly to the observed rate of NMor formation.

Development and Calibration of an LC/MS Method to Quantify Base Deamination Products. Mass spectrometric parameters for detection of dX, dO, dl, and dU were individually optimized using standards. Positive ion mode produced the strongest signals for dX, dO, and dl, while negative ion mode was optimal for dU. By varying the fragmentor potential, the following ions were found to produce optimal signals: dX and \textsuperscript{15}N\textsubscript{2}dX, protonated free base ion (BH\textsuperscript{+}) at \textit{m/z} 153 and 157, respectively (75 V); dO and \textsuperscript{15}NdO, BH\textsuperscript{+} at \textit{m/z} 153 and 157, respectively (50 V); dl and \textsuperscript{15}NdI, BH\textsuperscript{+} at \textit{m/z} 137 and 141, respectively (75 V). For dU and \textsuperscript{15}NdU in negative ion mode, a 50 V fragmentor potential produced optimal signals for the deprotonated molecular ion (M\textsuperscript{-}) at \textit{m/z} 227 and 229, respectively. Total ion chromatograms for each deamination product are presented in Supporting Information.

One problem encountered in the LC/MS analysis of base deamination products was the adventitious formation of dl by the action of adenosine deaminase that was present as a contaminant in stocks of alkaline phosphatase from several manufacturers. An example of this activity is shown in Figure 3. In which 12.5 \textmu g of dA was incubated with 12.5 U of alkaline phosphatase (Sigma in this case) under the same conditions used for plasmid DNA hydrolysis, as described in the Experimental Procedures. Following filtration (Microcon YM-10) to remove the enzyme, the filtrate was subjected to LC/MS analysis. It is clear from Figure 3 that there is an activity in the incubation mixture that causes deamination of dA to dl. On the suspicion that this activity represented adenosine deaminase, an identical incubation mixture was prepared that included coformycin, a specific inhibitor of adenosine deaminase (57), at a concentration of 2.5 ng per unit of alkaline phosphatase. As shown in Figure 3, the coformycin effectively inhibited the dA deamination activity.
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without interfering with the alkaline phosphatase. All subsequent analyses of dI were performed in the presence of coformycin. Other deaminase activities for dG and dC were not detected in enzymes selected for DNA processing (data not shown).

Calibration curves for the analyses of dX, dI, dO, and dU were obtained by adding known quantities of unla- beled deoxynucleosides (0–10 ng) to a fixed amount of No-labeled internal standard (300 pg) in K-PO₄ buffer (50 mM, pH 7.4). As shown in the Supporting Information, the curves were linear (r² = 1.00) and intercepted the y-axis at zero in all cases. The limit of detection of the assay was determined to be 100 fmol for each deamination product, which equates to a sensitivity of 6 lesions per 10⁷ nt in 50 μg of DNA.

Experiments were also undertaken to evaluate the overall efficiency of the deamination product analyses. First, we determined the average percentage recovery of each product for the steps following nuclease and phos- phatase digestion: dX, 51%; dI, 43%; dO, 40%; and dU, 28%. With regard to the precision of the analytical method, 22.2 pmol of a 30-mer oligonucleotide containing a single dI moiety was subjected to digestion and LC/MS analysis. The amount of dI detected in the sample was 22.8 ± 1.9 pmol, which compares favorably with the calculated value and indicates the effectiveness of the coformycin inhibition of adenosine deaminase. A second assessment of analytical precision involved quantitation of dU by a combination of U DNA glycosylase and plasmid topoisomerase analysis, as described shortly.

LC/MS Analysis of Base Deamination Products Produced by NO⁺ Exposure. The LC/MS method was now applied to the quantification of deamination products in DNA exposed to nitric oxide. Using the NO⁺ reactor, plasmid pUC19 DNA (120 mL at 50 μg/mL in K-PO₄ buffer, pH 7.4) was exposed to NO⁺ and O₂ at steady state levels of 1.3 and 190 μM, respectively. At various times, 1 mL aliquots were removed and subjected to enzymatic digestion and LC/MS analysis as described earlier. The results of the analyses are shown in Figure 4. Here, it is apparent that there was a time-dependent increase in the quantities of all deamination products except dO.

The inability to detect dO extended to the longest exposure time (24 h) with 10 fold higher amounts of DNA subjected to analysis (500 μg; data not shown). This suggested either that dO was produced below the limit of detection of the assay (6 lesions per 10⁷ nt with 500 μg of DNA) or that technical problems prevented the detection of dO. To rule out the latter, an experiment was performed in which calf thymus DNA was treated with nitrous acid, which is known to produce high levels of dO (27). As shown in Figure 5, there is a time-dependent formation of dO by HNO₂ in the DNA to the extent of nearly 1 lesion in 100 nt. The nonlinearity of the time course is likely due to a reduction in the concentration of substrate dG.

The quantity of dU in NO⁺-treated plasmid DNA was confirmed using a plasmid-based nicking assay. Samples of plasmid DNA exposed to NO⁺ in the reactor were treated with U DNA glycosylase (4H) followed by treatment with putrescine to cleave the resulting abasic sites to strand breaks (e.g., refs 40–42) that were subsequently quantified following agarose gel resolution of nicked and supercoiled plasmid molecules. As shown in Figure 4, the quantity of dU determined by the plasmid nicking study
obtained from linear regression of data in Figure 4 were conversions. Because of the low increase in the number of abasic sites as a function of putrescine and those not treated. The results are shown in Figure 6, in which it is apparent that there is a steady increase in the number of abasic sites as a function of NO' exposure time.

Rate Constants of N2O3 Reaction with Plasmid DNA Bases. The rate constant for the reaction of N2O3 with dG was estimated using eq 15, which requires several inputs. Equation 10 gives $k_1 = 0.78$. The steric correction factor ($\beta$) was evaluated as in eq 14. The slopes of the NMor and dX concentration-time curves, as determined by linear regression of the data in Figures 2 and 4, were 2.99 $\times$ $10^{-2}$ and 6.83 $\times$ $10^{-6}$ M/min, respectively. Because it took ~15 min for NO' to reach a steady state, only the NMor data from 16 to 60 min were used to compute that slope. Because of the low conversions, [Mor+] and [dG] were unchanged from their initial values of 147 and 15 M, respectively. From eqs 9 and 12 and the NMor concentration data, $[\text{N}_2\text{O}_3]^+/[\text{N}_2\text{O}_3]^-$ was calculated to be 0.71. Finally, using the value of $k_1$ in Table 1, $k_2$ was found to be $1.2 (\pm 0.1) \times 10^6$ M$^{-1}$ s$^{-1}$.

Discussion

Nitric oxide is a physiologically important molecule with genotoxic properties that may be involved in the pathophysiology of chronic inflammation (9, 52). While the genotoxicity of reactive nitrogen species derived from NO' has been extensively studied, neither the biologically relevant chemistry nor the consequences of that chemistry in vivo have been rigorously defined. We thus developed and applied novel delivery and analytical methods to a comprehensive characterization of the spectrum of DNA lesions (with the exception of the G-G cross-link: 14) produced by nitrosative NO' derivatives under conditions that approach biological relevance.

Table 2. Spectrum of DNA Lesions Produced by Exposure to 1.3 $\mu$M NO' and 190 $\mu$M O2

<table>
<thead>
<tr>
<th>time (h)</th>
<th>AP$^*$</th>
<th>dX</th>
<th>dL</th>
<th>dU</th>
<th>dO per 10$^6$ nt</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.4 ± 1.6</td>
<td>12 ± 3</td>
<td>11 ± 5</td>
<td>11 ± 5</td>
<td>&lt;0.06</td>
</tr>
<tr>
<td>3</td>
<td>9.0 ± 0.1</td>
<td>27 ± 12</td>
<td>41 ± 13</td>
<td>37 ± 12</td>
<td>&lt;0.06</td>
</tr>
<tr>
<td>6</td>
<td>13 ± 2</td>
<td>45 ± 13</td>
<td>49 ± 13</td>
<td>58 ± 30</td>
<td>&lt;0.06</td>
</tr>
<tr>
<td>12</td>
<td>15 ± 5</td>
<td>99 ± 14</td>
<td>91 ± 20</td>
<td>88 ± 26</td>
<td>&lt;0.06</td>
</tr>
<tr>
<td>24</td>
<td>22 ± 2</td>
<td>131 ± 16</td>
<td>143 ± 30</td>
<td>109 ± 26</td>
<td>&lt;0.06</td>
</tr>
</tbody>
</table>

$^*$ AP, abasic sites; values for all lesions represent means ± SD for four determinations.

In calculating deamination rate constants using eq 15, correcting for the different N2O3 concentrations in the Mor and DNA experiments turned out to be fairly important. That is, $k_1 = 0.78$ indicates that the concentrations of N2O3 in the bulk liquid and in the NO'N2O3 boundary layer were each 22% lower in the Mor experiments than in the DNA experiments. The steric effect, which is expressed by the large, bracketed term in eq 15 involving $\beta$ and the N2O3 concentration ratio, was less influential. If there was no steric exclusion of the plasmid from the boundary layer (i.e., if $\beta = 1$), the bracketed term would be unity; using the inputs above, it was found to be 1.08. That is, steric exclusion of the plasmid increased the calculated rate constant for deamination by only 8%.

The finding that $[\text{N}_2\text{O}_3]^+/[\text{N}_2\text{O}_3]^-$ = 0.71 indicates that the rates of dl and dL formation were unchanged from their genotoxic properties that may be involved in the pathophysiology of chronic inflammation (9, 52). While the genotoxicity of reactive nitrogen species derived from NO' has been extensively studied, neither the biologically relevant chemistry nor the consequences of that chemistry in vivo have been rigorously defined. We thus developed and applied novel delivery and analytical methods to a comprehensive characterization of the spectrum of DNA lesions (with the exception of the G-G cross-link: 14) produced by nitrosative NO' derivatives under conditions that approach biological relevance.

Spectrum of Nitrosative DNA Lesions Produced by NO' Exposure. Among the spectrum of nitrosative DNA lesions produced by exposure to NO', we approached the quantification of abasic sites by standard plasmid topoisomer analysis. However, we were obliged to develop an LC/MS method sensitive enough to quantify nucleobase deamination products arising by nitrosative NO' derivatives at biologically relevant NO' concentrations (mM) in the presence of O2. Most published studies of nucleobase deamination have employed GC/MS techniques (e.g., refs 12, 30). However, the acidic conditions used for depurination of DNA for GC/MS analysis cause decomposition of dO (Dong et al., unpublished observations). To avoid this problem, NO'-exposed DNA was enzymatically digested to nucleosides under conditions (37 °C, pH 7.4) that did not result in significant depurination of dX (60 °C > 2 years; 53). The background levels of the deamination products in the plasmid DNA, while relatively high at ~1 per 10$^6$ nt (Table 2), do not appear to be an
artefact of the analytical method given the precision established for the quantification of dI in a defined oligonucleotide and for dU by comparison to an independent technique. It is thus likely that these background levels are those expected to occur in vivo or are the result of DNA fragmentation and storage.

These analytical techniques were then applied to DNA exposed to controlled concentrations of NO\textsuperscript{+} and O\textsubscript{2} in a novel NO\textsuperscript{+} reactor. A summary of the results of these studies is shown in Table 2. NO\textsuperscript{+} and O\textsubscript{2} were delivered at steady state concentrations of 1.3 and 190 \mu M, respectively. These conditions resulted in a time-dependent increase in three nucleobase deamination products (dX, dI, and dU) at nearly identical rates, which stands in contrast to the nearly 2-fold higher rate of formation of dX than dU observed by Caulfield et al. (39). The basis for this small difference may lie in the NO\textsuperscript{+} delivery system used by Caulfield et al. (39), in which headspace air may have altered the spectrum of NO\textsuperscript{+} derivatives and thus the nitrosative chemistry in the reaction mixture.

A comparison of the NO\textsuperscript{+} delivery systems will be later in the Discussion.

The studies produced two unexpected results. The first was the observation of a time-dependent formation of abasic sites to the extent of 4–7% of the total number of DNA lesions (with the exception of dG–dG cross-links; Table 2). Shuker and co-workers have demonstrated that nitrosation of DNA by 1-nitrosoindole-3-acetonitrile causes the formation of abasic sites, presumably as a result of transient nitrosation of the N\textsuperscript{7} position of dG and the N\textsuperscript{7} and N\textsuperscript{3} positions of dA (Scheme 1; 31, 32). We propose that a similar mechanism accounts for the formation of abasic sites as a result of nitrosation by N\textsubscript{2}O\textsubscript{3} generated in the reactor. The well-defined chemistry and low concentrations of the reactive nitrogen species produced in the reactor strengthen the argument for the biological relevance of the abasic sites, which account for ~5% of the total nitrosative DNA damage. It is unclear what role the abasic sites may play in NO\textsuperscript{+} induced mutagenesis, given the observation in repair deficient Escherichia coli exposed to nitric acid that the C–C–T–A mutations expected for apurinic sites represented only 0.2% of total mutations (54). The bulk of the mutations consisted of G–C–A–T and A–T–G–C transitions (54). However, Engewald and co-workers have demonstrated that E. coli cells lacking AP endonuclease activity were highly sensitive to NO\textsuperscript{+} exposure (55, 56), which suggests that along with base excision repair of nucleobase deamination products, the directly formed abasic sites may contribute to NO\textsuperscript{+}-induced toxicity in cells.

The observation of NO\textsuperscript{+}-induced abasic sites expands the spectrum of lesions associated with the nitrosative intermediates derived from NO\textsuperscript{+} under biologically relevant conditions. With consideration given to the formation of dG–dG cross-links in NO\textsuperscript{+}-exposed DNA, we are now in a position to propose a testable quantitative spectrum of nitrosative DNA lesions in cells and tissues exposed to NO\textsuperscript{+}. Recent studies by Caulfield et al. (submitted for publication) revealed that the dG–dG cross link represented 6% of the amount of X in oligodeoxynucleotides exposed to NO\textsuperscript{+} delivered at 15 \mu M/min via Silastic tubing. Assuming that nitrosative chemistry is similar in vitro and in cells, we propose that the spectrum of nitrosative DNA lesions in cells and tissues exposed to physiological concentrations of NO\textsuperscript{+} and O\textsubscript{2} will be comprised of ~2% dG–dG cross links, ~4–6% abasic sites, and ~25–35% each of dX, dI, and dU. We are presently testing this model in TK6 cells exposed to NO\textsuperscript{+} in the reactor employed in the present studies and in the SJL mouse model for inflammation (37, 58). Interestingly, there appears to be little oxidative chemistry in the NO\textsuperscript{+} reactor as judged by the lack of nicking induced in exposed plasmid DNA by treatment with Fpg and Endo III glycosylases (data not shown), enzymes that recognize DNA damage produced by peroxynitrite (43). The second novel observation is the absence of detectable dO in DNA exposed to biological concentrations of NO\textsuperscript{+} and O\textsubscript{2}. We were unable to detect this lesion in 500 \mu g of DNA, an amount 10-fold higher than that used for analysis of dX, dI, and dU, which suggests that dO, if it arises at all, is present at less than six lesions in 10\textsuperscript{6} nt (Table 2). The apparent absence of dO is not the result of analytical artifact given the detection of this lesion in DNA samples treated with nitrous acid (Figure 5). Shuker and co-workers also observed a significant disparity between dX and dO in DNA treated with the nitrosating agent, 1-nitrosoindole-3-acetonitrile, with dO formed at levels 10\textsuperscript{4}-fold lower than depurination and deamination products (32). Our results with controlled exposure to NO\textsuperscript{+} differ from the studies of nucleobase deamination with nitrous acid performed by Suzuki et al., in which it was observed that dO arose from dG in deoxynucleosides and DNA treated with nitrous acid at pH 3.7 and 37 °C with a yield 3–4-fold smaller than that of dX (18, 59).

Insight into the basis for these differences in dO formation can be gained by consideration of the mechanisms of nucleobase deamination and the pH dependence of the spectrum of reactive nitrogen species. The work of Glaser and co-workers is relevant in this regard (60–62). On the basis of theoretical studies, the Glaser group has developed a model for guanine deamination that involves an intermediate, ring opened, carbodimide-substituted carbamion ion that can close to form either X or O (60–62). The absence of dO under biological conditions may result from pH-sensitive intermediates in the ring closure reactions. However, it is also possible that the alternative nucleophilic displacement of the diazonium ion by water predominates at pH 7.4, thus reducing the ring opening reaction that would lead to dO (60–62).

Another possible explanation for the absence of dO is that the pH-dependent spectrum of reactive nitrogen species dictates the outcome of the deamination reactions (63, 64). At neutral pH, N\textsubscript{2}O\textsubscript{3} is the predominant reactive species while under the acidic conditions used with HNO\textsubscript{2} species such as H\textsubscript{2}NO\textsubscript{4}\textsuperscript{+} and at pH ~1, NO\textsuperscript{+} contributes to the chemistry (63, 64). Suzuki et al. have also observed the formation of dO in DNA solutions treated with NO\textsuperscript{+} and O\textsubscript{2} (unpublished observations; 27). In one set of studies, NO\textsuperscript{+} was bubbled into a buffered solution of dG under aerobic conditions until the pH reached 2.9, which suggests the formation of nitrous acid derivatives. In other studies, buffered solutions of dG were exposed to NO\textsuperscript{+} gas in the headspace of a sealed vessel, with small amounts of dO formed after 4 days. The presence of a headspace significantly alters the chemistry of NO\textsuperscript{+} due to alternative (and possibly physiologically irrelevant) gas phase NO\textsuperscript{+} chemistry that includes formation of N\textsubscript{2}O\textsubscript{4} (36, 37).

Given these differences, we hypothesize that dO will not be produced in significant quantities, relative to the
other DNA lesions, in cells exposed to NO\(^*\) at sites of inflammation in tissues. This model is supported by our inability to detect dO in preliminary studies in TK6 cells exposed to NO\(^*\) and O\(_2\) in the reactor under conditions identical to those employed here with isolated DNA (Dong et al., manuscript in preparation).

Comparison of NO\(^*\) Delivery Systems. The NO\(^*\) delivery system used in the present studies represents a major improvement over previous systems in terms of biological relevance (12, 30, 33). Previous attempts to expose DNA to NO\(^*\) and the derivative nitrosating species have employed several NO\(^*\) delivery systems. For example, Nguyen et al. exposed DNA and TK6 cells to high concentrations of NO by bolus delivery through a syringe and found that dX and dI were formed to the extent of 3 and 10 lesions per 10\(^5\) nt, respectively, for isolated DNA, with 3-fold lower levels of each in cells (12). Yields of dG and dX in DNA were found to be 15-100 times higher, respectively, than those observed with free dA and dG (12). Similarly, Wink et al. exposed DNA to NO\(^*\) by bubbling the gas into solution and found five dU per 10\(^5\) nt (33).

The previous studies that most closely approximated biological conditions were those performed by Caulfield et al. in which NO\(^*\)-induced deamination of dC and dG in deoxynucleosides and oligonucleotides was studied using two different reactors (30). In the first reactor, they introduced O\(_2\) into a solution containing NO\(^*\), Mor, and dG and measured the concentrations of NMor and X formed as products. Through a kinetic competition analysis, the rate of dG conversion to dX was determined. In the second reactor, they used a Silastic membrane delivery system to introduce NO\(^*\) into solutions containing dC and other nucleosides or nucleotides. Using the predetermined dG kinetics as a reference, the rate constants for dC and dG in different nucleic acids were determined. In general, relatively high deoxynucleoside and NO\(^*\) concentrations were used in that study (stated as 10-20 nmol/mL/min): the latter was not determined but would not have been constant, due to the depletion of O\(_2\) during the experiments. The deamination rate constants found for plasmid DNA in the present studies (1.2 × 10\(^{-8}\) M \(^{-1}\) s\(^{-1}\)) are comparable to the values reported by Caulfield et al. for single-stranded oligonucleotides (9.8 × 10\(^{-8}\) M \(^{-1}\) s\(^{-1}\) for dG and 5.6 × 10\(^{-8}\) M \(^{-1}\) s\(^{-1}\) for dC), but they are about 1 order of magnitude higher than those determined in double stranded oligonucleotides (1.0 × 10\(^{-8}\) M \(^{-1}\) s\(^{-1}\) for dG and 5.6 × 10\(^{-8}\) M \(^{-1}\) s\(^{-1}\) for dC: 30). One possible explanation for the similarity of our results in double-stranded DNA to those of Caulfield et al. (30) in single-stranded DNA is that the plasmid DNA used in the present studies contains single-stranded regions as a result of negative supercoiling. However, a rigorous comparison is difficult since the results of these and the other previous studies are confounded by extremely high NO\(^*\) concentrations, the presence of headspace in the delivery systems that alters the spectrum of NO\(_x\) species present in solution (36, 37), and the narrow focus on one or two DNA lesions. These conditions were avoided in the present studies by the use of a novel NO\(^*\) reactor.

Characterization of the NO\(^*\) Reactor. The physiological relevance of the DNA lesion spectrum observed in the present studies rests entirely on the NO\(^*\) delivery system. The development of this system was motivated by the well-respected complexity of the reactions of NO\(^*\) and O\(_2\) in aqueous solutions (e.g., ref 64), as illustrated earlier by the different results obtained with different NO\(^*\) delivery mechanisms and rates. There are substantial differences in the relative concentrations and kinetics of the nitrosating intermediates depending on the concentrations of NO\(^*\) and O\(_2\), such that the only approach that provides biologically meaningful results is one in which the NO\(^*\) and O\(_2\) are maintained at concentrations that reflect the physiology of inflammation in tissues. The reactor employed in the present studies (38) provides more constant and predictable levels of NO\(^*\) and O\(_2\) than could be achieved previously in long exposures (up to 24 h). As shown in Figure 2, the dimensions of the Silastic tubing selected for the present studies produced a steady state NO\(^*\) concentration of 1.3 μM within 15 min of initiating gas flow. This is comparable to NO\(^*\) concentrations achieved by activated macrophages in vitro (5, 50) and is presumably representative of those at sites of inflammation. During the course of the NO\(^*\) delivery, the pH remained at 7.4 while the nitrite level rose steadily at a rate of 1.4 μM/min to ~2 μM at 24 h (data not shown). The corresponding steady state levels of N\(_2\)O\(_3\) and NO\(_2\) in the bulk liquid were calculated to be 40 FM and 3.3 pM, respectively. Although the delivery conditions were fixed in the present experiments, it is worth noting that the NO\(^*\) and O\(_2\) concentrations can each be varied in a predictable way, by changing the gas mixtures and Silastic tubing lengths (38).

The NO\(^*\) delivery system was designed mainly to carry out long-term cell culture studies and has the disadvantage in kinetic measurements that a rather complicated analysis is needed to interpret the results. The source of the complication is that despite vigorous stirring, the interplay between NO\(^*\) oxidation kinetics and diffusion creates two liquid regions with very different concentrations of NO\(_x\) compounds. In addition to the well-stirred bulk liquid, there is an extremely thin (~1 μm) boundary layer next to the NO\(^*\) delivery tubing, in which the NO\(_2\) and N\(_2\)O\(_3\) concentrations greatly exceed those in the bulk liquid (Figure 7). The main experimental evidence for this boundary layer is that the rate of nitrite formation in
the delivery system greatly exceeds (by an order of magnitude) that expected from the measured concentrations of NO\(^+\) and O\(_2\) in the bulk liquid. Those data, and a model that quantitatively explains the observed mass transfer characteristics of the device, are detailed elsewhere (39). One of the present findings is that the NO\(_2\) concentration in the boundary layer is high enough to contribute appreciably to the overall rates of NMor nitrosation or DNA deamination, despite the seemingly negligible volume of the boundary layer. This leads to a rate of NMor formation in the boundary layer that was 71% of that in the bulk solution. Put another way, some 40% of the total NMor formation was calculated to occur in the ultrathin boundary layer. The contribution of the boundary layer to nucleobase deamination was slightly smaller, because of steric exclusion of the plasmid DNA from part of that layer, as discussed shortly.

The issues that arise in using the NO\(^+\) delivery device to study NO\(^+\) or NO\(_2\) chemistry in various applications are illustrated in Figure 7. As shown by the dots, Mor is small enough (relative to 1 \(\mu m\)) that its concentration in the boundary layer will not differ from that in the bulk liquid, assuming that Mor is present in large excess, as in the present experiments, so that it is not depleted by reaction. Molecules of plasmid DNA (2685 bp) with plasmic supercoiling, however, are just large enough to experience some exclusion from the boundary layer.

We estimated that the average concentration of pUC19 in the boundary layer was 18% less than in the bulk solution, which had a modest (8%) effect on the calculated rate constants for deamination. In contrast to small molecules and plasmid DNA, mammalian cells have dimensions that are large enough (~10 \(\mu m\)) to almost fully exclude them from the NO\(^+\)/NO\(_2\) boundary layer. Accordingly, cells in this device will be exposed only to the bulk NO\(_2\) concentrations. Because bulk concentrations are more accessible experimentally (e.g., using NO\(^+\) and O\(_2\) electrodes), the chemical conditions are less uncertain than they are in the NO\(^+\)/NO\(_2\) boundary layer.

We also found a kinetic discrepancy in the measured NMor formation rate, which was about 4–5-fold lower than expected from the rate constants in Table 1. As already noted, the present data and kinetic analysis indicate that the rate of NMor formation was 70% larger than if the boundary layer was not present. However, at the same NO\(^+\) and O\(_2\) concentrations (but without Mor), the boundary layer was found to give a 9-fold increase in the overall rate of nitrite formation (39). Because the nitrite and NMor formation rates are both proportional to the NO\(_2\) concentration, the boundary layer should augment them by similar amounts. The ~20% reduction in the NO\(_2\) concentration caused by Mor is too small to explain the difference. One possible explanation is that the phosphate effect on NO\(_2\) hydrolysis (i.e., the \(k_4\) value) might have been underestimated. If the actual value of \(k_4\) was larger than that in Table 1, then NMor formation would be reduced, but nitrite formation in a Mor-free solution (which is controlled by the rate of reaction 1) would be unaffected. Another possibility is that the value of \(k_5\) may have been overestimated. The discrepancy between the predicted and the observed rates of NMor formation suggests a proportional uncertainty in the concentrations of NO\(_2\) and a consequent 4–5-fold uncertainty in the absolute values of the deamination rate constants. However, because each deamination rate was compared with the same standard (rate of NMor formation), there is little uncertainty in the relative rate constants for deamination of dG, dA, and dC.

In summary, we have used a novel nitric oxide delivery system to define the spectrum of nucleobase deamination products arising from exposure to biologically relevant concentrations of NO\(^+\) (1.3 \(\mu M\)) and O\(_2\) (190 \(\mu M\)). The well-described chemistry of the NO\(^+\) delivery system described here is widely applicable to the study of the nitrosative reactions with other biological molecules, with the advantage of generating reactive nitrogen species at concentrations expected in vivo. The two important observations of these studies in DNA, the absence of detectable dO, and the presence of nitrosatively induced abasic sites lead to a testable model for nitrosative chemistry in cells and necessitate a reconsideration of the spectrum of nitrosative DNA lesions expected in cells at sites of inflammation in humans.
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ABSTRACT

The deamination of nucleobases in DNA occurs by a variety of mechanisms and results in the formation of hypoxanthine from adenine, uracil from cytosine, and xanthine and oxanine from guanine. 2′-Deoxyxanthosine (dX) has been assumed to be an unstable lesion in cells, yet no study has been performed under biological conditions. We now report that dX is a relatively stable lesion at pH 7, 37°C and 110 mM ionic strength, with a half-life of 1104 h at pH 6. Data for the pH dependence of the stability of dX in single-stranded DNA were used to determine the rate constants for the acid-catalyzed (2.6 × 10^5 s^(-1)) and pH-independent (1.4 × 10^4 s^(-1)) deamination reactions for dX as well as the dissociation constant for the N1 position of dX (6.1 × 10^4 M). We conclude that dX is a relatively stable lesion that could play a role in deamination-induced mutagenesis.

INTRODUCTION

The deamination of nucleobases in DNA can occur by simple hydrolysis, by the action of deaminase enzymes (1-3) or by reactions with endogenous genotoxins, most notably nitric oxide (4-6). Among the products of nucleobase deamination, 2′-deoxyxanthosine (dX) has received the least attention in cells. dX has not been demonstrated. The propensity for hydrolytic deamination occurs in the order 5-methylcytosine > cytosine > adenine > guanine (9,10). The half-life of uracil formation from cytosine lies in the range of 10^2-10^3 years with an increase to 10^4-10^5 years in double-stranded DNA (11-13), while C5-methylation of cytosine increases the rate deamination by 2- to 20-fold (12,13).

Nitrosative deamination of nucleobases represents another physiologically important mechanism. Among the many sources of nitric oxide (NO), macrophages activated as part of the inflammatory process generate NO at a rate of ~6 pmol s^(-1) per 10^6 cells (14). The NO reacts rapidly with O2 to produce nitrous anhydride (N2O3), a potent nitrosating agent that causes deamination of aromatic amines by formation of an ary1 diazonium ion (reviewed in 15). The reactivity of N2O3 with nucleobases is reversed relative to hydrolytic deamination, with xanthine formation proposed to occur at twice the rate of uracil (6) and hypoxanthine (16). In human lymphoblastoid TK6 cells exposed to NO, the levels of both xanthine and hypoxanthine increased ~40-fold over untreated controls (16).

The deamination products of DNA bases have been implicated in the formation of mutations. Especially important is the high rate of G:C→A:T mutations at CpG sites containing 5-methylcytosine (17), which may result from the deamination of 5-methylcytosine to thymine (18). The deamination of cytosine to uracil also produces G:C→A:T mutations possibly by base pairing of uracil with adenine (18,19). On the basis of in vitro studies (20,21), xanthine represents another possible source of G:C→A:T mutations. However, the assumption of rapid depurination of dX has led to the suggestion (6-8) that the G:C→A:T mutations arise by insertion of adenine opposite the resulting abasic site (22-24).

Recently, the Kow and Weiss groups (25,26) presented evidence that Escherichia coli endonuclease V efficiently repairs xanthine residues. We now couple this observation with the first direct determination of the stability of dX under biological conditions and we conclude that dX is a relatively stable lesion with a half-life of 2 years at 37°C and pH 7 in double-stranded DNA. These results support models in which dX plays a direct role in deamination-induced mutagenesis in cells.
Synthesis of an oligodeoxynucleotide containing 9.9 min for xanthine base. Purified dX: UV spectroscopy, retention time of 11.5 min compared with a retention time of gradient (1% increase per minute) in 50 mM ammonium acetate, pH 7, at 3 ml/min. Under these conditions, dX had a column (5 inm, C18; 250 X 10 mm) and a 0-20% acetonitrile by HPLC with a Haisil HL reversed-phase semi-preparative group was removed using 1,8-diazabicyclo[5,4.0]undec-7-ene according to the procedure of Eritja et al. (20). The resulting dX was purified in vacuo, resuspended in 50 mM potassium phosphate buffer (50 mM, varying pH) containing 10 μM 2'-deoxythymidine (internal standard). At various times, aliquots were removed and subjected to HPLC analysis for the disappearance of dX (and appearance of X), as described for the synthesis of dX except that an analytical (3 mm) HPLC column was employed. The first-order rate constants for depurination of dX were determined from the loss of parent dX as a function of time.

**MATERIALS AND METHODS**

### Materials

All chemicals used in the synthesis of dX and its derivatives were obtained from Sigma-Aldrich (St Louis, MO). [γ-32P]ATP was obtained from Perkin Elmer Life Sciences (Boston, MA). Enzymes for 5'-end-labeling were obtained from New England Biolabs (Beverly, MA). The dX-containing oligodeoxynucleotide and its complement (with dC opposite dX) were synthesized by DNAgency (Berwyn, PA) using dX phosphoramidite synthesized as described below.

### Synthesis of dX

O6-p-nitrophenylethyl-protected dX was synthesized from dG according to the procedure of Eritja et al. (20) with 1H-NMR chemical shifts (D2O) identical to published values (20); ESI-MS, m/z 567 (MH+). The p-nitrophenylethyl-protecting group was removed using 1,8-diazabicyclo[5.4.0]undec-7-ene as described by Eritja et al. (20). The resulting dX was purified by HPLC with a Haisil HL reversed-phase semi-preparative column (5 μm, C18; 250 × 10 mm) and a 0–20% acetonitrile gradient (1% increase per minute) in 50 mM ammonium acetate, pH 7, at 3 ml/min. Under these conditions, dX had a retention time of 11.5 min compared with a retention time of 9.9 min for xanthine base. Purified dX: UV spectroscopy, 248 and 277 nm (λmax); ESI-MS, m/z 269 (MH+), 153 (MH+-2'-deoxyribose).

### Synthesis of an oligodeoxynucleotide containing dX

The O6-p-nitrophenylethyl-protected dX was converted to the phosphoramidite by standard procedures (27). The product displayed the expected 31P-NMR chemical shifts of 149.8 and 150.1 p.p.m. The phosphoramidite was incorporated into a 30mer oligodeoxynucleotide (DNAgency, Inc.) with the following sequence: GACCGATCCTCTAGAYGGACC-TGCAGGCGAG, where Y is either dX or dG; the complementary strand paired the dX or dG with dC. The oligodeoxynucleotide was purified by denaturing 20% polyacrylamide gel electrophoresis (28). To establish the presence of dX, the purified oligodeoxynucleotide was subjected to digestion with nuclease P1 and the released nucleotides were characterized by reversed-phase HPLC (Agilent 1100; Phenomenex LUNA 5 μm, C18, 250 × 3 mm; coupled to an Agilent 5989B ESI-mass spectrometer). ESI-MS analysis (PE Sciex API365) of the intact oligodeoxynucleotide indicated a mass of 9204 (theoretical 9203) compared with a mass of 9203 for the same oligodeoxynucleotide with dG replacing dX (theoretical 9202).

### HPLC analysis of the stability of dX

Aliquots of a solution of dX (200 μM) in 10 mM Tris, 1 mM EDTA, pH 7.4, were diluted 20-fold into preheated (37 or 50°C) potassium phosphate buffer (50 mM, varying pH) containing 10 μM 2'-deoxythymidine (internal standard). At various times, aliquots were removed and subjected to HPLC analysis for the disappearance of dX (and appearance of X), as described for the synthesis of dX except that an analytical (3 mm) HPLC column was employed. The first-order rate constants for depurination of dX were determined from the loss of parent dX as a function of time.

### Electrophoretic analysis of the stability of dX in an oligodeoxynucleotide

Substrate oligodeoxynucleotides were prepared by 5'-32P-end-labeling of the dX-containing strand by standard procedures (28). The labeled strand (1 μM) was annealed to its complement (3 μM) in 10 mM Tris, 1 mM EDTA, pH 7.4, by heating to 95°C for 3 min followed by slow cooling to ambient temperature. An aliquot of the duplex oligodeoxynucleotide solution (1 μl) was then added to potassium phosphate buffer (50 mM, pH 2–12, 100 μl) and the sample incubated at either 37 or 50°C. At various times, aliquots were removed from the solution, the pH was adjusted to 7.4 (with HCl or NaOH), and abasic sites arising from depurination of dX were cleaved by putrescine dihydrochloride (100 mM; 1 h, 37°C) (29,30). The reaction mixture was dried in vacuo, resuspended in 95% formamide/0.2% xylene cyanol/0.2% bromophenol blue, heated at 95°C for 30 s and immediately placed on ice. Each sample was then loaded onto a 20% polyacrylamide sequencing gel (7 M urea; 30 cm X 60 cm X 0.4 mm) run at 2000 V for 3 h. Bands corresponding to the parent oligodeoxynucleotide and the cleavage product derived from depurination of dX were quantified by phosphorimager analysis using ImageQuant software (Molecular Dynamics); the location of the cleavage product was verified by comigration with a 32P-labeled oligodeoxynucleotide of the corresponding sequence and length. At pH 7.4, dX depurination in the oligodeoxynucleotide proved to be sufficiently slow (see Results) to permit the incubation with putrescine to cleave abasic sites. Control reactions revealed that putrescine did not affect the stability of the dX-containing oligodeoxynucleotide (data not shown). The first-order rate constants for depurination of dX in single- and double-stranded oligodeoxynucleotides were determined from the decrease in the signal intensity.
of the parent oligodeoxynucleotide as a percentage of the total radioactivity present in the sequencing gel lane. The data were fit to equation 2 using Kaleidagraph version 3.52 (Synergy Software).

Melting temperature determination for duplex oligodeoxynucleotides

The melting temperatures for duplex oligodeoxynucleotides containing dX, dI and dG were determined using a Cary 100 Bio UV-visible spectrophotometer. Melting temperatures were determined in potassium phosphate buffer (50 mM, pH 7.0) using a duplex oligodeoxynucleotide concentration of 718 nM and the following parameters: 260 nm wavelength; 50–90°C temperature range; 5°C/min ramp; 1 data point per °C. Three separate experiments were performed for each oligodeoxynucleotide. Studies with the single-stranded oligodeoxynucleotides did not reveal a melting temperature (data not shown), which is consistent with a lack of significant secondary structure in the individual strands.

RESULTS

Characterization of dX and the dX-containing oligodeoxynucleotide

We performed the studies of the stability of dX as a nucleoside and in an oligodeoxynucleotide using direct synthesis of dX and its derivatives. The alternative approach of in situ generation of nucleobase deamination products in an oligodeoxynucleotide by treatment with nitrous acid (8) runs the risk of contamination with dO, which is formed along with dX during deamination of dG (31), and obviates the presence of dG in one strand of the oligodeoxynucleotide. Given the presumed instability of dX, we were careful to rigorously characterize dX and its derivatives and the dX-containing oligodeoxynucleotide to ensure proper structure and purity, with emphasis on the presence of abasic sites due to dX depurination. The protection strategy used for the synthesis of dX ensures that the phosphoramidite is incorporated into the oligodeoxynucleotide in the correct orientation and that the base does not undergo depurination during phosphoramidite synthesis (20). At each step of the synthesis of the 2'-deoxynucleoside and oligodeoxynucleotide, we verified product structure by NMR, ESI-MS and HPLC. Analysis of nuclease digestion products by LC/ESI-MS (positive ion mode) revealed a species that migrated with standard dX and yielded the expected ions at m/z 269 (MH+*) and 153 (MH+2'-deoxyribose). Finally, the position of the dX was confirmed by comparing the reaction of Methanobacterium thermoautotrophicum T7G mismatch DNA glycosylase (Trevigen, Inc.) (32) with duplex oligodeoxynucleotides containing either dX or dG opposite dT. The enzyme was able to cleave thymine of the T:C mismatch construct but not the T:X mismatch (data not shown).

Stability of dX

The kinetics of depurination of dX as a 2'-deoxyribonucleoside were determined by HPLC as loss of parent dX (and the appearance of X). Studies in oligodeoxynucleotides were performed by sequencing gel resolution of DNA fragments arising from depurination of dX in the 32P-labeled oligodeoxynucleotide, as shown in Figure 2 for the example at pH 2. Examples of the kinetics of dX depurination are shown in the graphs in Figure 3 and the rate constants are summarized in Table 1.

As expected, the 2'-deoxyribonucleoside form of dX underwent depurination at a higher rate under acidic conditions, with a half-life at 37°C of $2 \times 10^5$ s at pH 2 ($k_{obs} = 3.2 \times 10^{-3}$ s$^{-1}$) and $4 \times 10^6$ s at pH 6 ($k_{obs} = 1.7 \times 10^{-7}$ s$^{-1}$). These rates are considerably faster than those determined for single- and double-stranded oligodeoxynucleotides under conditions of varying pH and temperature, as shown in Figure 3 and Table 1. There is a decrease in the rate of depurination as pH is elevated, reaching what amounts to a plateau at pH 7 and above, as depicted in Figure 4. At neutral and alkaline pH, there is variation in the experimental values due to the errors inherent in measuring small changes in the quantities of cleavage product. However, it is clear from Figure 4 that there is at least a three order-of-magnitude stabilization of dX as the pH is raised from 2 to 7.

The data for the pH dependence of dX depurination permitted estimation of the acid dissociation constant for the N7 of dX and the rate constant for the acid-catalyzed hydrolysis of dX. By analogy to the generally established depurination of dG (33–38), depurination of dX appears to occur by two mechanisms depending on the pH, as shown in Scheme 1. At low pH (<6), there is a rapid protonation of N7 followed by a rate-limiting cleavage of the N-glycosidic bond and rapid addition of water to the C1 position of the cationic abasic site. At pH = 7, the depurination rate becomes independent of pH due to a slower, rate-limiting direct cleavage of the N-glycosidic bond followed by rapid protonation of the anionic base and addition of water to the
Results from a single experiment significantly different from pH 7.

Rate constants (s⁻¹) were derived from four independent experiments, with data representing mean ± SD. dX, 2′-deoxyxanthosine; single and double, single- and double-stranded oligodeoxyxynucleotides, respectively.

Table 1. Observed rate constants (s⁻¹) for the depurination of dX as a 2′-deoxyribonucleoside and in single- and double-stranded oligodeoxyxynucleotides as a function of pH and temperature.

<table>
<thead>
<tr>
<th>pH</th>
<th>37°C</th>
<th>Single</th>
<th>Double</th>
<th>50°C</th>
<th>Single</th>
<th>Double</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.2 (±0.1) × 10⁻³</td>
<td>2.5 (±0.2) × 10⁻⁵</td>
<td></td>
<td>4.3 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.8 (±1.0) × 10⁻⁷</td>
<td>1.3 (±0.3) × 10⁻⁸</td>
<td></td>
<td>8 × 10⁻⁶</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.7 (±1.2) × 10⁻⁹</td>
<td>1.1 (±0.3) × 10⁻⁷</td>
<td></td>
<td>8.3 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9.2 (±3.4) × 10⁻⁹</td>
<td>8 × 10⁻⁶</td>
<td></td>
<td>8.3 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.8 (±0.3) × 10⁻⁷</td>
<td>1.3 (±0.2) × 10⁻⁸</td>
<td></td>
<td>8.3 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.3 (±0.3) × 10⁻⁸</td>
<td>8.3 (±0.3) × 10⁻⁸</td>
<td></td>
<td>8.3 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Rate constants (s⁻¹) were derived from four independent experiments, with data representing mean ± SD. dX, 2′-deoxyxanthosine; single and double, single- and double-stranded oligodeoxyxymucleotides, respectively.*

**Results from a single experiment.
The stability of dX may play a role in the mutagenicity of base deamination products. If dX were an unstable species, then depurination would occur prior to DNA replication and any resulting mutations, apart from those induced during repair synthesis, would result from the abasic site. However, if dX were a relatively stable base deamination product, one possible explanation for the lack of a stabilizing effect in double-stranded DNA involves a dX-induced disruption of local DNA structure, such as aberrant or weak H-bonding. Such helical destabilization is supported by our observation of a 5°C decrease in the melting temperature of the duplex oligodeoxynucleotide stability containing dX. The source of the helical destabilization may be related to the relatively low pKa for the xanthine bases destabilization may be related to the relatively low pKa for the xanthine bases (33). This behavior is entirely consistent with the observed pH dependence for depurination of dG and dA as 2'-deoxynucleosides and in DNA (33–38) and thus represents two depurination mechanisms: a specific acid-catalyzed (33) N-glycosidic bond cleavage of dX at pH < 7 and a pH-independent direct N-glycosidic bond cleavage at pH > 7 (Scheme 1). The studies revealed that the rate constant for the acid-catalyzed depurination of dX, $k_{\text{dX}} = 2.6 \times 10^{-6}$ s$^{-1}$, is 2000-fold greater than the pH-independent hydrolysis of dX, $k_{\text{dX}} = 1.3 \times 10^{-8}$ s$^{-1}$. The latter value is ~100-fold greater than the analogous rate constant of $10^{-10}$ s$^{-1}$ for depurination of dG and dA in DNA at 37°C and pH 7 determined by Lindahl and Nyberg (38).

It was also observed that the incorporation of dX into single- and double-stranded DNA stabilizes it toward depurination. We observed a ~5-fold stabilization of dX at pH 7 afforded by incorporation of the deoxynucleoside into single-strand oligodeoxynucleotide, which is considerably larger than the 1.1-fold effect observed by Suzuki et al. (36) at pH 4. The basis for this difference may lie in the different oligodeoxynucleotide substrates used for the two sets of studies. Suzuki et al. (8) used a 12mer oligodeoxynucleotide in which the dX residue was surrounded entirely by dT (d[T1XT6]), while we employed a 30mer oligodeoxynucleotide in which the dX was embedded in mixture of purines and pyrimidines (-AGAXCGA-). Given the strong (4–5-fold) sequence context effects for depurination of dG and dA (36), it is likely that the difference in dX depurination rates observed in our studies and those of Suzuki et al. (8) arise as a result of the different oligodeoxynucleotide sequences employed.

Regarding differences between single- and double-stranded DNA, there was a small (1.2–2-fold), but statistically insignificant, reduction in the rate of dX depurination in the double-stranded oligodeoxynucleotide compared with the single-stranded form. This is less than the 3-4-fold reduction in depurination of dG and dA in the analogous structural transition in DNA observed by Lindahl and Nyberg (38), though some caution must be exercised in the interpretation of our results given the relatively large error incurred in the determination of depurination rates at pH 7 (Table 1). Though speculative in the absence of NMR data, one possible explanation for the lack of a stabilizing effect in double-stranded DNA involves a dX-induced disruption of local DNA structure, such as aberrant or weak H-bonding. Such helical destabilization is supported by our observation of a 5°C decrease in the melting temperature of the duplex oligodeoxynucleotide stability containing dX. The source of the helical destabilization may be related to the relatively low pKa for the xanthine bases (33), which would result in a fair degree of negative charge on the xanthine bases at pH 7. However, is likely that the N9 pKa is affected by H-bonding in the double-stranded structure, as observed in other studies (42,43).

The stability of dX may play a role in the mutagenicity of base deamination products. If dX were an unstable species, then depurination would occur prior to DNA replication and any resulting mutations, apart from those induced during repair synthesis, would result from the abasic site. However, we have demonstrated that dX is relatively stable in DNA with...
a half-life of 2 years. At this rate, endogenously formed dX residues, if not repaired, can be expected to undergo depurination to the extent of 3 and 11% in 1 and 4 months, respectively. Given the relatively slow rate of cell division in tissues such as the human colon (three divisions per year) (44), the bulk of dX residues present in a cell will be present during cell replication and may thus contribute to mutagenesis. This hypothesis is supported by several studies. In repair-deficient E. coli exposed to nitrous acid, an agent that causes nucleobase deamination (25), the G:C→A:T mutations expected for a preponderance of apurinic sites at presumably unstable dX residues (22) represented only 0.2% of the mutations. The bulk of the mutations consisted of G:C→A:T and A:T→G:C transitions (25). While the G:C→A:T mutations could arise by deamination of dC or 5-methyl-dC, dX has been shown to cause G:C→A:T mutations in vitro (20). Consistent with these studies is the increase in nitrous acid-induced G:C→A:T mutations in E. coli lacking endonuclease V (25), an enzyme that has been shown by He et al. (26) to repair dX with high efficiency. It is thus likely that dX contributes to the burden of mutagenic lesions in a cell.

ACKNOWLEDGEMENTS

The authors wish to thank Xinfeng Zhou for helpful discussions about the depurination kinetics and to acknowledge financial support from grant CA26735-20 from the National Cancer Institute and grant ES2019-24 from the National Institute of Environmental Health Sciences.

REFERENCES


Appendix IV

Effects of Peroxynitrite Dose and Dose Rate on DNA Damage and Mutation in the supF Shuttle Vector

Min Young Kim,† Min Dong,† Peter C. Dedon,† and Gerald N. Wogan*,†‡

Biological Engineering Division and Chemistry Department, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cambridge, Massachusetts 02139

Received August 11, 2004

Peroxynitrite (ONOO−) induces oxidative and nitrosative DNA damage, and previous studies by our group have shown that it is strongly mutagenic in the supF shuttle vector pSP189 replicated in Escherichia coli MBL50 cells. In those experiments, however, the pSP189 plasmid was exposed under unphysiological conditions to large single bolus doses of ONOO−, which limits extrapolation of the data to in vivo pathological states in which ONOO− may play a role. We have thus sought to define the effects of ONOO− dose and dose rate on the DNA damage and mutations induced in the supF gene by three different dosage mechanisms: (i) by infusion of ONOO− solution into suspensions of pSP189 at rates approximating those estimated to occur in inflamed tissues; (ii) by exposure to 3-morpholinosydnonimine (SIN-1), which generates ONOO− spontaneously during decomposition; and (iii) by bolus doses of ONOO− solution. In all cases, plasmid DNA was exposed in the presence of 25 mM bicarbonate, since the reaction of CO2 with ONOO− (to form nitrosoperoxycarbonate) has a major impact on mutagenic potency of ONOO− in this system. Nucleobase and deoxyribose damage were evaluated by a plasmid nicking assay immediately after ONOO− and SIN-1 exposures. Mutation frequency (MF) and mutational spectra in the supF gene were determined after plasmid pSP189 replicated in host E. coli cells. Bolus ONOO− addition caused the highest amount of DNA damage, including base and deoxyribose lesions, while infusion caused the least. SIN-1 was found to induce almost exclusively deoxyribose oxidation, while bolus addition generated a high percentage of base damage. MF increased in a dose-dependent manner following all treatments, but infused ONOO− and SIN-1 exposures were less mutagenic than bolus ONOO− exposure. MFs induced by infusion and by SIN-1 incubated for 100 min at the highest level (4 mM) were 63 and 43% less, respectively, than that induced by bolus. All mutational hot spots were located at G:C sites except for A121 and A177 induced by SIN-1 exposure. Hot spots at C108 and C168 were common to all exposures; G113, G115, and G116 were common to bolus and infused ONOO− exposures; and G129 was common to infused ONOO− and SIN-1 exposures. Almost all mutations were single base pair substitutions under all exposure conditions. Whereas those induced by bolus ONOO− and SIN-1 consisted predominantly of G:C to T:A transversions (65, 63, and 51%, respectively), G:C to C:G mutations were much less frequent (29%). A:T to T:A mutations induced were detected only after ONOO− infusion and SIN-1 exposure (9 and 11%, respectively). In conclusion, both dose and dose rate at which a genetic target is exposed to ONOO− substantially influence the damage and mutational response, indicating that these parameters will need to be taken into account in assessing the potential effects of ONOO− in vivo. Furthermore, the results indicate that the chemistry of SIN-1-induced DNA damage differs substantially from native ONOO−, which suggests the need for caution in interpreting the biological relevance of SIN-1 as a surrogate for ONOO−.

Introduction

Peroxynitrite (ONOO−) is one of the chemical mediators of inflammation in humans and arises in a variety of mammalian cells including endothelial cells, neurons, neutrophils, and macrophages and by the reaction of nitric oxide (NO) with superoxide anion (O2−) at diffusion-limited rates (1-5). ONOO− potently oxidizes and nitrates all major classes of biological molecules including proteins, lipids, cellular thiol, and nucleic acids (1-5).

Under physiological conditions, ONOO− is in equilibrium with its protonated form, peroxynitrous acid (ONO2H), which in turn decays with a 1 s half-life to generate nitrite or, by homolytic bond scission, nitrogen dioxide (NO2).

1 Abbreviations: ONOO−, peroxynitrite; ONOOH, peroxynitrous acid; NO2, nitrogen dioxide; OH, hydroxyl radical; NO, nitric oxide; O2−, superoxide; ONOOH, nitrosoperoxycarbonate; CO3−, carbonate radical anion; MF, mutation frequency; SIN-1, 3-morpholinosydnonimine; RNS, reactive nitrogen species; ROS, reactive oxygen species; DHR123, dihydrorhodamine 123; PpG, formamidopyrimidine-DNA glycosylase; SSBs, single strand breaks; 8-aza-G, 8-azaguanine; 8-Br-dG, 8-bromodeoxyguanosine; 8-Cl-dC, 8-chlorodeoxyadenosine; 8-Cl-dG, 8-chlorodeoxyadenosine; 8-aza-G, 8-azoguanine; 8-aza-dG, 8-azodeoxyguanosine; NO2, nitric oxide species; 1s, 2,5-diamino-4H-imidazole-4-one.
(\(\text{NO}_2\)) and hydroxyl radical (\(\text{OH}\)) (6). In the presence of sodium bicarbonate (\(\text{NaHCO}_3\)/carbon dioxide (\(\text{CO}_2\)) at physiological pH, the nitrosoperoxycarbonate (\(\text{ONOOCO}_2^-\)) adduct is formed, which decomposes to yield carbonate radical anion (\(\text{CO}_3^-\)), a potent oxidant, together with \(\text{NO}_2\) (7). \(\text{ONOO}^-\) and \(\text{ONOOCO}_2^-\) are highly reactive in vitro (8–15) and in biological matrices cause rapid oxidation of sulphydryl groups and thioesters, as well as nitration and hydroxylation of aromatic compounds such as tyrosine and tryptophan (8). Cells exposed to \(\text{ONOO}^-\) show oxidative DNA damage, DNA strand breakage, and activation of poly (ADP-ribose) polymerase, which can modify cell signaling, protein function, and apoptosis or necrosis (9–15). It is thus not surprising that \(\text{ONOO}^-\) formation in vivo has been implicated in a variety of pathologic disorders such as rheumatoid arthritis, inflammation, neurodegenerative diseases, coronary artery disease, cirrhosis, hepatitis infection, and gastrointestinal cancers (1, 2).

Previously, we reported that \(\text{ONOO}^-\) is strongly mutagenic in the \(\text{supF}\) shuttle vector pSP189 replicated in bacteria or human cells (16). The mutation frequency (MF) increased 21-fold in pSP189 replicated in Escherichia coli and 9-fold in plasmid replicated in human cells, with the majority of mutations occurring at G:C base pairs, predominantly involving G:C to T:A transversions (16). In view of the significant effects of \(\text{CO}_2\) on \(\text{ONOO}^-\)-chemistry, we also characterized its effects on the mutagenesis of the \(\text{supF}\) gene in the shuttle vector pSP189 and showed that bicarbonate reduced the mutagenic response by 47–77% for \(\text{ONOO}^-\) exposures ranging from 0 to 4 mM (17).

\(\text{ONOO}^-\) is stable at pH 5 but readily decomposes at pH 7.4 in oxygenated reaction mixtures (7.4) remained constant during and after the flux of \(\text{ONOO}^-\) between 0.175 and 0.7 pM/s. The pH of the stock of transformed Ab2463 cells containing the complete population of plasmids. After incubation for 10 h, the 5 mL culture was added to 1 L of LB media and placed in a 37 °C shaking incubator overnight. Plasmid DNA was purified with the Maxi DNA isolation and purification kit (Qiagen). The purity and concentration were verified using UV absorbance (model Du-65 spectrophotometer, Beckman) and electrophoresis of aliquots on 1% agarose gel with ethidium bromide. Plasmid DNA in TE buffer (pH 7.4) was stored at -20 °C until use.

**Experimental Procedures**

**Plasmid Amplification.** The pSP189 shuttle vector containing an eight bp "signature sequence" was a gift from Dr. Michael M. Seldman (NIH, Bethesda, MD). The amber tyrosine suppressor tRNA gene (\(\text{supF}\)) in plasmid pSP189 carrying the ampicillin resistance gene was used as the target for mutation (16). As described previously (17), large-scale preparation of pSP189 plasmid was accomplished by inoculating 6 mL of LB media and 5 mg/mL ampicillin (Sigma) with 0.1 mL of a frozen stock of transformed Ab2463 cells containing the complete population of plasmids. After incubation for 45 min, and ONOO- concentration was determined spectrophotometrically in 0.1 N NaOH (170 M \(1^{-1}\) cm\(^{-1}\)). Aliquots of the newly synthesized ONOO- were then stored as a stock solution in 0.1 N NaOH at -80 °C until use.

Bolus doses of ONOO- were introduced into plasmid solutions as previously described (17). Briefly, 20 \(\mu\)g of plasmid DNA dissolved in 150 mM sodium phosphate, 25 mM NaHCO\(_3\), pH 7.4, were placed into Eppendorf tubes; 25 mM NaHCO\(_3\) was freshly prepared from 0.1 N NaHCO\(_3\) stock solutions and added to plasmid solutions immediately prior to ONOO- exposure. For bolus ONOO- additions, aliquots (10 \(\mu\)L) of ONOO- diluted with 0.1 N NaOH were placed on the inside of an Eppendorf tube cap and the plasmid suspension was mixed by gently closing the cap and mixing by vortexing for 30 s; the total reaction volume was 100 \(\mu\)L. The mixture was incubated at ambient temperature for 90 s, and the reaction was terminated after 2 min by addition of 10 \(\mu\)L of \(\beta\)-mercaptoethanol. Infusion of ONOO- was performed by delivery from a syringe pump (model A8 55-4154, Harvard Apparatus), with constant mixing by vortexing. ONOO- (0–4 mM diluted in 0.1 N NaOH) was infused at a constant rate (0.945 \(\mu\)L per min) and time (9 min, 27 a) into 50 \(\mu\)L of plasmid suspension with 25 mM NaHCO\(_3\) at fluxes of ONOO- between 0.175 and 0.7 \(\mu\)M/s. The pH of the reaction mixtures (7.4) remained constant during and after the infusion procedure.

**Results and Discussion**

The pathobiology chemistry resulting from overproduction of reactive nitrogen species (RNS) and reactive oxygen species (ROS) is thought to be associated with chronic cardiovascular disease (29). RNS and ROS produced by activated inflammatory cells during chronic inflammation can alter functionally important biological molecules, resulting in effects such as mutations in oncogenes and tumor suppressor genes or posttranslational modification of proteins associated with an increased risk for a variety of cancers (29). A critical feature of the link between any genotoxic and cancer is the underlying electrochemistry, which in the case of ONOO- is complicated by the possibility that concentration and flux of ONOO- affect the product distribution and yields. This is illustrated by recent observations of different nucleobase damage chemistry depending on the means of ONOO- delivery (29). In addition to bolus addition, infusion and a donor compound generating the precursors of ONOO- provide useful surrogate means for determining DNA damage and mutagenic responses to low levels of ONOO- administered continuously over substantial time periods. In light of the possible influence of ONOO- flux on DNA damage chemistry, we have compared the DNA damage and MFs and spectra induced by slow infusion of ONOO- and by SIN-1 with those induced by bolus doses of ONOO- in the \(\text{supF}\) gene of pSP189 replicated in E. coli MBL60 cells.
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DNA Transformation into MBL50 Cells and Selection of the Mutated supF Gene. MBL50 cells were grown to a log phase density of OD₆₀₀ = 0.5–0.6, washed twice with cold H₂O to remove salts, and placed in an ice cold 2 mm gap electroporation cuvette (VWR). Plasmid DNA (10 ng, 2 μL) was added, and the cuvette was pulsed (12.5 kV/cm, 50 μF, 129 12) in an Electro Cell Manipulator 600, BTX. Cells were then added to 900 μL of cold SOC buffer and incubated at ambient temperature for 30 min, centrifuged at 3000g for 10 min, and resuspended in PBS, pH 7.0. Aliquots (225 μL) were plated on medium A with 50 μg/mL ampicillin, 20 μg/mL IPTG (Roche), and 10 μg/mL X-gal (Roche) and supplemented with 2 μL L-arabinose (Sigma) to determine arabinose resistant cells. The remaining suspension was diluted appropriately and plated onto 1.8% agar containing IPTG and X-gal for the determination of the total number of transformants. The plates were incubated at 37 °C for 24–96 h. The transformation efficiency was expressed as the number of colony forming units (cfu) produced by 1 μg of competent cells transformed with pSPI189 DNA.

Transformants were selected on L-arabinose-containing medium A in the presence of IPTG and X-gal, which allowed detection of bacteria-bearing plasmids with an active supF tRNA gene (blue colonies) or a mutated gene (white or light blue colonies). White or light blue colonies were regrown on the same medium (blue colonies) or a mutated gene (white or light blue colonies). Transformants were selected on L-arabinose-containing medium A with 50 μg/mL ampicillin, 20 μg/mL IPTG, and 100 μg/mL NaCl at 37 °C for 1 h. Fpg was then removed by phenol/chloroform extraction. The recovered DNA was redissolved in H₂O, and plasmid topoisomer stabilizers were resolved by 1% agarose slab gel electrophoresis in the presence of 0.1 μg/mL ethidium bromide. The quantity of DNA in each band was determined by fluorescence imaging (UltraLum, Clarmont, CA).

DNA Sequencing Facility (Cambridge, MA) using a 20-mer primer with the following sequence: 5'-GGCGACACGG-AAAT-GTTGAA-3' (IDT, Coralville, IA). The signature sequence was identified using the Sequencer program (Gene Codes Corporation, version 4.1.4). Poisson distribution analysis was used to assess randomness of the distribution of mutations, with a hot spot defined as a site at which the number of observed mutations was at least five times higher than that predicted by the Poisson distribution (31).

Results

DNA Damage from ONOO⁻: Exposure. Using a plasmid nicking assay, we first determined the relative quantities of nucleobase and deoxyribose damage caused by the different ONOO⁻-exposure regimes. The quantities of direct single strand breaks (SSBs), which are caused predominantly by deoxyribose oxidation, were found to increase with increasing concentrations of ONOO⁻-oxide (both bolus addition and infusion) and SIN-1 (incubation for 100 min) (Figures 1 and 2A). In the cases of bolus ONOO⁻-oxide and SIN-1 (incubation for 100 min), the extent of SSBs was found to reach a plateau. In contrast, a nearly linear dose-response was observed with ONOO⁻-infusion. Formation of SSBs was greater with SIN-1 exposure than either type of ONOO⁻-addition, with infusion causing the lowest number of SSBs. For all oxidizing reactions, the formation of strand breaks was studied over a broad range of DNA damage frequencies. However, meaningful interpretation can only be achieved for damage occurring under single-hit conditions, which corresponds to ~30–40 strand breaks in 10⁹ NT of pSPI189 according to a Poisson distribution (30). The range beyond single-hit conditions requires adjustment of the damage frequency to avoid underestimation of the number of strand breaks, since additional nicks in an already nicked plasmid cannot be detected by topoisomer analysis.

Because oxidation of deoxyribose results in both direct strand breaks and abasic sites, we sought to quantify the abasic site formation by converting the lesions to strand breaks with putrescine. This agent has been shown to
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Figure 2. DNA damage in pSP189 by ONOO- or SIN-1. The concentrations of bolus (C) and infused (α) ONOO- and SIN-1 (C; incubation for 100 min) ranged from 0.1 to 3 mM (half-log steps). (A) Direct strand breaks in pSP189, (B) strand breaks in pSP189 after putrescine treatment, and (C) strand breaks in pSP189 after Fpg treatment. Data represent means ± SDs for four measurements. Data points lying above 40 strand breaks per 10^6 nt fall outside "single-hit" conditions (see the text for details).

cleave virtually all types of abasic sites in DNA, including native and oxidized abasic sites (30, 32–34). Interestingly, putrescine treatment only slightly increased the number of apparent strand breaks at low concentrations of both ONOO- deliveries and SIN-1 (incubation for 100 min) but increased to a plateau at high concentrations (Figure 2B). While for bolus addition, a small portion of these abasic sites may have arisen from depurination of 8-nitroguanosine (8-nitro-G), which occurs with a half-life of ~4 h at 37 °C (35), such depurination likely does not account for abasic sites arising with infusion and SIN-1 treatments give the lower levels of base damage occurring with these treatments (vide infra) and the short time (1 h) required for the putrescine reaction. The lack of significant putrescine effect also indicates that nucleobase modifications are not reactive toward putrescine and are stable during DNA processing.

With regard to nucleobase lesions, Fpg is a bifunctional DNA glycosylase that recognizes >90% of purine modifications caused by ONOO- (35). The Fpg sensitive sites can thus represent sites of both base oxidation and depurination. Along with direct strand breaks, the relaxed forms of plasmid pSP189 resolved on the agarose gel following Fpg treatment thus represent the total quantity of DNA damage. The extent of total DNA damage was found to increase with ONOO-/SIN-1 concentration (Figure 2C). Clearly, the trend is that bolus addition caused more total DNA damage than either infusion or SIN-1 (incubation for 100 min). At low concentrations, SIN-1 (incubation for 100 min) and ONOO- infusion produced similar amounts of total DNA damage, while at high concentrations (> 1 mM), infusion generated more damage.

We further compared the ratio of deoxyribose oxidation events to nucleobase oxidation events (Figure 3). In the case of bolus ONOO- addition, both deoxyribose and nucleobase oxidation events were found to increase with increasing ONOO- dose, but the ratio was constant at ~2. For infusion at concentrations below 1 μM, there was no quantitative difference observed between deoxyribose and nucleobase oxidation, while above 1 μM, there was ~60% more nucleobase oxidation. However, in the case of SIN-1 (incubation for 100 min), deoxyribose oxidation events predominated over base oxidation events.

MF. The MF also increased following bolus and infused ONOO- treatments (Figure 4A). The MFs for pSP189 plasmid exposed to 1, 2, and 4 mM bolus doses of ONOO- were 2.1 × 10^-4, 5.7 × 10^-4, and 8.6 × 10^-4, respectively, whereas those exposed to infused ONOO- were 1.1 × 10^-4, 2.7 × 10^-4, and 3.2 × 10^-4. Bolus ONOO- exposure
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Figure 4. MF induced by (A) ONOO⁻ delivered by bolus or infusion and SIN-1 incubated for 100 min and (B) SIN-1 exposure for various times. Experiments were conducted in the presence of 25 mM NaHCO₃, and the damaged pSP189 was replicated in bacterial MBL50 cells. Data represent means ± SIDs for three experiments. The MF of spontaneous mutation is subtracted from those induced by ONOO⁻ and SIN-1.

To 4 mM ONOO⁻ increased the MF 3.5-fold, to 12.1 × 10⁻⁶ from 3.5 × 10⁻⁶ in the untreated plasmid. Infusion of 4 mM ONOO⁻ caused an MF increase of 2.2-fold over the control value (2.6 × 10⁻⁶ vs 5.7 × 10⁻⁶) (Figure 4A). At a dose of 4 mM, bolus delivery of ONOO⁻ increased the MF 2.7-fold over infusion value (3.2 × 10⁻⁶ vs 8.6 × 10⁻⁶) (Figure 4A). MF also increased in a dose- and time-dependent manner following SIN-1 treatment (Figure 4B). When plasmids were treated with 4 mM SIN-1 and incubated for 180 min, the MF (8.05 × 10⁻⁶) was 3.2-fold higher than that of the control (2.52 × 10⁻⁶) (Figure 4B). While all treatments were mutagenic, increases in MF induced by infused ONOO⁻ and SIN-1 (incubation for 100 min) at 4 mM were 63 and 43%, respectively, than that induced by bolus exposure (Figure 4A), confirming that gradual ONOO⁻ exposure was less effective than bolus exposure in inducing mutations.

Types of Mutations Induced. On the basis of MF results, we selected mutants induced by 4 mM ONOO⁻ and 4 mM SIN-1 (exposure for 180 min) for characterization of mutation spectra. Damaged plasmid DNA was transformed into E. coli MBL50 cells that were then grown for 24-96 h to allow DNA replication and mutation fixation. Spectral characterization involved 26, 23, and 20 independent spontaneous mutants from untreated control plasmids from bolus, infusion, and SIN-1 experiments, respectively (Figure 7). The majority of spontaneous mutations observed were single base pair substitutions in each instance (96, 83, and 75%, respectively) (Figure 7). Other mutations included one base pair deletion (4%) in bolus and multiple sequence changes (10 and 16%) in these treatment groups (Table 1). Following bolus exposure, 99% of the single base pair substitutions occurred at G:C base pairs; G:C to T:A was predominant (65%), followed by G:C to C:G transversions (29%), G:C to A:T transitions (6%), and A:T to C:G transversions (1%) (Figure 5). A similar distribution of base pair substitutions was also induced by infusion; G:C base pairs (83%) and G:C to T:A (66%) predominated (Figure 5). The proportions of G:C to A:T (11%), A:T to T:A (9%), and G:C to C:G (8%) base substitutions were also similar (Figure 5). In mutants induced by SIN-1, the mutation spectrum was substantially different. Single base pair substitutions comprised 48%, and multiple sequence changes comprised 28% (Figure 6), while the remaining 24% were one base pair deletions (17%) and one base pair insertions (7%) (Table 1). Whereas the single base pair substitution induced by ONOO⁻ (Table 1), comprising 83 and 76%, respectively. Other mutations included multiple sequence changes (10 and 16%, Figure 6), one base pair deletion (9 and 5%), and one base pair insertion (4 and 3%) in these treatment groups (Table 1). Following bolus exposure, 99% of the single base pair substitutions occurred at G:C base pairs; G:C to T:A was predominant (65%), followed by G:C to C:G transversions (29%), G:C to A:T transitions (6%), and A:T to C:G transversions (1%) (Figure 5). A similar distribution of base pair substitutions was also induced by infusion; G:C base pairs (83%) and G:C to T:A (66%) predominated (Figure 5). The proportions of G:C to A:T (11%), A:T to T:A (9%), and G:C to C:G (8%) base substitutions were also similar (Figure 5). In mutants induced by SIN-1, the mutation spectrum was substantially different. Single base pair substitutions comprised 48%, and multiple sequence changes comprised 28% (Figure 6), while the remaining 24% were one base pair deletions (17%) and one base pair insertions (7%) (Table 1).
Infused or bolus ONOO⁻ as well as SIN-1 consisted predominantly of G:C to T:A transversions (66, 65, and 51%, respectively). G:C to G:G transversions were much less frequent following infusion or SIN-1 (8 and 19%) than those induced by bolus exposure (29%) (Figure 6). A:T to T:A transversions (9 and 11%) were detected only in mutants induced by infused ONOO⁻ and SIN-1 (Figure 5).

**Figure 6.** Distribution of multiple sequence changes in the mutated supF gene. The diagram shows the locations of base substitution mutations (unshaded columns), single base insertions (shaded columns), and single base pair deletions (denoted by 'D') in the supF gene in pSP189 exposed to bolus (A) and infused (B) ONOO⁻ and SIN-1 (C). Mutations linked by a dotted line were derived from a single clone of mutant supF.

**Figure 7.** Mutation spectra in spontaneous mutants from unexposed controls in experiments evaluating bolus (A) and infused (B) ONOO⁻ and SIN-1 (C). Open square symbols (□) indicate one base pair deletion. Underlined (_) symbols indicate components of multiple sequence changes within one plasmid.

**Mutation Spectra.** Figures 7 and 8 show the distribution of the mutations detected in the supF gene. Subtle differences in mutational spectra present in mutants induced by the different exposure protocols were observed. The spectrum induced by bolus exposure to ONOO⁻ included eight hot spots (C108, C110, G113, G115, G116, G141, C168, and C172), and that induced by infused ONOO⁻ included six hot spots (C108, G113,
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Table 1. Types of Mutations Induced by ONOO− and SIN-1 in the supF Gene of pSP189 Replicated in E. coli MBL500 Cells

<table>
<thead>
<tr>
<th>mutation type</th>
<th>ONOO−</th>
<th>bolus infusion</th>
<th>SIN-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>single base pair substitutions</td>
<td>91 (63%)</td>
<td>78 (76)</td>
<td>53 (48)</td>
</tr>
<tr>
<td>one base pair deletions</td>
<td>3 (3)</td>
<td>5 (5)</td>
<td>18 (17)</td>
</tr>
<tr>
<td>multiple sequence changes</td>
<td>11 (10)</td>
<td>17 (16)</td>
<td>31 (28)</td>
</tr>
<tr>
<td>total mutants</td>
<td>109 (100)</td>
<td>103 (100)</td>
<td>110 (100)</td>
</tr>
</tbody>
</table>

G115, G116, G129, and C168. The eight hot spots induced by SIN-1 were located at positions C108, A121, G129, C159, G150, G156, C168, and A177. All hot spots induced by all treatments were located at G:C sites except for A121 and A177 following SIN-1 exposure. C108 and C168 were common to all exposures; G113, G115, and G116 were common to bolus and the infused ONOO−, while G129 was common to both the infused ONOO− and SIN-1 exposures. Hot spots at sites C110, G141, and C172 were only found in the bolus ONOO− exposure group, whereas hot spots A121, C139, G150, G156, and A177 occurred only after SIN-1 exposure (Figure 8).

Discussion

Our previous studies of ONOO− mutagenesis using the supF shuttle vector revealed that the presence of NaHCO3 reduced the mutagenic potency of ONOO− and resulted in predominantly G:C to C:G and G:C to T:A transversions (17). However, in this and other studies, ONOO− concentrations were high and the oxidant was delivered as a bolus, which results in a short duration of action but locally high concentrations of ONOO− (16, 35–43). This approach may be problematic for two reasons. First, high ONOO− concentrations cause numerous damage events in a single plasmid DNA molecule as indicated by large quantities of linearized pSP189 plasmid DNA induced by treatment with 1–5 mM ONOO− (16). Destruction or degradation of a significant portion of the intact plasmid DNA could reduce the quantity of DNA capable of replication in E. coli for determination of mutations and thus bias the resulting spectrum. A second problem arises from recent observations that the DNA damage chemistry is dependent on ONOO− concentration (26). For these reasons, we have assessed the mutagenesis of supF gene induced by ONOO− following bolus or infusion exposure and SIN-1 exposure, all in the presence of 25 mM NaHCO3. An additional aim of this study was to determine the effects of dose and dose rate of ONOO− exposure on the levels of DNA damage, and the frequency, types, and distribution of mutations, since these parameters may be of significance in the potential genotoxicity resulting from ONOO− formation in vivo.

We observed that the rate of ONOO− delivery influenced the yield of total DNA damage (Figures 1 and 2).
Bolus ONOO⁻ addition was shown to cause the most damage, while infusion produced the least. Damage caused by ONOO⁻ formed de novo from SIN-1 fell in the middle (Figures 1 and 2). We believe that the difference is due to the chemistry underlying each exposure regimen. ONOO⁻ reactions with DNA produce two major types of damage: direct strand breaks and abasic sites due to oxidation of deoxyribose moieties and nitration and oxidation of guanine. While a compartmental kinetic model to simulate the known features of ONOO⁻ oxidation kinetics is beyond the scope of the current work, several explicit considerations are helpful to better understand the rates at which various types of DNA damage occur. ONOO⁻ or ONOOH can react directly with target molecules. Those reaction rates are second-order overall, first-order in both ONOO⁻ and the target. Additional reactions involve radicals that are generated by the rapid oxidation of ONOO⁻. During ONOO⁻ decomposition via homolysis producing 'OH and 'NO₂ radicals with up to 30–40% yields (44). Because radical formation is the rate-limiting step, this process will be first-order in ONOO⁻ and zero-order in the targets. In the presence of physiological levels of CO₂, most ONOO⁻ formed from NO and O²⁻ will react with CO₂ to give the ONOOCO₂⁻ adduct. The decomposition of that adduct yields (in part, ~35%) NO₂⁻ and CO₂⁻ radicals, which cause one-electron oxidation or nitration of the substrate (45, 46). In this case, the overall reaction rate depends on the ONOO⁻ and CO₂ concentrations and is independent of the substrate concentration.

In this study, both bolus addition and infusion were performed in phosphate buffer containing the same concentration of bicarbonate (25 mM). Considering the fast reaction of ONOO⁻ with CO₂, the major reactive species are therefore NO₂⁻ and CO₂⁻, and the rates of DNA oxidation or nitration resulting from NO₂⁻ and CO₂⁻ should be directly proportional to ONOO⁻ concentration. We currently lack information on the steady state ONOO⁻ concentration in each type of addition, but the ONOO⁻ flux can be used as a reasonable estimation of the local ONOO⁻ concentration that a DNA molecule might encounter. Using 1 mM ONOO⁻ as an example, under the condition of bolus addition, the flux attained can be estimated as ~2000 μM/s, while for the infusion addition performed in this experiment, the flux was only ~2 μM/s. Knowing that quick formation rate does not necessarily lead to the accumulation of the product, we hypothesize that the ability of ONOO⁻ to damage DNA through either nitration or oxidation is dependent on the mass reaction at sufficient concentration (bolus) as opposed to an accrual of reactions over time with the infusion or de novo formation. Several observations from the studies of tyrosine nitration are therefore consistent with these results. Esepey et al. found that exposure of a purified green fluorescent protein to bolus ONOO⁻ resulted in profound increase of 3-nitrotyrosine formation, while the increase was not evident when infusion addition was used (47). Zhang et al. reported a similar observation (48). During bolus ONOO⁻ addition, the levels of both nitration and oxidation of tyrosine increased with increasing dose, while during slow infusion the level of nitration but not oxidation of tyrosine increased. The total number of tyrosine modifications was lower with infusion addition (48).

Another major observation in the damage study came from our efforts to define the proportions of deoxyribose and nucleobase oxidation by different exposure routes. We found that SIN-1 exposure almost exclusively favored deoxyribose oxidation (Figure 3), although the ratio of deoxyribose to nucleobase oxidation increased with increasing concentrations of SIN-1 (Figure 3). One explanation, which is being rigorously tested in our group, is that the loss of bicarbonate in the reaction buffer during incubation shifted the ONOO⁻ chemistry. We previously reported that in the presence of CO₂⁻, which converts ONOO⁻ to ONOOCO₂⁻, the number of deoxyribose oxidation events was reduced 4-fold while Fpg sensitive base lesions increased by the same amount. The observation here is the opposite, in that the loss of CO₂ caused a shift in ONOO⁻-induced DNA damage from the base to the sugar. Such a dramatic difference leads us to conclude that chemistry elicited by SIN-1 may be different from that resulting from authentic ONOO⁻.

We previously showed that the above exposure of the pSP180 plasmid to 2.5 mM ONOO⁻ increased the MF in plasmid replicated in E. coli MBL50 cells or in human cells (16, 17). Linear and dose-dependent increases in MF were induced by exposure to ONOO⁻ concentrations up to 4.5 mM, in both the presence and the absence of NaHCO₃/CO₂, but the presence of bicarbonate substantially reduced the mutagenic response (17). Because single, large bolus doses were not used in those experiments, here, we investigated responses to infused ONOO⁻ and SIN-1 as well as bolus exposure, all in the presence of 25 mM bicarbonate. MF induced by all three exposures increased dose dependently, but bolus exposure was most effective, indicating that ONOO⁻ introduced slowly over time by either infusion or SIN-1 degradation was less capable of inducing mutagenesis. Consistent with this interpretation, transformation efficiency (an indication of total DNA damage) of plasmids exposed to bolus additions of ONOO⁻ was lower than those exposed by infusion or to SIN-1 (data not shown). These results are also consistent with the DNA damage data in Figure 2.

To characterize effects of dose and dose rate of ONOO⁻ exposure on mutation spectra, 109, 103, and 110 mutants induced by bolus, infusion, and SIN-1 treatments, respectively, were sequenced and analyzed (Figure 8). Almost all hot spots were located at G:C sites, and hot spots G108 and C189 were common to all exposures. G113, G115, and G116 were common to both the bolus and the infused ONOO⁻ exposures, whereas G129 was common to both the infused ONOO⁻ and the SIN-1 exposures. Mutations tended to localize preferentially at certain sites following both the bolus and the infused ONOO⁻ exposures, whereas they were more randomly scattered along the supF gene following SIN-1 exposure. This result is consistent with sequence nonselective deoxyribose oxidation and not guanine oxidation, as the major form of DNA damage produced by SIN-1, and it suggests that the chemistry of DNA damage induced by SIN-1 may differ from that induced by ONOO⁻.

The types of mutations detected are summarized in Table 1. The predominant mutations found following all exposures were single base pair substitutions, together with smaller numbers of multiple sequence changes, one base pair deletion, and one base pair insertion. Multiple sequence changes are an ubiquitous component of shuttle vector mutagenesis. Because they have also been observed in cellular genes, the mechanisms responsible may be relevant to mutagenesis of cellular genes, including those involved in carcinogenesis (49, 50). One possible
mechanism contributing to the occurrence of these multiply mutated sequences is the formation of more than one base lesion or deoxyribose oxidation event in close proximity. Extrapolation of the ONOO− data presented in Figure 2 to 4 mM suggests that treatment of the pSP189 plasmid with this concentration of ONOO− exceeds the single-hit condition of a Poisson distribution and results in multiple lesions occurring in a single copy of the supF sequence. Because strand breaks are themselves mutagenic (61), the proximate lesions giving rise to multiply mutated sites could consist of various combinations of deoxyribose oxidation events and base lesions.

Following bolus ONOO− exposure, most single base substitutions occurred at G:C sites and included G:C to T:A and G:C to C:G transversions as well as G:C to A:T transitions (Figure 5). In all exposure scenarios, G:C to T:A transversions were the most frequent, along with lesser numbers of G:C to C:G transversions and G:C to A:T transitions, confirming that G:C pairs are the major targets damaged by ONOO− treatment, consistent with our previous findings (16, 17).

It is of interest that G:C to T:A transversions comprise a significant fraction of mutations in oncogenes and tumor suppressor genes in human cancer, especially in lung cancer (52, 53). G:C to T:A base substitutions can result from a variety of DNA lesions including thymine glycol, apurinic/apyrimidinic sites, 8-oxodeoxyguanosine (8-oxo-dG), 8-chloro-2′-deoxyguanosine (8-Cl-dG), or 8-bromo-2′-deoxyguanosine (8-Br-dG) formed in DNA in some systems (16, 36, 54–57), including those frequently found in tumor relevant genes (58). It is well-established that the two main types of chemicals attributed to ONOO− are oxidations and nitrations (1–5), resulting in the production of 8-oxo-dG or 8-nitro-G (59). 8-Oxo-dG has been utilized as a biomarker for monitoring DNA damage with a number of oxidizing agents, and its formation in nucleic acid is known to cause mutations (59). SIN-1 has also been shown to induce significant levels of 8-oxoguanine (8-oxo-G) in plasmid DNA and calf thymus DNA (60). 8-Nitro-G emerges spontaneously denepurination leading to apurinic sites in DNA (61), leading to G:C to T:A transversions (62). Our present results are therefore consistent with nitration and/or one-electron oxidations induced by NO2 − and CO2 − radicals, as noted above, since all exposures were done in the presence of bicarbonate. In addition, 8-nitrodeoxyguanosine (8-nitro-dG) nucleoside is capable of producing O2 − in the presence of certain oxidoreductases such as NADPH-cytochrome P450 reductase and nitric oxide species (NOS) and might enhance oxidative DNA and tissue damage (57).

Interestingly, we found that G:C to C:G mutations were less frequent following infusion or SIN-1 than those induced by bolus exposure under our experimental conditions (Figure 5). G:C to C:G transversions have been observed in mutagenesis experiments with lipid peroxidation systems (63), and their frequency is considerably higher under oxidative stress (64–67). Our results therefore suggest that infused ONOO− and SIN-1 exposure may cause less oxidative damage as compared with bolus ONOO− exposure. Shin et al. (70) demonstrated that the initial formation of C:C or G:G mispairs provides the most plausible explanation for the elevated presence of the G:C to C:G mutations. Kino et al. (71) reported that 8-oxo-G is not responsible for G:C to C:G transversions, because dGTP was not incorporated opposite 8-oxo-G in the DNA polymerase extension assay using a template containing 8-oxo-G. These authors suggested that 8-oxo-G is further oxidized to 2,5-diamino-4H-imidazol-4-one (1x) and the specific formation 1x-G base pairs may cause G:C to C:G transversion mutations (72), but the origin of G:C to C:G transversions is still undefined.

ROS and NOS generated by inflammatory cells have been proposed to induce DNA and tissue damage, chromosomal aberrations, and mutations, which contribute to the multistage process of carcinogenesis (25). Increasing evidence now suggests that ONOO− is a major agent causing tissue damage in inflammatory disorders, and oxidative damage to DNA is among events taking place during chronic inflammation in vivo (72–74). An important source of ONOO− in vivo is the activated macrophage, which has been implicated in causing tissue damage during chronic inflammatory conditions by mechanisms that might involve ONOO− (75). We previously characterized genotoxic effects of the NO−-producing cells using mouse macrophage-like RAW264.7 cells as a coculture system for the study of NO−-associated genotoxicity under physiologically relevant conditions and demonstrated that NO− overproduction may contribute to genotoxic risks associated with chronic inflammation (76). In the work reported here, we found that both dose and dose rate at which the supF gene is exposed to ONOO− strongly influence the amount and type of DNA damage, the mutagenic potency, types, and distribution of mutations in the gene. The systems used to introduce ONOO− in these experiments were designed to approximate conditions of exposure more physiologically relevant to chronic inflammation than bolus additions, since cells in vivo are likely to be exposed over longer periods of time rather than to high concentrations for short periods (28).

Hence, our findings provide important clues that dose and dose rate ONOO− introduction may contribute to potential genotoxicity resulting from ONOO− formation in vivo. Further studies will be required to elucidate precise mechanisms underlying these effects and their potential relevance to ONOO− induced cytotoxicity in vivo.
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