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Abstract

Zeolites are crystalline, porous aluminosilicates; while a pure silicate structure is
charge-neutral, the substitution of AI3* for Si** creates in the framework a negative
charge, which can be compensated by a proton that acts as a strong, acid-donating
Brgnsted site. Zeolites are widely used in industry, most commonly for catalysis and
separations. Unfortunately, they have not yet been able to replace all homogeneous
catalysts in industrial processes due to the difficulties in reactant and product diffu-
sion to and from the zeolite surface in the absence of a solvent. However, it is believed
that if we had a thorough understanding of how solid acids, especially zeolites, cat-
alyze reactions, then we would be able to design heterogeneous catalysts to overcome
these difficulties.

The nature of the acid sites in zeolites and the factors contributing to enhanced
catalytic activity have been the subject of much study in the literature. In particular,
the issue of whether all of the acid sites in a particular zeolite are homogeneous or
heterogeneous in acid strength requires the development of a systematic way to quan-
tify acidity. To address this, a detailed density functional theory (DFT) investigation
of the reactivity of the acid sites in the zeolite chabazite was performed. Energies of
adsorption of bases, deprotonation energies, and vibrational frequencies were calcu-
lated on a periodic chabazite (SSZ-13) model with various loadings of acid sites per
unit cell, and with various structural framework defects. The four acidic oxygens at
the aluminum T-site were found to all have roughly the same proton affinity, and
the deprotonation energy is not correlated to the O-H bond length or vibrational
stretch frequency. Furthermore, the adsorption energy of various bases at each acid
site oxygen was found to be roughly the same and correlated only to the gas-phase
proton affinity of the base; it does not vary significantly with acid site concentration or
framework defects near the acid site. Given the range of local chemical structure that
we investigated, these results suggest that the strength of the acid sites in chabazite
is not influenced significantly by chemical or structural variations in the framework
near the acid site.

A comprehensive methodology was also developed and implemented for studying
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the mechanism for the coupling reaction of two methanol molecules to form ethanol
and water in the zeolite chabazite. This test reaction models an initial carbon-
carbon bond formation, which is thought to be the rate limiting step in the industrial
methanol-to-gasoline and methanol-to-olefins processes. Transition path sampling
and constrained molecular dynamics, within the Car-Parrinello approach, were used
to study this reaction. A new mechanism was found for the carbon-carbon bond
formation, which proceeds at 400 °C via stable intermediates of water, methane, and
protonated formaldehyde. The carbon-carbon bond forms directly and concurrently
with a proton transfer from methane to water. This mechanism does not involve the
formation of dimethyl ether or surface methoxy groups at the acid site, as previously
postulated. Also, the free energy barriers for the reaction in chabazite were compared
to the free energy barriers for the analogous reaction in the gas phase, and the results
suggest that the most likely role of the zeolite framework is molecular shape selectiv-
ity — constraining the gas phase reactants so that they are in close enough proximity
to react.

Thesis Supervisor: Bernhardt L. Trout
Title: Associate Professor
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Chapter 1

Introduction

Zeolites ar'é crystalline, porous aluminosilicates made up of edge-sharing SiO4 and
AlO, tetrahedra in a framework structure; for that reason, the non-oxygen lattice
atoms are called T-sites. A pure silicate structure is charge-neutral; however, the
substitution of Al3* _fér Si** creates in the framework a negative charge, which can
be compensated by a proton that acts as a strong, acid-donating Brgnsted site.

Zeolites are widely used in industry, most commonly for catalysis and separations.
In the 1970’s their use in the petrochemical industry was spurred by the development
of the methanol to gasoline (MTG) process by Mobil, and in 1996, the development
of the methanol—to—bléﬁns (MTO) process by UOP/Hydro [138]. There are many
benefits to using heterogeneous catalysts instead of liquid-phase processes, including
waste minimization, options of a wide range of possible process operating conditions,
and ease of product separation [38].

Unfortunately, solid-acid catalysts have not been able to replace all homogeneous
catalysts in industrial processes. There are various reasons for this, including the
difficulties in reactant and product diffusion to and from the zeolite surface in the
absence of a solvent. However, it is believed that if we had a thorough understanding
of how solid acids, especially zeolites, catalyze reactions, then we would be able to
design heterogeneous catalysts to overcome these difficulties [61].

There does not yet exist even a simple measure for quantifying the acidity of the

Bronsted sites in zeolites. Various measures have been proposed, including the O-H
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bond length and infrared (IR) frequency [43], intensities of the IR O-H stretching
bands [79], deprotonation energy (proton affinity), heats of adsorption of ammonia,
pyridine, and other small base probe molecules measured by microcalorimetry and
thermal programmed desorption [12], energy barriers for proton jump between neigh-
boring oxygen atoms measured Ey variable temperature 'H NMR [125], and even a
lumped intrinsic acidity that is defined as the quotient of the O-H bond length and
the O-H vibrational frequency [135].

Furthermore, there is no adequate scale for solid acidity that is analogous to the
pK, and Hammett acidity function [68] for aqueous acidity. Haw et al. [101, 69)
found that °F and N NMR could be used to measure the spectroscopic changes
of Hammett bases adsorbed onto zeolites. However, it was pointed out by Farcagiu
et al. [56] that the Hammett acidity values of solid acids are not useful measures of
acidity and not correlated with the catalytic activity, since the protonation of a base
by a solid acid site leads to the formation of a localized tight ion pair, for which the
requirement of the neutral and protonated base having identical activity coefficients

is not satisfied.

In particular, the issue of whether all of the acid sites in a particular zeolite are
homogeneous or heterogeneous in acid strength requires the development of a system-
atic way to quantify acidity. It has been hypothesized by several researchers that the
acid strength is affected by physical properties of the local framework structure and
constituent atoms, and the Brgnsted sites are heterogeneous in acid strength. The
goal is a quantitative understanding of the factors that are responsible for differences
in catalytic activity and how zeolites catalyze reactions, with the objective of using
this information to design catalysts more effectively. It is hoped that by studying
structure-property relationships in zeolites, insight will be provided into whether the
strength of a zeolite’s catalytic activity is determined primarily by differences in acid
site strengths and geometric properties, or whether the influences are external and
unrelated to the acid site.

A second, but perhaps even more important goal is to gain some understand-

ing as to how zeolites catalyze solid state reactions. In general, reaction networks
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for chemical processes occurring on solid surfaces are complex, involving dissociative
adsorption, surface reactions, desorption, and other gas phase reactions. It is also
difficult to study the mechanisms of the individual elementary reactions comprising
these reaction networks, since most experimental methods determine composite prop-
erties that consist of many elementary steps lumped together, such as conversion rates
and product selectivities. Therefore, computational methods that could be used to

isolate and quantify elementary steps would be quite useful.

The exact role of zeolites in catalysis is also not known. Zeolites are Brgnsted
acids, so perhaps they may simply serve as a convenient proton source, which would
otherwise be unattainable in the gas phase, for acid-catalyzed reactions. Another
possibility is that zeolites work by molecular shape selectivity, where the gas phase
reactants are constrained within the zeolite cages and channels so that they are in
close enough proximity to react. These are short-range repulsions. Recently, it has
been thought that the primary role of zeolites is for confinement, which consists of
long-range and attractive interactions. These interactions increase the physisorption
energies of the adsorbates up to values which are comparable to the activation energies
for reactions. The zeolite framework may also act as a “solid solvent” in the case where
the reactants and products are of comparable size to the diameter of the zeolite cages
and channels, and work to stabilize the reactive transition state [51]. Most likely,

zeolites work by a combination of these factors.

The model zeolite studied in this thesis is chabazite (SSZ-13) (Figure 1-1), which
has 36 atoms in its unit cell. Chabazite has a trigonal unit cell (a = b = ¢ = 9.281 A,
a = f =7 = 94.275°), and we used the structural parameters determined by Smith
et al. [128] using neutron diffraction. It contains two 8T, three 4T, and one 6T ring,

where an 8T ring, for example, contains eight Si or Al atoms, and eight O atoms.

Chabazite was chosen mainly because of the small size of its unit cell, which means
that the zeolite structure can be modeled as a periodic system, as opposed to using the
cluster approximation, which treats just the atoms near the acid site and saturates
the dangling bonds of the cluster with hydrogen atoms. The periodic approach is

believed to be more representative of the physical system because the interactions of
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Figure 1-1: Perspective view down a channel of 8T rings in protonated chabazite with
1 Al/unit cell
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adsorbed molecules with the zeolite framework, not just at the acid site, are explicitly
included. Also, the use of periodic models means that the long-range electrostatic
potential of the zeolite can be included without using linking methods.

Chapter 2 focuses on a derivation of the methods used in this thesis, including
Density Functional Theory for calculating energetic and spectroscopic properties, Car-
Parrinello molecular dynamics for simulating condensed matter processes including
bond breakage and bond formation, constrained molecular dynamics for comput-
ing initial reaction paths that, while unphysical, help suggest reaction products and
pathways that cross the transition state region, and transition path sampling for com-
puting dynamic reaction paths that converge toward the true reaction mechanism.

Chapter 3 focuses on an understanding the effects of local structural defects on
energetic properties at the acid site of a given zeolite, and evaluating several measures
to probe the acid strength of the Brgnsted sites.

Chapter 4 focuses on the methanol coupling reaction as a model for C-C bond
formation, which is thought to be the rate-limiting step for the industrial methanol
to gasoline (MTG) and methanol to olefins (MTO) processes. Specifically, the focus
is on computing the dynamic reaction mechanism for this multi-step reaction, and on
identifying the intermediates and products of the reaction.

Chapter 5 focuses on the methanol coupling reaction, specifically on identifying the
correct reaction coordinates, and computing the free energy barriers for the individual
reaction steps.

Finally, overall conclusions from this thesis, as well as suggestions for future work,

are presented in Chapter 6.
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Chapter 2

Methodology and Approach

2.1 Computational Tools

Molecular dynamics is the numerical integration of Newton’s equation of mo-
tion to generate realistic physical trajectories, which are chronological sequences of
points in phase space — configuration space and momentum space combined. Classi-
cal molecular dynamics using “predefined potentials”, either based on empirical data
or on independent electronic structure calculations, is commonly used to investigate
many-body condensed matter systems; there are also many MD packages available,
including CHARMM [23], AMBER [109], and NAMD [99]. The key is how to de-
scribe the interatomic interactions. In classical MD, the potentials are determined in
advance, by considering two-body, three-body, and many-body contributions, both
long-range and short range.

However, the need to fix the potentials beforehand poses serious limitations, es-
pecially for chemically complex systems where either: 1. There are many different
atoms and molecules, and consequently many different interatomic interactions that
must be parameterized, or 2. The electronic structure and bonding patterns change
over the course of the MD simulations. Zeolite-catalyzed reactions fall into the second
category, since they depend on the energetics of bond breakage and bond formation.

Instead, ab initio MD simulations will be performed on the chabazite system. The

basic idea underlying ab initio MD is to compute the interatomic forces from electronic
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structure calculations “on the fly” as the MD trajectory is generated. A brief overview
of these methods, particularly in reference to Density Functional Theory (DFT) and
the Car-Parrinello method (CPMD), is given in this section.

2.1.1 Density Functional Theory

Kohn and Sham expressed the total ground-state energy of an interacting system
of electrons, with the classical nuclei fixed at positions {R;}, as a sum of several

components:

B[N =T+ [ dr Ve (n @)+ 5 [drVa@n@) + Buclnl - (2)
=Y s
VRIS / dr ¢ () (-V?) 6 o)
212y
Ve Z ]RJ - 1‘| Z “ |R; — Ry|

VH(I' /d I‘—l‘"

n(r) is the electronic charge density; it is expressed in terms of the Kohn-Sham

orbitals {¢;}, which are a set of orthonormal one-particle functions. T [{¢;:}] is the
kinetic energy of a non-interacting reference system with the same number of electrons
exposed to the same external potential as the fully interacting system [83], Vez: (r) is
the fixed external potential in which the electrons move, which comprises Coulombic
interactions between the electrons and nuclei, and Vy (r) is the Hartree potential, or
classical electrostatic energy of two charge clouds stemming from the charge density.

E,.[n] is the exchange-correlation functional, which is very difficult to calculate.

If the Kohn-Sham energy functional is minimized with respect to the orbitals {¢;},

the resulting equation is:
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{__h_V2 + Vezt (v) + Vu (r) + a;;:zgl] } éi (r) = ;¢ (x) (2.2)

2m

Hohenberg and Kohn proved [72] that if the exact forms of T [{¢;}] and E,.[n]

functionals were known, then the exact energy could be obtained from just the density
n (r).

The challenge has been to postulate an accurate expression for the exchange-

correlation functional.

E..[n] = / dr n.(r) €xe [ ()] (2.3)

where €, [n (r)] is the exchange-correlation energy per particle. In the local density
approximation (LDA), €, [n (r)] is simply approximated by the exchange-correlation
energy associated with a homogeneous electron gas of the same density. Fortunately,

this is known precisely, because if €, [n (r)] = €, [n (r)] + €. [n (r)], then [53]:

()] = (5) ey (2.4

s

and €. [n (r)] has been determined from Quantum Monte Carlo simulations [28]. Un-
fortunately, the LDA approximation fails in situations where the density undergoes

rapid changes such as in molecular systems.

The generalized gradient approximations (GGA) adds gradients of the density to

the exchange correlation functional:

Eyc[n] = /dr F (r,Vr) (2.5)

Two commonly used GGA functionals are the Becke-Lee-Yang-Parr (BLYP), with
the Becke exchange functional [8] and the Lee-Yang-Parr correlation functional [85),
and the Perdew-Wang (PW91) functional. The PW91 functional has the following

exchange term:
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and the following correlation term:
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where analytical expressions for €, (5, () {148, 111] and C. (r;) [113] are available. All

of the calculations in this thesis make use of the PW91 functional.

2.1.2 Plane Wave Basis Sets

An important consideration when using the one-particle Kohn-Sham orbitals {¢;}
is determining how to express them in terms of simple analytic functions f, with
well-known properties. In general, a linear combination of these basis functions can

be used:

b (0) = 3 cify (1 {Ri}) (2.8)

For systems with periodic lattices, it is useful to describe the unit cell by Bravais
lattice vectors aj, ay, a3, which can be combined into a 3x3 matrix: h = [a;, a, ag].
Then the volume 2 of the cell is defined as the determinant of h.

The reciprocal lattice vectors b; are defined as:

bi caj = 27T5i' (29)

which in turn can be arranged in a 3x3 matrix: 27 (h*)_1 = [by, by, bs]. Therefore,

the reciprocal space vectors G are given as:

G=2r(h) g (2.10)

and g = [¢, J, k] is a triple of integer values.

Plane waves can therefore build a complete and orthonormal basis:

EW ! exp [iG - r] (2.11)

G (1‘)=E

Therefore, a periodic function u (r) can be expanded in this basis as:

1 }
u(r)=u(r+L)= 7 XG:u(G) exp [iG - r] (2.12)
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where L is the set of direct lattice vectors connecting equivalent points in different

cells, and u (r) and u (G) are related by a three-dimensional Fourier transform.
The Kohn-Sham potential is periodic:
VES(r) = VES (r + L) (2.13)
and the Kohn-Sham orbitals can be expressed as:

1
Va

where k is a vector in the first Brillouin zone. Finally, the density can also be expanded

¢ (r,k) = —= Y _ ¢ (G, k) exp[iG - 1] (2.14)
G

into the plane wave basis:

n(r) = %Z/dkﬁ(k) 3 6 (G K) 6 (G, k) expli (G +K) 1)

G,G’

= Z n(G)exp [iG - 1} (2.15)
G

In practice, the infinite sums over G vectors and cells must be truncated. The

integral over the Brillouin zone is approximated by a finite sum:

/ dk — > " w (2.16)
k

where wy, are the weights of the integration points. Also, at each k-point, only G

vectors with a kinetic energy lower than a maximum cutoff E,,; are included:

1
'2"1{ + G|2 < Eow (2'17)

Many theoretical studies on base adsorption and reactivity on zeolites have been
previously performed, but most of them have relied on the cluster approximation,
which models the zeolite by treating only a few atoms at the acid site without consid-

ering the effects of the rest of the framework. The dangling bonds of the cluster are
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saturated with hydrogen atoms, which affects the acidity of the cluster. This would
be a problem for the calculations in Chapter 3. Also, the cluster model also ignores
the long-range electrostatic potential. Recent theoretical approaches to remedy these
probles have employed the embedded cluster model, which embeds the clusters in a
set of point charges chosen to reproduce the bulk potential. However, this approach
still neglects the interaction of an adsorbed molecule with the rest of the zeolite frame-
work. Therefore, in this thesis the zeolite has been modeled as a full periodic lattice.

The E.,; used is 55 Rydbergs.

2.1.3 Pseudopotentials

In general, all-electron calculations are poorly suited for infinite crystalline sys-
tems, since a very large number of plane waves are required to accurately describe the
rapidly oscillating electronic wavefunctions in the core region. In order to minimize
the size of the plane wave basis, the core electrons are replaced by pseudopotentials.
Pseudopotentials are needed that correctly represent the wavefunction in the core; in-
side the sphere of radius r., the pseudopotential and the wavefunction, along with its
first and second derivative, should be smooth and non-oscillatory so that a relatively
small number of plane waves can be used while still maintaining an identical norm, or
net charge density. Also, the pseudopotentials should produce pseudo-wavefunction
solutions, or eigenvalues, that approach the full wavefunction outside the core radius
r.. Finally, the pseudopotentials should be transferable, or usable in calculations of
comparable accuracy in different chemical structures.

Norm-conserving pseudopotentials, such as those generated by Trouiller and Mar-
tins [141], are semi-local, which means that the local part is dependent on the radius
only, and the long-range part is dependent on the angular momentum. This means
that each angular momentum component of the wavefunction will see a different
potential. Therefore, the pseudopotential is given by:

vEF (I‘) local Z seml locaJ B (218)
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where P, . In general, the semi-local potential can be expressed as a sum of spherical

harmonics.

Kleinman and Bylander [] transformed a semi-local potential into a nonlocal one:

VKB _ I‘/semi-local,l (I') (D;’P,O (I‘)) (cbf’P,O (I‘) ‘/semi-local,l (I‘) I
(r) = FPO PP0
(@, (r) |Vaemitocart (r) |27 (1))

(2.19)

nonlocal,l

Kerker [] and Troullier and Martins [141] proposed a pseudo-wavefunction in the

core that would behave as r! for small r, and which has no nodes:

RAE(r) ifr>r,

2.20
rlexp[p(r)] ifr<r. (2:20)

Kerker set the polynomial p(7) to be of degree n = 4, while Troullier and Martins
set n = 10:

p(r)=co+ Y ar' (2.21)

i=2

2.1.4 Molecular Dynamics

The Newtonian equation of motion is derived [90] below from the time-dependent

Schroédinger equation:

00 ({r), {Ra}st) = HO ({rs}, (Ro};t) (2.22)

where the Hamiltonian is given by:
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CZI eZIZJ
Zz Vi- Zz VZ+Z|r—r,| ZlRI—m 2 TR Ry Rl

I<J

n—e({rl}v{RI})

_ Z 51\71}V2 Z h—v2 + Voo ({ri}, {R1})

——

He({n},{Rz})
= —Z—v2 +He ({r:}, {R1}) (2.23)

for the electronic {r;} and nuclear {R;} degrees of freedom. The latter three terms
on the right hand side of the first expression in Equation 2.23 refer to the bare
electron-electron, electron-nuclear, and the nuclear-nuclear Coulombic interactions,

respectively.
To solve the Schrédinger equation (Equation 2.22), the total wavefunction ®({r;}, {Rr};t)

must be separated into its electronic and nuclear components. Assume that ® is of

the form:

@ ({r;},{R};t) = ¥ ({r;};t) x {Rr};t) exp [—;— t dtE, (t’)] (2.24)
where the phase factor E, is given by:
= / drdR ¥ ({r:};t) x* ({Ri} ;1) He¥ ({r:} ;2) x ({R1} ;2) (2.25)

and both the nuclear and electronic wavefunctions are normalized to unity at every
instant of time, i.e. (x;t|x;t) =1 and (¥;¢|¥;t) = 1.

After substituting Equation 2.25 into Equations 2.22 and 2.23, left-multiplying
by (¥| and (x|, respectively, and imposing energy conservation d(H)/dt = 0, the

resulting equations are:
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Zh—ag‘f— - Z Q?ne i‘II + {/ de* ({RI} ;t) Vn—e ({ri} ’ {RI}) X ({R[} ;t)} v
(2.26)

- Z Vit { [ 4 ()i () (R ¥ (0 [ x 22)

These coupled equations are the basis of the time-dependent self-consistent field (TD-
SCF) method [53], in which both the electrons and the nuclei move quantum mechan-
ically in time-dependent effective potentials. Note that the electronic and nuclear
dynamics are obtained by averaging over the nuclear and electronic wavefunctions,
respectively, using quantum mechanical expectation values (...). This mean-field de-
scription is a consequence of approximating ® as a simple product of electronic and

nuclear wavefunctions.

Next, the nuclei are approximated as classical point particles. This is done by

first re-expressing the nuclear wavefunction as:

x ({Rr};t) = A({Ry} ;1) exp [iS ({R+} 5 2) /A (2.28)

where A is the amplitude factor and S is the phase, both of which are real and A > 0.

Equation 2.27 can then be re-expressed as:

as 1 2 o san 1 V34
_+Z2M (V1S) +/dr\Il H U = h ;WI " (2.29)

'aitl Z - (V14) V,S)+Zm—A (V25) =0 (2.30)
I

Equation 2.29 contains one term that depends on % and A, which vanishes in the
classical limit A — 0. The resulting equation is now isomorphic to the equations of

motion in the Hamilton-Jacobi formulation:
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% +H<{R1},{VIS}) =0 (2.31)

with the classical Hamiltonian function:

H({Ra}, {Pi}) =T ({Pr}) + V ({Ra}) (2.32)

defined in terms of the generalized nuclear coordinates {R;} and their conjugate
momenta {P;} = V;S. The Newtonian equation of motion for the nuclei 2.27 can

finally be expressed as:

dP; .
—dt—'—‘“VI/dI'\I/ HC‘I/
=-V/V ({Ri (0)})
d*Ry (t)
= 2.
=2 (2.33)

where the nuclei move classically in an effective potential V.Z due to the electrons.

The nuclear density |x ({R;};t) |° can be approximated classically as a product of
delta functions [[; 6 (R; — Ry (t)) centered at the instantaneous positions {R; (¢)},
even though the electrons are treated quantum mechanically. Therefore, in the clas-

sical limit, for the position operator:

/ dRx* ({Rs};6) Rux ({(R} ) " Ry (8) (2.34)

and for the nuclear-electronic potential operator:

/de* ({Rr} 1) Ve ({r}  {RD) x ({R1} 58) "= Voo ({13}, {R (O))) (2.35)

Equation 2.26 can thus be re-expressed a time-dependent wave equation for the elec-

trons:
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20Y W
ot - 2m.

=M ({r:}, {Rs (1)}) ¥ ({r:}, {Rs (£)}) (2.36)

Vi¥ + Voo ({1}, {R1 ()}) ¥

The electronic motion is thus coupled to the classical nuclear motion at time ¢ through
Voe ({ri}, {R: (1)})

One main question is how to determine the form of the potential V.. In classical
molecular dynamics, the potential is approximated a prior: as a truncated expansion

of many-body contributions:

N N N
VE RV ({Re}) =3 o1 (Rr) + D0 (RiRy) + 3 vs(Re, Ry, Reg) -
I=1 I<J I<J<K

(2.37)
As mentioned previously, this approach fails for simulating reactions involving bond
breakage and bond formation.

In Ehrenfest molecular dynamics, Equations 2.33 and 2.36 are solved simultane-
ously, so that the interatomic forces can be computed from V(H) for each configu-
ration {Ry(¢)} generated by molecular dynamics. The ¥ used will be the ¥, that
initially minimizes (H.), and will stay in its respective minimum throughout the sim-
ulations, even as the nuclei move. Unfortunately, this method is not commonly used
today; electronic motion is about 100 times faster than nuclear motion, so the largest
possible time step is that which allows the accurate integration of Equation 2.36,
about 0.1 fs. The need for extremely small time steps makes the Ehrenfest method
impractical for systems with many active degrees of freedom, such as those typically
seen in condensed matter problems.

In the Born-Oppenheimer approach, the ground state electronic wavefunction ®,
is minimized at each molecular dynamics step, given the set of fixed nuclear posi-
tions at that instance in time. The minimization is typically accomplished through

repeated matrix diagonalizations of the Hamiltonian of the time-independent elec-
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tronic Schrodinger equation:

H, Uy = Ey¥, (2.38)

The time-dependence of the electronic motion is a consequence of the nuclear motion,
not intrinsic as in Ehrenfest molecular dynamics. The main disadvantage of Born-
Oppenheimer molecular dynamics is that it is computationally intensive since the
time-independent Schrodinger equation must be solved self-consistently at each time

step.

The ideal MD method should combine the advantages of the Ehrenfest and Born-
Oppenheimer approaches: integrate the equations of motion on a long time scale
set by the nuclear motion, and take advantage of the smooth time-evolution of the
dynamically evolving electronic structure, without having to explicitly diagonalize or
minimize the Hamiltonian. The Car-Parrinello approach [26] is an attempt to do this,

along with using state-of-the-art electronic structure calculations.

The solution of Equation 2.38 is therefore accomplished not by computationally
expensive matrix diagonalizations, but rather by a variation on the simulated anneal-
ing method [81]. In this approach, an objective function O ({8}) is minimized with
respect to the parameters {3} by generating a succession of {3}’s with a Boltzmann-
type probability distribution via either a Monte Carlo procedure or molecular dy-

namics.

In this case, the objective function is the ground-state Kohn-Sham energy func-
tional EXS (Equation 2.1), and the parameters are the coefficients of expansion for the
Kohn-Sham orbitals {¢;}, the nuclear positions {R;}, and any external constraints

{a,} imposed on the system.

Following this, a Lagrangian is postulated:

1 . .o 1
['CP = Z EMIRE + Z %ﬂi(fbild)i) + Z 5/111&3 - FKS [{¢1} ’ {RI} ’ {all}l (239)
I i v

. Kohn-Sham energy

~

kinetic energy orthonormality
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The Euler-Lagrange equations are:

d oL oL
doL oL (.41)

dtog; 99}

where ¢} = (¢;|. Then the Car-Parrinello equations of motion on the nuclear positions

{R} and orbitals {¢;} are given by Equations 2.43 and 2.42, respectively:

OE

i (t) = _W + zk: Aixdr () (2.42)
MR (t) = -VirpE (2.43)
POy = — gfu (2.44)

where u; are the “fictitious mass” parameters assigned to the orbital motion, which
exists only to perform the simulated annealing optimization, and A;; are Lagrange
multipliers. By slowly varying the {¢;}’s, {Rr}’s, and {c,}’s, the temperature of
the system can be slowly reduced. As T" — 0, the equilibrium state of minimal E
is reached. The nuclei evolve in time at the physical temperature T < ) ; M IR%,

whereas the orbitals evolve according to a “fictitious temperature” . pi{Bildi).

In practice, the electrons stay “cold”, or close to the ground-state Born-Oppenheimer
surface, while adiabatically following the slow motion of the nuclei, which are simul-
taneously kept at a hot temperature. The use of the fictitious kinetic energy for
the electronic orbitals eliminates the need to explicitly diagonalize the Kohn-Sham

Hamiltonian. Instead, the equations of motion are solved by integration.
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2.2 Reaction Path Finding Methods

2.2.1 Constrained Molecular Dynamics

One search and optimization approach for finding initial reaction paths that has
been used successfully [142, 87] is constrained molecular dynamics [27, 37). The
advantage of this method is that only the reactants and some coordinate to drive the
reaction need to be specified beforehand; the products appear over the course of the
simulations, assuming that the driving coordinate was chosen appropriately. In this
approach, the molecular system is taken from the reactants through the transition
state to the products by applying a constraint on a putative coordinate, g (r), that
defines the progress of the reaction passing from one stable state to another. This
coordinate can be as simple as an interatomic distance, angle, asymmetric stretch, or
a many-body coordinate. At each & = ¢q(r1),& = q(r2),..., a molecular dynamics
simulation is run in order to obtain an ensemble of configurations in time. In practice,
for solid systems in heterogeneous catalysis, the system is initially equilibrated for
about 0.5 ps before applying a Nosé-Hoover chain thermostat [102, 89] on the nuclear
degrees of freedom, and running a 1 ps simulation at a constant temperature. One
picosecond of averaging has been found to be enough to calculate properties such as

the force on the constraint with only small statistical uncertainties [87].

The contribution to the free energy F' from each constrained reaction coordinate

is given by [44]:

oF  (1Z™ (—A + 50 [Ze),; (Vg - V'loglzd)) e
& (1Z¢|=1/2)¢

(2.45)

where ) is the Lagrange multiplier on the constraint, which is proportional to the
negative of the force due to the constraint, and the second term is a correction term
that accounts for the variation of an infinitesimal volume element in generalized co-

ordinates.

The elements of the matrix Z, are given by:
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2y =3~ 25 (2.46)

1 my 6$k Bxk

For practicality, the following substitution can be made:

V'log|Z¢| = Tr (2:'V' Z¢) (2.47)

since it is difficult to take the derivative of |Z¢|. Also, V' = ﬁ.
The final expression for relating the change in free energy to the value of each

constrained reaction coordinate is:

OF (|1Z¢| /2 (—/\ + 505 (Zel,; (V'€ - Tr (Z5'1V’Z§))))£
o (1Ze|=%)¢

(2.48)

As will be seen later in Section 5.2, if all of the reaction coordinates are based on

distances between two atoms, Equation 2.45 reduces to:

OF _ {|Z¢| /2 (=X\))e
0&; (1Z¢|=1/2)e

(2.49)

In the case of only one distance-based constraint, Equation 2.49 reduces to:

%? =~ () (2.50)

When calculating the free energy F', it is assumed that 0.5 ps is enough time
for thermal equilibration, so that the all of the degrees of freedom, except for the
constrained coordinate(s), are correctly sampled. There may be some barriers to
system relaxation such that portions of phase space may not be adequately reached
and sampled; in general the computed F' is an upper bound to the true F' at the
transition state.

Also, initially the value of the constrained reaction coordinate is close to its value
in the unconstrained system, so the computed F' is a good measure of how the free

energy of the reactants increases as the value of the reaction coordinate is increased or

decreased. Eventually, as the system resembles the product state, the computed F'is a
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measure of how the free energy of the products depends on the value of the constrained
reaction coordinate. However, in the transition state region, the computed ' may
be slightly lower than the true F' since it is an average over the reactant-like and
product-like configurations, which are lower in energy than the transition state. Only
when the chosen g exactly drives the reaction from reactants to products will the

computed F' correspond to the true F' at the transition state.

2.2.2 Testing the Reaction Coordinate via Calculation of the

Committor

Therefore, the validity of the reaction coordinate, g, at describing the movement
of the system between free energy states needs to be tested. One way to do this
is by calculating the distribution of commitment probabilities, or committors. The
committor describes the partitioning of short dynamic trajectories, originating at the
assumed transition state region and with randomly chosen initial momenta sampled
from a Maxwell distribution, into the various free energy states, in this case A and
B [19]; these free energy basins of attraction are characterized by order parameters.
If the trajectory ends up in A, meaning that the order parameters corresponding
to the final configuration of the trajectory are characteristic of the A basin, the
corresponding commitment variables are P, = 1 and Pg = 0; conversely, if the
trajectory ends up in B, the corresponding commitment variables are P4 = 0 and
Pg=1.

The assumed transition state region is defined by the configurations along the
constrained molecular dynamics trajectories that connect A and B. Therefore, al-
though the initial configuration of the system in the transition state region has one
or two coordinates initially set at some value, all atoms are free to move during the
molecular dynamics simulations for the committor calculations.

There are four possibilities for the shape of the committor distribution, which
can help in determining the correctness of ¢. If it is unimodal and sharply peaked

at P4 = Pg = 0.5, as shown in Figure 2-1(b), this means that half of the short
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(a) (b)

Figure 2-1: (a) Free energy landscape for systems with dividing surface at ¢ = ¢*
passing through saddle point only, so linear reaction coordinate can be used to drag
system from reactants to products, and (b) Corresponding unimodal committor dis-
tribution

trajectories will end up in A and the other half in B. Therefore, a linear reaction
coordinate, g, can be chosen that moves in the slowest ascent direction from the
reactants to the transition state, passes through a dividing surface at the saddle
point (¢ = ¢*), and moves in the steepest descent direction from the transition state
to the products. All values of ¢ < ¢* belong to the reactant free energy basin, and all
values of ¢ > ¢* belong to the product free energy basin. This situation describes a
well-behaved free energy landscape, depicted in Figure 2-1(a), that has been properly
captured by gq.

The second possibility is for the committor distribution to be bimodal and peaked
at both P = 0 and Pg = 1, as shown in Figure 2-2(b). This suggests that the
final configuration of each trajectory, i.e. whether it ends up in A or B, depends
only on its initial configuration. The corresponding free energy landscape is shown in
Figure 2-2(a). The dividing surface at ¢ = ¢* actually transgresses both the reactant
and product basins, and barely crosses the saddle point, so that a linear reaction

coordinate is not adequate for describing this system. In fact, the true reaction
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Figure 2-2: (a) Free energy landscape for systems with dividing surface at ¢ = ¢*
passing through reactant and product basins in addition to saddle point, so that mul-
tiple reaction coordinates are needed to describe the system, and (b) Corresponding
bimodal committor distribution

coordinate is likely to be some combination of g and s.

The third possibility is for the committor distribution to be flat across all Pg’s.
The saddle region is quite broad in the free energy landscape shown in Figure 2-3(a),
which suggests diffusive motion along s when ¢ = ¢*. In the fourth possibility, the
committor distribution is skewed in one direction, as reflected by the single peak at
either P4 = 0 or Pg = 0. As shown by the free energy landscape in Figure 2-4(a), the
reaction coordinate is orthogonal to g. Almost none of the configurations belonging

to any value of ¢ lie on the transition state surface.

Although the shape of the committor distribution can verify the correctness of
the chosen reaction coordinate(s), it cannot help in determining more appropriate
ones. However, the paths corresponding to P4 = Pg = 0.5 can be used as the
initial dynamic trajectories used to seed the transition path sampling algorithm. Also,
since the transition path sampling algorithm converges toward the correct mechanism,
the correct reaction coordinates can be deduced from the dynamic trajectories by

observing the structural changes undergone by the reactants.
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PB
(a) (b)
Figure 2-3: (a) Free energy landscape for systems with dividing surface at ¢ = ¢*

passing through diffuse saddle region, so that multiple reaction coordinates are needed
to describe the system, and (b) Corresponding flat committor distribution

f(Pg)

SUEE I -
q

Pg

(2) (b)

Figure 2-4: (a) Free energy landscape for systems with dividing surface at ¢ = ¢*
passing through only one free energy basin only, so that the true reaction coordinate
is orthogonal to the chosen reaction coordinate and consequently the transition state
surface has not been captured, and (b) Corresponding skewed committor distribution
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2.2.3 Transition Path Sampling

There are several methods available for obtaining reaction pathways. The tradi-
tional approach has been to find transition states, local saddle points, and then follow
the imaginary mode to find the reactants and products associated with the transition
state. Recent approaches have made use of a two point boundary condition, where the
reactants and products are fixed, and a straight line interpolation of images or replicas
of the system is initially used to connect these two states. Another method called the
nudged elastic band (NEB) [78] works by simultaneously optimizing the configura-
tion of intermediate images along the reaction pathway, which are connected to each
other by springs. The method converges toward the minimum energy path (MEP) by
projecting out the perpendicular component of the spring force and the parallel com-
ponent of the true force acting on each image. The NEB method converges quickly
given rapid minimization schemes [35], and has been used in numerous applications,
including dissociative adsorption at metal surfaces [96], diffusion of water in ice [7],

and protein oxidation [36].

The NEB method is particularly useful when accurate Hessians are not available or
are difficult to calculate. Convergence, however, can be slow, although new methods
help to speed this up [35]. Unfortunately, both reaction mode finding and NEB give
information only at a temperature of 0 K, whereas it is likely that the dynamics
of the atoms and molecules at finite temperatures will affect the reaction. A more
comprehensive approach would involve sampling various dynamic pathways that are
representative of the true reaction process. Transition path sampling [31, 48, 46, 18,

47, 19, 17] is such an approach.

Processes in heterogeneous catalysis typically occur over timescales much larger
than those directly accessible via molecular simulations. While surface reactions may
occur over timescales of 1 us or larger, molecular simulation methods can probe
directly timescales at only ns or even only ps, if quantum mechanical approaches are
employed. This wide disparity in timescales poses serious computational difficulties

for addressing these “rare events”.
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Instead of capturing the overall reaction, it is more efficient to focus on the dy-
namical bottleneck, namely the transition state surface, separating two stable free
energy states such as different chemical species, different phases of a condensed mate-
rial, or different configurations of a polymer. If the location of the transition state is
known, then the system can first be moved reversibly to the transition state surface,
and from there many short trajectories can be initiated and run to generate an en-
semble of dynamic pathways that are representative of the reaction mechanism. This
two-step scheme [1, 10, 29, 30] can be used to compute the probabilities for reaching
the transition state and successfully crossing the surface, thus giving the rate for the
rare event. The transition state is defined as the ensemble of all states through which

the system can pass going from reactants to products, not just a single saddle point.

For large systems such as those typically seen in heterogeneous catalysis, the
potential energy surface is riddled with a large number of saddle points, the difference
in energies of which are roughly on the scale of thermal energies, kgT'. All of these

must be properly sampled to compute rate constants accurately.

Transition path sampling provides a means of sampling, via a Monte Carlo pro-
cedure, trajectories that connect reactants and products. In other words, transition
path sampling is a random walk through the ensemble of all paths of time 7 that
connect the two metastable free energy states A and B. All that is required to begin
this random walk is an initial trajectory of time 7 that connects A and B. This
initial trajectory can be very far from a representative pathway at the temperature of
interest, but after an equilibration period, the bias in the algorithm drives the system
to the most important regions of trajectory space. The result is an ensemble of dy-
namic paths, all of the same length, 7', which are representative of the true reaction
process.

Two ways of generating new trajectories for the Monte Carlo test are shooting
and shifting. In a shooting move [18], depicted in Figures 2-5(a) and 2-5(b), a new
transition path is created by slightly changing an existing one that connects A and
B. First, a time t is randomly chosen on an existing path o. Second, the momentum

of the system p? is changed by a small amount dp. In practice, a random atom and
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(a) (b)

Figure 2-5: Depiction of shooting algorithm for transition path sampling. (a) Ini-
tial dynamic path o (black), random time slice (gray circle) from which molecular
dynamics is run forward and backward in time, and new path n (gray) connecting
metastable free energy basins A and B, (b) Accepted dynamic path o (black), random
time slice (gray circle), and new path n (gray), which is rejected because it does not
connect A and B

random velocity component (v,, vy, v;) of that atom are selected, and a new velocity
component of that atom is defined such that it lies within a fixed-width Gaussian
or Maxwellian distribution of the old velocity component. The velocities of all the
atoms are then rescaled so that the total kinetic energy is unchanged. Then, with
the new momentum of the system p}, molecular dynamics simulations are run from
t backward in time to ¢ = 0 and forward in time to ¢t = 7. The new path n is
then accepted or rejected into the transition path ensemble according to a Metropolis
criterion. The new trajectories conserve the total linear and angular momenta of the
system, as well as maintaining detailed balance, which means that the probability of
generating new momenta from the old set is the same as the reverse probability of

generating the old momenta from the new set.

In the particular case where the molecular dynamics simulations are run in the mi-

crocanonical ensemble, the Metropolis acceptance probability is 100% if the new path
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Figure 2-6: Depiction of shifting move for transition path sampling. Accepted dy-
namic path (black), random time slice (gray circle) from which molecular dynamics is
run forward in time, and new path (gray), which is the same length as the old path,
and is accepted because it connects A and B

connects A and B, as seen in Figure 2-5(a), and 0% if not, as seen in Figure 2-5(b).
This sequence of acceptances and rejections ensures that the correct transition path
ensemble is sampled. For efficient sampling, the acceptance of the new trajectories
should be around 50%. This can be accomplished by adjusting the magnitude of the
momentum displacement dp.

The efficiency of the path sampling can also be enhanced by shifting the paths
in time, as shown in Figure 2-6. In a shifting move [18], a segment of length 6t is
deleted from either the beginning or end of an existing path o that connects A and
B. A new trajectory segment of length 6t is then grown from the opposite end of the
path, so that the new path n is still of the same total length 7. In a forward shifting
move, n is identical to o for t = 6t to t = 7, and in a backward shifting move, n
is identical to o for t = 0 to t = 7 — 67'. Shifting only selects a slightly translated
part of an existing trajectory in order to make the sampling more efficient. However,
it is very useful when combined with shooting moves for facilitating convergence of
path-averaged quantities. This is particularly true if the shooting algorithm is “stuck”
sampling the same path over and over without generating a new accepted trajectory

in the transition path ensemble.
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Chapter 3

Characterization of Acid Sites 1n

Chabazite

3.1 Introduction

The nature of the acid sites in zeolites and the factors contributing to enhanced
catalytic activity have been the subject of much study in the literature. In particu-
lar, the issue of whether all of the acid sites in a particular zeolite are homogeneous
or heterogeneous in acid strength requires the development of a systematic way to
quantify acidity. To address this, a detailed density functional theory (DFT) in-
vestigation of the reactivity of the acid sites in the zeolite chabazite is performed.
Energies of adsorption of bases, deprotonation energies, and vibrational frequencies
are calculated.

The model system used in this study is a chabazite framework that has been
modified with chemical and structural defects, in order to determine if there exist
intrinsic differences in acid site strengths in the same zeolite, and whether there ex-
ists a correlation between the structural properties and the energetics of acid sites.
Calculations are presented of four properties: 1. Deprotonation energies, 2. Base
adsorption energies, which can be measured experimentally using temperature pro-
grammed desorption, 3. O-H vibrational frequencies, which can be probed using

infrared spectroscopy, and bond lengths at the acid site, and 4. Topological visualiza-
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tion of the electron localization function. In particular, base adsorption energies and
O-H vibrational frequencies have been used to quantify differences in acidity between
different zeolites, so similar measures can be confidently used to quantify differences
in acid strengths in the same zeolite.

The bases studied are methanol, acetonitrile, ammonia, and pyridine. These four
bases are chosen in particular because they exhibit a range of basicity and have
been studied by other researchers in different contexts using different experimental
methodologies [57]. When acetonitrile adsorbs to the acid site, changes in the IR
spectrum have been observed [91]. Temperature-programmed desorption of amines,
such as ammonia and pyridine, is probably the most widely used method to measure
heats of adsorption and the concentration of acid sites. Methanol has been extensively
studied theoretically and computationally as an adsorption probe molecule for the
acid sites [59, 64, 65, 120, 14, 67, 127, 145, 94]. However, many of the quantum
calculations performed on these bases, methanol in particular, use several different
zeolite models. The hope is that by performing a large set of calculations using the
same methods on chabazite, insight will be gained into the factors affecting zeolite

acidity.

3.2 Computational Methodology

In order to calculate properties of the various chabazite structures and electronic
energies, density functional theory [72, 83, 104] (DFT) was used. This method allows
the computation of energetic and spectroscopic properties with as much accuracy as
possible for a large and complex chemical system. The exchange-correlation energy
used is the generalized gradient approximation (GGA) of Perdew and Wang (PW91)
[110]. Norm-conserving Troullier-Martins pseudopotentials [141] were used to reduce
the computational cost relative to all-electron calculations, while maintaining an ac-
curate net charge density for the nuclei and core electrons.

In general, DFT can predict structural properties within 0.05 A and 1-2 °, overall

adsorption and reaction energies within 20-30 kJ/mol, and spectroscopic data within
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a few percent of experiment [100]. It is generally considered that relative errors are
less than absolute ones, so 10 kJ/mol can be taken as the relative error on energies
for this system. The PWO91 functional was chosen because it includes interactions
between adsorbates and the zeolite framework and gives accurate bond lengths and
other structural properties. While dispersive interactions are not included physically,
it has been shown that PW91 accurately models van der Waals interactions, for
example in Ar-Ar [143] and N»-Nj [41] interactions.

All calculations were performed using the Car-Parrinello Molecular Dynamics
(CPMD) code, version 3.3 [75]. This code employs a plane-wave basis set with pe-
riodic boundary conditions, in order to model chabazite as an infinite crystalline
system. A plane-wave cutoff of 55 Ry was chosen to match the cutoffs used by Payne
et al. [120, 122], and also because it is quite accurate, as will be seen in Section 3.3.3.
Only the I' point was sampled in the Brillouin zone.

During the geometry optimizations, all atoms, including those in the zeolite frame-
work, were free to move; however, the lattice vectors of the unit cell are fixed. Govind
et al. [62] calculated the difference in total energy of faujasite, using a fixed unit cell
and a fully optimized cell, to be only 0.2 kJ/mol, so the use of fixed lattice parameters
is accurate while reducing the computatonal cost. The main model system contained
1 aluminum T-site per unit cell, for a Si/Al ratio of 11. The presence of only one alu-
minum substituent, itself a chemical defect, per unit cell allows the consideration of
just the interaction between the probe molecule and the acid site and siliceous frame-
work. Chabazite models with 2 Al atoms per unit cell, both in the 8T ring, were also

considered, as was a chabazite model with a silanol defect into the framework.

3.3 Results and Discussion

3.3.1 Proton Position on Acid Site Oxygens

First, it is necessary to determine whether there are one or two possible proton

positions per acid site. Cook et al. [40] performed calculations on a cluster model
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of the T12 acid site of H-ZSM-5, and found only one stable proton position forming
a 10° angle with the Al-O-Si plane. Smith et al. [128], however, performed neutron
diffraction experiments on chabazite that showed a single proton position situated at
an out-of-plane angle of either 45° or 19°, depending on the acid site considered. The
results of deuterium NMR experiments on H-ZSM-5 by Kobe et al. [82] suggested a
proton out-of-plane angle of 55°. Their results implied that two proton positions per

oxygen are possible.

Kobe et al. [82] proposed a model involving motional averaging, whereby the
Brgnsted acid deuteron can jump between lobes on the sp3-hybridized oxygen. The
justification for this model, as opposed one where an sp2-hybridized oxygen is in a
planar Al-OH-Si structure, is that the latter model cannot produce certain peaks
visible in the 2NMR spectrum of ZSM-5. Although the observed Al-OH-Si angles
in chabazite (around 130°) are not close to either 120° (sp?) or 109.5° (sp?), we
can attribute this discrepancy to the distortions in the zeolite lattice when Al is
substituted for Si. In order to maximize proton overlap with the oxygen lone pairs,

the H atom is restricted to the plane bisecting the Al-O-Si angle.

Two methods were used to evaluate the characteristics of protons in various posi-
tions: a topological analysis and a constrained geometry optimization. For the topo-
logical analysis, the Electron Localization Function [9, 142] (ELF) was computed, as
presented in Equation 3.1. The ELF is normalized between 0 and 1 and describes the

probability of finding an electron near another electron with the same spin.

ELF = 1+1x2 (3.1)
W2 — 1V
X _ Z;l ’lpl 4 p ’ (32)

Wl

Cp

The ELF isosurfaces for chabazite with one active site per unit cell are shown in
Figure 3-1; x = 0.87 was chosen for ease of visualization of the lobe features. There is

one large lobe corresponding to the most stable proton position, and a much smaller
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Figure 3-1: ELF isosurfaces (x = 0.87) for chabazite with one active site per unit cell.
(a) corresponds to out-of-plane angle = 35.7° and (b) corresponds to out-of-plane =
-39.5°, where the proton is situated out of the Al-O-Si plane

U-shaped lobe corresponding to a possible metastable proton position. This suggests

that there may be two possible proton positions.

Geometry optimizations were then performed on the chabazite structure, con-
straining the proton position at various out-of-plane angles relative to the Al-O-Si
plane. The total energy of chabazite as a function of out-of-plane angle is shown in
Figure 3-2, with the reference zero energy corresponding to the optimized structure
without constraints. There are two minima: a deeper minimum at an out-of-plane
angle of 35.7° corresponding to the optimized structure, and a shallower minimum,
approximately 6.30 kJ/mol less stable, at an out-of-plane angle of -39.5°, as indi-
cated by the ELF isosurfaces. The magnitude of the out-of-plane angle of the more
stable position is consistent with the results of Smith et al. [128], but higher than
the calculated 13.7° out-of-plane angle of Jeanvoine et al. [76] for the O3 site. The
out-of-plane angles corresponding to the two minima are similar in magnitude, and
thus are further evidence supporting the sp*-hybridized model for oxygen, with its

lone pairs symmetric across the Al-O-Si plane.

A similar study of the O2 acid site was performed, and the most stable proton

position was found to form a 8.68° angle with the Al-O-Si plane; this value compares
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Constrained Angle Optimization - Chabazite with Protonated O3
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Figure 3-2: Total energy (kJ/mol) vs. constrained proton out-of-plane angle for
chabazite with proton at O3
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more favorably to the 11.6° angle calculated by Jeanvoine et al. [76] for the O2 site,
and the 10° angle found by Cook et al. [40] for ZSM-5. A second, much less stable,
proton position was also found for the O2 site. In conclusion, it is likely that there
are two minima for a proton position at each acid site, though one of these proton

positions is more energetically stable than the other.

3.3.2 Deprotonation Energy and Stability of Acid Sites

The deprotonation energies of each of the four possible acid sites corresponding to
the single aluminum substituent were calculated, as shown in Figure 3-3 and numbered
01-04 according to the chabazite topology labeling [25]. In this labeling scheme,
sites O2 and O3 are part of the large 8T ring, while sites O1 and O4 are part of the
smaller 6T ring. There have been several published studies aimed at understanding
the properties of the zeolite acid sites and quantifying differences between the four
oxygen acid sites [128, 120, 67, 94, 76, 121, 22, 140].

Selected geometric parameters, including the O-H bond length and the Al-O-Si
bond angle at each of the protonated acid sites, and energetic parameters, including
proton affinities and O-H vibrational stretching frequencies, are shown in Table 3.1.
All vibrational frequencies were calculated using the harmonic approximation from
finite differences of first derivatives. Although it has been shewn by Mihaleva et al.
that anharmonic effects must be included for the most accurate comparison to exper-
imental stretching frequencies, the relative ordering of the harmonic and anharmonic
fundamentals between the four acid sites is not changed [95]. The experimental O-H
stretching frequencies on chabazite are 3603 cm™! and 3579 cm™! at the O1 and O3
sites, respectively [128]. A comparison of the calculated relative energies in this study
to other published studies is shown in Table 3.2.

The neutron diffraction results of Smith et al. [128] suggest that protons are
observed only on O1 and 03. Although most of the other researchers find that the
O1 site is the most stable, the results of this study were such that the O2 site is the
most stable. The difference between these results and those of other researchers is

likely due to slight differences in methodology. The difference in deprotonation energy
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Figure 3-3: Four non-equivalent oxygen acidic sites in chabazite

Table 3.1: Selected geometric and energetic parameters at the four tetrahedral acid
sites in chabazite (1 Al/unit cell)

Al-O-Si O-H Bond | Deprotonation O-H Vibrational

Acid Site || Bond Angle (°) | Length (A) | Energy (kJ/mol) | Frequency (cm™?)
01 129.8 0.977 1178.7 3578
02 133.5 0.979 1180.9 3541
03 130.9 0.980 1174.6 3514
04 134.6 0.980 1179.1 3532
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between the O2 and O1 sites is only about 2 kJ/mol. Also, the results of the current
study are compared to those of the other researchers, no distinct trends are seen in
the stability of the other acid sites. Therefore, these results imply that the four acid

sites have approximately the same stability, within the accuracy of the calculations.

Also, the small differences in the magnitude and the order of the deprotonation
energies among the results in Table 3.2 can be attributed to differences in models
and methodology. The range of relative energies of the four acid sites is around 6-10
kJ/mol, which corresponds to an energy difference of 2kpT at 400 °C. Functional
approximations to the exchange and correlation energies are used, and since the ab-
solute accuracy of the energies calculated with DFT has been shown to be about
20-30 kJ/mol [100], 10 kJ/mol can be taken as a good estimate of the relative ac-
curacy of the energies among the four acid sites. Other small sources of inaccuracy
in the calculations may include the use of fixed unit cell lattice parameters instead
of letting the system volume relax as well, and the incomplete basis sets used. Also,
the energy surface is likely to be highly corrugated so that there are many local min-
ima. Current, state of the art geometry optimization methods (i.e. direct inversion
of the iterative subspace, steepest descent, and preconditioned conjugate gradients)
can only guarantee convergence to a local minimum. In Section 3.3.1 it was shown
that the difference in relative total energies between the local and global minima
is around 6.3 kJ/mol. Perhaps some of the differences in acid site energies can be
attributed to not fully optimizing the zeolite framework structures, especially if the
PWO1 functional is unable to adequately treat the negative charge of the chabazite

anion in the calculation of the deprotonation energies.

By just considering deprotonation of each unit cell, a divergent Coulomb term is
being introduced in the lattice energy, which is unphysical. This can be rectified by
adding a uniform positive background charge to the deprotonated unit cell. Eichler
et al. [54] compared the deprotonation energy for the removal of a single proton
from a single unit cell and a double (2x1x1) supercell, where only one active site is
protonated per cell. The deprotonation energy changes by only 1.6 kJ/mol. There

are also small errors introduced by the different structural relaxation when one or two
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Table 3.2: Comparison of relative deprotonation energies between different acid sites
in chabazite (1 Al/unit cell), calculated by us and various researchers

Relative Energies (kJ/mol) of Acid Sites

oL | 02 | 03 | 04

This work 2.2 0 6.3 1.8

Shah [120] (periodic) 0 6.8 3.9 8.6

Shah [121] (periodic) 0 7.7 4.8 13.5
Haase [67] (periodic) 0 9.5

Jeanvoine [76] (periodic) 0 8.8 5.2 5.0

Bréndle [22] (embedded cluster) 0 17.0 12.9 12.5

Mihaleva [94] (cluster, Gaussian98) 1.5 5.0 5.7 0

Mihaleva [94] (cluster, DGauss) 0 1.7 2.8 0.8
Treesukol [140] (embedded cluster) 0 15.8 16.7 15.9
Smith [128] (exp) * *

acid sites are deprotonated in the 2x1x1 supercell, but these should not affect these
results appreciably.

Although it has been shown in the studies of both Smith et al. [128] and Vitale et
al. [146] that the O1 and O3 sites are the only protonated sites in chabazite, based
on our energetic studies the O2 and O4 sites seem to be the most stable. It is not
possible to explain why only the O1 and O3 protons are observed experimentally, so
factors outside of the scope of these calculations must be involved.

The most likely explanation is that all four acid sites at a given aluminum sub-
stituent in chabazite have approximately the same deprotonation energy, and there-

fore are roughly homogeneous in acid strength.

3.3.3 Adsorption of Bases

Adsorption energies on chabazite were calculated for four bases: acetonitrile,
methanol, ammonia, and pyridine. The weak bases acetonitrile and methanol were
chosen because they are commonly used in hydrogenation reactions involving zeolites.
Ammonia and pyridine were chosen because they are commonly used as base probes
in temperature programmed desorption, a widely used experimental method for char-

acterizing zeolite acidity. The adsorption of these bases on O3-protonated chabazite
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Table 3.3: Calculated and literature values for proton affinities (kJ/mol) of base
adsorbates used in this study

Proton Affinities (kJ/mol) of Base Adsorbate

Base This work | Aue and Bowers [2] (exp) |  Error
Acetonitrile 805.3 798.7 6.6 (0.8%)
Methanol 757.1 773.6 -16.5 (2.1%)
Ammonia 877.3 857.7 19.6 (2.3%)
Pyridine 957.8 922.2 35.6 (3.9%)

Table 3.4: Adsorption energies (kJ/mol) of bases on chabazite (1 Al/unit cell)

Adsorption Energies of Bases (kJ/mol)
Acid Site || Acetonitrile [ Methanol | Ammonia | Pyridine

01 82.7 94.0 149.3 153.6
02 83.6 91.6 142.9 161.2
03 69.7 91.7 144.5 153.5
04 79.4 90.9 135.7 162.6

is illustrated in Figure 3-4.

The gas-phase proton affinities of the four bases are given in Table 3.3. Ammo-
nia and pyridine have much higher proton affinities than acetonitrile and methanol,
and ammonia and pyridine are able to induce proton transfer from the chabazite
framework.

The adsorption energies of bases on chabazite are given in Table 3.4, and a com-
parison of our results to the ranges reported in the literature from both calculated
and experimental results is shown in Table 3.5 for methanol and ammonia adsorption.
The adsorption energies of ammonia and pyridine are about 60 kJ/mol higher than
those of acetonitrile and methanol; this suggests that higher gas-phase base proton
affinities, and the corresponding proton transfer reactions, result in more strongly
bonded zeolite-base complexes. This trend was also seen by Biaglow et al. [12], who
showed that the heats of adsorption of amines in H-ZSM-5 scaled with their gas-phase
proton affinities.

The stability trend, in order from most stable to least stable, of the zeolite-base
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Figure 3-4: (a) Acetonitrile, (b) Methanol, (c) Ammonia, (d) Pyridine adsorbed to
chabazite with proton on O3

60



Table 3.5: Comparison of our calculated adsorption energies of methanol and ammo-

nia on chabazite (1 Al/unit cell) to those calculated or measured experimentally by
other researchers

Adsorption Energy of Bases (kJ/mol)
Methanol Ammonia (kJ/mol)
This work 90.9-94.0 135.7-149.3
Gale [59] (cluster) 63.5-79.8
Shah [120] (periodic) 82
Haase [67] (periodic) 93.6-94.1
Mihaleva [94] (cluster) 96-105
Sauer [22, 21] (embedded cluster) 100-109
Truong [147] (embedded cluster) 166-190
Messow [92] (HZSM-5, exp) 63
Haase [65] (HZSM-5, exp) 120
Dumesic [123] (HZSM-5, exp) 150
Gorte [105] (HZSM-5, exp) 150
Derouane [52] (HZSM-5, exp) 145
Joly [77] (HY, exp) 125

complexes is shown in Equation 3.3:

Acetonitrile: 02 > 01 > 04 > 03
Methanol : 01 > 03 > 02 > 04 (3.3)
Ammonia: 01 > 03 > 02 > 04
Pyridine: 04 > 02 > 01 > 03

This suggests that geometric factors are important; the smaller bases, ammonia
and methanol, are slightly more stable when situated in smaller channels and hence
adsorbed to the O1 site, whereas the larger bases, acetonitrile and pyridine, prefer
to be situated in the 8T ring and thus adsorbed to the O2 site. Derouane et al.
[50] also proposed in a model for confinement effects that bases prefer to adsorb in
the smallest pores that can accomodate them, in order to maximize their van der
Waals interactions with the zeolite framework, and we do see a slight size dependence
in our results. A similar trend is not seen among bases of similar strengths, but

rather among bases of different sizes, for example acetonitrile and methanol. It is

61



also important to note that the relative stabilities differ only by 10 kJ/mol, which
is within the accuracy of the DFT calculations so most likely any trends are not
significant (see Section 3.3.2) and the bases do not actually prefer one acid site over
another, as demonstrated by ammonia TPD experiments [123, 105].

In conclusion, there is a definite correlation between base adsorption energies and
gas-phase proton affinities, and there may be a correlation between base size and the
preferred zeolite acid site for adsorption. However, for a given base, the difference in

adsorption energies between the four acid sites is very low.

3.3.4 Concentration of Framework Substituents

The ratio of Si/Al in industrial chabazite is about 4.5 [150]. In the model chabazite
system described in the previous sections, there is only one Al site per unit cell, giving
a Si/Al ratio of 11. It is therefore important to determine how the base adsorption
energy varies as a function of the concentration of Al substituents in the silicate frame-
work. Three models of chabazite with 2 Al/unit cell were thus constructed. The two
aluminum atoms cannot be separated by only one oxygen atom by Loewenstein’s
rule [88], so there are three possible configurations for the two aluminum substituents
around the 8T ring, as shown in Figure 3-5; only the 8T ring was chosen for the loca-
tion of the additional aluminum substituent in order to isolate the effect of the extra
electronic charge from any steric effects. These structures are designated as “ortho”,
“meta”, and “para”, analogous to the nomenclature used for aromatic compounds.
In all three cases, the O3 proton from Section 3.3.2 was chosen to be protonated to
match that given in the original chabazite coordinates of Smith et al. [128], in order
to have these 2 Al/unit cell models start from the same base structure as for the 1
Al/unit cell models and not propagate any errors in the geometry optimizations. It is
anticipated that the deprotonation energies on chabazite with 2 Al/unit cell and O1
as the protonated site are not vastly different from those with O3 as the protonated
site, since the acid sites in chabazite have roughly similar deprotonation energies, as
seen in Section 3.3.2. The proton affinities and O-H vibrational frequencies for all

three structures are shown in Table 3.6. The “ortho” and “para” configurations, with
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Table 3.6: Deprotonation energies and O-H vibrational frequencies at the two acid
sites in chabazite (2 Al/unit cell)

[ 2 Al Configuration [ Deprotonation Energy (kJ/mol) | O-H Vibrational Frequency (cm™') |

03 and O1 (“ortho”) 1190.4 (03) 3557
1176.0 (01) 3542
03 and O2 (“meta”) 1167.5 (03) 3544
1153.5 (02) 3581
03 and O3 (“para”) 1188.5 (O3) 3576
1191.7 (03) 3588

| O3 only I 1175 | 3514 ]

their perfectly symmetric distribution of Al substituents around the 8T ring, were
found to be more stable than the “meta” configuration. Barbosa and van Santen
also found that the “ortho” and “para” structures, with a [ZnOZn]** cluster instead
of two protons as the charge neutralizers, were more stable than the corresponding

“meta” structure [4].

The adsorption energies of acetonitrile, methanol, ammonia, and pyridine on these
three structures, as illustrated in Figure 3-5, are shown in Table 3.7, and compared
to the analogous base adsorption energies on chabazite with 1 Al/unit cell with the
préton on O3 (henceforth referred to as “CHA”). For methanol, as shown in Figure
3-6, a slight increase in adsorption energy is seen when comparing “ortho” to “meta”
to “para”; there does not seem to be a similar trend trends in the adsorption energies
for acetonitrile. There may be small geometrical or steric factors that affect the
methanol adsorption energy. The methanol C-O bond does not lie in the plane of the
two chabazite protons in “ortho”, but does lie in the plane in “meta” and “para”. In
“ortho”, since the chabazite protons are only 3.29 A apart and in close proximity to the
methanol proton, there may be some repulsive interactions that slightly destabilize
the chabazite-methanol complex. By comparison, the chabazite protons are more
than 4.0 A apart in the “meta” and “para” structures. The two framework protons
in “ortho” and “para” are roughly equidistant to the framework oxygen closest to

the O-H and N-H groups of methanol and ammonia, respectively, so the symmetric
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(c)

Figure 3-5: Chabazite with 2 Al/unit cell, with protons on: (a) ‘O3 and O1 (“ortho”),
(b) O3 and O2 (“meta”), and (c) O3 and O3 (“para”)
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Table 3.7: Adsorption energies of bases on chabazite with 1 Al/unit cell and 2 Al/unit
cell

Base Adsorption Energy (kJ/mol)

2 Al Configuration || Acetonitrile | Methanol LAmmonia | Pyridine
03 and O1 (“ortho”) 72.3 80.1 140.9 150.4
O3 and 02 (“meta”) 64.0 88.0 144.1 152.2
O3 and O3 (“para”) 69.1 97.5 125.6 1474

| 03 only 69.7 91.7 | 1445 [ 1535

structural topology and corresponding electronic density may help to stabilize the
base. However, the extra strain in the “ortho” structural framework that arises from

the Al atoms being in close proximity may work to slightly destabilize the base.

The adsorption energies of ammonia and pyridine on “ortho” and “meta” are
similar in magnitude to the adsorption energies of ammonia and pyridine on our
structure with 1 Al/unit cell, with “ortho” being slightly lower due to steric effects.
This was also seen by Meusinger and Corma [93], who observed that acid strength, as
measured by proton transfer reactions, decreased for zeolites with two AlO, tetrahedra
separated by only one SiO4 tetrahedra, which is similar to our “ortho” case. Also,
for both of these bases, the adsorption energy on “para” is slightly lower. As shown
in Figure 3-7 and Table 3.8, the optimized non-acidic proton positions are almost
identical for the three structures, with out-of-plane angles ranging from -43.1 to -
52.0°. During the process of ammonia adsorption, the non-acidic proton distorts to
minimize the Coulombic repulsion with the ammonium ion. Hence the optimized
structures of the acid site containing the non-acidic proton are roughly identical for
all three structures, yet when the base is present, the framework distortion leads to

some variation in the base adsorption energies.

The range of adsorption energies in Table 3.7 is below 10 kJ/mol for both large-
sized bases acetonitrile and pyridine, whereas the range of adsorption energies is
between 15-20 kJ/mol for the smaller bases methanol and ammonia. In Section 3.3.3,
confinement effects were shown to be important, so the smaller bases may be affected

by the positioning of the acid site proteons around the 8T ring, and thus the strength

65



Figure 3-6: Methanol adsorbed on chabazite with 2 Al/unit cell, with protons on: (a)
‘O3 and O1 (“ortho”), (b) O3 and O2 (“meta”), and (c) O3 and O3 (“para”)

66



Figure 3-7: Ammonia adsorbed on chabazite with 2 Al/unit cell, with protons on:
(a) ‘O3 and O1 (“ortho”), (b) O3 and O2 (“meta”), and (c) O3 and O3 (“para”)

67



Table 3.8: Non-acidic chabazite proton out-of-plane angle with and without ammonia
adsorbed to chabazite framework

Out-of-plane Angle (°)
2 Al configuration || CHA only | CHA-NH;

03 and O1 (“ortho”) 28.7 -52.0
03 and 02 (“meta”) 23.3 -49.8
O3 and O3 (“para”) -11.9 -43.1

of the hydrogen bonds stabilizing the zeolite-base complex.

An ELF visualization was then performed on the optimized “ortho”, “meta”, and
“para” structures with ammonia. In Figure 3-8, the ELF lobe on the acidic oxygen is
smaller in “para” than in either “ortho” or “meta”. This indicates a slightly reduced
acid strength for “para” that could explain the slightly lower ammonia adsorption
energy.

Experimentally, it has been shown that in high silica zeolites (Si/Al > 10) such
as ZSM-5, catalytic activity, as measured by the rate of hexane cracking, increases
linearly with Al content [63]; in essence, the catalytic activity per acid site remains
constant. Even for low silica zeolites such as faujasite (Si/Al > 4.5), the activity per
Al atom is constant [45]. Only for very low-silica zeolites does the specific activity
increase with decreasing aluminum content. In this work, Si/Al ratios of 11 and 5
were studied in the chabazite models. Methanol and ammonia were used to probe
only one acid site, although there were two acid sites in the framework. Although the
results suggest that the strength of the acid sites in chabazite, as measured by the
energies of adsorption of small bases, is also constant amidst changes in Al content
in the framework, it must be stressed that acidity is not necessarily a measure of
catalytic activity.

In conclusion, although there are some variations, roughly 5-17 kJ /mol, in the
adsorption energies on “ortho”, “meta”; and “para”, for all bases, there are no con-
sistent trends that seem to be universally applicable, and the presence of additional
aluminum substituents does not significantly affect the strength of any individual acid

site.
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Figure 3-8: ELF isosurfaces (x = 0.87) on O3 proton of chabazite with 2 Al/unit cell,
with protons on: (a) ‘O3 and O1 (“ortho”), (b) O3 and O2 (“meta”), and (c) O3 and
03 (“para”)
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3.3.5 Framework Defects

Finally, the effect of the presence of zeolite framework defects on the strength of
acid sites was investigated. Both the natural and synthetic environments of chabazite
contain significant amounts of water, which is either physisorbed or chemisorbed to
the framework [130]. During the synthesis of chabazite, two nonbridging siloxy (=Si-
O-) species associated with the adamantane templates [150] can undergo calcination
and acid treatment to form a vicinal hydroxyl group pair (=Si-OH- - - HO-Si=). Upon
thermal decomposition and ion exchange, the vicinal silanols are dehydrated to form
an Si-O-Si linkage. The reverse can also happen, Whereby the Si-O-Si linkage is

hydrolyzed to form two vicinal silanol groups [84].

Geometry optimization calculations were performed on chabazite with a vicinal
silanol defect near the acid site, as shown in Figure 3-9. In setting up the silanol
defect model, an =Si-O-Si= linkage was replaced with an =Si-OH HO-Si= unit,
essentially hydrolyzing an Si-O bond. The hydrolysis reaction is important because
zeolites are commonly used as molecular sieves, so it is not unreasonable to assume
that water molecules are present. There are several possible configurations for the
silanol defect, but this one was chosen because the energy of formation was only 5.78
kJ/mol, making it likely to occur in a zeolite system. The heat of formation, which
was calculated with the PW91 functional, is comparable to the value of 8 kJ /mol
calculated using the B3-LYP functional [106], although Pascale et al. did not have
an .Al substituent in their chabazite unit cell. For comparison, the heat of formation
for a hydrogarnet defect, where four hydrogen atoms bonded to four oxygen atoms
substitute for a tetrahedral Si atom, is about 54 kJ/mol [106]. Pascale et al. also
state that the BLYP functional tends to give Si-O and O-H bonds that are too long,
which is why the PW91 functional was used in all of the calculations for this study.

The proton affinities and O-H vibrational frequencies at the acid site of chabazite
with and without a silanol defect are shown in Table 3.9; the adsorption energies of
methanol and ammonia at the acid site are shown in Table 3.10. It seems that the

presence of the silanol defect results in slight decreases in both the methanol and
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Figure 3-9: Chabazite with silanol framework defect near acid site
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Table 3.9: Deprotonation energies and O-H vibrational frequencies at the acid site

[ CHA with [ Deprotonation Energy (kJ/mol) | O-H Vibrational Frequency (cm™) |

Silanol Defect 1186.8 3522
No Defect 1180.9 3514

Table 3.10: Methanol and ammonia adsorption energies (kJ/mol) on chabazite (1
Al/unit cell) with and without silanol defect

Base Adsorption Energy (kJ/mol)
CHA with Methanol | Ammonia
Silanol Defect 88.2 129.0
No Defect 91.7 144.5

ammonia adsorption energies. The chabazite O-H bond is not weakened much in the
presence of the silanol defect; the O-H vibrational frequencies (3522 cm~! with the
silanol defect versus 3514 cm™! with no defect) and bond lengths (0.980 A in both
cases) are roughly the same.

The ELF isosurfaces shed some light on what is happening at the acid site. In
Figure 3-10, the ELF lobe at the acid site oxygen is smaller for chabazite with the
silanol defect than for the defect-free chabazite. A possible explanation is that the
substitution of H for Si at the silanol defect site results in a greater partial positive
charge at the defect site. Some electron density is then shifted in the direction of
the charge gradient, away from the acid site to the defect site. It can be concluded
that the presence of a vicinal silanol framework defect does not affect appreciably the
frequency of vibration of the O-H group, nor the heat of adsorption of small bases at

the acid site.

3.3.6 Implications for Solid Acidity Scale

Based on these results, the four Brgnsted sites corresponding to the Al substituent

have roughly the same acid strength. It is difficult, given the results, to determine
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Figure 3-10: ELF isosurfaces (x = 0.87) for Chabazite (a) with silanol defect, (b)
without silanol defect

which of the characterization methods employed — base adsorption energies, acid site
deprotonation energies, or structural parameters — is the best for characterizing acid
site strength. However, the deprotonation energy is widely thought to be the best
[124]. The results also suggest that small bases have similar adsorption energies on
chabazite with 1 Al/unit cell, 2 Al/unit cell, and with a vicinal silanol framework
defect. Therefore, neither the number of Al substituents in the zeolite unit cell nor
the presence of structural defects near the acid site significantly affect the strength

of the individual acid sites in chabazite.

It should be emphasized that the results do not imply that the O-H groups on
different zeolites have the same strength, since the only zeolite considered in this
study is chabazite. For example, Freude et al. [58] found that the enhanced catalytic
activity of mordenite relative to zeolite Y is due to the higher acid strength of the
O-H groups. They did note that the acidity should be constant for zeolites with Si/Al
ratios greater than 10. Sharma et al. [123] found that the enthalpies of adsorption
of ammonia and pyridine on mordenite are higher than the corresponding enthalpies
on ZSM-5. Mosqueda-Jiménez et al. [98] found that both the strength of the acid
sites in Ni-ZSM-5, Ni-MOR, and Ni-MCM-22, as measured by the shift of the O-H

vibrational frequency upon adsorption of benzene, and the concentration of the acid
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sites were directly correlated to the conversion of NO with propane.

It is also important to note that enhanced “activity” is not necessarily correlated
to enhanced “acidity”. For example, there is no proven correlation between enhanced
catalytic activity and decreased proton affinity or changes in the equilibrium constant
for proton donation to a base [57]. Several experimental studies seem to support this
statement. Brunner et al. [24] showed that the magnitude of 'H NMR chemical
shifts and vibrational frequencies of bridging hydroxyl groups do not change upon
hydrothermal treatment, even though enhanced activity of n-hexane cracking was
observed. Biaglow et al. [11] found that the decomposition-temperature of isopropy-
lamine is the same on SAPO-5 and H-ZSM-5, and does not appear to be sensitive to
the strength of the acid sites, since the strength of the sites in SAPO-5 is assumed
to be intermediate between H-[Fe]-ZSM-5 and H-[Al]-ZSM-5 as measured by the ma-
terials’ ability to protonate propene. Parillo and Gorte [105] showed that the rate of
proton transfer is not correlated to the rate of alkane cracking since they occur at
significantly different temperatures. Babitz et al. [3] performed solid-state NMR. ex-
periments showing that either the activation energy for hexane cracking is insensitive
to differences in acid site strength, or there are no differences in acid strength among

ZSM-5, mordenite, and Y zeolites.

Soscin et al. [135] recently defined a possible acidity scale in terms of a quantity
described as the “intrinsic acidity” of the O-H groups. The intrinsic acidity is defined
as the ratio between the O-H distance and the frequency of the O-H vibration mode.
Sosctin et al. showed that there exists a linear correlation between the intrinisic acidity
and the total charge; however, all of the calculations were performed on cluster models
of zeolites. The intrinsic acidity was calculated on the periodic models, as shown in
Table 3.11. The intrinsic acidity was found to not correlate with the calculated
adsorption energies, but the small differences in magnitude between the calculated
intrinsic acidities (roughly 1.66%) shows that all four acid sites do have approximately
the same acidity. Of course, the validity and usefulness of the intrinsic acidity factor

needs to be further investigated. |
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Table 3.11: Intrinsic acidity [135] for the four acid sites in chabazite (1 Al/unit cell)

| Acid Site || O-H Bond Length (A) [ O-H Vibrational Frequency (cm™) [ Intrinsic Acidity |
01 0.977 3578 2.73 x10712
02 0.979 3541 2.77 x10712
03 0.980 3514 2.79 x10712
04 0.980 3532 2.77 x10712

3.4 Conclusions

Characterization via DFT and topological visualization of the acid sites in chabazite
with varying framework defects, including multiple Al substituents in the 8T ring and
a vicinal silanol defect near the acid site, was performed. It was confirmed, using both
ELF visualization and constrained geometry optimizations, that there are two min-
ima for proton positions on the oxygens at the acid site. The four acidic oxygens at
the aluminum T-site all have roughly the same deprotonation energy, which is not
strictly correlated to the O-H bond length or stretch vibrational frequency. Further-
more, the adsorption energy of various bases at each acid site oxygen is roughly the
same and correlates well only with the gas-phase proton affinity of the base. These
results reinforce the conclusion that the construction of a universal scale for quanti-
fying zeolite acidity is likely to be problematic. Also, the deprotonation energies and
base adsorption energies are not significantly changed with the presence of additional
aluminum substituents in the zeolite framework, nor with silanol framework defects

near the acid site.
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Chapter 4

Methanol Coupling Reaction in
Chabazite: Introduction and New

Reaction Mechanism

4.1 Introduction

A reaction that has attracted considerable academic and industrial interest is
the coupling reaction of two methanol molecules in a zeolite, to form higher chain
hydrocarbons such as gasoline (MTG) or olefins (MTO) [150, 6, 126, 13, 15, 16,
20, 119, 137, 114, 139, 5, 42, 74, 117, 138, 131, 62, 132, 115, 116, 70]. The MTG
process was developed in the late 1970’s and commercialized in 1986 by Mobil [33, 32]
as a response to the global energy crisis and a new interest in synfuels and other
alternative gasoline sources. When the price of gasoline dropped, there was no longer
a pressing need for the MTG process, however, methanol continued to be produced.
Recently, interest has shifted to the MTO process, which was developed by Mobil and
UOP/Norsk Hydro in 1996 [138]. Olefin and gasoline production can be coupled, since
zeolites such as H-ZSM-5 and zeotypes such as SAPO-34 can oligomerize light olefins

into a gasoline-like mixture of paraffins, higher olefins, aromatics, and naphthalenes.

It has been thought that the formation of the first C-C bond is the rate-limiting
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step of these processes, but unfortunately, the reaction or reactions comprising this
process have never been isolated experimentally, nor has a mechanism been definitely
agreed upon. In fact, there have been over 20 proposed mechanisms for C-C bond
formation [138]. Most of these are derived from the oxonium ylide (Figure 4-1(a)) or
carbene (Figure 4-1(b)) mechanisms, both of which involve the formation of a CHy:
moiety which can then insert itself into hydrocarbon chains. The oxonium ylide
mechanism requires the prior formation dimethyl ether, forms a trimethyloxonium
ion intermediate, and results in the formation of ethylene. The carbene mechanism

requires the prior formation of a surface methoxy group at the zeolite acid site.

Recently, indirect mechanisms (Figure 4-2(a)) have been proposed [70] that in-
volve a pool of hydrocarbon species, including methylbenzenes and cyclic carbenium
ions such as those in Figure 4-2(b). These hydrocarbons tend to form in the pores
of zeolites by the reaction of impurities in the methanol feed, and serve to stabilize
the intermediates and transition states of the C-C bond forming process. In partic-
ular, the dangling methyl groups on the hydrocarbons may be the organic reaction
centers, not the surface methoxy groups that have been proposed. Haw et al. [132]
have recently lent support to the hydrocarbon pool mechanism by contradicting the
assumption that methanol or dimethyl ether can react by themselves to form olefins
in the MTO process. They fed purified methanol and dimethyl ether reagents at 375
°C over a bed of H-ZSM-5 catalyst, and found that no olefin products were formed.

Only in the presence of impure methanol were ethylene and propylene formed.

It has been thought, from four computational studies that address directly the
formation of the first C-C bond, that the formation of surface methoxy groups and/or
dimethyl ether are necessary first steps towards the formation of ethanol and higher
hydrocarbons. Blaszkowski and van Santen [15] conclude that the first C-C bond
is formed via reaction of a surface methoxy group with methanol or dimethyl ether
and that pathways involving trimethyloxonium are not favorable. Tajima et al. [139]
propose what they call the ” methane-formaldehyde mechanism” in which a methanol
reacts directly with a surface methoxy species to form methane and formaldehyde

as stable intermediates. These then react to form ethanol, which is dehydrated to
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Figure 4-1: Proposed mechanisms for C-C bond forming in the methanol coupling

reaction, requiring the formation of (a) Oxonium ylide [144, 103] and (b) Carbene
33, 86, 39]
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Figure 4-2: (a) Proposed mechanisms for C-C bond forming in the methanol coupling
reaction through an initial methylbenzene catalyst [70], (b) Possible cations in the
hydrocarbon pool [60, 149, 134, 133]
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Figure 4-3: C-C bond forming mechanism of Blaszkowski and van Santen [15]
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Figure 4-4: C-C bond forming mechanism of Tajima et al. [139]

ethylene. They found that their proposed pathway is more favorable than those
incorporating oxonium ylide species, carbenes, or CO. Hutchings et al. [74] propose
the interaction of a surface methoxy species with a second methanol molecule to
form a surface ethoxy species, which after B-elimination forms ethylene. These three
studies were all performed using small cluster models and static calculations. In the
fourth study, Govind et al. [62] performed static calculations on a periodic model
of two methanol molecules in ferrierite, and again proposed the reaction of a surface
methoxy species with methanol or dimethyl ether to form ethanol or methyl-ethyl-
ether; water does not play any visible role in their mechanism.

Despite the insight gained from these studies, they suffer from two major sim-
plifications. First, the cluster calculations do not take into account the effects of
the zeolite lattice, which include molecular shape selectivity, or short-range repul-
sions, and confinement effects, or long range attractions. Second, they do not take
into account thermal effects caused by the dynamics of the motion of reactants and
intermediates and entropic effects. In fact, the view of static transition-states as

single saddle points can be only pictorial at best. In reality, the potential energy
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Figure 4-5: C-C bond forming mechanism of Hutchings et al. [74]

hypersurface would be quite rough, possessing many accessible saddle points.

Instead, the emphasis of this work was to find a dynamic mechanism for C-C
bond formation from methanol reactants in the zeolite chabazite, without postulat-
ing a priori intermediates. Chabazite has been shown to be catalytically active for
the coupling of methanol [150], and in these calculations, a model containing 1 Al

substituent per unit cell was used.

4.2 Computational Methodology

Density functional theory [72, 83, 104], with the PW91 functional [110], was used
to calculate electronic structure and energetics, and a plane-wave basis set code with
periodic boundary conditions [75] was used to model the zeolite as an infinite crys-
talline system. The plane-wave cutoff chosen was 55 Ry. This is very close to plane-
wave cutoffs used by other researchers {120, 122], and it has been found to be quite
accurate, yielding the gas-phase proton affinity of methanol as 183.7 kcal/mol com-
pared to 185.1 kcal/mol experimentally [2]. Only the I' point was sampled in the
Brillouin zone. The fictitious electronic mass used was 1100 a.u., and timesteps of

7.0 a.u. (0.17 fs) were used for all runs.

The molecular dynamics simulations of two methanol molecules in the chabazite

82



unit cell were performed using the Car-Parrinello [26, 75] approach. This method com-
bines a quantum mechanical treatment of the electrons via density functional theory
and a classical treatment of the nuclei, which are moved via a molecular dynamics
simulation. All simulations were performed at 400 °C, the industrial operating tem-
perature for the MTO and MTG processes [80]. The actual loading is 5-6 methanol
molecules per active site in the MTG process [97], but only two molecules per active

site were considered to simplify the interactions.

To simulate the C-C bond formation process, initially the C-C interatomic dis-
tance was chosen as the reaction coordinate, and a series of non-zero temperature
simulations were performed to sample across that reaction coordinate. This reac-
tion coordinate was also chosen by Sauer et al. [118] in their study of the methanol
coupling reaction. First, geometry optimizations were performed at 0 K of the two
methanol molecules in chabazite, and next, from the optimized structure, the C-C
distance was decreased and its value constrained. Initially, this decrease in distance
occurred at 0.4 A intervals, and closer to the transition state, it occurred at 0.2
A intervals. At each point along the reaction coordinate, the ensemble averaged
force due to the constraint was evaluated along the constrained direction. From these
simulations, the free energy was computed as a function of the reaction coordinate

by integrating the average force along the reaction coordinate [27, 136, 108, 44].

In order to determine properties averaged within the canonical ensemble, a Nosé-
Hoover chain thermostat with a length of 4 and a characteristic frequency of 1500
cm™! was used on the nuclear degrees of freedom [102, 73, 89]. Each constrained
molecular dynamics simulation run lasted 1.5 ps. During the first 0.5 picoseconds,
the system was equilibrated and during the next picosecond, accumulated data was
averaged to determine properties of interest. One picosecond of averaging was found
to be enough to calculate the properties reported in this paper with small statistical
uncertainties. Because the initial equilibration period was discarded, all references to

time along the trajectory are made starting after this equilibration period.
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4.3 Results and Discussion

The overall reaction in the zeolite that was mapped is:

2CH3;0H — CH3CH,0H + HyO (4.1)

4.3.1 Preliminary Reaction Mechanism Obtained Via Con-

strained Molecular Dynamics

As mentioned in Section 2.2.1, the free energy was computed as a function of the

reaction coordinate using Equation 4.2 [136]:

dF
dg§

where F is the free energy, £ is the value of the constraint, which in this case is the

=~ () (42)

value of the C-C distance, and X is the Lagrange multiplier due to the constraint,
which is equal to the negative of the force along the constrained C-C direction. Be-
cause the constraint used in this study is a simple distance constraint, the expression
can be simplified greatly to the term on the right hand side of Equation 4.2 [27].
Thus, the ensemble-averaged force on the constraint can be used to determine the
free energy as a function of the reaction coordinate by integrating the average force
along the reaction coordinate.

The free energy versus C-C distance was plotted in Figure 4-6. The free energy
of the unconstrained system, where C-C = 5.14 A, was set to be zero. Figure 4-6
shows that the free energy change needed for the C-C distance to decrease from 5.14
A to 3.8 A is only 3.1 kJ/mol, which would be rapidly and easily attained at 400
°C. C-C = 1.8 A is already past the peak of the free energy curve at 1.94 A, so the
free energy barrier for the system to move across the constraint is calculated to be
AFTS = 223.5 kJ/mol.

To separate the energetic from the entropic terms in the free energy, an equili-

brated frame of the C-C = 2.0 A trajectory was selected, the bond length was reduced
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Figure 4-6: Free energy barrier for the methanol-methanol coupling reaction in the
constrained ensemble (T = 673 K)

to 1.94 A, and a geometry optimization was performed. For Reaction 4.1, this yields
AUTS (0K) = 173.8 kJ/mol, and AST5 (673K ) = -0.0738 kJ/mol-K. The calculated
AUTS (0K) for this study is 10.0 kJ/mol lower than that calculated by Tajima et
al. [139] and 77.2 kJ/mol lower than that calculated by Blaszkowski and van Santen
[15]. The energetic term is also lower than the value obtained with mass spectrometry
experiments on the most similar C-C bond forming reaction found in the literature,

where 212.26 kJ/mol of thermal energy was needed for the gas-phase reaction [129]:

[CH;OHCH,|* — C,HF + HyO (4.3)

There exist only limited experimental values for free energy barriers and reaction
rate constants for the C-C bond forming process. Chen and Reagan [34] developed a

kinetic model for olefin formation in ZSM-5:
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k
A=

A+B® B (4.4)

dA
i —kiA — k:AB

where A represents the oxygenates and B represents the olefins in the system. Using

an autocatalytic assumption:

AQ—A=B—B()¢A()—AR‘.«B

Ao 14 4o (4.5)
A A 4+ ezp (k2 (1 + R)1)

where R = %, they determined that k, ranged in value between 0.1 and 1.1 s!.
These experiments were performed at T = 370 °C, so their free energy barrier can be

calculated using transition state theory:

v = % =1.34 x 10'3s7!
Kt = % — between 7.46 x 107 and 8.21 x 10~ (4.6)

AF® = —kTInK* = between 161 and 174 kJ/mol

where v is the prefactor to the rate constant ks, and K* is the equilibrium constant
of the reaction. While this experimental range of AF* is lower than the free energy
barrier of 223.5 kJ/mol calculated in this study, it is important to note that ZSM-5
is known to be more active than chabazite for the MTO reaction [150], there may
be a difference in reaction rates for olefin versus alcohol formation, and the kinetic
model is highly simplified. Furthermore, the calculated value of 223.5 kJ/mol should
be taken as an upper bound, considering, as shown below, that the simple distance
constraint does not characterize the reaction process fully.

No significant chemical events occur until the C-C distance is 2.2 A . In this
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trajectory (snapshots in Figure 4-7), first a proton is transferred from the zeolite
acid site to one of the methanol molecules, forming a methoxonium cation, which
subsequently splits into a methyl cation and water, breaking the C-O bond. Then
the remaining methanol transfers one of its protons to the methyl cation, forming
methane and “protonated formaldehyde” (CH;OH™). These three intermediates are
stable for at least 2.0 ps. When the C-C distance is 1.8 A , the water extracts a
proton from methane, as seen by the snapshots in Figure 4-8. Then, a concerted
simultaneous transfer of a proton from H3O™ to protonated formaldehyde occurs,
just as the latter transfers a proton back to the chabazite acid site, and the final
formation of an ethanol-like species. When the C-C constraint is released, the C-C

bond is formed and ethanol is formed.

From the results of the constrained molecular dynamics simulations, it can be
concluded that the process, which produces ethanol and water, involves stable inter-
mediates of methane, protonated formaldehyde, and water, which would imply a two
-step reaction. However, from Figure 4-6, it seems that there is only one transition
state in the overall reaction. Therefore, it’ was necessary to determine whether the

transition state region is indeed being sampled or not.

The committor distribution corresponding to the C-C = 2.2 A trajectory (Figure
4-9(a)) was bimodal (Figure 2-2(b)). The committor distribution corresponding to the
C-C = 1.8 A trajectory (Figure 4-9(b)) was skewed in the Pg = 1 direction (Figure
2-4(b)), indicating that the transition state region had not been properly captured.
Therefore, the C-C distance is an inadequate reaction coordinate, and while these
constrained molecular dynamics trajectories do suggest intermediates and products

of the methanol coupling reaction, they do not represent a reaction mechanism.

Although the constrained molecular dynamics trajectories with the C-C distance
constraint were unphysical, they did give insight into the reaction process, initial
dynamic trajectories, likely reactants and products, and an upper bound on the free

energy barrier of reaction.
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(c) (d)

Figure 4-7: Snapshots from the C-C = 2.2 A constrained dynamics trajectory, show-
ing: (a) the initial physisorbed system, (b) the protonation of methanol, (c) the
breaking of a C-O bond to form water and methyl cation, and (d) the extraction of
a proton from the second methanol to form methane and protonated formaldehyde
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(c)

Figure 4-8: Snapshots from the C-C = 1.8 A constrained dynamics trajectory, show-
ing: (a) the stable intermediates, (b) the concerted transfer of a proton from water
to protonated formaldehyde to the zeolite, and (c) the final ethanol-like product
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4.3.2 Dynamic Mechanism Obtained Via Transition Path Sam-

pling

A mechanism for ethanol and water formation from two methanol molecules was
then obtained via transition path sampling calculations. Two hundred iterations
of the shooting algorithm were performed, and this was found to be sufficient for
converging path-averaged quantities. All shooting paths were 0.06 ps in length (7).
The simulations were run in the microcanonical ensemble, with an initial temperature
of 400 °C. Two reaction steps were found: the breaking of the C-O bond to form H,0,
CH,4, and CH,OH*, and the forming of the C-C bond to form CH;CH,OH.

For the C-O bond breaking step, the shooting algorithm converged towards a
mechanism (Figures 4-10) that was very similar to the pathway obtained using con-
strained molecular dynamics with the C-C distance fixed at 2.2 A. First, one of the
methanol molecules is chemisorbed to the zeolite acid site; chemisorption, involv-
ing proton transfer from the acidic oxygen to the base, is observed only when there
is more than one methanol molecule per acid site, otherwise only physisorption is
observed. Next, the C-O bond of the methoxonium cation slowly stretches until it
breaks, leaving water and methyl cation. The main difference was the configuration
of the intermediate step, whereby a proton is transferred from the second methanol
molecule’s CH3 moiety to the methyl cation. The transition state structure [H,O

- CH3 --- H ... CH2OH]" is almost linear, suggesting that there is some orbital
overlap facilitating the proton transfer. The intermediates H,O, CHy, and CH,OH*
are stable for at least 2.0 ps.

For the C-C bond forming step, the shooting algorithm converged towards a mech-
anism (Figures 4-11) that was significantly different from the pathway obtained using
constrained molecular dynamics with the C-C distance fixed at 1.8 A. In the dynamic
mechanism, the proton transfer from methane to water occurs concurrently with the
formation of the C-C bond. The transition state structure is thus [HoO --- H ---
CHj --- CH,OH]*. After some time, H3O% transfers a proton back to a zeolite acid

site, but different from the original one. In that way, the catalyst is unchanged at the
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end of the reaction.
The overall reaction diagram for the methanol coupling process is depicted in

Figure 4-12.

4.4 Conclusions

The application of transition path sampling and constrained molecular dynamics
methods to a problem in solid state catalysis has been demonstrated. In particular,
a new mechanism was found for the C-C bond formation in the methanol coupling
reaction that does not involve the formation of dimethyl ether or surface methoxy
groups at the acid site. This mechanism at 400 °C proceeds through stable interme-
diates of water, methane, and protonated formaldehyde to form ethanol. The C-C

bond forms directly and concurrently with a proton transfer from methane to water.
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(d) (e) ()

Figure 4-10: Mechanism for first step in the methanol coupling reaction. (a) Initial
physisorption of methanol molecules, (b) Chemisorption of methanol, with complete
proton transfer from zeolite acid site to methanol, (c) Breaking of C-O bond in the
methoxonium cation, leaving water and methyl cation, (d) Linear transition state
[HyO --- CH3 --- H--- CH,OH]*, (e) Final proton transfer from methanol to methyl
cation, (f) Stable intermediate species H,O, CHy4, and CH,OH*
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(a) (b) (c)

Figure 4-11: Mechanism for second step in the methanol coupling reaction. (a)
Intermediate species H,O, CHy, and CH,OH™, (b) Simultaneous proton transfer from
CH, to H,O and formation of C-C bond, resulting in ethanol (c) Final proton transfer
from H,O back to the zeolite acid site of the adjacent unit cell, leaving the catalyst
unchanged
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Figure 4-12: Overall reaction diagram for the methanol coupling process in chabazite,
referencing Figures 4-10 and 4-11
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Chapter 5

Methanol Coupling Reaction in
Chabazite: Analysis of Free Energy
Barriers and the Role of the

Zeolite in Catalysis

5.1 Introduction

In Chapter 4, a new mechanism was computed for C-C bond formation in the
methanol coupling reaction in chabazite. One of the goals mentioned in Chapter 1 is
to gain some understanding of the role of zeolites in catalytic reactions. One way of
doing this is to compute the mechanism and free energy barrier(s) for the methanol
coupling reaction in the gas phase, and compare these to the mechanism and free

energy barrier(s) of the analogous reactions in chabazite.

The free energy barrier was calculated to be 223.5 kJ/mol in Section 4.3.1. How-
ever, this barrier is incorrect since it was computed by sampling across the wrong
reaction coordinate (C-C constraint). Therefore, new reaction coordinates need to be
identified and free energy barriers computed for both steps of the methanol coupling

reaction. The committor probability distributions shown in Figures 4-9(a) and 4-9(b)
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indicate that multiple reaction coordinates are needed to describe these chemical pro-

cesses.

For the C-O Bond Breaking step, one possible reaction coordinate is the C;-O
distance of the protonated methanol, which contains C;. Another possible reaction
coordinate is the [(C;-H*) - (Co-H*)] asymmetric stretch, which is a difference of
C-H distances. H* denotes the proton that is transferred from the unprotonated
methanol (containing Cs) to the methyl cation (containing C;) once the C-O bond of

the protonated methanol has been broken.

For the C-C Bond Forming step, the C;-C, distance is still a valid reaction co-
ordinate. Another possible reaction coordinate is the [(O-H*) - (C;-H*)] asymmetric
stretch, where H* denotes the proton that is transferred from methane (containing

C1) to water.

5.2 Computational Methodology

As previously stated in Equation 2.48, the contribution of each constrained reac-

tion coordinate to the free energy is given as:

or (127 (—/\ + 4505 [Zely; (Vg - Tr (ZEIV'Zs)»)e
o (1Ze|=1/%)e

(5.1)

For C-O bond breaking, the two constraints and their partial derivatives can be

written as:
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& = |lze, — zoll = V(ze, — z0) - (zc, — o) (5.2)

06 _ 2 (zc, — Zo)
Oz, 2v/(zc, — z0) - (zc, — 70)

& _ -2 (z¢, — 20)

0zo 2v/(zc, — z0) - (zc;, — z0)

b = |ze, —zul = llzc, — 2wl

08 2(zc, — )
Ozc, 2/ (zc, — zn) - (xzc, — zh)

&2 _ —2(zc, — zH)
Ozc, 2/ (zc, — zn) - (zc, — Tn)

06 —2(z¢, — zH) 2(xzc, —zn)
dzy  2\/(zc, —zm)- (@e, —aw)  2v/(zo, — zw) - (Tc, — Tn)

Therefore, the matrix Z; is:

1,1 1 (sc;-20)-(2c;—on)
me, | mo mey llezc, —zoll-llzc, —zHl 53
1 (fl'cl —.’Z)o)(ftcl —$H) 1 1 + L _ (xcl —QH)(IC2—$H) ( . )
me, llzc,—zollllzc,—zull mec, ' me, ' mu lzc, —zull-llzc, —zHll

and its determinant is:

R o e [ LR Y R

- “1"01 - xH” . Hsz - :EH“ _“mcl me,

mc, Mo mc, Mc, My
(5.4)
We can expand the term:
_ 1 0¢; 0| Z]
1 — J -1 Elim
V' -Tr (Zg V'Zg) = oklmm_ka_xk [ZE ]lm _—éﬁ (5.5)

To compute this term, we can follow a multistep approach, with d(z, j) = g% and
7
d2(i7j7 k) = 2.

Oz ;0xy °
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N
. 1
n(lr) = ;m—kd(],k)d2(l,r,k) (5.6)
wl,l,m) = Zmir[vl(j, 1, r)d(m, ) + v1(j, m, r)d(, 7)] (5.7)
v3(j) = (271, v, lm) = V'&; - Tr (27'V' Z) (5.8)

E]

However, we note that all the second derivatives d» (4, 7, k) are zero, so the term in
Equation 5.5 becomes zero. Thus, for both reaction coordinates describing the C-O
bond breaking step, the relation between free energy and constraint forces collapses
to:

OF _ {|Z¢] /> (=X))e

%~ 1z (59)

which was previously stated as Equation 2.49.

Equation 5.9 can be used for the two reaction coordinates describing the C-C bond

breaking step. The reaction coordinates are:

& = llo ~ 2call = Ve, —7e) Ger —703) (5.10)
T (>1D
s 2¢<xcf(i:>f<zc;)—zcz> (512

& = llzo - zull - o, — ol (5.13)
e 19
aaf; B 2¢<mf2_(i?>-“<i’;’3_x,,> (>:19)
T e e 19

and the determinant of the matrix Z; is:
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1 1 1 1 2 To —xy) - (Zo, — T 1 1
= () (b 2 oz sy
me,  me,) \mo  me, My lzo — zul| - |lzc, — zH| me, Moy
(5.17)

Molecular dynamics simulations on the system are run with both reaction coordi-
nates simultaneously constrained at various values. The A\ due to each constraint is
calculated at each grid point (&;,£2). Two-dimensional integration can then be used

to calculate the change in free energy from Equation 5.9.

A first order Taylor expansion is given by:

F(x+ Az,y+ Ay) = F (z,y) + F, (z,y) Az + F, (z,y) Ay + . .. (5.18)

where F, and F), represent the partial derivatives of F' with respect to x and y,

respectively.

Alternatively, a two-dimensional trapezoidal integration can be used [49]. First,
the integration is performed in one of the directions, x in Equation 5.19 and y in

Equation 5.20:

F(z+A,y) = F(5,9) + 5 [F o+ Az,9) + B (5,0)] Az (5.19)

F(z,y+Ay) = F(z,9) + 5 [Fy (5,5 + &) + F, (3,5)] Ay (5.20)

Next, the integration is performed in the other direction:

1
F(z+Az,y+Ay) = F(z,y+ Ay) + 5 [Fe (2 4+ Az,y + Ay) + F (z,y + Ay)] A5.21)

1
F(z+Az,y+Ay) = F(z+ Az,y) + 5 [By (@ + Az,y + Ay) + Fy (2 + Az, y)] 45.22)

Equations 5.21 and 5.22 can be summed and divided by 2 to get the final expres-
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sion:

Il

f(z+ Az, y + Ay) f(z,y)

1
+ 7@+ Az,y+ MY+ fa (o +D2,9) + fo (2,9 + Ay) + f2 (2,9)] Az
1
+ Uy @+ Az,y+ Ay) + fy (o 4+ Az, y) + fy (3.9 + Ay) + fy (2,9)] By
Equation 5.18 is a good approximation to Equation 5.23 only if the grid points (£1,€2)

are finely spaced.

5.3 Results and Discussion

The free energy barriers for the C-O bond breaking and C-C bond forming steps,

in both chabazite and the gas phase, are now presented and compared.

5.3.1 C-0O Bond Breaking Step

For the C-O bond breaking step in chabazite, the two reaction coordinates were

simultaneously constrained in a pairwise fashion at the following values:

e C;-O distance (¢;): 1.361 (unconstrained), 1.4, 1.6, 1.8, 2.0, 2.15, 2.25, 2.35,
2.45, 2.55, 2.7, 2.9 A

e [(C,-H*) - (Co-H*)] asymmetric stretch (£2): 4.3 (unconstrained) 4.2, 4.0, 2.5,
1.0, 0.0,-0.6,-1.2,-1.8,-2.4 A

The A\’s due to each constraint are plotted, with a cubic spline interpolation to smooth
out the surface, in Figures 5-1(a) and 5-1(b).

Equation 5.23 is then used to compute the free energy surface for C-O bond
breaking in chabazite (Figure 5-2), sampled across the C;-O distance and [(C;-H*) -
(C2-H*)] asymmetric stretch reaction coordinates.

Based on the free energy surface in Figure 5-2, there are two possible dynamic

pathways connecting the reactant and intermediate species: one involving two distinct
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Chabazite Methanol-Methanol Coupling: C-O Bond Breaking A due to C-O Constraint Chabazite Methanoi-Methanol Coupling: C-O Bond Breaking i due to ((C'—H') - (C2_W)] Constraint
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Figure 5-1: X due to (a) C;-O distance and (b) [(C;-H*) - (C-H*)] asymmetric stretch
constrained reaction coordinates in chabazite
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steps, and the other passing over only one transition state to the intermediates. The
two-step mechanism involves an initial C-O bond breaking, where the system ends up
in a metastable free energy basin to the left of Figure 5-2. Then, the system must cross
over another barrier into the intermediate basin. In the pseudo one-step pathway, the
breaking of the C-O bond occurs simultaneously with the other methanol moving
close enough to enable the proton transfer to the methyl cation.

The initial free energy barrier to cross into the metastable state is about 80.1
kJ/mol, the metastable state is 54.2 kJ/mol higher in free energy compared to the
reactant state, and the second free energy barrier to cross from the metastable state
to the intermediates is 37.8 kJ/ mbl. This gives a total free energy barrier of 117.9
kJ/mol, which makes this two-step pathway favored relative to the pseudo one-step
pathway’s barrier of 126.9 kJ/mol at the saddle point.

For the C-O bond breaking step in the gas phase, the two reaction coordinates

were simultaneously constrained in a pairwise fashion at the following values:

e C;-O distance (&;): 1.518 (unconstrained), 1.6, 1.8, 2.0, 2.15, 2.25, 2.35, 2.45,
2.55, 2.7, 2.9 A

e [(Cy-H*) - (Co-H*)] asymmetric stretch (&;): 4.011 (unconstrained), 4.0, 2.5,
1.0, 0.0, -0.6, -1.2, -1.8, -2.4, -3.0 A

The X\’s due to each constraint are plotted, with a cubic spline interpolation to smooth
out the surface, in Figures 5-3(a) and 5-3(b).

Equation 5.23 is then used to compute the free energy surface for C-O bond
breaking in the gas phase (Figure 5-4), sampled across the C;-O distance and [(Ci-
H*) - (C2-H*)] asymmetric stretch reaction coordinates.

Again, the free energy surface shows two possible pathways, one two-step, the
other pseudo one=step. The free energy of the metastable basin is 72.9 kJ/mol, so
the free energy barriers for the two-step pathway are 135.9 kJ/mol and 79.9 kJ/mol
for total of 215.8 kJ/mol. The free energy barrier for the one-step pathway is 150.1
kJ/mol, so it is the favored pathway.
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Table 5.1: Comparison of saddle point locations, based on the reaction coordinates
C;-O distance (A) and [(C,-H*) - (Cy-H*)] asymmetric stretch (A) for C-O bond
breaking in chabazite and in the gas phase

One Step Two Step: TS1 Two Step: TS2
C1-0 | [(Ci-H*) - (Co-H™)] || C1-O | [(Ci-H*) - (Co-H*)] | Ci-O | [(Co-H*) - (Co-H*)]
Chabazite | 2.2 0.0 21 2.1 2.9 0.7
Gas Phase || 2.1 0.5 2.3 3.3 2.5 0.4

Table 5.2: Comparison of free energy barriers (kJ/mol) for one-step and two-step
pathways for C-O bond breaking in chabazite and in the gas phase

One Step | Two Step
AF AF7s | AFrss | AF gveran
Chabazite 126.9 80.1 37.8 117.9
Gas Phase 150.1 1359 | 79.9 215.8

A comparison of the differences in the location of the saddle points and the heights
of the free energy barriers is given in Tables 5.1 and 5.2, respectively. The difference
in the overall free energy barrier between the reaction in the gas phase (150.1 kJ/mol)
and in chabazite (117.9 kJ/mol) is a little more than 30 kJ/mol, but the overall form
of the free energy surfaces is similar. In chabazite, the C-O bond breaking and the
H* transfer are two distinct steps, and the water, once formed, does not play a role in
the proton transfer at all. The framework is sufficient for keeping the methyl cation
and second methanol in close enough proximity to enable the H* transfer without
having the water involved. However, in the gas phase, the species must all be in close

enough proximity to react, meaning that the one step pathway is favored.

5.3.2 C-C Bond Forming Step

For the C-C bond forming step in chabazite, the two reaction coordinates were

simultaneously constrained in a pairwise fashion at the following values:

e C;-C, distance (£;): 3.706 (unconstrained), 3.4, 3.1, 2.8, 2.5, 2.2, 2.0, 1.8, 1.6 A
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Figure 5-5: \ due to (a) C;-C, distance and (b) [(O-H*) - (C;-H*)] asymmetric stretch
constrained reaction coordinates in chabazite
e [(O-H*) - (C;-H*)] asymmetric stretch (£2): 2.3 (unconstrained), 2.0, 1.0, 0.5,
0.0,-0.6,-1.2,-2.2,-32 A

The \’s due to each constraint are plotted, with a cubic spline interpolation to smooth
out the surface, in Figures 5-5(a) and 5-5(b).

Equation 5.23 is then used to compute the free energy surface for C-C bond
forming in chabazite (Figure 5-6), sampled across the C;-C, distance and [(O-H*) -
(C1-H*)] asymmetric stretch reaction coordinates.

Only one saddle point is seen in Figure 5-6. The free energy barrier corresponding
to this saddle point is 106.0 kJ/mol. Since the intermediate state is 11.1 kJ/mol
lower in free energy than the reactant state, the corrected C-C bond forming barrier
height is 94.9 kJ/mol. The products are 31.3 kJ/mol lower in free energy than the
intermediate state. For the overall reaction, the ethanol and water products are 42.4
kJ/mol lower in energy than the two methanol reactants.

For the C-C bond forming step in the gas phase, the two reaction coordinates

were constrained at the following values:

e C;-C, distance (£;; unconstrained = 4.335 A): 4.3, 4.0, 3.7, 3.4, 3.1, 2.8, 2.5,
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Chabazite Methanol-Methanol Coupling: C-C Bond Forming Free Energy
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Figure 5-6: Free energy surface for C-C bond forming in the chabazite

22,19 1.6 A

e [(O-H*) - (C,-H*)] asymmetric stretch (§2; unconstrained = 2.795 A): 2.2 1.6,
1.0, 0.5, 0.0, -0.6, -1.2, -2.2, -3.2, -4.2 A

The \’s due to each constraint are plotted, with a cubic spline interpolation to smooth
out the surface, in Figures 5-7(a) and 5-7(b).

Equation 5.23 is then used to compute the free energy surface for C-C bond
forming in the gas phase (Figure 5-8), sampled across the C;-C, distance and [(O-
H*) - (C,-H*)] asymmetric stretch reaction coordinates.

The free energy surface seems to show two pathways. On the left of Figure 5-8,
one pathway crosses a saddle point (C;-Cy = 1.8 A, [(O-H*) - (C,-H*)] = 0.2 A; AF
= 128.5 kJ/mol) on its way to the product state, and this pathway corresponds to the
simultaneous transfer of a proton from methane to water, and the formation of the C-C
bond between the methyl anion and protonated formaldehyde. On the right hand side
of Figure 5-8, the second pathway seems to go through a very low-lying saddle point
(C1-C2 = 3.8 A, [(O-H*) - (C;-H*)] = 0.2 A; AF = 50.0 kJ/mol), through a valley,

into the product state. This second pathway is not representative of the reaction
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“of interest, as the low-lying saddle point corresponds to the concerted transfer of a
proton from protonated formaldehyde to methane, and then from methane to water,
much like what was seen in Figure 4-8 in Section 4.3.1. Methyl anion, with a proton
affinity of 1743.5 kJ/mol [55], and water, with a proton affinity of 723.8 kJ/mol
[2], are much more stable as the methane and hydroxonium cations, respectively,
and are located in close proximity due to the constraint on the [(O-H*) - (C,-H*)]
asymmetric stretch. However, once formaldehyde is formed, it is very stable, and
the constrained C;-C, distance is large enough (3.7 A) so that formaldehyde does
not participate in any further reaction. Ethanol can never form even if the C;-Cs
distance constraint is released, since there are no external physical constraints, such
as a crystalline framework, keeping formaldehyde in close proximity with the other

reactants. Therefore, this pathway does not lead to the formation of a C-C bond.

It is instructive to note that this low-lying pathway, corresponding to the formation
of formaldehyde, methane, and hydroxonium cation with the C-C distance being
relatively large, does not exist in the zeolite, as depicted by the free energy surface
in Figure 5.6. In the zeolite, formaldehyde and the hydroxonium cation cannot be
too far apart due to molecular shape selectivity from the framework. Even if proton
transfer from CH,OH™ to HyO occurs, it is reversible due to the close proximity of
the two species, and eventually the preferred pathway for ethanol formation, where
methane transfers a proton to water, will be followed. Unfortunately, in the gas
phase, the formaldehyde is not at all close to the hydroxonium cation; in fact they

are separated by methane and arranged in a linear configuration.

Instead, the pathway that does lead to ethanol formation must go through the
higher saddle point, so the free energy barrier at the saddle point is 128.5 kJ/mol.
However, the intermediate gas phase species are 30.7 kJ/mol higher in free energy
compared to the gas phase reactants (methanol and methoxonium cation). Therefore,
the corrected saddle point height is 159.2 kJ/mol. The products are 67.0 kJ/mol lower
in free energy than the reactants.

A comparison of the saddle point locations and free energy barriers to C-C bond

forming, given in Table 5.3, shows that the chabazite framework does keep the hy-
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Table 5.3: Comparison of saddle point locations, based on the reaction coordinates
C,-C, distance (A) and [(O-H*) - (C;-H*)] asymmetric stretch (A), and free energy
barriers (kJ/mol) for C-C bond forming in chabazite and in the gas phase

C-C | [(O-H*) - (C;-H*)] AF
Chabazite || 2.0 1.0 106.0
Gas Phase || 1.8 0.2 128.5

Table 5.4: Free energy barriers at various points along methanol coupling reaction
pathway

Reactants | AFc.0 bond breaking | Intermediates | AF ¢ ¢ bond forming | Products
Chabazite 0 117.9 -11.1 94.9 -42.4
Gas Phase 0 150.1 30.7 159.2 -67.0

drocarbons in close enough proximity to react. The molecular shape selectivity effect
is not too large, since the difference in free energy barriers is about 22.5 kJ/mol and
the location of the saddle points is similar. The transition state in chabazite is more
reactant-like, with H* closer to methane, whereas the transition state in the gas phase
is more product-like, with H* closer to water. The product-like transition state in the
gas phase indicates that the C-C bond forming reaction is endothermic and thus not

thermodynamically favored in the absence of the zeolite framework.

5.3.3 Overall Free Energy Surfaces

The overall free energy surface for the methanol coupling reaction in chabazite is

given in Figure 5-9, and in the gas phase in Figure 5-10.

Also, the heights of the relevant points on the free energy surfaces are given in

Table 5.4.
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Chabazite Methanoi-Methanol Coupling: C~C Bond Forming Free Energy
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Figure 5-9: Overall free energy surface for methanol coupling reaction in chabazite

Gas Phase Methanoi-Methanol Coupiing: C~C Bond Forming Free Energy

~—- 4

Figure 5-10: Overall free energy surface for methanol coupling reaction in the gas
phase
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5.4 Conclusions

The free energy barriers for the two-step methanol coupling reaction in both
chabazite and in the gas phase have been computed via constrained molecular dy-
namics and the blue-moon ensemble approach. The reaction coordinates for the first
step of the reaction are suspected to be the C-O distance and the [(C;-H*) - (Co-H*)]
asymmetric stretch. The reaction coordinates for the second step of the reaction are
suspected to be the C-C distance and the [(O-H*) - (C;-H*)] asymmetric stretch.

Further studies would need to be performed to verify these.
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Chapter 6

Conclusions and Future Work

The overall goals of this thesis were to: 1. Develop a quantitative understanding
of the acid sites in the zeolite chabazite, specifically to determine the effect of local
structural defects on energetic properties at the acid sites, and to evaluate several
measures to probe the acid strength of the Brgnsted sites, 2. Develop an under-
standing of how zeolites catalyze solid state reactions, specifically to compute the
mechanism for the methanol coupling reaction in the zeolite chabazite. State-of-
the-art computational methods, including density functional theory, Car-Parrinello
molecular dynamics, constrained molecular dynamics, and transition path sampling,
were used to calculate energetic and spectroscopic properties and simulate reactive

processes.

6.1 Characterization of Acid Sites

It was confirmed, using both ELF visualization and constrained geometry opti-
mizations, that there are two minima for proton positions on the oxygens at the
acid site of the zeolite chabazite. The four acidic oxygens at the aluminum T-site
all have roughly the same deprotonation energy, which is not strictly correlated to
the O-H bond length or stretch vibrational frequency. Furthermore, the adsorption
energy of various bases at each acid site oxygen is roughly the same and correlates

well only with the gas-phase proton affinity of the base. Therefore, the construction
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of a universal scale for quantifying zeolite acidity is likely to be problematic. Also,
the deprotonation energies and base adsorption energies are not significantly changed
with the presence of additional aluminum substituents in the zeolite framework, nor

with silanol framework defects near the acid site.

6.1.1 Correlation of Acid Strength to Catalytic Activity

All of the calculations in this thesis were performed on a chabazite model with
an Al-substituted silicate framework. It has been found that the rates of high-
temperature n-hexane cracking and room-temeperature propene oligomerization are
much higher for H-[A]]ZSM-5 and H-[{Ga]ZSM-5 than H-[Fe]ZSM-5. These results
were obtained from microcalorimetry and temperature-programmed desorption (TPD)
experiments, where the zeolite surface was initially saturated with ammonia or pyri-
dine gas, and then the temperature was ramped up slowly while keeping the zeolite
sample in a flowing inert gas stream [57).

The experimentally measured quantities correlate with catalytic activity, whereas
the calculated base adsorption energies correlate with acid strength. An analogous set
of calculations as those presented in Section 3.3 could be performed on Ga- and Fe-
substituted chabazite. If the adsorption energy of ammonia on Al- and Ga-substituted
chabazite is much higher, or much lower, than for Fe-substituted chabazite, then it can
be concluded that base adsorption energy can be correlated to catalytic activity. The
deprotonation energy of the Brgnsted site on Al-, Ga-, and Fe-substituted chabazite

should also be compared to determine if it is correlated to catalytic activity.

6.1.2 Generalization of Acid Site Properties to Other Zeo-

lites

The results of this thesis would be even more useful, for understanding how zeolites
catalyze reactions and for designing new catalysts, if they could be compared to
the base adsorption energies on a different, more catalytically active zeolite such

as faujasite or ZSM-5. Both faujasite and ZSM-5 resemble chabazite in terms of
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~chemical composition, crystal structure, and distribution. Also, both faujasite (7.4
A) and ZSM-5 (5.5 A) have larger pore size diameters than chabazite, so they can
be used for petrochemical reactions involving larger molecules such as aromatics and
longer-chain hydrocarbons. Unfortunately, faujasite contains 576 atoms, and ZSM-5
288 atoms, in its unit cell, so it will a huge computational challenge to successfully
optimize the crystalline structure of either zeolite with one aluminum substituent.
However, rapid advances in computing power over the past 5-10 years have made it
feasible to perform ab initio calculations on large solid systems such as ZSM-5 [66]
or million-atom nanostructures.

Therefore, an analogous set of calculations as those presented in Section 3.3 could
be performed on the other zeolite, whether it be faujasite or ZSM-5 or another zeolite
entirely, and the results used to derive generalizations about the nature of acid sites
in zeolites. A comparison of the base adsorption energies on ZSM-5 and chabazite, for
example, would be very useful in determining whether differences in base adsorption
energies are correlated to differences in acidity and/or catalytic activity between
zeolites. For instance, if the adsorption energy of methanol on ZSM-5 and chabazite
is roughly the same, but ZSM-5 is known to be more catalytically active for the
MTG reaction than chabazite [150], then it can be concluded that not only will it
be impossible to develop a base-independent scale for solid acidity, but that the base
adsorption energy is not a good measure of catalytic activity. As another example, if
the adsorption energy of methanol on the four acid sites of faujasite varies by over 20
kJ/mol, then it is safe to say that the Brgnsted sites in faujasite are heterogeneous in

acid strength, whereas the sites in chabazite seem to be homogeneous in acid strength.

6.2 Methanol Coupling Reaction in Chabazite

Transition path sampling and constrained molecular dynamics methods have been
used to study an acid-catalyzed reaction in the zeolite chabazite. In particular, a new
mechanism was found for the C-C bond formation in the methanol coupling reaction

that does not involve the formation of dimethyl ether or surface methoxy groups at the
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acid site. This tWwo-step mechanism at 400 °C proceeds through stable intermediates
of water, methane, and prbtonated formaldehyde to form ethanol. The C-C bond
forms directly and concurrently with a proton transfer from methane to water.

The free energy barriers for the methanol coupling reaction in both chabazite and
in the gas phase were computed via constrained molecular dynamics and the blue-
moon ensemble approach. The two-step mechanism is likely to be the correct reaction
mechanism in chabazite, since it has a lower free energy barrier, 117.9 kJ/mol, than
the barrier corresponding to the one-step mechanism, 223.5 kJ/mol. Both steps of
the reaction have roughly the same activation energy, meaning that neither step is
slow or rate-limiting compared to the other. However, the large barrier to the overall
formation of the C-C bond means that it may still be the rate-limiting step of the
MTG and MTO processes.

Although the overall mechanisms for methanol coupling in chabazite and in the gas
phase are similar, the free energy barriers for the reaction in chabazite are generally
much lower. Therefore, the zeolite framework is likely to be most important for

molecular shape selectivity and short-range repulsions.

6.2.1 Investigation of Alternative Reaction Mechanisms

The mechanism described in Section 4.3.2 is valid at 400 °C. However, it has been
well postulated that the methanol molecules may couple to form dimethyl ether in
either a sequential or competing reaction. This process may also be temperature
dependent. Therefore, it is important to develop a means of quickly finding and
screening reaction pathways, even non-dynamic ones, that is less computationally
intensive than constrained molecular dynamics.

The dimer [71] and biased transition state [112] methods have been developed to
find an initial reaction path given only the reactants. If either of these methods were
able to find appropriate reaction pathways, balancing speed with convergence, then
they could be implemented into the CPMD code and used to determine the tempera-
ture dependence of the methanol coupling reaction pathway, perhaps at temperatures

ranging from 300 ° C to 500 ° C.
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Another idea, spurred by ‘the recent work on hydrocarbon pool mechanisms [1551,
‘62, 132, 115, 116, 70], is that surface methoxy groups may lower the free energy barrier
to the methanol coupling reaction. Therefore, either the 1,3-dimethylcyclopentenyl
cation adsorbed onto the acid site in place of a proton, or toluene trapped in the
chabazite 6T cage, would result in a dangling methyl group in the main 8T ring. The
reaction mechanism for methanol coupling in the presence of the dangling methyl
group could then be computed by either the dimer or biased transition state method.

Either the nudged elastic band (NEB) [78] or action-derived molecular dynamics
[107] methods could be used to determine a reaction pathway given the reactants
and products. Again, if either method were implemented into the CPMD code, it
could be used to verify the mechanism described in Section 4.3.2, with perhaps much
less computational effort than constrained molecular dynamics. However, the need
to specify the products a priori means that the NEB method is not as useful when

screening for side reactions.

6.2.2 Identification and Verification of Reaction Coordinates

It still needs to be determined whether the chosen coordinates, namely the C,-O
distance and the [(C;-H*) - (C,-H*)] asymmetric stretch for the C-O bond breaking
step, and the C;-C, distance and the [(O-H*) - (C;-H*)] asymmetric stretch for the
C-C bond forming step, are sufficient for driving the methanol coupling reaction by
calculating the committor distributions at the saddle regions shown in Figures 5-2,
5-4, 5-6, and 5-8.

Unfortunately, the driving coordinates for the reaction in chabazite may turn out
to be different than those for the reaction in the gas phase. At the saddle points
depicted in Figures 5-4 and 5-8, preliminary calculations show that the committor
distributions, for both steps of the reaction in the gas phase, are generally flat or
skewed, as shown in Figures 2-3(b) and 2-4(b), respectively. This means that there is
diffusive behavior at the saddle regions, or that the correct transition state has not
been captured in the gas phase. This is especially true for the C-C bond forming step,

where the free energy surfaces for the reaction in chabazite (Figure 5-6 and in the gas
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phase (Figure 5-8) are very different and hence the governing reaction coordinates
are also likely to be very different.

Although the committor calculations are computationally expensive, they must
first be performed on the chabazite system to verify the correctness of the reaction
coordinates, which were determined by observing the bond breaking and bond forming
processes in the converged mechanism found in Section 4.3.2. If the chosen coordinates
are not correct even for the chabazite system, then a new set of coordinates must be
proposed and the constrained molecular dynamics calculations performed again. Only
after the driving coordinates for the reaction in chabazite have been verified, and the
correct transition state(s) captured, should the corresponding committor calculations

be performed for the gas phase system.

6.2.3 Comparison of Reaction Rates in Chabazite and in the

(Gas Phase

Though it appears free energy barriers to reaction are lower in chabazite than in
the gas phase, it is still unknown whether this necessarily corresponds to increased
reaction rates in the presence of a catalyst. Therefore, once the correctness of the
reaction coordinates has been confirmed, it would be useful to compute the rates of
reaction for both steps of the methanol coupling reaction, in chabazite and in the gas

phase. The reaction rate constant is given by:

1 AFTS
kap = Tmozea:p <— "nT ) (6.1)

The autocorrelation function from transition path sampling can be plotted to de-
termine 7y,,, which is the characteristic relaxation time associated with the barrier
crossing of the transition state region. Using a set of order parameters x = {x1, X2, },
ranging from 0 to 1, that characterize the metastable free energy basins A and B,
the autocorrelation function is defined as {x; (0) x; (¢)). When plotted from ¢ = 0 to
t =T, Tma is the time taken for the gradual transition of the autocorrelation function

to move from 0 to 1, as shown in Figure 6-1.
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Figure 6-1: Schematic of autocorrelation function (x; (0) x; (t)) versus time for calcu-
lating the characteristic relaxation time 7,,, associated with barrier crossing of the
transition state region
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