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Abstract: A new Algorithm, the nonlinear proximal point algorithm (NPA) is introduced. Let $T$ be a maximal monotone map on a real Hilbert space. The Proximal Point Algorithm (PPA) for the solution of $0 \in T z$, is the iteration $z^{k+1}=P\left(c_{k} T, I\right) z^{k}$, where $P\left(c_{k} T, I\right)$ is the proximal map of $c_{k} T$ with respect to the identity $I$, and $\left\{c_{k}\right\}$ is a sequence of posi-. tive real numbers. In the NPA a monotone map $S$ is substituted for $I$ yielding $z^{k+1} \in P\left(c_{k} T, S\right) z^{k}$. The object is to control the speed of convergence throuhg $S$. The set of maps $S$ is identified by requiring that the NPA be globally weakly convergent. The growth properties of $S$ and $\mathrm{T}^{-1}$ in a neighborhood of zero are used to characterize the asymptotic convergence for both exact and approximate versions. If those growths are bounded by power functions with exponents $s, t>0$, respectively, with st $\geq 1$, the convergence is linear, superlinear, or in finitely many steps --which can be reduced to one-- depending on whether st $=1$, st > 1 , or $t=\infty$. If $s t=1$, and $\lim _{k} c_{k}=\infty$, superlinear convergence obtains. Sufficient conditions, for sublinear convergence are also given. It is shown how thw criterion for approximate computation can be implemented when $T$ is strongly monotone. Both versions of the NPA are applied to minimizing convex functions, and finding saddle points of convex-concave saddle functions. The spped with which'minima and saddle values are approached is determined.
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1. Introduction. Let $H$ denote a real Hilbert space with inner product $(\cdot, \cdot): H \times H \rightarrow \mathbb{R}$, and induced norm $|x|=(x ; x)^{\frac{1}{2}}$. $T: H \rightarrow 2^{H}$ is a monotone map, if and only if, $y_{i} \in T x_{i}(i=1,2)$ implies that $\left(y_{2}-y_{1}\right.$, $\left.x_{2}-x_{1}\right) \geqq 0$. Tis maximal monotone iff it is monotone and its graph, gph $T=\{(x, y) \in H \times H \mid y \in T x\}$, is not properly contained in the graph of any other monotone map. Other concepts associated with $T$ are its effective domain, dom $T=\{x \in H \mid T x \neq \varnothing\}$, its range, ran $T=U\{T x \mid x \in H\}$, and its inverse, which is defined by $u \in T^{-1} v$ iff $v \in T u$. Elementarily, $\left(T^{-1}\right)^{-1}=T$, dom $T=$ ran $T^{-1}$, and $g p h T^{-1}=\{(x, y) \in H \times H \mid(y, x) \in \operatorname{gph} T\}$. $\bar{M}(H)$ will denote the set of maximal monotone maps from $H$ into $2^{H}$.

Let $f$ be a proper closed convex function defined on a real Hilbert space. Its subdifferential map $\partial f$ is maximal monotone (Moreau 1965, p 296, prop 12.b). $\bar{x} \in H$ is a global minimum of $f$ iff $0 \in \partial f(\bar{x})$. Thus $\bar{x}$ is a solution of $0 \in T x$, where $T=\partial f \in \bar{M}(H)$. Many other problems in convex analysis such as finding saddle points, and solving variational inequalities, can be expressed abstractly as the problem of finding a root of a maximal monotone map defined suitably.

In 1962, Minty proved by methods of convex analysis the existence of solutions of nonlinear functional equations of monotone type. Since then an intensive development has taken place. General references are Brézis (1973), Deimling (1985), Joshi and Bose (1985), and Pascali and Sburlan (1978).

A fundamental algorithm for solving $0 \in T z$ is the Proximal Point Algorithm (PPA). The PPA is based on a theorem of Minty (1962, p.344, cor, see also Brézis 1973, p 21, prop 2.1), stating that $T \in \bar{M}(H)$ iff for all $c>0,(I+c T)^{-1}$ is defined on all of $H$ and is nonexpansive,
thus single-valued. A map $P: H \rightarrow 2^{H}$ is nonexpansive iff whenever $y \in$ $P x, y^{\prime} \in P x^{\prime},\left|y-y^{\prime}\right| \leq\left|x-x^{\prime}\right|$.

The proximal map of S with respect to $\mathrm{T}, \mathrm{P}(\mathrm{S}, \mathrm{T})$, where $\mathrm{S}, \mathrm{T}: \mathrm{H} \rightarrow$ $2^{\mathrm{H}}$, was introduced (in greater generality) by the author in Luque (1984a), see also Luque (1.986a,b). It is given by

$$
\forall x \in H, \quad P(S, T) x=\{u \in H \mid S u \cap T(x-u) \neq \varnothing\}
$$

One can show (ibid.) that $P(S, T)=\left(I+T^{-1} \circ S\right)^{-1}$. Thus $(I+C T)^{-1}$ is . the proximal map of $c T$ with respect to $I$.

From any starting point $z^{0} \in \mathrm{H}$, the PPA generates a sequence $z^{k}$ according to the rule $z^{k+1} \cong P_{k} z^{k}$, where $P_{k}=\left(I+c_{k} T\right)^{-1}$ and $\left\{c_{k}\right\}$ is some sequence of positive real numbers. The criterion used for the approximate computation of $z^{k+1}$ is

$$
\left|z^{k+1}-P_{k} z^{k}\right| \leqq \varepsilon_{k} \min \left\{1,\left|z^{k+1}-z^{k}\right|^{r}\right\},
$$

( $A_{r}$ )

$$
r \geqq 1, \varepsilon_{k} \geqq 0, \sum_{k=0}^{\infty} \varepsilon_{k}<\infty
$$

This criterion was introduced by Rockafellar (1976a) with $r=1$. Luque (1984) used $r \geqq 1$ in order to show superlinear convergence. Rockafellar (1976a; th 1) has shown that if $\mathrm{T}^{-1}(0) \neq \varnothing,\left|\mathrm{z}^{\mathrm{k}+1}-\mathrm{P}_{\mathrm{k}} \mathrm{z}^{\mathrm{k}}\right| \leqq \varepsilon_{\mathrm{k}}$ is sufficient for $z^{k+1}-z^{k} \rightarrow 0$. Therefore, the larger $r$ is, the more accurate
the computation of $z^{k+1}$ will be.
In the review of the known main results -which: will be obtained in this paper as special cases- on the convergence and the speed of convergence of the PPA that follows, it will assumed that $\mathrm{T}^{-1} \cdot(0)=\bar{z} \neq \varnothing$. $\left\{z^{k}\right\}$ will denote any sequence generated by the algorithm with criterion $\left(A_{r}\right)$, and a sequence of positive real numbers $\left\{c_{k}\right\}$ bounded away from zero. Rockafellar (1976a, p 883, th 1) proved that any such sequence $\left\{z^{k}\right\}$ is bounded and converges weakly to a unique $z^{\infty} \in \vec{z}$.

The solution set $\bar{Z}=T^{-1}(0)$ is a closed convex subset of $H$ (Minty 1964, th 1). If $\bar{z} \neq \varnothing$, for any $z \in H$, the vector in $\bar{z}$ closest to $z$ will be denoted by $\bar{z}$. The distance from $z$, to $\bar{z}$ satisfies

$$
d(z, \bar{z})=\min \left\{\left|z-z^{\prime}\right|: z^{\prime} \in \bar{z}\right\}=|z-\bar{z}|
$$

When studying the asymptotic convergence of the PPA, attention is focused on the sequence $d\left(z^{k}, \tilde{z}\right)$ corresponding to any sequence $\left\{z^{k}\right\}$ as above. The nost useful hypotheses concern the growth properties of $T^{-1}$, in a neighborhood of zero, away from the solution set. The general form of these growth conditions is

$$
\begin{equation*}
\exists \delta>0, \forall \mathrm{w} \in \delta B, \forall z \in \mathrm{~T}^{-1} \mathrm{w}, \mathrm{~d}(\mathrm{z}, \overrightarrow{\mathrm{z}}) \leqq \dot{\tau}(|\mathrm{w}|) . \tag{1.1}
\end{equation*}
$$

where $B=\{x \in H| | x \mid \leqq 1\}$, and $\tau:[0, \infty) \rightarrow[0, \infty)$ is such that $\tau(0)=0$ and is continuous at zero. This asssumption was first introduced in Luque (1984b, p 280). It is almost equivalent, when $T$ is a subdifferential map, to a growth condition on concave functions used by Kort and Bertsekas (1976, p 278, A6), in fact, Bertsekas suggested it to me. It must also be noted that Rockafellar (1976a, p 885, th 2, p 888, th 3) used growth
conditions which are particular cases of (1.1) (Luque 1984.6, p 289, prop 3.5). Luque (1984b, p 281, prop 1.2) proved that when $T$ satisfies (1.1), $d\left(z^{k}, \bar{z}\right) \rightarrow 0:$ If $\bar{Z}$ is a singleton, it follows that $z^{k}$ converges strongly to the unique solution of $0 \in T z$, But (1.1) is not necessary for the strong convergence of the PPA (ibid, , p 281).

Let $\tau(x)=a x^{t}$ with $a, t, x \in \mathbb{R}_{+}$. If $a>0, t=1,\left\{c_{k}\right\}$ is nondecreasing, and $\bar{z}$ is a singleton, Rockafellar (1976a, p 885, th 2) has proved that $\alpha\left(z^{k}, \bar{z}\right) \rightarrow 0$ linearly at a rate bounded by $a /\left(a^{2}+c^{2}\right)^{\frac{1}{2}}$, where $\lim _{k \rightarrow \infty} c_{k}=c_{\infty} \leqq \infty$, and superlinearly if $c_{\infty}=\infty$. Luque (1984b, $p$ 281, th 2.1 ) extended this result to general $\bar{Z} \neq \varnothing$, and showed that the bound is tight (ibid. p 282, example.

If $a>0, t \in[1, \infty)$, and $\left\{c_{k}\right\}$ is nondecreasing, Luque (1984b, $p$ 285, th 3.1) has proved that the ( $\mathrm{Q}-\mathrm{O}$ ) order of convergence is at least min $\{r, t\}$. To operate the algorithm exactly, i.e., $z^{k+1}=p_{k} z^{k}$, is equivalent to $r=\infty$, in that case the $\left(Q^{-}\right)$order of convergence is at least $t$,

If $a=0$ and $\bar{Z}$ is $a$ singleton, Rockafellar (1976a, p 888, th 3) has proved that the approximate algorithm converges superlinearly even when $c_{\infty}<\infty$, and the exact one does so in finitely many steps, Luque ( $1984 \mathrm{~b}, \mathrm{p}$ 237, th 3.2) extended this result to general $\bar{z} \neq \varnothing$, showing that the approximate algorithm has a (Q-) order of convergence of at least $r$, while the exact one converges in finitely many steps, giving also a sufficient condition for the convergence in one step (ibid, , p 288).

If $T$ is such that

$$
\forall a>0, \exists \delta>0, \forall w \in \delta B, \forall z \in T^{-1} w, d(z, \bar{z}) \gg a|w|
$$

and $\left\{c_{k}\right\}$ is nondecreasing with $\delta_{\infty}<\infty$, the convergence cannot be faster
than sublinear (Luque $1984 \mathrm{~b}, \mathrm{p} 290$, th 4.1 ). If (1.1) is satisfied for some $a>0$ and $t \in(0,1),\left\{c_{k}\right\}$ is nondecreasing, and, the algorithm is exact, then the convergence is faster than $k^{-t / 2}$, i.e., o( $k^{-t / 2}$ ) (ibid., $p$ 291, th 4.2)

As seen above, at each step, the PPA computes the next iterate according to the rule

$$
z^{k+1} \cong P_{k} z^{k}=\left(I+c_{k} T\right)^{-1} z^{k}
$$

or

$$
z^{k+1} \cong P_{k} z^{k},\left\{P_{k} z^{k}\right\}=P\left(c_{k} T, I\right) z^{k}=P\left(T, C_{k}^{-1} I\right) z^{k}
$$

where we have used the fact that (Luque 1984a, 1986b)

$$
\left(I+c_{k} T\right)^{-1}=P\left(c_{k} T, I\right)=P\left(T, c_{k}^{-1} I\right)
$$

where (ibid.)

$$
P\left(c_{k} T, I\right) z^{k}=\left\{x \in H \mid c_{k} T x \cap I\left(z^{k}-x\right) \neq \varnothing\right\}
$$

and that $\left(I+c_{k} T\right)^{-I^{2}}$ ís single-valued (Minty 1962, p334, cor).
In this chapter we generalize the PPA by substituting a maximal monotone map $S \in \bar{M}(H)$ for $I$. Then $P\left(c_{k} T, S\right)$ is no longer single-valued, and the expression of the Nonlinear Proximal Point Algorithm (NPA) becomes

$$
z^{k+1} \cong x^{k+1}, x^{k+1} \in P\left(c_{k} T, S\right) z^{k}=P\left(T, c_{k}^{-1} S\right) z^{k}=\left(I+S^{-1} c_{k} T\right)^{-1} z^{k}
$$

The modification of criterion ( $A_{r}$ ) is straightforward, one requires that at each step, $\mathrm{x}^{\mathrm{k}+1}$ satisfy

$$
\left|z^{k+1}-x^{k+1}\right| \leqq \varepsilon_{k} \min \left\{1,\left|z^{k+1}-z^{k}\right|^{r}\right\}
$$

where $r$ and $\left\{\varepsilon_{k}\right\}$ are as originally.
The motivation for such an algorithm comes from applications of the PPA to convex programing. Rockafellar (1973, p 560) noted the connection between the method of multipliers of Hestenes and Powell, and the theory of proximal maps of Moreau(1965). Later Rockafellar (1976b) showed that the method of multipliers applied to a convex program with a quadratically augmented Lagrangian is a realization of the PPA in which $T$ $=-\partial g, g$ being the essential objective function of the ordinary dual prom gram. There he showed that the Lipschitz continuity at 0 of $(-\partial g)^{-1}$ imm plies the linear convergence of such an algorithm, superlinear if $c_{k} \rightarrow \infty$. Kort and Bertsekas $(1972,1973,1976)$ generalized the method of multipliers by introducing a much wider class of Augmented Lagrangians in which the augmenting terms are not quadratic. They showed that the (Q-) order of convergence depends not only on the problem at hand, i.e., on the growth properties of $g$, but also on the growth of the penalty function used in augmenting the Lagrangian. Bertsekas suggested me that the same would happen in the PPA if the identity map I (which is the subdifferential of $\frac{1}{2}|\cdot|^{2}$ ), were replaced by some other appropriate maximal monotone map.

Section 2 starts by describing the Nonlinear Proximal Point Algorithm, and a list of desirable characteristics that the NPA is to possess is given. These include that the algorithm be globally convergent. These characteristics are then used to specify the class of maps $S$ to be used in the NPA.

The main characteristic of the maps $S$ to be used is that $y \in S x$ implies that $y=\lambda x$ for some $\lambda>0$ (definition 2.11 ). This assumption might seem too strong, but we show that when it is not satisfied it is possible to construct easy examples in $\mathbb{R}^{2}$ for which the NPA diverges.

The section concludes by showing the weak global convergence of the approximate NPA towards some root of $T$ (theorem 2.12). When $T$ satisfies condition 1.1, $d\left(z^{k}, \bar{z}\right) \rightarrow 0$ (theorem 2.13).

Section 3 is devoted to the study of the asymptotic convergence of the NPA. Under the assumption that the growths of $\mathrm{T}^{-1}$ and S are bounded by power functions of the form $a x^{t}$ and $b x^{s}$ respectively with $s t \geq 1$, theorem 3.1 proves the following facts. If st $=1$, the exact and approximate versions of the NPA converge linearly at a rate bounded above by $a /\left(a^{2}+(\underline{c} / b)^{2 t}\right)^{\frac{1}{2}}$ with $\underline{c}=\underset{k \rightarrow \infty}{\lim } \inf _{k}$, thus superlinearly if $\underline{c}=\infty$. The ( $Q^{-}$) order of convergence is at least min $\{r, s t\}$. Thus without requiring that $\underline{c}=\infty$ any ( $Q^{-}$) order can be achieved for $s$ large enough.

When the function $\tau$ appearing in (1.1) is flat in a neighborhood $\therefore$ : of zero, the NPA converges superlinearly if $r=1$ and in any case the (Q-) order is at least $r$. The exact algorithm converges in finitely many steps which can be reduced to one. This generalizes a result of Bertsekas (1975).

Upper bounds on the speed of convergence are given in theorem 3.3. In particular a condition implying sublinear convergence is given.

In section 4 it is shown how criterion ( $A_{r}$ ) can be implemented when $T$ is strongly monotone.

Section 5 deals with the application of the NPA to convex and
saddle functions. In these cases it is possible to estimate the speed at which the infimum, or the saddle values are approached (cf Rockafellar 1976a, p 896, §§4,5).
2. The Nonlinear Proximal Point Algorithm. The Nonlinear Proximal Point Algorithm (NPA) in its exact form can be partially specified as follows: Given the equation $0 \in T z$ where $T \in \bar{M}(H)$; the set of all maximal monotone maps from $H$ into $2^{\mathrm{H}}$, select $S$ from a suitable subset of $\bar{M}(H)$ and
(1) Pick $\mathrm{z}^{\mathrm{O}} \in \mathrm{H}, \mathrm{C}_{\mathrm{O}}>0$.
(2) Given $z^{k} \in H, C_{k}>0$, find
$z^{k+1} \in P\left(c_{k} T, S\right) z^{k}=\left\{x \in H \mid c_{k} \operatorname{Tx} \cap S\left(z^{k}-x\right) \neq \varnothing\right\}$.
(3) If $z^{k+1}=z^{k}$ stop, otherwise set $k=k+1$, pick $c_{k+1}>0$, and go to (2).

To complete the specification of the NPA it is necessary to select a subset of $\bar{M}(H)$ such that for any $S$ belonging to it, the NPA will produce sequences $\left\{z^{k}\right\}$ which converge towards the solution set in some sense, and such that the termination criterion implicit in step (3) is valid. In addition there might be other desirable properties that we want the NPA to satisfy.

Concretely the set of suitable maps $S$ can be determined by requiring that the corresponding NPA satisfy several of the following conditions, Throughout $T \in \bar{M}(H)$ and $c>0$.
(C1) For any $z^{0} \in H$, the NPA generates a sequence $\left\{z^{k}\right\}$. Equivalently, for any $z \in H$, the NPA produces a nonempty set $P(c T, S) z$, from which to choose $(z)^{+1}$, the next iterate. Thus $\operatorname{dom} P(C T, S)=H$.
(C2) Same as (C1) but restricted to those maps $T G \bar{M}(H)$ such that $\mathrm{T}^{-1}(0) \neq \varnothing$.
(C3) The fixed points of $P(C T, S)$ are precisely the elements of $\bar{Z}=$
$T^{-1}(0)$, i.e., $z \in P(c T, S) z$ iff $06 T^{\prime} z$.
(C4) Once the solution set is reached, it is never left, i,e,, $P(C T, S) \bar{Z} \subseteq \bar{Z}$.
(C5) The stopping creiterion implicit in step (3) is valid for any element of $T^{-1}(0)$, i,e, $P(c T, S) z=\{z\}$ iff $0 \in T z$,
(C6) The map $P(C T, S)$ is single-valued on $H$.
(C7) If $\bar{z}=T^{-1}(0) \neq \varnothing$, for any $z^{0} \in H_{r}$ the sequence $\left\{z^{k}\right\}$ generated by the NPA should converge, in some sense, towards $\bar{Z}$,

Clearly not all of these conditions are independent, (C1) implies (C2), (C5) implies (C3) and (C4), The minimum set of conditions on $S$ so that the algorithm be as specified in (1) (3) is (C1) (or (C2) if it is known that $\mathrm{T}^{-1}(0) \neq \varnothing$ ), (C5), and (C7), (C6) losses its meaning for the approximate version because then $z^{k+1}$ is selected from a certain neighborhood of $\mathrm{P}\left(\mathrm{c}_{\mathrm{k}} \mathrm{T}, \mathrm{S}\right) \mathrm{z}^{\mathrm{k}}$.

We now turn to the propositions that are sufficient for each of (C1)(C7) to hold. Note that for any $c>0,(c T)^{-1}(0)=T^{-1}(0)$, and that $T \in$ $\bar{M}(H)$ iff $(C T) \in \bar{M}(H)$, Thus we can consider the constant $c$ included in $T$, and will always do so whenever it is possible.

There are several approaches to satisfying (C1), (C2), If all that is known is that $T \in \bar{M}(H)$, then a sufficient condition on $S$ is sought, so that for every $T \in \bar{M}(H)$, dom $P(T, S)=H$, If more is known about $T$ it is possible to select some subset of $\bar{M}(H)$ to which $T$ belongs to. Then a sufm ficient condition on $S$ is sought, so that for every $T$ in the above subset of $\vec{M}(H), \operatorname{dom} P(T, S)=H, \quad$ Finally, it is possible to search for a sufficient condition on both $S$ and $T$, in order that dom $P(T, S)=H$.

The first approach corresponds to (C1). The second one includes (C2),
just consider the set of $T \in \bar{M}(H)$ such that $0 \in$ ran $T$. The third one puts $S$ and $T$ on equal footing, which is not very appropriate for our problem as we are trying to solve $0 \in T z$ for, in principle, arbitrary maps $T \in \bar{M}(H)$. In order to proceed we need the following

Definition 2.1. (See Pascali and Sburlan 1978, p 247.). $T \in \bar{M}(H)$ satisfies condition (*) iff
(*) $\forall x \in \operatorname{dom} T, \forall u \in \operatorname{ran} T, \inf \{(z-x, w-u) \mid w \in T z\}>-\infty$.
Clearly $T$ satisfies (*) iff so does $\mathrm{T}^{-1}$. The next proposition implies (C1).

Proposition 2.2. Let $S \in \bar{M}(H)$ be such that $\operatorname{dom} S=$ ran $S=H$, and $S$ satisfies (*). Then for all $T \in \mathbb{M}(H)$; dom $P(T, S)=H$.

Proof. $\operatorname{domP}(T, S)=\operatorname{ran}\left(T^{-1}+S^{-1}\right)$ see Luque (1984a, ch II, §2, and 1986b, §2). As int $\left(\operatorname{dom} S^{-1}\right)=H$ and $\operatorname{dom} T^{-1} \neq \varnothing, T^{-1}+S^{-1} \in \bar{M}(H)$. Also dom $\mathrm{T}^{-1} \cong \operatorname{dom~} \mathrm{~S}^{-1}$, (thus see Pascali and Sburlan 1978, p 249, th 3.2)
$\operatorname{int}\left(\operatorname{ran}\left(T^{-1}+S_{T}^{-1}\right)\right)=\operatorname{int}\left(\operatorname{ran} \cdot T^{-1}+\operatorname{ran} S^{-1}\right)=\mathrm{H}$. QED

Remark. $\operatorname{ran}\left(\mathrm{T}^{-1}+\mathrm{S}^{-1}\right) \cong \operatorname{ran} \mathrm{T}^{-1}+\operatorname{ran} \mathrm{S}^{-1}$. Thus ran $\left(\mathrm{T}^{-1}+\mathrm{S}^{-1}\right)=$ $H$ implies that ran $S^{-1}=H$. Furthermore, as dom $\left(T^{-1}+S^{-1}\right)=\operatorname{dom} T^{-1}$ dom $S^{-1}$ has to be nonempty for all $T \in \bar{M}(H)$, it follows that dom $S^{-1}=H$. This shows the necessity of assuming that dom $S=r a n S=H . \quad H o w e v e r$ this latter condition is not sufficient for $\operatorname{dom} P(T, S)=H$ for every $T \in$ $\bar{M}(H)$. One can show with the following example (ibid,, p 245 ), Let $\mathrm{H}=$ $\mathbb{R}^{2}, T$ be counterclockwise rotation by an angle of $\pi / 2$, and $S$ clockwise rotation by the same angle. Both $T$ and $S$ are bijective, but dom $P(T, S)=$
$\operatorname{ran}\left(\mathrm{T}^{-1}+\mathrm{S}^{-1}\right)=\{0\}$, as $\mathrm{S}^{-1}=(-\mathrm{T})^{-1}=-\mathrm{T}^{-1}$, Clearly S does not satisfy (*). However subdifferential maps always do (ibid., p 247, ex 1), and the following has been proved.

Corollary 2.3. Let $g \in \Gamma_{o}(H), ~ d o m ~ g=d o m ~ g *=H$ iff for all $T \in$ $\bar{M}(H), \operatorname{dom} P(T, \partial g)=H$.

If $S$ satisfies the hypotheses" of proposition 2,2 , for any $T \in \bar{M}(H)$, dom $T+\operatorname{int}(\operatorname{dom} S)=H$, and (Luque $1984 a, 1986 b) P(T, S) z$ will be a nonempty closed convex set for any $z \in H .\left(A_{r}\right)$ will then be satisfied iff

$$
\mathrm{d}\left(\mathrm{z}^{k+1}, \mathrm{P}\left(\mathrm{c}_{\mathrm{k}} \mathrm{~T}, \mathrm{~S}\right) z^{k}\right) \leqq \varepsilon_{k} \min \left\{1,\left|z^{k}-z^{k+1}\right|^{x}\right\}
$$

with

$$
d\left(z^{k+1}, P\left(c_{k} T, S\right) z^{k}\right)=\min \left\{\left|z^{k}-x\right|: x \in P\left(c_{k} T, S\right) z^{k}\right\}
$$

where the use of min is justified by the fact that $P\left(c_{k} T, S\right) z^{k}$ is closed convex and nonempty. Henceforth, $x^{k+1}$ will denote the orthogonal projection of $z^{k+1}$ onto $P\left(C_{k} T_{r} S\right) z^{k}$, then one has

$$
\begin{aligned}
& d\left(z^{k+1}, P\left(c_{k} T, S\right) z^{k}\right)=\left|z^{k+1}-x^{k+1}\right| \\
& c_{k} T x^{k+1} \cap S\left(z^{k}-x^{k+1}\right) \neq \varnothing
\end{aligned}
$$

The next proposition gives a necessary and sufficient condition for. condition (C3) to hold,

Propostition 2.4. Let $S G \bar{M}(H)$, then
(1) $S(0) \cong\{0\} \Leftrightarrow[\forall T \in \bar{M}(H), z \in P(T, S) z \Rightarrow 0 \in T z]$,
(2) $\{0\} \underset{\cong}{C} S(0) \Leftrightarrow[\forall T \in M(H), 0 \in T z \Rightarrow z \in P(T, S) z]$.

Proof. The forward direction of (1) and (2) is proved using the equivalence (Luque 1984a, ch II, §2, 1986b, §2)
$z \in P(T, S) z \Leftrightarrow T z \cap S(0) \neq \phi \Leftrightarrow z \in T^{-1}(S(0))$.

To prove the backward implications, the argument in Luque (1984a, 1986b) has to be modified as $T$ is maximal monotone and not just an arbitrary map from $H$ into $2^{H}$. Moreover it is more interesting to prove them even if we restrict ourselves to maps T such that $\mathrm{T}^{-1}(0) \neq \varnothing$. Let I be the identity map. Let $w \in S(0) \backslash\{0\}$, select any $z \in H$ and set $T=I(\cdot-z)+w$. Clearly $0 \in T z$, but $w \in \operatorname{Tz} \cap S(z-z)$, thus $z \in P(T r S) z$, and the proof of (1) is concluded. If $0 \notin S(0)$, pick any $z \in H$ and set $T=I(\cdot-z)$, then $0 \in$ $T z$, but $z \notin P(T, S) z$, otherwise $0 \in S(0)$.

QED

Remark. This proposition is valid in the context of maps from a real Banach space $x$ into the power set of its dual $X^{*}$. One has to substitute the normalized dualit'y map corresponding to the norm on $X$, J for $I$.

The second part of the next proposition gives a sufficient condition for (C4).

Proposition 2.5. Let $S \in \bar{M}(H)$, then
(1) $0 \in S(0) \Leftrightarrow[\forall T \in \bar{M}(H), \vec{Z} \cong P(T, S) \vec{Z}]$,
(2) If $S$ is such that $w \in S z$ and $z \neq 0 \neq w \operatorname{imply}(z, w)>0$ (the maximality of $S$ implies $0 \in S(0))$, then for all $T \in M(H), P(T, S) \bar{Z} \subseteq \bar{Z}$,

Proof. The direct implication of (1) is a straightforward consequence
of proposition 2.4(2) via

$$
\bar{Z}=\{z \mid 0 \in T z\} \underset{=}{C} U\{P(T, S) z \mid 0 \in T z\}=P(T, S) \circ T^{-1}(0)
$$

When $0 \in S(0)$ we saw that for any $z \in H, T=I(\cdot-z)$ is such that $0 \in T z$ and $z \in P(T, S) z$. But $T^{-1}(0)=\{z\}$, thus $\bar{Z} \nsubseteq P(T, S) \bar{z}$.

To prove (2), one has
$z \in P(T, S) \circ T^{-1}(0) \Leftrightarrow\left[\exists x \in T^{-1}(0), \exists w \in \operatorname{Tz} \cap S(x-z)\right]$.

The monotonicity of $T$ implies $(x-z, 0-w) \geqslant 0$, but $w \in S(x-z)$ and as $0 \in S(0),(x-z-0, w-0) \geqq 0$. Thus $(x-z, w)=0$, by the assumption on $S$, either $x=z$ and/or $w=0$, in either case $0 \in \mathrm{Tz}$,

QED

Remark. This proposition is valid in the context of maps from a real Banach space $X$ into the parts of its dual $X^{*}$. One substitutes $J$, the normalized duality map of the norm of $X$, for the identity map $I$, in the proofs.

The next proposition gives a sufficient condition for the validity of the stopping criterion of step (3) of the algorithm as explained in condition (C5). $\because$

Proposition 2.6. Let $S \in \bar{M}(H)$, then
(1) $S(0) \cong\{0\} \Rightarrow[\forall T \in \bar{M}(H), P(T, S) z=\{z\} \Rightarrow 0 \in T z]$.
(2) $S^{-1}(0) \subseteq\{0\}$, and $w \in S z$ with $w \neq 0 \neq z$ implies that $(z, w)>0$ (by the maximality of $S$, it follows that $0 \in S(0))$, then for all $T \in \bar{M}(H)$, $0 \in T z$ implies that $P(T, S) z=\{z\}$.

Proof. (1) is immediate from proposition 2,4, To prove (2), let T $\epsilon \bar{M}(H), 0 \in T z$, as $0 \in S(0)$, clearly $z \in P(T, S) z$, Let $x \in P(T, S) z$, then
there is a vector $v \in T x S(z-x)$. The monotonicity of $T$ implies that $(z-x, 0-v) \geq 0$, while the monotonicity of $S$ implies $(z-x-0, v-0) \geqq 0$. Thus $(z-x, v)=0$ and $z=x$ or $v=0$. If $v=0$, then $z-x \in S^{-1}(0) \cong$ $\{0\}$, and $z=x$.

QED

Remark. A monotone map is strictly monotone at $x_{0} \in$ dom $S$ iff for all $y_{0} \in S x_{0}$, and all $(x, y) \in \operatorname{gph} S$

$$
\left(x-x_{0}, y-y_{0}\right)=0 \Rightarrow x=x_{0}
$$

In particular, if $S$ is such that $0 \in S(0)$, then its strict monatonicity at 0 implies that for all $(x, y) \in \operatorname{gph} S, x \neq 0 \Rightarrow(x, y)>0$, This condition implies in turn that $S^{-1}(0)=\{0\}$, otherwise by picking $x \in S^{-1}(0)$ $\{0\}$ one would contradict it. Thus strict monotonicity at 0 is stronger than the hypotheses on $S$ of both propositions 2,5(2) and 2.6(2). Analogously one shows that strict monotonicity of $\mathrm{s}^{-1}$ at 0 implies the hypothesis on $S$ of proposition 2.6(2).

The following example shows how the conclusions of propositions $2.5(2), 2.6(2)$ fail ${ }^{\text {A }} \mathrm{f} \mathrm{S}$ does not satisfy that whenever $\mathrm{w} \in \mathrm{Sz}$ with $\mathrm{w} \neq$ $0 \neq z$, then $(z, w)>0$.

Example. Let $H=\mathbb{R}^{2}$, and let $T, S$ be rotations by $\pi / 2$ and $-\pi / 2$ respectively. For all $x \in \mathbb{R}^{2}, T x=-S x=S(-x)$, Also $T(0)=T^{-1}(0)=$ $\{0\}=S(0)=S^{-1}(0)$. Clearly, whenever $y \in S x,(y, x)=0$, so $S$ does not satisfy the hypotheses of either $2.5(2)$ or $2.6(2)$. Then

$$
P(T, S)(0)=\left\{x \in \mathbb{R}^{2} \mid T x \cap S(-x) \neq \varnothing\right\}=\left\{x \in \mathbb{R}^{2} \mid T x=T x\right\}=\mathbb{R}^{2}
$$

But $\{0\}=T^{-1}(0)=\bar{Z}$, thus we have shown that $\overline{\mathrm{Z}}=\{0\} \neq \mathbb{R}^{2}=\mathrm{P}(\mathrm{T}, \mathrm{S}) \overline{\mathrm{Z}}$ (cf. proposition 2.5(2)), and that $0 \in T(0)$ but $P\left(\mathbb{F}_{R} S\right)(0)=\mathbb{R}^{2}$ (Cf: proposition 2.6(2)).

In some applications it is desirable that the maps $P\left(C_{k} T, S\right)$ be everywhere single-valued, not just on $\bar{z}$. In the next proposition, a necessary and sufficient condition for (C6) is given.

Proposition 2.7. Let $S \in \bar{M}(H)$. $S$ is strictly monotone iff for all $T \in \bar{M}(H), P(T, S)$ is single-valued.

Proof. The sufficiency follows from proposition II.4.3. To show the necessity, let $w_{i} \in S z_{i}(i=1,2)$ and $\left(z_{1}-z_{2}, w_{1}-w_{2}\right)=0$, Consider the monotone map defined as follows, For all z $\in \mathrm{H}$

$$
\mathrm{Tz}= \begin{cases}\left\{(1-t) \mathrm{w}_{1}+t \mathrm{w}_{2}\right\}, & \text { if } \mathrm{z}=(1-t)\left(-z_{1}\right)+t\left(-z_{2}\right) \text { for some } t \in[0,1], \\ \varnothing, & \text { otherwise. }\end{cases}
$$

Zorn's lemma implies the existence of an extension of $T, \bar{T} \in \bar{M}(H)$ such that

$$
T\left|\left[-z_{1},-z_{2}\right] \cong \bar{T}\right|\left[-z_{1},-z_{2}\right]
$$

with dom $\bar{T} \underset{\underline{C}}{\underline{T}}\left[-z_{1},-z_{2}\right]$, actually equal as dom $T=\left[-z_{1},-z_{2}\right]$ (see pascali and Sburlan 1978, p 123, th 2.12). Then

$$
w_{i} \in \bar{T}\left(-z_{i}\right) \cap S\left(0-\left(-z_{i}\right)\right) \quad(i=1,2)
$$

and $-z_{1},-z_{2} \in P(\bar{T}, S)(0)$.

$$
P_{k}=\left(I+c_{k} T\right)^{-1}=P\left(c_{k} T, I\right)
$$

is both everywhere defined and nonexpansive. Rockafellar (1976a) used these facts, together with $z^{k+1}-P_{k} z^{k} \in C_{k} T P_{k} z^{k}$, and $T \in \bar{M}(H)$ to prove his fundamental proposition 1 (ibid, p. 881) on which much of his proof of the global convergence (ibid, p. 883, th. 1) rests.

In the present case, $x \in P\left(c_{k} T, S\right) z^{k}=\left(I+S^{-1}\left(c_{k} T\right)\right)^{-1} z^{k}$, and to require that $\mathrm{P}\left(\mathrm{C}_{\mathrm{k}} \mathrm{T}, \mathrm{S}\right)$ be everywhere defined and nonexpansive is equivalent to requiring that $S^{-1} c_{k} T \in \bar{M}(H)$ which essentially would reduce the algorithm introduced here to the usual Proximal Point Algorithm.

However it is easy to prove that if $T \in M(H)$ is such that $T^{-1}(O)$ $\varnothing$, then $\forall Z \in H, T z \underset{ }{C} N\left(z ; T^{-1}(0)\right)$, where $N\left(z ; T^{-1}(0)\right)$ is the normal cone to $T^{-1}(0)$ at $z$. As $T^{-1}(0)=\left(q_{k} T\right)^{-1} O$, the maps $P_{k}$ in the ordinary Proximal point Algorithmsatisfy $z^{k}-P_{k} z^{k} \in \mathcal{N}\left(P_{k} z^{k} ; T^{-1} 0\right)$. The surprising fact is that any sequence $\left\{z^{k}\right\}$ such that for all $k, z^{k}-z^{k+1} \in N\left(z^{k+1} ; C\right)$, where $C$ is a nonempty closed convex subset of $H$, will have most of the convergence characteristics of the Proximal Point Algorithm.

Proposition $2.8: \dot{A}$ Let $H$ be a real Hilbert space, and $C$ a nonempty closed convex subset of $H$. Let $\left\{z^{n}\right\}$ be some sequence in $H$ such that $\forall n \geq 0, z^{n}-z^{n+1} \in N\left(z^{n+1} ; C\right)$. Then
(1) $z^{m} \in C \Rightarrow \forall n \geq m, z^{n}=z^{m}$,
(2) $\forall z \in C, \forall n \geq 0,\left|z^{n}-z\right|^{2} \geq\left|z^{n}-z^{n+1}\right|^{2}+\left|z^{n+1}-z\right|^{2}$. Thus $\left\{z^{n}\right\}$ is both bounded and $z^{n+1}-z^{n} \rightarrow 0$.
(3) $\forall z \in C,\left|z^{n}-z\right|$ monotonically decreases to $\mu(z)$, where $\mu$ is a nonnegative Lipschitz continuous (with modulus 1) function on

C which attains its minimum on $C, \bar{\mu}$, uniquely,
(4) Let $d\left(z^{n}, C\right)=\min \left\{\left|z^{n}-z\right|: z \in C\right\}$, Then $d\left(z^{n}, C\right)$ decreases monotonically to $d^{\infty}$, and $\mu \geq d^{\infty}$ on $C$.
(5) $\left\{z^{n}\right\}$ possesses a weakly convergent subsequence. Let $\left\{z^{n}\right\} n \in J$ $\xrightarrow{W} z_{J}$, then
(5.1) $\quad \lim _{n \in J}\left|z^{n}-z_{J}\right|=\mu_{J}<\infty$
(5.2) $\quad \forall z \in C, \quad(\mu(z))^{2}=\mu_{J}^{2}+\left|z-z_{j}\right|^{2}$
(5.3) $\bar{z}_{J}=\bar{z}$, where $\bar{z}_{J}$ is the orthogonal projection of $z_{J}$ onto $C$, and $\bar{z}$ minimizes $\mu$. Thus if all the weak cluster points of $\left\{z^{n}\right\}$ lie on $C_{r}\left\{z^{n}\right\}$ converges weakly to $\bar{z}$.

Proof. (1) As $z^{m}-z^{m+1} \in N\left(z^{m+1}\right.$; C), for all $v \in C,\left(z^{m}-z^{m+1}\right.$, $\left.z^{m+1}-v\right) \geq 0$. Setting $v=z^{m}$ the result follows.
(2) As $z^{n}-z^{n+1} \in N\left(z^{n+1} ; C\right)$ and $z \in C$,

$$
\begin{aligned}
\left|z^{n}-z\right|^{2} & =\left|z^{n}-z^{n+1}+z^{n+1}-z\right|^{2} \\
& =\left|z^{n}-z^{n+1}\right|^{2}+\left|z^{n+1}-z\right|^{2}+2\left(z^{n}-z^{n+1}, z^{n+1}-z\right) \\
& \geq\left|z^{n}-z^{n+1}\right|^{2}+\left|z^{n+1}-z\right|^{2} .
\end{aligned}
$$

Being $\left\{\left|z^{n}-z\right|\right\}$ bounded and decreasing, it converges, Taking limits in both sides above, $z^{n+1}-z^{n} \rightarrow 0$ follows.
(3) In (2) we have seen that $\lim _{n \rightarrow \infty}\left|z^{n}-z\right|$ exists, Let $z, z^{\prime} \in C$, $t \in[0,1]$, then

$$
\left|z^{n}-(1-t) z-t z^{\prime}\right| \leq(1-t)\left|z^{n}-z\right|+t\left|z^{n}-z^{\prime}\right|
$$

Taking limits, which exist as $(1-t) z+t z^{\prime} \in C$ by convexity of $C$, the
convexity of $\mu$ follows. Let $z, z^{\prime} \in C$

$$
\left|z^{n}-z^{\prime}\right| \leq\left|z^{n}-z\right|+\left|z-z^{\prime}\right|
$$

from which $\mu\left(z^{\prime}\right)-\mu(z) \leq\left|z-z^{\prime}\right|$. Interchanging the roles of $z$ and $z^{\prime}$ one gets $-\left|z-z^{\prime}\right| \leq \mu\left(z^{\prime}\right)-\mu(z)$, and thus $\left|\mu(z)-\mu\left(z^{\prime}\right)\right| \leq\left|z-z^{\prime}\right|$. Let $C_{\rho}=\{z \in C \mid \mu(z) \leq \rho\}, \rho \geq 0$. For all $z \in C, n \geq 0, \mu(z) \leq\left|z^{n}-z\right|$, thus $z \in C_{\rho}$ whenever $\left|z^{n}-z\right| \leq \rho$ for some $n \geq 0$, Let $z_{1}, z_{2} \in C_{\rho}$,

$$
\lim _{n \rightarrow \infty}\left|z^{n}-z_{i}\right|=\mu\left(z_{i}\right) \leq \rho, \quad(i=1,2)
$$

Given $\varepsilon>0$ there are numbers $n_{1}, n_{2}$ such that $n \geq n_{i}$ implies

$$
\begin{aligned}
& \left|z^{n}-z_{i}\right| \leq \rho+\varepsilon(i=1,2) . \quad \text { Choosing } n_{0}=\max \left\{n_{1}, n_{2}\right\} \\
& \quad\left|z_{1}-z_{2}\right| \leq\left|z_{1}-z^{n}\right|+\left|z^{n_{0}}-z_{2}\right| \leq \mu\left(z_{1}\right)+\mu\left(z_{2}\right)+2 \varepsilon \leq 2(0+\varepsilon) .
\end{aligned}
$$

$\varepsilon>0$ begin arbitrary it follows that $\left|z_{1}-z_{2}\right| \leq 2 \rho$, and $C_{\rho}$ is weakly compact. As $\mu$ is convex and continuous Weierstrass' Theorem implies that it attains its infimum on $C$. Let $z_{1}, z_{2} \in C$ and let $z=\left(z_{1}+z_{2}\right) / 2$, then

$$
\begin{aligned}
\left|z^{n}-z\right|^{2} & =\left|\frac{z^{n}-z_{1}}{2}+\frac{z^{n}-z_{2}}{2}\right|^{2} \\
& =\frac{1}{4}\left|z^{n}-z_{1}\right|^{2}+\frac{1}{4}\left|z^{n}-z_{2}\right|+\frac{1}{2}\left(z^{n}-z_{1}, z^{n}-z_{2}\right)
\end{aligned}
$$

But

$$
\begin{aligned}
\left(z^{n}-z_{1}, z^{n}-z_{2}\right) & =\left(z^{n}-z+\frac{z_{1}-z_{2}}{2}, z^{n}-z-\frac{z_{1}-z_{2}}{2}\right) \\
& =\left|z^{n}-z\right|^{2}-\frac{1}{4}\left|z_{1}-z_{2}\right|^{2}
\end{aligned}
$$

Using this equality above and rearranging

$$
\frac{1}{2}\left|z^{n}-z\right|^{2}=\frac{1}{4}\left|z^{n}-z_{1}\right|^{2}+\frac{1}{4}\left|z^{n}-z_{2}\right|^{2}-\frac{1}{8}\left|z_{1}-z_{2}\right|^{2}
$$

taking limits as $n \rightarrow \infty$

$$
\frac{1}{2}(\mu(z))^{2}=\frac{1}{4}\left(\mu\left(z_{1}\right)\right)^{2}+\frac{1}{4}\left(\mu\left(z_{2}\right)\right)^{2}-\frac{1}{8}\left|z_{1}-z_{2}\right|^{2}
$$

If $\mu\left(z_{1}\right)=\mu\left(z_{2}\right)=\bar{\mu}=$ inf $_{C} \mu$, the convexity of $\mu$ and $C$ implies that $\mu(z)=\bar{\mu}_{\text {, }}$ and it follows that $z_{1}=z_{2}$.
(4) Denote by $\overline{z^{n}}$, the orthogonal projection of $z^{n}$ onto $c$, by (2)

$$
d\left(z^{n}, c\right)=\left|z^{n}-z^{n}\right| \geq\left|z^{n+1}-z^{n}\right| \geq d\left(z^{n+1}, c\right)
$$

Thus $\left\{d\left(z^{n}, C\right)\right\}$ is nonincreasing and bounded below thus convergent, let $d^{\infty}$ be its limit. Also, for all $z \in C, d\left(z^{n}, C\right) \leq\left|z^{n}-z\right|$, and taking limits on both sides it follows that $d^{\infty} \leq \mu(z)$
(5) The boundedness of $\left\{z^{n}\right\}$ implies that it possesses some weakly convergent subsequence. If $\left\{z^{n}\right\}_{n \in J} \xrightarrow{w} z_{J}$, for all $z \in C$

$$
\left|z^{n}-z\right|^{2}=\left|z^{n}-z_{f}\right|^{2}+\left|z_{J}-z\right|^{2}+2\left(z^{n}-z_{J}, z_{J}-z\right)
$$

Taking limits as $n \rightarrow \infty$ along $J$ on both sides

$$
\forall z \in C, \quad(\mu(z))^{2}=\mu_{J}^{2}+\left|z-z_{J}\right|^{2}
$$

Setting $z=\bar{z}$ the unique minimizer of $\mu$ on $C$, and being $\bar{z}_{J}$ the orthogonal projection of $z_{J}$ onto $C$

$$
\left(\mu\left(\bar{z}_{J}\right)\right)^{2}=\mu_{j}^{2}+\left|\bar{z}_{J}^{-z}\right|^{2} \leq \mu_{J}^{2}+\left.\left|\bar{z}_{\mathrm{z}}\right|_{J}\right|^{2}=\mu^{2}
$$

from which $\bar{z}_{J}=\bar{z}$, If the weak cluster points of $\left\{z^{n}\right\}$ lie on $C$, they are equal to $\bar{z}$ and then, it is easy to see that $\left\{z^{n \prime}\right\} \rightarrow \bar{z}, \quad$, OED

Remark. $\left\{z^{n}\right\}$ may converge to a limit not in $C$. Consider in $\mathbb{R}$, $C=(-\infty,-1]$, and $\left\{z^{n}\right\}$ a decreasing sequence of positive numbers, then $\lim z^{n}$ exists and does not belong to $C$. The sequences of this type $n \rightarrow \infty$ generated by the Proximal Point Algorithm studied here are such that their weak cluster points always belong to $C$, therefore they are weakly convergent. Whether $\left\{z^{n}\right\}$ converges weakly in general is an open question.

We have shown (Luque 1984a, ch II, §2, 1986b, §2) that

$$
I-P\left(c_{k} T, S\right)=P\left(S, c_{k} T\right)=\left(I+\left(c_{k} T\right)^{-1} S\right)^{-1}=\left(I+\left(S^{-1} c_{k} T\right)^{-1}\right)^{-1}
$$

If in addition $S(0)=\{0\}$, from proposition 2.4 and the fact that $c_{k}>0$
$0 \in \mathrm{Tz} \Leftrightarrow 0 \in \mathrm{c}_{\mathrm{k}} \mathrm{Tz} \Leftrightarrow \mathrm{z} \in \mathrm{P}\left(\mathrm{c}_{\mathrm{k}} \mathrm{T}, \mathrm{S}\right) \mathrm{z} \Leftrightarrow 0 \in \mathrm{P}\left(\mathrm{S}, \mathrm{c}_{\mathrm{k}} \mathrm{T}\right) \mathrm{z}$
(cf. Rockafellar 1976a, p. 881, eqns (2.1), (2,2)).
In order to show the global convergence of the NPA, I will require that $S$ be such that the sequences generated by the exact version of the algorithm be of the type studied in the above proposition.

Proposition 2.9. Let $S \in \bar{M}(H)$ be such that

$$
y \in S x \Rightarrow(\exists \lambda>0, y=\lambda x)
$$

Then $\forall T \in \bar{M}(H)$ with $T^{-1}(0) \neq \varnothing, \forall z \in H, \forall x \in P(T, S) z$
(1) $z-x \in P(S, T) z \cap N\left(x ; T^{-1}(0)\right)$
(2) $\overline{\forall z} \in T^{-1}(0),(z-x, x-\bar{z}) \geq 0$
(3) $\forall \bar{z} \in T^{-1}(0),|z-\bar{z}|^{2} \geq|z-x|^{2}+|x-\bar{z}|^{2}$.

Proof. If $x \in P(T, S) z$, then $T x \cap S(z-x) \neq \varnothing$, and for all $v$ $\in T^{-1}(0), w \in T x \cap S(z-x)$, the monotonicity of $T$ implies $(x-v, w) \geq 0$. As $w \in X(z-x), w=\lambda(z-x)$ for some $\lambda>0$, thus for all $v \in T^{-1}(0)$, $\lambda(z-x, x-v) \geq 0$, as $\lambda>0$, this is equivalent to $z-x \in N\left(x ; T^{-1}(0)\right.$. This and $P(S, T)=I-P(T, S)$ conclude the proof of (1); while (2) is an immediate consequence. Part (3) follows from (1), (2) by expanding $|z-\bar{z}|^{2}$ $=|z-x+x-z|^{2}$. QED

Remark. This proposition generalizes proposition 1 of Rockafellar (1976a, p. 881). The generally multivoque maps $P\left(c_{k} T, S\right), P\left(S, c_{k} T\right)$ play the role of $P_{k}=P\left(C_{k} T, I\right), Q_{k}=I-P_{k}=P\left(I, c_{k} T\right)$ respectively, In part (1) the difference between $z$ and any of its one step iterates $x$ need not belong to the image, under $T$, of $x$, but only to the convex cone generated by. Tx. Therefore, the sequences generated by one exact version of the algorithm are of the type studied in proposition 3.2.8. Parts (2) and (3) are only stated for the case $z^{\prime} \in T^{-1}(0)$ (cf. ibid.), which is all which is needed to prove the global convergence of the algorithm.

The assumption of proposition 2.9 may seem too strong at first sight. The following example shows how if it is not satisfied, it is possible to find maps $S, T$ in $\mathbb{R}^{2}$ such that the exact NPA exhibits radically different convergence behaviours ranging from convergence to divergence towards infinite,

Example. Let $T \in \bar{M}(H)$ and define its moduli of Lipschitz continuity and strong monotonicity, respectively, by

$$
\begin{aligned}
& \lambda_{\mathrm{T}}=\sup \left\{\frac{\left|\mathrm{y}_{1}-y_{2}\right|}{\left|\mathrm{x}_{1}-\mathrm{x}_{2}\right|}: \mathrm{x}_{1} \neq \mathrm{x}_{2}, \mathrm{y}_{\mathrm{i}} \in \mathrm{G} \mathrm{x}_{\mathrm{i}}\right\} \\
& \mu_{\mathrm{T}}=\inf \left\{\frac{\left(\mathrm{x}_{1}-\mathrm{x}_{2}, \mathrm{y}_{1}-y_{2}\right)}{\left|\mathrm{x}_{1}-\mathrm{x}_{2}\right|^{2}}: \mathrm{x}_{1} \neq \mathrm{x}_{2}, \mathrm{y}_{\mathrm{i}} \in \mathrm{~T} x_{i}\right\}
\end{aligned}
$$

Let $\lambda_{\bar{T}}, \mu_{\bar{T}}$ respectively denote the modulus of Lipschitz continuity and strong monotonicity of $\mathrm{T}^{-1}$.

Let $0 \in T \bar{z}$, from the above definitions, one has

$$
\begin{aligned}
& \mu_{\mathrm{T}}|\mathrm{z}-\overline{\mathrm{z}}|^{2} \leq(\overline{z-\bar{z}}, \mathrm{w}-0)=|\mathrm{z}-\overline{\mathrm{z}}||\mathrm{w}| \text { cos }(\widehat{\mathrm{z}-\overline{\mathrm{z}}, \mathrm{w})}, \\
& |\mathrm{x}-0| \leq \lambda_{\mathrm{T}}|z-\bar{z}|
\end{aligned}
$$

thus $\cos (\widehat{z-\bar{z}, W}) \geq \mu_{T} / \lambda_{T}$. The same argument for $T^{-1}$ yields $\cos (\widehat{z-\bar{z}, W})$ $\geq \mu_{\bar{T}} / \lambda_{\mathrm{T}} . \operatorname{Let} c_{\mathrm{T}}=\max \left\{\mu_{\mathrm{T}} / \lambda_{\mathrm{T}}, \mu_{\mathrm{T}} / \lambda_{\mathrm{T}}\right\}$, then $1 \geq \cos \left(\overline{z-\bar{z}, \mathrm{~W})} \geq \mathrm{c}_{\mathrm{T}} \geq 0\right.$ and if $0 \leq \theta_{T}=\cos ^{-1} C_{T}$, one has $0 \leq(\overline{z-\bar{z}, w}) \leq \theta_{T} \leq \frac{\pi}{2}$. Let $S$ be well behaved enough so that $P(T, S) z \neq \varnothing$ and let $x \in P(T, S) z$, then $\exists w \in$ $T x \cap \mathrm{~S}(z-x)$. One cian apply the above reasoning to the points $(\bar{z}, 0)$, $(x, w) \varepsilon$ graph of $T$, and to $(0,0),(z-x, w) \in$ graph of $s$, obtaining

$$
\begin{aligned}
& 0 \leq\left(\frac{-z}{x-w} \leq \theta_{T} \leq \frac{\pi}{2}\right. \\
& 0 \leq(z-x-0, w-0) \leq \theta_{S} \leq \frac{\pi}{2}
\end{aligned}
$$

So w has to belong to two cones of semiaperture $\theta_{T}$ and $\theta_{S}$, and axes $x-\bar{z}$ and $z-x$, respectively, From figure 1, it follows that that is possible only if $\phi \leq \theta_{S}+\theta_{T}$. Thus one arrives to the following condir tion on $\phi: 0 \leq \phi \leq \theta_{S}+\theta_{\mathrm{T}} \leq \pi$. As cos ( $\cdot$ ) is monotonically decreasing

figure 1.
in $[0, \pi]$ we get $1 \geq \cos \phi \geq \cos \left(\theta_{S}+\theta_{T}\right) \geq-1$,
If one assumes that $\theta_{S}+\theta_{T} \leq \pi / 2$ then $\phi \leq \pi / 2$ and $z-x, G \mathbb{N}(x ;\{\bar{z}\})$, If $\{\bar{z}\}=T^{-1}(0)$ then we again obtain $z-x \in N\left(x ; T^{-1}(0)\right)$, Otherwise the argument may be easily extended to the general case. That convergence occurs in the former case can be quickly shown as follows,

$$
\begin{aligned}
|z-\bar{z}|^{2} & =|z-x|^{2}+|x-\bar{z}|^{2}+2(z-x, x-\bar{z}) \\
& =|z-x|^{2}+|x-\bar{z}|^{2}+2|z-x||x-\bar{z}| \cos (z-\bar{x}, x-\bar{z}) \\
& =|z-x|^{2}+|x-\bar{z}|^{2}+2|z-x||x-\bar{z}| \cos \phi \\
& \geq|z-x|^{2}+|x-\bar{z}|^{2}
\end{aligned}
$$

as $\cos \phi \geq 0$.

$$
\begin{array}{ll}
w \in S(z-x), & 0 \in S(0) \Rightarrow|z-x| \geq|w| / \lambda_{S} \\
w \in T x, & 0 \in T z \Rightarrow|x-z| \leq \lambda-|w|
\end{array}
$$

using these estimates, it follows that

$$
\frac{|x-z|}{|z-\bar{z}|} \leq \frac{1}{\sqrt{1+\left(\lambda_{S_{S}} \lambda-\right)^{-2}}} \leq 1
$$

Thus if $\left(\lambda_{S} \lambda_{T}\right)^{-2}>0$, linear convergence at the rate $1 / \sqrt{1+\left(\lambda_{S} \lambda_{T}\right)^{-2}}$ occurs.

In the case of the ordinary Proximal Point Algorithm, at each iteration $\lambda_{S}=c_{k}^{-1}$. Assuming that $\mathrm{T}^{-1}$ is Lipschitz continuous at zero with modulus $a$, we have

$$
\frac{\left|z^{k+1}-\bar{z}\right|}{\left|z^{k}-\bar{z}\right|} \leq \frac{a}{\sqrt{a^{2}+c_{k}^{2}}}
$$

which coincides with the result reported by Rockafellar (1976a, p 885, th. 2),

To see how anything can happen when one does not assume $\theta_{\mathrm{S}}+\theta_{\mathrm{T}} \leq$ $\pi / 2$, let us consider in $\mathbb{R}^{2}$ the linear operator corresponding to

$$
A(\alpha)=\left(\begin{array}{rr}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right) \quad, \quad \alpha \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]
$$

A. $\alpha$ ) notates vectors conterclockwise by an angle of $\alpha$. This operator is strongly monotone with modulus $\cos \alpha$, and Lipschitz continuous with constant 1. If $a>0, a A(\dot{\alpha})$ is strongly monotone with modulus a cas $\alpha$ and Lipschitz continuous with modulus $a$. Its inverse is $a^{-1} A(-\alpha)$ with modulus of strong monotonicity $a^{-1} \cos (-\alpha)=a^{-1} \cos \alpha$ and Lipschitz continuous with modulus $\mathrm{a}^{-1}$.

Let us consider $T=t A(\alpha), S=s A(-\beta), s, t>0, \alpha, \beta \in[-\pi / 2, \pi / 2]$. Being both $S, T$ bijective one can easily see that $x \in P(T, S) z \Leftrightarrow==$ $x=\left(I+S^{-1} T\right)^{-1} z$. Elementary computations yield

$$
\begin{aligned}
\left(I+S^{-1} \mathrm{~T}\right)^{-1} & =\left(I+\frac{t}{S} A(\alpha+\beta)\right)^{-1} \\
& =\frac{1}{1+\frac{t}{s} \cos (\alpha+\beta)+\frac{t^{2}}{s}}\left[I+\frac{t}{s} A(-\beta-\alpha)\right]
\end{aligned}
$$

If $x=\left(I+S^{-1} T\right) z$, then

$$
\frac{|x|}{|z|}=\sqrt{1+2 \frac{t}{s} \cos (\alpha+\beta)+\frac{t^{2}}{s^{2}}}
$$

As $\mu_{\mathrm{T}}=t \cos \alpha, \lambda_{\mathrm{T}}=t, \mu_{\mathrm{T}}=t^{-1} \cos \alpha, \lambda_{\mathrm{T}}=t^{-1}, c_{\mathrm{T}}=\left\{\mu_{\mathrm{T}} / \lambda_{\mathrm{T}}, \mu_{\mathrm{T}} / \lambda_{\mathrm{T}}\right\}$
$=\cos \alpha$ and $\theta_{T}=\alpha . \quad$ similaxly $\theta_{S}=\beta$.

If $\cos \left(\theta_{S}+\theta_{\mathrm{T}}\right) \geq-1 / 2 \lambda_{\mathrm{S}} \lambda_{\mathrm{T}}$ - it follows that $\cos \left(\alpha_{+} \beta\right) \geq-t / 2 \mathrm{~s}$, and $|z| \geq|x|$. Thus the algorithm does not get fuxther away from the solution set $T^{-1}(0)=\{0\}$.

On the other hand by an appropriate choice of $s, t, \alpha, \beta$ one can get that $|z|=|x|$, and the sequences generated by the algorithm remain on a circumference of radius $|z|$ about the solution set, or $|z|<|x|$ and the sequences become unbounded with $\left|z^{k}\right| \rightarrow \infty . \quad$ Setting $\cos (\alpha+\beta)=$ $-t / 2$ s one gets $|z|=|x|$. Setting $\cos (\alpha+\beta)>-t / 2$ s. one gets $|z|<|x|$. In the former case $\left\{z^{k}\right\}$ remains on the circle of radius $r$ about zero, in the second $\left|z^{k}\right| \rightarrow \infty$.

We now continue studying the properties of the NPA, using a maximal monotone map $S$ satisfying the hypothesis of proposition 2,9 . The next proposition deals with the fixed point properties of the maps $P(T, S)$, where $T$ is the maximal monotone map for which we wish to solve $0 \in T z$.

Proposition 2.10. Let $S \in \bar{M}(H)$ be such that $y \in$ Sx implies that $y=\lambda x$ for some $\lambda>0$. Then for all $T \in \bar{M}(H)$
(1) $0 \in T z \ll \Rightarrow P(T, S) z=\{z\}$,
(2) $\bar{Z}=P(T, S) \bar{Z}$.

Proof. Whenever $y \in S x, y=\lambda x$, thus $(x, y)=\lambda|x|^{2} \geq 0$, and the maximality of $S$ implies $0.6 S(0)$, If $y \in S(0)$, then for some $\lambda>0$, $y=\lambda \cdot 0=0$, thus $S(0)=\{0\}$, If $0 \in S x$, for some $\lambda>0,0=\lambda x$, thus $x=0$ and $S^{-1}(0)=\{0\}$, If $y \in S x,(x, y)=\lambda|x|^{2}>0$ if $x \neq 0$, Using proposition 2.6, (1) is proved. (2) follows from proposition 2.5, or directly from (1).

OED

If $S$ satisfies the hypothesis of the above proposition, it does not follow that dom $S=H$ or ran $S=H$, Consider in $\mathbb{R}^{\prime} S$ such that
$g p h S=\{(x,-1): x \leq-1\} \bigcup\{(x, x):-1 \leq x \leq 1\} \bigcup\{(1, x): 1 \leq x\}$.

It is not clear either whether this type of map is necessarily a subdifferential map or more generally satisfies condition (*).

In view of the above two propositions we now specify the class of maps $S \in \bar{M}(H)$, suitable for use in the NPA.

Definition 2,11. A map $S \in \bar{M}(H)$ is in $\mathscr{S}_{\underline{C}} \bar{M}(H)$ iff
(1) S satisfies condition (*).
(2) $\operatorname{dom} S=\operatorname{ran} S=H$.
(3). $y \in S x$ implies $y=\lambda x$ for some $\lambda>0$.

Among others, $\mathscr{P}$ includes the subdifferential maps of functions of the form $\Phi \circ|\cdot|$, where $\Phi(\rho)=\int_{0}^{\rho} \phi$ and $\phi:[0, \infty) \rightarrow[0, \infty)$ is any continuous monotonically increasing function with $\phi(0)=0$; For these type of maps $S x=\phi(|x|) \cdot \operatorname{sgn} x$, where
$\operatorname{sgn} x= \begin{cases}x /|x| & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}$

Being subdifferential maps, they satisfy conditon (*). Also, it is clear that their domains and ranges equal $H$.

The iteration step of the NPA can be written as (see Luque 1984a, ch II, §2, 1986b, §2)

$$
z^{k+1} \in P\left(c_{k} T, S\right) z^{k}=P\left(S^{-1} \cdot\left(c_{k} T\right), I\right) z^{k}
$$

$$
=\left(I+S^{-1} \circ\left(c_{k}^{T}\right)\right)^{-1} z^{k}
$$

This is equivalent to the ordinary Proximal Point Algorithm applied to the map $S^{-1} \circ\left(c_{k} T\right)$. If $S^{-1} \circ\left(c_{k} T\right)$ were monotone, the NPA would reduce to the ordinary Proximal Point Algorithm, Even when $s \in \mathscr{Y}$ (see definition 2.11) that is not the case, as shown in the next

$$
\text { Example. Let } \alpha, \beta \in(1, \infty) \text { satisfy } \alpha^{-1}+\beta^{-1}=1 \text {, and let } \phi=(\cdot)^{\alpha-1}
$$

Thus for all $x \in H$

$$
s x=|x|^{\alpha-2} x, s^{-1} x=|x|^{\beta-2} x
$$

In $H=\mathbb{R}^{2}$, let $T$ be the map that rotates vectors counterclockwise by an angle of $\pi / 2$, and let $u, v \in \mathbb{R}^{2}$ be of the form

$$
u=a\binom{1}{0}, v=\frac{b}{\sqrt{2}}\binom{1}{1}, a, b \geq 0
$$

After some algebra one can obtain

$$
\left(S^{-1} T u-S^{-1} T v\right)(u-v)=\frac{a b}{\sqrt{2}}\left(b^{\alpha-2}-a^{\beta-2}\right)
$$

If $\alpha \neq 2$, one can choose positive values of $a, b$ so that the above expression is negative. This proves that the NPA introduced here is a strict generalization of the ordinary Proximal Point Algorithm, as $P(T, S)$ is not nonexpansive by the aforementioned theorem of Minty.

The global convergence properties of the NPA are given by the next Theorem 2.12. Let $s \in \mathscr{S}$ and $\sigma:[0, \infty) \rightarrow[0, \infty)$ be such that $\sigma(0)=0$, is continuous at 0 and $\exists \delta>0, \forall x \in \delta B, \forall y \in S x,|y| \leq \sigma(|x|)$.

Let $\left\{z^{k}\right\}$ be any sequence generated by the NPA under criterion ( $A_{r}$ ) for some $r \geq 1$, when applied to $T \in \bar{M}(H)$ with a sequence of positive real numbers $\left\{c_{k}\right\}$ bounded away from zero. Suppose $\left\{z^{k}\right\}$ is bounded (this holds iff. $\overline{\mathrm{Z}}=\mathrm{T}^{-1} 0 \neq \varnothing$ ). Then, $\left\{z^{k}\right\}$ converges weakly to $z^{\infty} \in \overline{\mathrm{Z}}$.

Proof. Proposition 2.2 and $S \in \mathscr{G}$ imply that dom $P\left(c_{k} T, s\right)=H$ for all $k$. Let $\bar{z} \in \bar{Z}$ and $x^{k+1}$ be the orthogonal projection of $z^{k+1}$ onto $P\left(c_{k} T, S\right) z^{k}$. Criterion ( $A_{r}$ ) and proposition 2.9 imply

$$
\begin{equation*}
\left|z^{k+1}-\bar{z}\right| \leq\left|z^{k+1}-x^{k+1}\right|+\left|x^{k+1}-\bar{z}\right| \leq \varepsilon_{k}+\left|z^{k-z}\right| \tag{2.1}
\end{equation*}
$$

from which it follows that $\left\{z^{k}\right\}$ is bounded as

$$
\left|z^{k+1}-\bar{z}\right| \leq\left|z^{0}-\bar{z}\right|+\sum_{m=0}^{\infty} \varepsilon_{m}<\infty
$$

Without assuming $\bar{z} \neq \varnothing$, which will be proved below, let $\left\{z^{k}\right\}$ be any bounded sequence satisfying ( $A_{r}$ ) for some $r \geq 1$, Let $c>0$ be such that

$$
\forall k \geq 0 ;\left|z^{k}\right| \leq c, \varepsilon_{k}<c,
$$

thus $\left\{z^{k}\right\}$ has at leaşt one weak cluster point $z^{\infty} \in c B$. Consider the closed ball 2 CB , and let $h$ be its convex indicator function. Let $\mathrm{T}^{\prime}$ $=T+\partial h, T^{\prime}=T$ on int $2 \mathrm{CB}=2 \mathrm{CU}$, where $U$ is the open unit ball, For any $k \geq 0,\left(A_{r}\right)$ yields

$$
\left|x^{k+1}\right| \leq\left|x^{k+1}-z^{k+1}\right|+\left|z^{k+1}\right| \leq \varepsilon_{k}+\left|z^{k+1}\right|<2 c
$$

therefore

$$
\mathrm{x}^{\mathrm{k}+1} \in \operatorname{dom} \mathrm{~T} \cap 2 \mathrm{CU}=\operatorname{dom} \mathrm{T} \cap \text { int }(\operatorname{dom} \partial \mathrm{h}),
$$

thus dom T $\cap$ int $(\operatorname{dom} \partial h) \neq \varnothing$ and $T^{\prime} \in \bar{M}(H)$ (Rockafellar 1970a, p. 76, th. 1). Furthermore as $\left\{\mathrm{x}^{\mathrm{k}}\right\} \subset 2 \mathrm{CU}$

$$
c_{k} T x^{k+1} \cap S\left(z^{k}-x^{k+1}\right)=c_{k^{\prime}} T^{\prime} x^{k+1} \cap S\left(z^{k}-x^{k+1}\right)
$$

and $x^{k+1} \in P\left(c_{k} T^{\prime}, S\right) z^{k}$. If $y^{k+1}$ denotes the orthogonal projection of $z^{k+1}$ onto $P\left(C_{k} T^{\prime}, S\right) z^{k},\left|z^{k+1}-y^{k+1}\right| \leq\left|z^{k+1}-X^{k+1}\right| \leq \varepsilon_{k}$, thus $\left\{z^{k}\right\}$ can be considered as generated by the algorithm when applied to $\mathrm{T}^{\prime}$. Clearly dom $T$ ' is bounded, therefore $T^{\prime}$ is surjective and $\left(T^{\prime}\right)^{-1} 0 \neq \varnothing$. Since $z^{\infty} \in c B C 2 C U, T^{\prime}$ can be substituted for $T$ when verifying that $0 \in T z^{\infty}$. Writing $T$ instead of $T^{\prime}$ for simplicity, let $\bar{z} \in T^{-1} 0$ which is nonempty by above. Proposition 2.9 implies for any $k \geq 0$

$$
\left|z^{k-z}\right|^{2} \geq\left|z^{k}-x^{k+1}\right|^{2}+\left|x^{k+1}-\bar{z}\right|^{2}
$$

hence

$$
\begin{aligned}
\mid z^{k} & -\left.x^{k+1}\right|^{2}-\left|z^{k}-\bar{z}\right|^{2}+\left|z^{k+1}-\bar{z}\right|^{2} \\
& \leq\left|z^{k+1}-\bar{z}\right|^{2}-\left|x^{k+1}-\bar{z}\right|^{2} \\
& =\left(z^{k+1}-x^{k+1} \cdot\left(z^{k+1}-\overline{z+} x^{k+1}-\bar{z}\right)\right. \\
& \leq\left|z^{k+1}-x^{k+1}\right|\left(\left|z^{k+1}-\bar{z}\right|+\left|x^{k+1}-\bar{z}\right|\right),
\end{aligned}
$$

## rearranging

$$
\begin{equation*}
\left|z^{k}-x^{k+1}\right|^{2} \leq\left|z^{k-\bar{z}}\right|^{-}\left|z^{k+1}-\bar{z}\right|^{2}+2 \varepsilon_{k}(c+|\vec{z}|) \tag{2,2}
\end{equation*}
$$

Equation 2.1, the boundedness of $\left\{z^{k}\right\}$ and $\sum \varepsilon_{k}<\infty$, imply that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|z^{k}-\bar{z}\right|=\underset{k \rightarrow \infty}{\lim _{k \rightarrow \infty} \inf \left|z^{k}-\bar{z}\right|=\mu<\infty, ~} \tag{2,3}
\end{equation*}
$$

Taking lim sup in both sides of 2, 2, it follows that $2^{k}-x^{k+1} \rightarrow 0$, But
$\left|z^{k+1}-z^{k}\right| \leq\left|z^{k+1}-x^{k+1}\right|+\left|x^{k+1}-z^{k}\right|$, since $\left|z^{k+1}-x^{k+1}\right| \leq \varepsilon_{k} \rightarrow 0$, it follows that. $z^{k+1}-z^{k} \rightarrow 0$, i.e., $\left\{z^{k}\right\}$ is asymptotically regular. Let

$$
w^{k} \in c_{k} T x^{k+1} \cap \operatorname{S}\left(z^{k}-x^{k+1}\right)
$$

For all $k$ large enough $\left|z^{k}-x^{k+1}\right| \leq \delta$, thus assumption (c) implies $\left|w^{k}\right| \leq \sigma\left(\left|z^{k}-x^{k+1}\right|\right)$ for all $k$ large enough. Taking lim sup in the preceding inequality and using the continuity of $\sigma$ at zero, it follows that $w^{k} \rightarrow 0$, and $c_{k}{ }^{-1} w^{k} \rightarrow 0$ as $\left\{c_{k}\right\}$ is bounded away from zero. Since $z^{\infty}$ is a weak cluster point of $\left\{z^{k}\right\}$ and $z^{k}-x^{k+1} \rightarrow 0$, it is also a weak cluster point of $\left\{x^{k}\right\}$, and for some subsequence $\left\{x^{k}\right\}_{K}, x^{k} \xrightarrow{w} z^{\infty}$. Then

$$
{\lim \sup _{k \in K} x^{k+1}\left(c_{k}^{-1} w^{k}\right) \leq \lim _{k \in K}\left|x^{k+1}\right|\left|c_{k}^{-1} w^{k}\right|=0=\left(z^{\infty}, 0\right) .}^{k}
$$

But $c_{k}^{-1} \mathrm{w}^{\mathrm{k}} \in \mathrm{Tx}^{\mathrm{k}+1}$, thus $0 \in \mathrm{Tz}^{\infty}$ (see Brézis 1973, p. 27, prop, 2.5). Let $z_{1}^{\infty}, z_{2}^{\infty} \in T^{-1} 0$ be two weak cluster points of $\left\{z^{k}\right\}$.

By (2.3)

$$
\lim _{k \rightarrow \infty}\left|z^{k}-z_{i}^{\infty}\right|=\mu_{i}<\infty \quad(i=1,2)
$$

One has

$$
\left|z^{k}-z_{2}^{\infty}\right|^{2}=\left|z^{k}-z_{1}^{\infty}\right|+2\left(z^{k}-z_{1}^{\infty}, z_{1}^{\infty}-z_{2}^{\infty}\right)+\left|z_{1}^{\infty}-z_{2}^{\infty}\right|^{2}
$$

and

$$
\underset{k \rightarrow \infty}{2 \lim }\left(z^{k}-z_{1}^{\infty} ; z_{1}^{\infty}-z_{2}^{\infty}\right)=\mu_{2}^{2}-\mu_{1}^{2}-\left|z_{1}^{\infty}-z_{2}^{\infty}\right|^{2}
$$

Thus the limit on the left side exists and it is the same for any subm sequence of $\left\{z^{k}\right\}$, in particular if $\left\{z^{k}\right\}_{K_{1}}{ }^{w} z_{1}^{\infty}$, said limit is zero,

Reversing the roles of $z_{1}^{\infty}$ and $z_{2}^{\infty}$, one obtains

$$
\mu_{2}^{2}-\mu_{1}^{2}=\left|z_{1}^{\infty}-z_{2}^{\infty}\right|^{2}=\mu_{1}^{2}-\mu_{2}^{2}
$$

from which $z_{1}^{\infty}=z_{2}^{\infty}$. Suppose now that $z^{k} \nrightarrow z^{\infty}$, then there are a weak neighborhood $V$ of $z^{\infty}$ and a subsequence $\left\{z^{k}\right\}_{K} \subset H \backslash V$. Being $\left\{z^{k}\right\}$ bounded, so is $\left\{z^{k}\right\}_{K}$ and $z^{\infty}$ has to be its only weak cluster point in contradiction with $\left\{z^{k}\right\}_{K} C H \backslash V$. It follows that $z^{k} \xrightarrow{W} z^{\infty}$. QED

Remark. The proof given follows Rockafellar (1976a, p. 883, th. 1) with the necessary modifications as implied by proposition (2.9).

Assuming a growth condtion of the type (1.1) one is able to prove that the sequences $\left\{d\left(z^{k}, \bar{z}\right)\right\}$ corresponding to any sequence $\left\{z^{k}\right\}$ generated by the NPA coverge to zero.

Theorem 2.13. Under the hypothesis of the above theorem, let $\bar{Z}$ $=\mathrm{T}^{-1} 0 \neq \varnothing$, and let $\tau:[0, \infty) \rightarrow[0, \infty)$ be such that $\tau(0)=0, \tau$ is continuous at 0 , and

$$
\exists n>0, \forall w \in \eta B, \forall z \in T^{-1} w, d(z, \bar{z}) \leq \tau(|w|)
$$

Then $d\left(z^{k}, \bar{z}\right) \rightarrow 0$.

Proof. By the above theorem, $c_{k}^{-1} w^{k} \rightarrow 0$, thus for all $k$ large enough $c_{k}^{-1}{ }^{k}{ }^{k} \in \eta B$. As $w^{k} \in c_{k} T x^{k+1} \cap S\left(z^{k}-x^{k+1}\right), x^{k+1} \in T^{-1} c_{k}^{-1}{ }_{w}^{k}$, and the properties of $\tau$ imply that $d\left(x^{k+1}, \bar{z}\right) \leq \tau\left(\left|c_{k}^{-1} w^{k}\right|\right)$. Taking lim sup in both sides of this inequality, it follows that $d\left(x^{k+1}, \bar{z}\right) \rightarrow 0$. Let $\overline{x^{k+1}}$ denote the orthogonal projection of $x^{k+1}$ onto $\bar{z}$ and analagously for $z^{k+1}$. By ( $A_{r}$ )

$$
\begin{aligned}
\left|z^{k+1}-z^{k+1}\right| & \leq\left|z^{k+1}-x^{k+1}\right| \leq\left|z^{k+1}-x^{k+1}\right|+\left|x^{k+1} \overline{x^{k+1}}\right| \\
& \leq \varepsilon_{k}+d\left(x^{k+1}, \bar{z}\right)
\end{aligned}
$$

Taking lim sup on both sides the result follows.
QED
3. Asymptotic convergence. The ( $0^{-}$) order of convergence (Ortega and Rheinboldt 1970) of $\left\{d\left(z^{k}, \bar{z}\right)\right\}$, assuming that $d\left(z^{k}, \bar{z}\right) \neq 0$ for all $k$, is the supremum of the numbers $\alpha \geqq 1$ such that

$$
\lim _{k \rightarrow \infty} \sup _{\left.k \rightarrow p^{k+1}, \bar{z}\right)}^{d\left(z^{k}, \bar{z}\right)^{\alpha}}<\infty .
$$

Theorem 3.1. Under the hypotheses of both theorems 2.12 and 2.13, let us assume the following forms of $\sigma$ and $\tau$

$$
\forall x \in \mathbb{R}_{+}, \tau(x)=a x^{t}, \sigma(x)=b x^{s}
$$

where $a, b, s, t$ are positive real numbers with st $\geqq 1$,
If $s t=1$, the NPA in both the exact and approximate versions, converges linearly at a rate bounded above by $a /\left(a^{2}+(c / b)^{2 t}\right)^{\frac{1}{2}}$, where $c=$ $\lim _{\mathrm{k} \rightarrow \infty} \inf _{\mathrm{k}} \mathrm{c}_{\mathrm{k}}$, and thus superlinearly if $\mathrm{c}=\infty$,

In any case, the ( $Q-$ ) order of convergence of the approximate algorithm is at least $\min \{r, s t\} \geqq 1$, and at least $s t \geqq 1$ for the exact version. If st $>r=1$, superlinear convergence is attained without needing $\underset{C}{ }=\infty$.

Proof. Let $x^{k+1} \in P\left(C_{k} T, S\right) z^{k}$ and $w^{k} \in C_{k} T^{k+1} \cap S\left(z^{k}-x^{k+1}\right)$. Theorem 2.12 implies $z^{k}-x^{k+1} \rightarrow 0$, thus for all $k$ large enough $z^{k}-x^{k+1} \epsilon$ $\delta B$ and by the assumption on $S$ of the same theorem and the above form of $\sigma$

$$
\left|w^{k}\right| \leqq b\left|z^{k}-x^{k+1}\right|^{s}
$$

In theorem 2.12 it was also proved that $c_{k}^{-1} w^{k} \rightarrow 0$, thus for all $k$ large enough, $c_{k}^{-1} w^{k} \in \eta B$. As $x^{k+1} \in T^{-1}\left(c_{k}^{-1} w^{k}\right)$, by the assumption on $T$ of theorem 2.13 and the above form of $\tau$ one can conclude

$$
d\left(x^{k+1}, \bar{z}\right) \leqq a\left|c_{k}^{-1} w^{k}\right|^{t}
$$

From these inequalitties, for all k large enough

$$
d\left(x^{k+1}, \bar{z}\right) \leqq \frac{a b^{t}}{c_{k}^{t}}\left|z^{k}-x^{k+1}\right|^{s t}
$$

For $\bar{z}=\overline{z^{k}}$ the orthogonal projection of $z^{k}$ onto $\bar{z}$, proposition $2.8(2)$ yields for all k

$$
\begin{align*}
d\left(z^{k}, \bar{z}\right)^{2} & \geqq\left|z^{k}-x^{k+1}\right|^{2}+\left|x^{k+1}-\overline{z^{k}}\right|^{2} \\
& \geqq\left|z^{k}-x^{k+1}\right|^{2}+d\left(x^{k+1}, \bar{z}\right)^{2} \tag{3,1}
\end{align*}
$$

Eliminating $\left|z^{k}-x^{k+1}\right|$ between the above two inequalities and rearranging one obtains the following estimate valid for all $k$ large enough

$$
\begin{equation*}
d\left(x^{k+1}, \bar{z}\right) \leq \frac{d\left(z^{k}, \bar{z}\right)^{s t}}{\left[c_{k}^{\prime}+d\left(x^{k+1}, \bar{z}\right)^{2(s t-1) / s t}\right]^{s t / 2}} \tag{3.2}
\end{equation*}
$$

where $c_{k}^{\prime}=\left(c_{k} / b\right)^{2 / s} a^{-2 / s t}$.
From the triangle inequality, ( $A_{r}$ ), and $r \geqq 1$, for all $k$

$$
\begin{aligned}
\left|z^{k+1}-\overline{x^{k+1}}\right| & \leqq\left|z^{k+1}-x^{k+1}\right|+\left|x^{k+1}-\overline{x^{k+1}}\right| \\
& \leqq \varepsilon_{k}\left|z^{k+1}-z^{k}\right|^{r}+d\left(x^{k+1}, \bar{z}\right) \\
& \leqq \varepsilon_{k}\left|z^{k+1}-z^{k}\right|^{r-1}\left(\left|z^{k+1}-x^{k+1}\right|+\left|z^{k}-x^{k+1}\right|\right)+d\left(x^{k+1}, \bar{z}\right) .
\end{aligned}
$$

Also

$$
\begin{aligned}
\left|z^{k}-\overline{x^{k+1}}\right| & \leqq\left|z^{k}-\overline{z^{k}}\right|+\left|z^{k}-\overline{x^{k+1}}\right| \\
& \leqq d\left(z^{k}, \bar{z}\right)+\left|z^{k}-x^{k+1}\right| \leqq 2 d\left(z^{k}, \bar{z}\right)
\end{aligned}
$$

Where we have used the fact that projection onto a nonempty closed convex subset of $H$ is a nonexpansive map, and that $\left|z^{k}-x^{k+1}\right| \leqq d\left(z^{k}, \bar{z}\right)$ by (3.1). Eliminating $\left|z^{k}-\overline{x^{k+1}}\right|$ between the last two inequalities and rearranging

$$
\begin{aligned}
d\left(x^{k+1}, \bar{z}\right) & \leqq\left|z^{k+1}-\overline{x^{k+1}}\right|\left(1-\varepsilon_{k}\left|z^{k+1}-z^{k}\right|^{r-1}\right) \\
& -2 \varepsilon_{k}\left|z^{k+1}-z^{k}\right|^{r-1} d\left(z^{k}, \bar{z}\right)
\end{aligned}
$$

By theorem $2.12,\left|z^{k+1}-z^{k}\right| \rightarrow 0$, by $\left(A_{r}\right), r \geqslant 1$ and $\varepsilon_{k} \rightarrow 0$, thius for all $k$ large enough $\varepsilon_{k}\left|z^{k+1}-z^{k}\right|^{r-1} \leqq \varepsilon_{k}<1$. Being $\left|z^{k+1}-\overline{x^{k+1}}\right|>d\left(z^{k+1}, \bar{z}\right)$, the following estimate is valid for all $k$ large enough

$$
d\left(x^{k+1}, \bar{z}\right) \geqslant\left(1-\varepsilon_{k}\right) d\left(z^{k+1}, \bar{z}\right)-2 \varepsilon_{k} d\left(z^{k}, \bar{z}\right)\left|z^{k+1}-z^{k}\right|^{x-1}
$$

Inequality (3.1) and ( $A_{r}$ ) yield, by the same argument as above, for all k large enough

$$
\begin{align*}
d\left(x^{k+1}, \bar{z}\right) & \geqq\left|z^{k}-x^{k+1}\right| \geqq\left|z^{k}-z^{k+1}\right|-\left|z^{k+1}-x^{k+1}\right| \\
& \geqq\left|z^{k}-z^{k+1}\right|\left(1-\left.\varepsilon_{k}\left|z^{k}-z^{k+1}\right|\right|^{r-1}\right)  \tag{3.3}\\
& \geqq\left(1-\varepsilon_{k}\right)\left|z^{k}-z^{k+1}\right|
\end{align*}
$$

Eliminating $\left|z^{k}-z^{k+1}\right|$ between the last two inequalities, for all $k$ large enough

$$
d\left(x^{k+1}, \bar{z}\right) \geqq\left(1-\varepsilon_{k}\right) d\left(z^{k+1}, \bar{z}\right)-\frac{2 \varepsilon_{k}}{\left(1-\varepsilon_{k}\right)^{r}} d\left(z^{k}, \bar{z}\right)^{r}
$$

Combining this inequality with $(3,2)$ one can eliminate $d\left(x^{k+1}, \bar{z}\right)$ obtaining for all $k$ large enough

$$
\begin{equation*}
d\left(z^{k+1}, \bar{z}\right) \leqq \frac{d\left(z^{k}, \bar{z}\right)^{s t} /\left(1-\dot{\varepsilon}_{k}\right)}{\left[c_{k}^{\prime}+d\left(x^{k+1}, \bar{z}\right)^{2(s t-1) / s t}\right] s t / 2}+\frac{2 \varepsilon_{k} d\left(z^{k}, \bar{z}\right)^{r}}{\left(1-\varepsilon_{k}\right)^{r}} \tag{3.4}
\end{equation*}
$$

where one should remember that $d\left(x^{k+1}, \bar{z}\right) \rightarrow 0$ by theorem 2.13 , Suppose now that $d\left(z^{k}, \bar{z}\right) \neq 0$ for all $k$. If st $=1$, (3.4) implies that $d\left(z^{k}, \bar{z}\right) \rightarrow$ 0 linearly at a rate bounded above by

$$
\frac{a}{\left(a^{2}+(\underline{c} b)^{2 t}\right)^{\frac{1}{2}}}=\frac{a b^{t}}{\left(\left(a b^{t}\right)^{2}+\underline{c}^{2 t}\right)^{\frac{1}{2}}}
$$

where $\underline{c}=\underset{k \rightarrow \infty}{\lim \inf } c_{k}$, and thus superlinearly if $\underline{c}=\infty$. This result is valid for both the exact and approximate versions of the algorithm. In any case the ( $2-$ ) order of convergence is at least min $\{r, s t\} \geqq 1$ for the approximate version or $s t \geq 1$ for the exact one, as then $\varepsilon_{k} \equiv 0$. QED

Remark.. Without requiring $\mathrm{C}={ }^{\infty}$, any (Q-) order of convergence can be achieved if either $\min \{r, s t\}$ for the approximate version, or st for the exact version is large enough.

The following result gives a sufficient condition for the convergence in a finite number of steps of the exact $\left(\varepsilon_{k} \equiv 0\right)$ algorithm. This generalizes a result of Bertsekas (1975).

Theorem 3.2. Let $s \in \mathcal{Y}$, and let $\delta, b, s$ be three positive real numm bers such that $x \in \delta B$ and $y \in S x$ implies that $|y| \leqq b|x|^{s}$, Let $T: H \rightarrow 2^{H}$
a maximal monotone map be such that $\bar{Z}=T^{-1}(0) \neq \varnothing$ and satisfy
$\exists \eta>0, \forall w \in \eta B, \forall z \in T^{-1}(w), d(z, \vec{z})=0$.

Then for the approximate version of the Nonlinear Proximal Point Algorithm operated under $\left(A_{r}\right), d\left(z^{k}, \bar{Z}\right) \rightarrow 0$, superlinearly if $r=1$, and with ( $Q^{-}$) order of convergence at least $x$ for all $r \geqq 1$. The exact version of the algorithm converges in finitely many steps which can be reduced to one if $\delta \geqslant d\left(z^{0}, \vec{z}\right)$ and $c_{0} \geq b d\left(z^{0}, \vec{z}\right)^{s} / \eta$.

Proof. T satisfies
$\forall w \in \eta B, \forall z \in T^{-1}(w), d(z, \bar{z}) \leqq a|w|^{t}$
for any $a, t \geqq 0$, and in particular $T$ satisfies the hypothesis of the preceding theorem for all a $>0, t \geqq 1 / s$. Thus the ( $Q-$ ) order of convergence is at least $\min \{x, s t\}$ for all $t \geq 1 / s$, i.e, $r$. If $r=1$, said theorem also implies that the convergence is superlinear.

If the algorithm is operated exactly, for all $k$, there is an $w^{k} \in$ $c_{k} \mathrm{Tz}^{k+1} \cap \mathrm{~S}\left(z^{k}-z^{k+1}\right)$. By theorem $2.12 c_{k}^{-1}{ }^{k} \rightarrow 0$ thus it lies in $n B$ for all $k$ large enough, and as $z^{k+1} \in T^{-1}\left(c_{k}{ }^{-1} w^{k}\right)$, it follows that $z^{k+1} \in \bar{Z}$. Alternatively, the preceding theorem guarantees an order of convergence of at least st for all $t \geqq 1 / s$ by the above argument. Thus the (Q-) order is $\infty$, i.e., $d\left(z^{k}, \bar{z}\right)=0$ for all but finitely many $k^{\prime} s$,

Let $w^{0} \in c_{0} T z^{1} \cap S\left(z^{0}-z^{1}\right)$. If $c_{0}{ }^{-1} w^{0} \in \eta B$, then $z^{1} \in \bar{z}$, thus $c_{0}$ should be larger than $\left|w^{0}\right| / \eta$, By proposition $2.8(2),\left|z^{0}-\bar{z}\right| \geqq\left|z^{0}-z^{1}\right|$ and choosing $\bar{z}=\overline{z^{0}},\left|z^{0}-z^{1}\right| \leqq d\left(z^{0}, \bar{z}\right)$, thus $z^{0}-z^{1} \in \delta B$ if $\delta \geqq d\left(z^{0}, \bar{z}\right)$. As $w^{0} \in S\left(z^{0}-z^{1}\right)$, it follows that $\left|w^{0}\right| \leqq b\left|z^{0}-z^{1}\right|^{s} \leqq b d\left(z^{0}, \bar{z}\right)^{s} / \eta$. QED

The sublinear convergence of the algorithm is explored in the next result.

Theorem 3.3. Let $s \in \mathscr{S}$ be such that for positive numbers $b, s, \eta$, and a function $\sigma: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$continuous at zero and with $\sigma(0)=0$, it satisfies

$$
(x \in \cap B, y \in S x) \Rightarrow b|x|^{S} \leqq|y| \leqq \sigma(|x|)
$$

Let $T: H \rightarrow 2^{H}$ be maximal monotone with $\bar{Z}=T^{-1}(0) \neq \varnothing$, and for positive numbers $a, t, \delta$, and a function $\tau: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, continuous at zero and with $\tau(0)=0$, it satisfies

$$
\left(w \in \delta B, z \in T^{-1}(w)\right) \Rightarrow a|w|^{t} \leqq d(z, \bar{z}) \leqq \tau(|w|)
$$

Let the NPA be operated under criterion ( $A_{r}$ ) with $r \geqq 1$ and a bounded sequence $\left\{c_{k}\right\}$. If st $>1$, then

$$
\lim _{k \rightarrow \infty} \frac{d\left(z^{k+1}, \bar{z}\right)}{d\left(z^{k}, \bar{z}\right)}=1
$$

and the convergence cannot be faster than sublinear. If $s t=1$, then

$$
\lim _{k \rightarrow \infty} \inf \frac{d\left(z^{k+1}, \bar{z}\right)}{d\left(z^{k} ; \bar{z}\right)} \geqq \frac{a b^{t}}{a b^{t}+\bar{c}}
$$

where $\vec{c}=\lim _{k \rightarrow \infty} \cos _{k}$.
Proof, The global convergence theorem applies and if $w^{k} \in c_{k} T^{k+1} \cap$ $S\left(z^{k}-x^{k+1}\right), c_{k}^{-1} w^{k} \rightarrow 0$ and eventually lies in $\delta B, A s x^{k+1} \in T^{-1}\left(c_{k}^{-1} w^{k}\right)$, it follows that for all $k$ large enough

$$
c_{k} d\left(z^{k+1}, \bar{z}\right) \geq a\left|w^{k}\right|^{t}
$$

Also, by global convergence, $z^{k}-x^{k+1} \rightarrow 0$ thus eventually it lies in $\eta B$ and as $w^{k} \in S\left(z^{k}-x^{k+1}\right)$, for all $k$ large enough

$$
\mathrm{b}\left|\mathrm{z}^{\mathrm{k}}-\mathrm{x}^{\mathrm{k}+1}\right|^{\mathrm{s}} \leqq\left|\mathrm{w}^{k}\right|
$$

Combining both inequalities

$$
c_{k} d\left(x^{k+1}, \bar{z}\right) \geqq a b^{t}\left|z^{k}-x^{k+1}\right|^{s t}
$$

Projection onto $\bar{Z}$ is a nonexpansive map, thus

$$
\begin{aligned}
d\left(x^{k+1}, \bar{z}\right) & \leqq\left|x^{k+1}-z^{k+1}\right|+\left|z^{k+1}-\overline{z^{k+1}}\right|+\left|z^{k+1}-\overline{x^{k+1}}\right| \\
& \leqq 2\left|x^{k+1}-z^{k+1}\right|+d\left(z^{k+1}, \bar{z}\right)
\end{aligned}
$$

which substituted above yields

$$
c_{k} d\left(z^{k+1}, \bar{z}\right)+2 c_{k}\left|x^{k+1}-z^{k+1}\right| \geqq a b^{t}\left|z^{k}-x^{k+1}\right|^{s t}
$$

Criterion ( $A_{r}$ ) implies the following inequalities

$$
\begin{aligned}
\left|x^{k+1}-z^{k+1}\right| & \leqq \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r} \\
\left|z^{k}-x^{k+1}\right| & \geqq\left|z^{k}-z^{k+1}\right|-\left|z^{k+1}-x^{k+1}\right| \\
& \geqq\left|z^{k}-z^{k+1}\right|-\varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r} \\
& =\left|z^{k}-z^{k+1}\right|\left(1-\varepsilon_{k}\left|z^{k}-z^{k+1}\right| r-1\right) \\
& \geqq\left|z^{k}-z^{k+1}\right|\left(1-\varepsilon_{k}\right)
\end{aligned}
$$

The last inequality is only valid for $k$ large enough. Being $z^{k}-z^{k+1} \rightarrow$ 0 by the global convergence theorem, eventually $\left|z^{k}-z^{k+1}\right|<1$ and $\left|z^{k}-z^{k+1}\right|^{x-1} \leqq 1$. Using this two inequalities to eliminate $\mid x^{k+1}-$ $z^{k+1} \mid$ in the preceding one

$$
\begin{aligned}
c_{k} d\left(z^{k+1}, \overline{\bar{z}}\right) & \geqq a b^{t}\left|z^{k}-z^{k+1}\right|^{s t}\left(1-\varepsilon_{k}\right)^{s t}-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r} \\
& =\left|z^{k}-z^{k+1}\right|^{s t}\left[a b^{t}\left(1-\varepsilon_{k}\right)^{s t}-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{x-s t}\right]
\end{aligned}
$$

Being $\left\{c_{k}\right\}$ bounded $\varepsilon_{k} \rightarrow 0, z^{k}-z^{k+1} \rightarrow 0, r-$ st $\geqq 0$, the second member inside the brackets tends to zero so that for all $k$ large enough the bracket is nonnegative. Using this fact and

$$
\begin{aligned}
\left|z^{k}-z^{k+1}\right| & \geqq\left|z^{k}-\overline{z^{k+1}}\right|-\left|z^{k+1}-\overline{z^{k+1}}\right| \\
& \geqq d\left(z^{k}, \bar{z}\right)-d\left(z^{k+1}, \bar{z}\right)
\end{aligned}
$$

the above expression can be transformed into

$$
\begin{aligned}
& {\left[c_{k} d\left(z^{k+1}, \bar{z}\right)\right]^{1 / s t}+\left[a b^{t}\left(1-\varepsilon_{k}\right)^{s t}-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r-s t}\right]^{1 / s t} d\left(z^{k+1}, \bar{z}\right)} \\
& \geqq\left[a b^{t}\left(1-\varepsilon_{k}\right)^{s t \cdot t}-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r-s t}\right]^{1 / s t} d\left(z^{k}, \bar{z}\right)
\end{aligned}
$$

If st $=1$, without assuming the existence of $\tau$, it is easy to obtain

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \inf \frac{d\left(z^{k+1}, \bar{z}\right)}{d\left(z^{k}, \bar{z}\right)} \geqq \\
& \lim _{k \rightarrow \infty} \inf \frac{\left[a b^{t}\left(1-\varepsilon_{k}\right)-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r-1}\right]}{\left[a b^{t}\left(1-\varepsilon_{k}\right)-2 c_{k} \varepsilon_{k}\left|z^{k}-z^{k+1}\right|^{r-1}\right]+c_{k}}=\frac{a b^{t}}{a b^{t}+\bar{c}} .
\end{aligned}
$$

If $s t<1$, the existence of $\tau$ implies that $d\left(z^{k+1}, \bar{z}\right) \rightarrow 0$, and so does

$$
d\left(z^{k+1}, \bar{z}\right)(1-s t) / s t \text { It follows then that }
$$

$$
\lim _{k \rightarrow \infty} \inf \frac{d\left(z^{k+1}, \bar{z}\right)}{d\left(z^{k}, \bar{z}\right)}=1
$$

4. Implementation, Criterion ( $A_{r}$ ) requires that the current estimate of a root of $T, z^{k}$ and the new one $z^{k+1}$ satisfy

$$
\left|z^{k+1}-x^{k+1}\right| \leqq \varepsilon_{k} \min \left\{1,\left|z^{k}-z^{k+1}\right|^{r}\right\}
$$

where $x^{k+1} \in P\left(c_{k} T, S\right) z^{k}$. Thus $x^{k+1}$ is a new estimate, computed exactly from the current one $z^{k}$. By the definition of $P\left(C_{k} T, S\right) z^{k}$, it is clear that $\mathrm{x}^{\mathrm{k}+1}$ satisfies

$$
0 \in c_{k} T x^{k+1}-S\left(z^{k}-x^{k+1}\right)
$$

or $0 \in R_{k} x^{k+1}$, where $R_{k}=c_{k} T-S\left(z^{k}-\cdot\right)$ is maximal monotone. The problem with $\left(A_{r}\right)$ is that $x^{k+1}$ is not known and as it stands ( $A_{r}$ ) is not implementable. Rockafellar (1976a, p 882, prop 3) showed a sufficient condition for $\left(A_{r}\right)$ which does not require the knowledge of $x^{k+1}$. In the present case, the fact that $S$ is no longer the identity map complicates matters. The approach followed was suggested by Kort and Bertsekas (1976).

Proposition 4.1. Let $T: H \rightarrow 2^{\text {H }}$ be a maximal monotone map which is strongly monotone with modulus $\alpha>0$. Then criterion ( $A_{r}$ ) is implied by ( $A_{r}^{\prime}$ ) $\alpha\left(0, R_{k} z^{k+1}\right) \leqq \alpha c_{k} \varepsilon_{k} \min \left\{1,\left|z^{k}-z^{k+1}\right|^{r}\right\}$.

Proof. $R_{k}$ is strongly monotone with modulus $\alpha c_{k}>0$. Let $w \in R_{k} z^{k+1}$, as $0 \in R_{k} x^{k+1}$

$$
\left(z^{k+1}-x^{k+1}, w\right) \geqq \alpha c_{k}\left|z^{k+1}-z^{k}\right|^{2}
$$

Using the Cauchy-Buniakovskii inequality and selecting as $\mathrm{w}^{\mathrm{k}}$ the least
norm element of $R_{k} z^{k+1}$

$$
\begin{equation*}
d\left(0, R_{k} z^{k+1}\right) \geqq \alpha_{C_{k}}\left|z^{k+1}-x^{k+1}\right| \tag{QED}
\end{equation*}
$$

The estimate obtained by Rockafellar (ibid.) is, in our notation
$d\left(0, R_{k} z^{k+1}\right) \geq\left|z^{k+1}-x^{k+1}\right|$.

The fact that $P\left(c_{k} T, S\right)$ is nonexpansive for $S=I$ was used there. This is no longer the case if $S \neq I$ as we have seen in the example after definition 2.11.

Note that if $T$ is strongly monotone, then $\bar{z}=\left\{z^{\infty}\right\}$, and $w \in \mathrm{Tz}$ implies that $d\left(z, z^{\infty}\right) \leqq \alpha^{-1}|w|$, The strong convergence of the algorithm in its two versions, to the unique solution is guaranteeed,
5. Application to convex and saddle functions, when $T$ is the subdifferential map of a proper closed convex function; or the "twisted" subdifferential of a proper closed saddle function, it is possible to estimate the speed of convergence of the NPA towards the minimum value, or the saddle value, respectively, This speed is given in terms of the sequence $\left\{d\left(z^{k}, \bar{z}\right)\right\}$ whose decrease towards zero has been quantified in section 3.

Let $H_{1}, H_{2}$ be real Hilbert spaces, Let $\langle\bullet, \cdot>$ and $| \cdot \mid$ denote the inner product and corresponding induced norm of both $H_{1}$ and $H_{2}$. In $\mathrm{H}_{1} \times \mathrm{H}_{2}$ we can define an inner product as follows. For all ( $\mathrm{x}, \mathrm{y}$ ) , $\left(x^{\prime}, y^{\prime}\right) \in H_{1} \times H_{2}$

$$
\left\langle(x, y),\left(x^{\prime}, y^{\prime}\right)\right\rangle=\left\langle x, x^{\prime}\right\rangle+\left\langle y, y^{\prime}\right\rangle
$$

The norm induced on $\mathrm{H}_{1} \times \mathrm{H}_{2}$ by this inner product is such that for all $(x, y) \in H_{1} \times H_{2}$
$|(x, y)|^{2}=\langle(x, y),(x, y)\rangle=\langle x, x\rangle+\langle y, y\rangle=|x|^{2}+|y|^{2}$.
Let $L: H_{1} \times H_{2} \rightarrow \stackrel{A}{\mathbb{R}}$ be a closed proper convex $\rightarrow$ concave saddle function. The subdifferential map of $L, \partial L$, is defined as follows. For all $(x, y) \in H_{1} \times H_{2}, \partial L(x, y)$ is the set of vectors $(u, v) \in H_{1} \times H_{2}$ such that for all $\left(x^{\prime}, y^{\prime}\right) \in H_{1} \times H_{2}$,

$$
L\left(x^{\prime}, y^{\prime}\right)-\left\langle x^{\prime}-x, u\right\rangle \geqq L(x, y) \geqq L\left(x, y^{\prime}\right)-\left\langle y^{\prime}-y, v\right\rangle
$$

The "twisted" subdifferential of $L, T$, is such that for all $(x, y) \in$ $\mathrm{H}_{1} \times \mathrm{H}_{2}$,

$$
T(x, y)=\left\{(u,-v) \in H_{1} x H_{2} \mid(u, v) \in \partial L(x, y)\right\}
$$

Under the above assumptions on $L, T$ is maximal monotone (Rockafellar 1970b), Clearly $(0,0) \in T(\bar{x}, \bar{y})$ iff $(\bar{x}, \vec{y})$ is a saddle point of $L$.

Theorem 5.1. Let $\left\{\left(x^{k}, y^{k}\right)\right\}$ be any sequence generated by the NPA when applied, under the hypothesis of theorem 3.1, to $T$ as above. Then $\left\{\left(x^{k}, y^{k}\right)\right\}$ converges weakly to $\left(x^{\infty}, y^{\infty}\right)$, an element of $\bar{Z}=T^{-1}(0,0)$, and $\mathrm{d}\left[\left(\mathrm{x}^{\mathrm{k}}, \mathrm{y}^{\mathrm{k}}\right), \overline{\mathrm{z}}\right] \rightarrow 0$. Let us also assume that $\left(\mathrm{x}^{\mathrm{k}}, \mathrm{y}^{k}\right) \notin \overline{\mathrm{Z}}$ for all k .
(1) If the algorithm is implemented exactly, then for all k large enough

$$
\frac{\left|\dot{L}\left(x^{\infty}, y^{\infty}\right)-L\left(x^{k+1}, y^{k+1}\right)\right|}{\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|} \leqq c_{k}^{-1} b d\left[\left(x^{k}, y^{k}\right), \bar{z}\right]^{s}
$$

(2) Let $S=I$, and let the algorithm be implemented approximately, requiring at each step that the following condition (sufficient for ( $A_{r}$ ), see Rockafellar 1976a, p. 889, th, 4) be satisfied for all k

$$
\begin{aligned}
& \left.d\left[\left(x^{k}-x^{k+1} \cdot y^{k} \perp y^{k+1}\right), c_{k}^{T\left(x^{k+1}\right.}, y^{k+1}\right)\right] \leqq \\
& \quad \leqq \varepsilon_{k} \min \left\{1,\left|\left(x^{k} \cdot y^{k}\right)-\left(x^{k+1} \cdot y^{k+1}\right)\right|^{r}\right\}
\end{aligned}
$$

Then for all $k$ large enough

$$
\begin{aligned}
& \frac{\left|\dot{L}\left(x^{\infty}, y^{\infty}\right)-L\left(x^{k+1}, y^{k+1}\right)\right|}{\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|} \leqq \\
& \leqq \frac{\varepsilon_{k}}{c_{k}\left(1-\varepsilon_{k}\right)^{r}} d\left[\left(x^{k}, y^{k}\right), \bar{z}\right]^{r}+\frac{1}{c_{k}\left(1-\varepsilon_{k}\right)} d\left[\left(x^{k}, y^{k}\right), \bar{z}\right]
\end{aligned}
$$

(3) If $T$ is strongly monotone with modulus $\alpha>0$, then $\tau$ with $t=1, a=\alpha^{-1}$ is globally valid, and $\bar{z}=\left\{\left(x^{\infty}, y^{\infty}\right)\right\}$, Let the NPA be operated approximately using criterion ( $A_{r}^{\prime}$ ) (see section 4), i,e., for all k

$$
\begin{aligned}
& d\left[S\left(x^{k}-x^{k+1}, y^{k}-y^{k+1}\right), c_{k} T\left(x^{k+1}, y^{k+1}\right)\right] \leqq \\
& \leqq \alpha c_{k} \varepsilon_{k^{m i n}\left\{1,\left|\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right)\right|^{r}\right\}}
\end{aligned}
$$

Then $\left(x^{k}, y^{k}\right) \rightarrow\left(x^{\infty}, y^{\infty}\right)$ strongly, and for all $k$ large enough

$$
\begin{aligned}
& \frac{\left|L\left(x^{\infty}, y^{\infty}\right)-L\left(x^{k+1}, y^{k+1}\right)\right|}{\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|} \leqq \\
& \leqq \frac{\alpha \varepsilon_{k}}{\left(1-\varepsilon_{k}\right)^{r}}\left|\left(x^{k}, y^{k}\right)-\left(x^{\infty}, y^{\infty}\right)\right|^{r}+\frac{b}{c_{k}\left(1-\varepsilon_{k}\right)^{s}}\left|\left(x^{k}, y^{k}\right)-\left(x^{\infty}, y^{\infty}\right)\right|^{s} .
\end{aligned}
$$

Proof. The hypothesis of theorem 3.1 imples that of theorem 2.12 from which $d\left[\left(x^{k}, y^{k}\right), \bar{z}\right] \rightarrow 0$ follows.

$$
\begin{aligned}
& \text { (1) Let }\left(w_{x},-w_{y}\right) \in c_{k}^{T}\left(x^{k+1}, y^{k+1}\right)-S\left(x^{k}-x^{k+1}, y^{k}-y^{k+1}\right) \text {, and let } \\
& \left(v_{x},-v_{y}\right) \in S\left(x^{k}-x^{k+1}, y^{k}-y^{k+1}\right)
\end{aligned}
$$

Then

$$
\left.\left(v_{x}+w_{x},-v_{y}-w_{y}\right) \in c_{k}^{T\left(x^{k+1}\right.} \cdot y^{k+1}\right)
$$

and

$$
\begin{aligned}
& c_{k}^{-1}\left(v_{x}+w_{x}\right) \in \partial_{x} L\left(x^{k+1}, y^{k+1}\right) \\
& c_{k}^{-1}\left(v_{y}+w_{y}\right) \in \partial_{y}^{L}\left(x^{k+1}, y^{k+1}\right)
\end{aligned}
$$

The subgradient inequalities yield

$$
\begin{aligned}
& L\left(x^{\infty}, y^{k+1}\right) \geqq L\left(x^{k+1}, y^{k+1}\right)+c_{k}^{-1}\left\langle v_{x}+w_{x}, x^{\infty}-x^{k+1}\right\rangle \\
& L\left(x^{k+1}, y^{\infty}\right) \leqq L\left(x^{k+1}, y^{k+1}\right)+c_{k}^{-1}<v_{y}+w_{y^{\prime}}, y^{\infty}-y^{k+1}>
\end{aligned}
$$

From the saddle point inequality for ( $x^{\infty}, y^{\infty}$ )

$$
L\left(x^{\infty}, y^{k+1}\right) \leqq L\left(x^{\infty}, y^{\infty}\right) \leqq L\left(x^{k+1}, y^{\infty}\right)
$$

one obtains

$$
\begin{aligned}
c_{k}^{-1}\left\langle v_{x}+w_{x} x^{\infty}-x^{k+1}\right\rangle & \leqq L\left(x^{\infty} r y^{\infty}\right)-L\left(x^{k+1} r y^{k+1}\right) \leqq \\
& =c_{k}^{-1}\left\langle y_{y}+w_{y} \cdot y^{\infty}-y^{k+1}\right\rangle
\end{aligned}
$$

Using the Cauchy-Buniakovskii and triangle inequalities, and dividing throughout by $\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|$ the following estimate is obtained

$$
\begin{aligned}
-c_{k}^{-1}\left(\left|v_{x}\right|+\left|w_{x}\right|\right) & \leqq \frac{\left|L\left(x^{\infty}, y^{\infty}\right)-L\left(x^{k+1}, y^{k+1}\right)\right|}{\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|} \leqq \\
& \leqq c_{k^{-1}\left(\left|v_{y}\right|+\left|w_{y}\right|\right)}
\end{aligned}
$$

By theorem $2.12\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right) \rightarrow 0$, thus the growth condition on $S$ eventually holds, and using the form of $\sigma$ chosen in theorem 3.1,

$$
\left|\left(v_{x},-v_{y}\right)\right| \leqq b\left|\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right)\right|^{s} .
$$

But for all $k$ large enough, by equation (3.3),

$$
\left|\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right)\right| \leqq d\left[\left(x^{k}, y^{k}\right), \bar{z}\right] /\left(1-\varepsilon_{k}\right)
$$

Also $\left|v_{x}\right|,\left|v_{y}\right| \leq\left|\left(v_{x},-v_{y}\right)\right|$, thus for all $k$ large enough

$$
\begin{align*}
-c_{k}^{-1}\left|w_{x}\right|- & \frac{b}{c_{k}\left(1-\varepsilon_{k}\right)^{s}} d\left[\left(x^{k}, y^{k}\right), \bar{z}\right]^{s} \leqq \\
& \leqq \frac{\left|L\left(x^{\infty}, y^{\infty}\right)-L\left(x^{k+1}, y^{k+1}\right)\right|}{\left|\left(x^{\infty}, y^{\infty}\right)-\left(x^{k+1}, y^{k+1}\right)\right|} \leqq  \tag{5.1}\\
& \leqq c_{k}^{-1}\left|w_{y}\right|+\frac{b}{c_{k}\left(1-\varepsilon_{k}\right)^{s}} d\left[\left(x^{k}, y^{k}\right), \bar{z}\right]^{s}
\end{align*}
$$

When the algorithm is implemented exactly, i,e., $\varepsilon_{k} \equiv 0$, one can choose $w_{x}=0, w_{y}=0$, and the above inequality $y$ ields the desired estimate.
(2) Let $S=I$, and let the algorithm be implemented with the criterion given in the statement. Choosing as ( $w_{x}, w_{y}$ ) the minimum norm element of

$$
c_{k} T\left(x^{k+1}, y^{k+1}\right)-s\left(x^{k}-x^{k+1}, y^{k}-y^{k+1}\right)
$$

By the same argument as in proving (1)

$$
\begin{aligned}
\left|w_{x}\right|,\left|w_{y}\right| & \leqq\left|\left(w_{\frac{1}{x}} s^{-w}\right)\right| \leqq \\
& \leqq \varepsilon_{k}\left|\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right)\right|^{r} \leqq \\
& \leqq \frac{\varepsilon_{k}}{\left(1-\varepsilon_{k}\right)^{r}} d\left[\left(x^{k}, y^{k}\right), \bar{z}^{r}\right]^{r}
\end{aligned}
$$

which yields via (5.1) the desired estimate,
(3) The strong monotonicity of $T$ implies that $\hat{Z}$ is a singleton, and $\left(x^{k}, y^{k}\right) \rightarrow\left(x^{\infty}, y^{\infty}\right)$ strongly follows from $d\left[\left(x^{k}, y^{k}\right), \bar{z}\right] \rightarrow 0$, Choosing as ( $w_{x}, w_{y}$ ) the minimum norm element of

$$
c_{k}^{-1} T\left(x^{k+1}, y^{k+1}\right)-S\left(x^{k}-x^{k+1}, y^{k}-y^{k+1}\right)
$$

criterion ( $A_{r}^{\prime}$ ) yields, as above,

$$
\begin{aligned}
\left|w_{x}\right| \cdot\left|w_{y}\right| & \leqq\left|\left(w_{x},-w_{y}\right)\right| \leqq \\
& \leqq \alpha c_{k} \varepsilon_{k}\left|\left(x^{k}, y^{k}\right)-\left(x^{k+1}, y^{k+1}\right)\right|^{r} \\
& \leqq \frac{\alpha c_{k} \varepsilon_{k}}{\left(1-\varepsilon_{k}\right)^{r}}\left|\left(x^{k}, y^{k}\right)-\left(x^{\infty}, y^{\infty}\right)\right|^{r}
\end{aligned}
$$

combining this inequality with (5.1) one concludes the proof of (3)
OED.

Let $H$ be a real Hilbert space with inner product $\langle\boldsymbol{A}, *>$ and induced norm |. |. Let $f: H \rightarrow(-\infty, \infty]$ be a closed proper convex function and $T=\partial f$. Then $0 \in T \bar{z}$ iff $f$ achieves its global minimum at $\bar{z}$.

Theorem 5.2. Let $\left\{z^{k}\right\}$ be any sequence generated by the NPA when applied, under the hypothesis of theorem 3.1, to $T$ as above. Then $\left\{z^{k}\right\}$ converges weakly to $\ddot{z}^{\infty}$ an element of $\bar{z}=T^{-1}(0)$, and $d\left(z^{k}, \bar{z}\right) \rightarrow 0$. Let us also assume that $z^{k} \notin \bar{z}$ for all $k$.
(1) If the algorithm is implemented exactly, then for all $k$ large enough

$$
\frac{f\left(z^{k+1}\right)-f\left(z^{\infty}\right)}{\left|z^{k+1}-z^{\infty}\right|} \leqq c_{k}^{-1} b d\left(z^{k}, \bar{z}\right)^{s}
$$

(2) Let $S=I$, and let the algorithm be implemented approximately, requiring at each step that the following condition (see theorem 5.1(2))

$$
a\left(z^{k}-z^{k+1}, c_{k} z^{k+1}\right) \leqq \varepsilon_{k} \min \left\{1,\left|z^{k}-z^{k+1}\right|^{x}\right\}
$$

Then for all $k$ large enough

$$
\frac{f\left(z^{k+1}\right)-f\left(z^{\infty}\right)}{\left|z^{k+1}-z^{\infty}\right|} \leqq \frac{\varepsilon_{k}}{c_{k}\left(1-\varepsilon_{k}\right)^{r}} d\left(z^{k}, \bar{z}\right)^{r}+\frac{1}{c_{k}\left(1-\varepsilon_{k}\right)} d\left(z^{k}, \bar{z}\right)
$$

(3) If $T$ is strongly monotone with modulus $\alpha$, then $\tau$ with $t=1$, $a=x^{-1}$ is globally valid and $\bar{z}=\left\{z^{\infty}\right\}$, Let the NPA be implemented approximately using criterion ( $A_{r}^{i}$ ) (see section 4). Then $z^{k} \rightarrow z^{\infty}$ strongly, and for all $k$ large enough

$$
\frac{f\left(z^{k+1}\right)-f\left(z^{\infty}\right)}{\left|z^{k+1}-z^{\infty}\right|} \leqq \frac{\alpha \varepsilon_{k}}{\left(1-\varepsilon_{k}\right)^{r}}\left|z^{k}-z^{\infty}\right|^{r}+\frac{b}{c_{k}\left(1-\varepsilon_{k}\right)^{s}}\left|z^{k}-z^{\infty}\right|^{s}
$$

Proof. f can be considered as a saddle function on $H \times H_{1}$ where $H_{1}=\{0\}$.
$\therefore$.
QED.
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