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Abstract

The production of clinically sufficient dose rates in Accelerator-based Neutron Capture Therapies (ABNCT) requires targets that can withstand ion beams of 2-10 kW or higher. Designing such a target requires knowledge of the current density profile which can exceed 1 mA/cm². A method has been developed to quantify the two-dimensional current intensity by utilizing the positrons emitted from the products of either the ¹²C(d,n) or ¹¹B(p,n) reaction. A desktop scanner was used to convert the dose profile measured with MD-55-2 radiochromic film into a map of beam current intensity. Analytic calculations coupled with Monte Carlo methods determined the resolution of this technique to be 0.22±0.01 mm. Liquid gallium metal was investigated as a possible coolant. Qualitative and quantitative comparisons between single submerged impinging jets of liquid gallium and water at low flowrates were supplemented with computational fluid dynamics. Experiments using an array of submerged jets were conducted to determine area-averaged Nusselt number correlations for water and gallium over a Reynolds number range of 7000<Re<38000. The spreading factor, βₘₐₓ, was introduced into the gallium correlation to account for surface wetting effects. Area-averaged heat transfer coefficients, ˜h, produced by an array of gallium jets were found to exceed those of water for Re>13500. At a Reynolds number of 35000 an ˜h of 10⁵ W/m²K was measured with the gallium array compared to 5.5x10⁴ W/m²K for water. Simulations of the thermal and mechanical stresses found that a gallium-cooled beryllium target could withstand beam powers of up to 20.2 kW. Because of its low melting-point, lithium targets were able to achieve 10 kW only if the beam power density was kept below 11.6 MW/m². No significant difference in figures of merit used to characterize neutron beams for ABNCT were found when water was replaced by liquid gallium as the cooling fluid.
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Chapter 1 Introduction and Presentation of the Problem

1.1 Introduction to High-Power Target Development

Accelerator-Based Boron Neutron Capture Therapy (ABNCT) is a two-part procedure that uses neutrons to irradiate tissue which has been loaded with $^{10}$B. Neutrons which are produced through charged-particle reactions are then moderated to energies which increase the probability of capture in the $^{10}$B-loaded tissue. In the case of Boron Neutron Capture Therapy (BNCT)\textsuperscript{4-8} the tissue of concern could be a cancerous tumor, such as a glioblastoma multiforme.\textsuperscript{4,9,10} For Boron Neutron Capture Synovectomy (BNCS)\textsuperscript{11-16}, inflamed synovium tissue caused by rheumatoid arthritis would be the targeted tissue. Capture of a neutron leads to the $^{10}$B($n$,$\alpha$)$^7$Li reaction which releases two heavy charged particles that deposit their energy in a very short distance. If the $^7$Li produced in the reaction goes immediately to the ground state, the alpha particle and lithium nucleus share the 2.79 MeV released. In this case, the alpha will have an energy of 1.47 MeV and a range in tissue of 9.9 $\mu$m. The lithium nucleus, on the other hand, will carry away the remaining 0.84 MeV and travel a distance of 5.4 $\mu$m. When the $^{10}$B($n$,$\alpha$)$^7$Li reaction leads to the excited state, however, emission of a 478 keV photon leaves only 2.31 MeV available for the alpha and lithium nucleus. In both cases, however, the range of the products in tissue is less than the dimension of a cell. Damage caused by the delivery of dose to the tissue is intended to lead to cell death. Because the range of the alpha particle and lithium nucleus are so short, healthy tissue surrounding the affected cell is spared.

The rate at which dose can be delivered to the targeted tissue is directly proportional to the flux of useful neutrons at the patient position. Generation of a dose rate sufficient to allow reasonable therapy times, therefore, is directly dependent on the ability of the neutron producing target to withstand bombardment of charged-particle beams of up to 2-10 kW or higher.\textsuperscript{2,4-8,13,14} Figure 1-1 illustrates a simplified flow chart which highlights the individual components of neutron capture therapy. This figure helps to illustrate the need for high-power targets in ABNCT. At a fixed beam energy (E), the amount of beam power (Q) produced by the accelerator is the product of the current (I) and energy, $Q = I \cdot E$. Since the beam is completely stopped in the target, the amount of power which must be removed in steady-state is equal to Q. It follows, therefore, that the amount of neutrons produced is linearly proportional to the amount of current on target multiplied by the thick target yield. More power on target produces a greater amount of neutrons which translates to a larger dose rate at the patient position.
Successful development of a high-power neutron-producing target for neutron capture therapy (NCT) requires that certain fundamental problems encompassing different engineering disciplines be solved. These can be broken down into two general areas: (1) theoretical neutronic optimization of a moderator reflector assembly (MRA); (2) thermal/mechanical engineering of an integrated target/MRA and the resulting neutronics. Although several different research groups have investigated accelerator-NCT, the area of target development has not been, to any significant extent, systematically studied. To date, the majority of work regarding accelerator-NCT targets has been primarily simulation studies directed at optimizing the
composition and dimensions of the MRA for neutronic purposes. It is the goal of this thesis to investigate both the engineering and neutronic aspects of integrating a target and MRA in an accelerator-NCT system.

When accelerator-BNCT was initially proposed, the problem of how to efficiently moderate a beam of fast neutrons down to a useful therapeutic range was treated extensively while thermal/mechanical issues were given only passing mention. As a result, many of the initial system designs presented significant engineering problems with regards to integrating a working target system into the MRA. Because of this decoupled approach toward the neutronic and thermal hydraulic problem, many of the initial neutronic designs were shown to be flawed when it came to implementing the target into a complete accelerator-NCT system. For example, one of the earliest studies to look at the coupled problem first optimized the neutronics for a target which had a diameter of 5 cm. Simple calculations, however, indicated that it was not possible to maintain target integrity unless the target diameter was increased to 25 cm. This increase would therefore require totally different optimization of the neutronics. Likewise, a 1998 study quoted an epithermal flux based on target bombardment at a certain current level. Simulations of the target temperature, however, indicated that the target could not be kept from melting unless current levels were reduced by over 60%.

Proper understanding of the various issues involved in target design requires a basic description of the various components involved in a complete accelerator-NCT system. Although the bulk of the following description applies to the Laboratory for Accelerator Beam Applications (LABA) accelerator facility, enough generality is included so that applications can be made to other types of accelerator facilities.

1.2 Components of an Accelerator-NCT System

There are three basic components which must be integrated into a completed accelerator-NCT system (as shown in Figure 1-2): (1) the accelerator, (2) neutron-producing target and associated cooling system, and (3) a moderator/reflector assembly (MRA). An accelerator produces a beam of charged particles, usually protons or deuterons, which can have current levels of a few milliamperes and energies of a few MeV. The accelerator in service at LABA is designed to generate currents in excess of 2 mA at energies up to 4.1 MeV.
Figure 1-2. Illustration of a complete accelerator-NCT system (beams 1 and 5) in operation at LABA. The three components of the system are shown: (1) accelerator (2) neutron-producing target (3) MRA. The cooling system associated with the target is not shown.

Once the charged particle beam exits the accelerator, it must be focused and steered toward the neutron-producing target by a series of external optical components. The LABA accelerator uses three optical components in order to steer and focus beam. Two of the components, a beam steering magnet and a focusing quadrupole doublet, are located directly after the accelerator itself, while the third component, a switching magnet, is located in the radiation vault area. Figures 1-3 and 1-4 illustrate the various optical components of the LABA accelerator.

Figure 1-3. Photograph of the beam steering magnet and quadrupole doublet
Figure 1-4. Switching magnet used to direct beam to one of five separate target locations.

Having been focused by the optical components, the beam must strike a neutron-producing target in order to generate the required flux. With beam energies limited to around 4 MeV, the targets must be constructed of low-Z materials which have \((p,n)\) or \((d,n)\) cross sections sufficient to produce a large neutron flux. Since the ultimate goal of an accelerator-NCT system is to produce a large neutron flux which has an energy spectrum tailored to the therapy being considered, the target must be housed in a moderator/reflector assembly (MRA). The two moderator/reflector assemblies used at LABA are shown in Figure 1-5. Upon irradiation, targets are subjected to heat loads which result from stopping of the charged particle beam. Total beam power \((Q_{\text{beam}})\) which must be removed from the target can be calculated simply by multiplying the beam energy \((E_{\text{beam}})\) by the beam current \((I_{\text{beam}})\).

\[
Q_{\text{beam}} = I_{\text{beam}} E_{\text{beam}}
\]  

(1.1)

Removal of this heat load must be accomplished by the target cooling system. Not only must the cooling system be sufficient to remove enough heat to keep the target thermally and mechanically stable, it must also be capable of being installed into the MRA without detrimentally affecting the neutronics of the system. Successful implementation of either BNCS or BNCT as a clinical modality requires integration of all three components of an accelerator-based system. The accelerator must produce the required beam current at the proper energy. This beam must then be converted into neutrons by the target material which must be kept thermally stable by the target cooling system. Finally, a useful neutron beam can be created only by placing the complete target assembly into a moderator/reflector.
1.3 Neutronics of Accelerator-NCT

The primary function of an accelerator-NCT system is to convert a beam of charged particles into a flux of neutrons which exit the MRA at the patient position with an energy spectrum tailored to the specific type of therapy. Although this final energy spectrum will vary depending on the type of therapy, every ion-beam/target combination produces a unique spectrum of neutrons which depends on target material, charged particle species, and incoming particle energy. When investigating possible reactions for accelerator-NCT, certain characteristics such as yield, average and maximum neutron energy, prompt photons, and angular distribution are important. Table 1-1 lists a number of the most prominently studied neutron producing reactions.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Yield (n / s-mA)</th>
<th>Maximum Neutron Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^7\text{Li}(p,n)^7\text{Be}$ (2.5 MeV)</td>
<td>$8.96 \times 10^{11}$</td>
<td>800 keV</td>
</tr>
<tr>
<td>$^9\text{Be}(p,n)^9\text{B}$ (3.7 MeV)</td>
<td>$7.77 \times 10^{11}$</td>
<td>1.9 MeV</td>
</tr>
<tr>
<td>$^9\text{Be}(p,n)^9\text{B}$ (4.0 MeV)</td>
<td>$1.51 \times 10^{12}$</td>
<td>2.2 MeV</td>
</tr>
<tr>
<td>$^9\text{Be}(d,n)^{10}\text{B}$ (1.5 MeV)</td>
<td>$3.3 \times 10^{11}$</td>
<td>&gt;7 MeV</td>
</tr>
<tr>
<td>$^9\text{Be}(d,n)^{10}\text{B}$ (2.6 MeV)</td>
<td>$1.0 \times 10^{12}$</td>
<td>&gt;8 MeV</td>
</tr>
<tr>
<td>$^{12}\text{C}(d,n)^{13}\text{N}$ (1.5 MeV)</td>
<td>$6.0 \times 10^{10}$</td>
<td>1.5 MeV</td>
</tr>
<tr>
<td>$^{13}\text{C}(d,n)^{14}\text{N}$ (1.5 MeV)</td>
<td>$1.9 \times 10^{11}$</td>
<td>&gt;6 MeV</td>
</tr>
</tbody>
</table>

It is widely agreed that the most desirable neutron producing reaction for both BNCT and BNCS is $^7\text{Li}(p,n)^7\text{Be}$ at proton energies of around 2.5 MeV. It has a very high yield and a soft spectrum which requires little moderation to bring the neutron energy down into the therapeutic range. As a result, most of the initial studies into accelerator-NCT based beam optimizations on a solid lithium target. The other candidate reactions based on beryllium have been shown to be
feasible, but they generally suffer from higher fast neutron doses due to harder neutron spectra. Regardless of the reaction, however, none are suitable for use in capture therapy without the neutrons first being reduced from fast to lower energies by a moderator reflector assembly.

To create a usable beam, a target constructed of these materials must be housed within a moderator reflector assembly (MRA). The MRA structure is a cylindrical structure consisting of a moderating material surrounded by an outer layer of neutron-reflecting material. As a moderator, it lowers the energy of the source neutrons from several hundred keV or even a few MeV down to \((0.025\text{eV}-10\text{ keV})^{13, 14}\) for BNCS or \((1\text{eV}-100\text{keV})^{3, 6, 17, 24}\) for BNCT. A successful MRA must moderate neutrons, have a large isotropic scattering cross section, and have a low \((n,\gamma)\) cross section. Because the moderation of neutrons causes loss due to absorption or scattering, the moderating material should be composed of low-Z materials which moderate quickly yet have small capture cross sections. Choices for moderator material have included aluminum oxide \((\text{Al}_2\text{O}_3)\), beryllium oxide \((\text{BeO})\), titanium deuteride \((\text{TiD}_2)\), magnesium oxide \((\text{MgO})\), light water, and heavy water.\(^3, 22\) Due to the fact that it is a good moderator and has a low \((n,\gamma)\) cross section, heavy water has been extensively used as the moderator material for accelerator-NCT studies.

Neutrons which would otherwise be lost due to leakage from the side of the moderator are conserved by the reflector material which surrounds the moderator. Satisfactory reflector materials should have a large scattering cross-section which is isotropic in the laboratory frame. Such a cross section allows for an equal probability that the neutron is scattered back in the direction of the moderator as opposed to scattering deeper into the reflector. The reflector material should also not produce photons either as a result of inelastic scattering or upon neutron capture since extraneous photons will add unnecessary background dose. Heavy materials such as lead serve two purposes when placed around the moderator. Because it is a high-Z element, the scattering cross section is nearly isotropic in the laboratory frame of reference. Secondly, lead is a good photon shield and produces few additional contaminating photons due to neutron capture. The original MRA reflector assembly constructed at LABA used a lead reflector surrounding a \(\text{D}_2\text{O}\) moderator. Subsequent beam optimization showed that graphite could also be a good reflecting material. Originally it was thought that graphite was too moderating to be used as a reflector, but it was shown that by optimizing the moderator size and reflector dimension, graphite could produce a useful therapeutic beam for BNCS.\(^3, 14\) The second MRA built for the LABA facility consisted of a graphite reflector surrounding a heavy-water moderator.
Although several different research groups have proposed MRA’s which differ slightly in composition and arrangement, the general size and layout are quite similar. Figure 1-6 depicts the cross-section of a typical MRA, while comparisons of dimensions from three different research groups are given in Table 1-2.

![Diagram of an MRA cross-section with labels for dimensions D\textsubscript{MRA}, L\textsubscript{MRA}, OD\textsubscript{T}, and D\textsubscript{MOD}.]

Figure 1-6. Cross-section of a typical MRA and some of the critical dimensions. The relative position of the target inside the MRA is also illustrated.

Table 1-2. Dimensions of moderators proposed by various research groups investigating accelerator-NCT.\textsuperscript{7,24}

<table>
<thead>
<tr>
<th>Research Group</th>
<th>D\textsubscript{MRA} (cm)</th>
<th>L\textsubscript{MRA} (cm)</th>
<th>D\textsubscript{MOD} (cm)</th>
<th>OD\textsubscript{T} (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT LABA</td>
<td>56</td>
<td>48</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>Berkeley</td>
<td>85</td>
<td>65</td>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>Univ. Birmingham</td>
<td>55-60</td>
<td>N/A (orthogonal beam)</td>
<td>25</td>
<td>6</td>
</tr>
</tbody>
</table>
1.4 The Problem Statements

The balance between neutronics, thermal hydraulics, and structures completely bounds the problem of target development for accelerator-NCT. Targets must first produce enough neutrons when irradiated by a suitable ion beam. This beam should be as large as possible to spread the heat load, but still must remain small so that no unnecessary neutrons are lost. Because the ion beam generates heat as it is stopped, a cooling system must be designed which keeps the target thermally and mechanically stable. This entire cooled target-assembly must be integrated into the moderator/reflector assembly in order to lower the neutron energy for use in therapy. Integration, however, must be done in such a way as not adversely effect the neutron beam either by reducing the flux or altering the desired energy spectrum. Subsequent sections of this chapter will define the thermal/mechanical and neutronic problems encountered in integrating a target in an MRA.

1.4.1 Ion Beam Current Density Measurement and Reconstruction

In order to arrive at the dimensions given in Table 1-2, extensive optimization studies have been conducted in order to design MRA’s which provide properly tailored neutron beams using both lithium and beryllium as the target material. In these studies, however, the targets used in the MCNP simulations were modeled as ideal neutron sources produced by uniformly distributed ion beams.\textsuperscript{3, 19, 24, 25} Real beams, however, will certainly not be spatially uniform. Ion beam profiles will generally have Gaussian profiles which can vary substantially from irradiation to irradiation due to changes in accelerator parameters or optical components.

Accurate predictions of both the thermal and neutronic performance of a high current target, depend on having accurate information on both the size and current density of the incoming beam. Obtaining such information is complicated by the fact that beam currents can range from several hundred μA to as many as 1-2 mA for BNCS\textsuperscript{13, 14}, and from 4-50 mA for BNCT\textsuperscript{3, 8, 24}. Beams which have energies of a few MeV and currents in the milliampere range cannot be investigated by standard profiling techniques such as helical wire beam profilers, quartz windows, or scintillators. Beam profiling equipment is generally limited to current levels in the 10’s of μA.\textsuperscript{26} Some beam profiling harps which consist of a grid of thin meshed wires can handle current levels up to 100 μA.\textsuperscript{27} Quartz windows or scintillators can be used at current levels less than 10 μA, but give no detailed information on current density.

Determining information such as beam size or current density requires that a technique be developed which will allow interrogation at current levels which are typical of BNCS and BNCT. Information gained can then be used to accurately reconstruct the beam profile for use in
predicting both the thermal and neutronic performance of the target. Once developed, this process will allow detailed beam information to be derived at current levels not previously possible.

The technique being developed to image high current beams involves a short deuteron irradiation of a $^{12}$C target to produce $^{13}$N, a positron emitter. The $\beta^+$ emitter has a half-life of 9.97 minutes with a maximum positron energy of 1.19 MeV. Positrons created during this irradiation are then used to image the beam with MD-55 Gafchromic Dosimetry Media. Once this film has been exposed to the target, it is scanned using a standard desktop image scanner which produces a grayscale image of the exposed film. This grayscale image can then be processed with software such as MATLAB, to generate an image of the beam. MCNP is also being used to determine the resolution accuracy of the technique which can be affected by scattering, background radiation, and uneven energy deposition in the film by the positrons.

1.4.2 Thermal and Mechanical Considerations

As noted previously, initial research regarding the viability of accelerator-NCT focused on the use of pure lithium. Neutron production from the lithium reaction is high, and the relatively soft energy spectrum requires less moderation than that produced using a beryllium target. Neutrons produced through any of the beryllium reactions at bombarding energies sufficient to obtain the same yield are more energetic and require more moderation than the lithium produced neutrons, resulting in a lower epithermal neutron flux at the patient position. Despite the need for increased moderation, beryllium has become an attractive alternative for accelerator-NCT targets because of its superior thermal and mechanical properties. Lithium, however, remains the preferred target material from a neutronic standpoint. Both materials will be investigated in this thesis.

Based on estimates of current levels needed for therapy, 1-2 kW (for BNCS) to 10kW or more (for BNCT) could be encountered and must therefore be removed efficiently in order to keep a target at sufficiently low temperatures. Removing total powers of these magnitudes from an accelerator-NCT target is hindered primarily by two factors: (1) size and distribution of the ion beam and (2) the confining nature of the MRA which must entirely surround a target and its associated cooling system. These factors give rise to both thermal and mechanical constraints which will be addressed in this thesis.
1.4.2.1 Thermal Considerations

Consider a 2.5 mA beam of protons which has an energy of 4.0 MeV striking a beryllium target as shown in Figure 1-7.

![Figure 1-7. Schematic of a beryllium target (single cross-hatch) being irradiated by an ion beam.](image)

The beam is assumed to have a radius (R) of 2.5 cm (D_{\text{beam}}=5 \text{ cm}) and a standard deviation (\sigma_{\text{beam}}) of 1 cm. For ion beams it is typical to assume that 95\% is located within 2.5\sigma_{\text{beam}} of the centerline. Considering a Gaussian distribution in only the r direction with no azimuthal variation, the heat flux striking the target, q''(r), can be expressed in cylindrical coordinates as

$$q''(r) = q''_{\text{max}} \exp\left(-\frac{r^2}{2\sigma_{\text{beam}}^2}\right) \quad (1.2)$$

where,

$$l_{\text{beam}}E_{\text{beam}} = Q_{\text{beam}} = q''_{\text{max}} \int_0^{2\pi} \int_0^R \exp\left(-\frac{r^2}{2\sigma_{\text{beam}}^2}\right) rdr \quad (1.3)$$
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When evaluated, the following expression for \( q''_{\text{max}} \) can be derived

\[
q''_{\text{max}} = \frac{Q_{\text{beam}}}{2\pi\sigma^2_{\text{beam}} \left( 1 - \exp\left(-\frac{R^2}{2\sigma^2_{\text{beam}}}\right) \right)}
\]  

(1.4)

Plugging in values for \( Q_{\text{beam}} \) (10 kW) and \( R \) (2.5 cm) gives a maximum heat flux at \( r=0 \) of 16.64 MW/m\(^2\). This is a value that is over three times higher than the heat flux value for a uniform beam. At the same power, a uniformly distributed beam would impart a heat flux load at \( r=0 \) of 5.09 MW/m\(^2\). From this calculation it is apparent that cooling of accelerator-NCT targets will require removing power densities on the order of 1-10 MW/m\(^2\) over areas of several square centimeters.

Heat flux values of these magnitudes raise the concern that critical heat flux (CHF) conditions could be encountered in an accelerator-NCT target. One of the most promising techniques for removing power densities of this magnitude is submerged jet impingement.\(^{29}\) This cooling configuration consists of injecting a high velocity jet of water through a static region of coolant before striking the center of the target normal to its surface. A schematic of this type of configuration is shown in Figure 1-8.

![Diagram of submerged impinging jet](image)

Figure 1-8 Geometry of a submerged impinging jet.\(^ {30}\)

Single-phase submerged jet impingement has been shown to be capable of generating stagnation point heat transfer coefficients of over \( 2 \times 10^7 \) W/mK while removing a heat flux of 17 MW/m\(^2\).\(^ {31}\) One advantage of submerged jet impingement is that the maximum coolant rates are
achieved at the stagnation region of the jet which can easily be directed to the location where beam strikes. A second advantage over simple convective cooling is that the dynamic pressure, \( 1/2 \rho V_j^2 \), created by the fluid striking the target raises the saturation temperature of the coolant and helps delay the critical heat flux crisis. This advantage comes at a price, however. In order to obtain high heat transfer coefficients, jet velocities (\( V_j \)) of 20-50 m/s are required. Generating these velocities poses a significant engineering difficulty due to the confined nature of the MRA in which the complete target must be housed. For example, a 1.0 cm diameter jet operating at 50 m/s requires that 62.2 GPM be introduced into and removed through a very restrictive space (refer to the OD\(_r\) dimensions in Figure 1-6 and Table 1-2). Because of these restricted spaces and the required large jet velocities, the pressure losses which scale as \( V_j^2 \) and pumping power which scales as \( V_j^3 \) will be quite large in a cooling system which requires flowrates of this magnitude.

1.4.2.2 Mechanical Considerations

An accelerator-NCT target (refer to Figure 1-7) will be subjected to stresses resulting from three types of loading. Because the target must have one side which sees vacuum while the other side (\( P_{sys} \)) is at or above atmospheric pressure, significant radial and hoop stresses will be generated. Additional stresses will be contributed by the dynamic pressure loading due to the coolant. For jet impingement, this pressure loading will have a Gaussian distribution centered about the stagnation point. In radial coordinates this pressure loading can be written as

\[
P(r) = P_{sys} + \frac{1}{2} \rho V_j^2 \exp\left(-\frac{r^2}{2\sigma_p^2}\right).
\]

In addition to stress generated by the system and dynamic pressure, thermal stresses resulting from temperature gradients will be present. In order to rigorously analyze the temperature profile in the target, the general steady-state heat transfer equation would have to be solved in three dimensions subject to the appropriate boundary conditions at the interfaces \( z = \pm t/2 \) and \( r=R \).

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( k(T) r \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial \phi} \left( k(T) \frac{\partial T}{\partial \phi} \right) + \frac{\partial}{\partial z} \left( k(T) \frac{\partial T}{\partial z} \right) + q''''(r, \phi, z) = 0
\]
The resulting temperature profile will generate thermal stress in the target which generally scale as

\[
\frac{E\alpha(T_{\text{max}} - T_0)}{1 - \nu}
\]  

where,

- \(E\): Young’s Modulus
- \(\alpha\): Coefficient of thermal expansion
- \(T_{\text{max}}\): Maximum target temperature
- \(T_0\): Temperature of unstressed plate.
- \(\nu\): Poisson’s ratio.

Consideration of the thermal/mechanical problem will begin with investigating how the different sizes and distributions of a real ion beam affects the temperature profile of both lithium and beryllium based targets. In order to do so, analytical calculations will be supplemented by extensive numerical heat transfer simulations using the finite element code ADINA. In order to accurately reconstruct the heat loads in these calculations, the beam profiling technique mentioned in the previous section will be utilized.

In order to answer the question of how to best cool the target, comparisons will be made between submerged jet cooling with water and liquid gallium metal. Area-averaged Nusselt number correlations for turbulent flows of liquid gallium will be presented and compared to experiment. Gallium metal seems to be an attractive alternative to water because of its ability to generate large heat transfer coefficients at comparatively low flowrates which minimizes unnecessary mechanical stress on the target. Additionally, it eliminates the concerns of CHF due to the fact that it has a liquid range which extends beyond 2000 °C.

Consideration of the thermal and mechanical stress will be investigated primarily with the ADINA code. Use of ADINA will allow for a number of target parameters such as thickness, radius, materials, shape, and mounting schemes (fixed-edge, simply supported edge, etc.) to be analyzed. Distortion energy theory will be used in combination with the ADINA simulations to predict the operational limits of both lithium and beryllium targets.
1.4.3 Target/MRA Integration and Neutronics

The final problem which must be addressed in this thesis deals with the integration of a properly cooled target assembly into a moderator/reflector assembly. Integration into the MRA is essential for accelerator-NCT. A target which has a cooling system which cannot be placed into an MRA does little to solve the problem of integration. A usable target must not only maintain its thermal and mechanical integrity, but it must also be properly instrumented so that accurate measurements of values such as current and temperature can be made. Secondary-electron effects which result from electrons being ejected from surfaces bombarded with ion beams will be dealt with specifically since it has been observed to alter target current measurements by as much as 40%.

It is apparent that a properly designed target and cooling assembly will differ, possibly significantly, from the ideal neutron source created by a uniformly distributed ion beam used in initial accelerator-NCT studies. As stated previously, the balance of thermal hydraulics, structures, and neutronics is the bottom-line in NCT. It is therefore necessary to confirm that a cooled target which has been integrated into the MRA does not adversely affect the neutronics of the system. Based on the conclusions of the previous sections, MCNP will be used to predict the effect that target design and a cooling system will have on the neutronics of the system as reflected by parameters such as therapy time and skin dose.

1.5 Thesis Contributions

It is the goal of this thesis to contribute to the field of high-power target development for accelerator-NCT. In response to the problems presented in this chapter, subsequent chapters will deal specifically with the integration of a working target into a moderator reflector assembly and the resulting neutronics from the complete system. Chapter 2 will focus on the area of accurately determining the size and current density of high-power beams. Techniques developed in this chapter will be the first such procedures for investigating certain beam parameters at current and energy levels previously unattainable. Building on the results of Chapter 2, thermal and mechanical engineering questions are addressed in Chapter 3. Theoretical calculations of thermal and mechanical target performance will be supplemented by detailed numerical simulations and experiments. A novel approach for cooling high heat flux targets using liquid gallium metal will be discussed. Area-averaged Nusselt number correlations for liquid gallium cooling with submerged jets will be presented. Comparisons will be made between this technique and standard water cooling. Having developed a method suitable for cooling accelerator-NCT targets,
procedures for integrating and instrumenting the target in an MRA will be presented in Chapter 4. No complete study regarding the integration of such a target has been done previously. This thesis will conclude with a presentation of the actual neutronics to be expected from the integrated system. Such neutronic information will greatly assist in the eventual implementation of an accelerator-based NCT system as a viable clinical modality.
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Chapter 2 Ion Beam Current Density Measurement

In many accelerator-based applications including BNCT and BNCS, knowledge of the ion beam current density is important. For example, heavy ion therapy at facilities such as HIMAC requires that beam intensity and uniformity be maintained within +/- 2%. Knowledge of current intensity is also crucial in thin film deposition and electron microscopy. In accelerator-based neutron capture therapies, the primary rationale for evaluating the current density profile is to understand the heat distribution in the target. Unfortunately, the ability to measure current density profiles in beams of 100 µA or more is extremely difficult with existing technology. This chapter presents a technique for measuring the intensity profiles of high current ion beams using induced radioactivity in a target to create an image in radiographic film. Evaluation of the current density is accomplished by processing the irradiated film with a desktop scanner. Development of this technique is described from the process of selecting suitable target material, through the physics of the individual steps which contribute to overall resolution, and finally to application of the technique to measure ion beams having currents of several hundred µA.

2.1 Why is the Measurement of Current Density Important in NCT?

Accurate measurement of current density is necessary for the viability of both types of accelerator-based neutron capture therapies. This necessity stems initially from the fact that ion beams used in these therapies have large total beam powers (1-2 kW for BNCS; >10 kW for BNCT). In order to generate the required neutron flux with a usable energy spectrum, the neutron-producing target must be housed within the moderator/reflector assembly (MRA). As indicated in the previous chapter, optimized MRA designs from several research groups have found that the target and associated cooling system should be housed in an area which is 5-10 cm. in diameter. This confinement coupled with high beam power generates significant heating in the target. Design of a target which will maintain its thermal and mechanical integrity under such extreme heating conditions requires measurement of the local beam current density.

While other applications will utilize accelerator targets differently, the ultimate purpose of a neutron producing target in NCT is for use in therapy. Planning a therapy requires knowledge of both the intensity and energy spectrum of the neutron flux ($\Phi_n$). Generation of this flux is accomplished through neutron-producing charged particle reactions in the target followed by neutron scattering and loss in the MRA. Final distribution of the therapeutic neutron flux is
therefore dependent on the initial beam current density \( (l_{\text{beam}}) \). This process can be represented as a convolution of the beam current density with various point-spread functions as indicated in Equation 2.1:

\[
\phi_n(x, y, z, E) = l_{\text{beam}}(x, y, E) \ast \Omega_{\text{production}}(x, y, z, E) \ast \Omega_{\text{MRA}}(x, y, z, E)
\]  

(2.1)

\( \Omega_{\text{production}} \): represents the spreading due to the production and emission of neutrons from the target at various angles and energies based on the charged particle reaction kinematics.

\( \Omega_{\text{MRA}} \): represents the spreading due to the moderation, reflection and attenuation of the neutrons as they pass through the moderator/reflectors.

\( \ast \): denotes the convolution operator.

The ability to analyze the size, shape, and density of a high-current ion beam is a necessary component of neutron capture therapy, and will have use in other areas of accelerator applications as well. From a targetry standpoint, the overriding rationale for determining the current density is to ensure the thermal and mechanical integrity of the target. Beyond the thermal and mechanical concerns, however, knowledge of the current density assists in the planning of a neutron capture therapy by allowing accurate simulations of neutron beam parameters based on actual ion beam distributions.

### 2.1.1 Thermal and Mechanical Integrity

Ion beams used to produce neutrons through charged particle reactions deposit heat in the target causing temperature gradients to develop. These temperature gradients, in turn, result in the build-up of thermal stresses. Design of a cooling system that can sufficiently handle this heat load and a target that is mechanically sound under the resulting stress requires information about the heating source. While details regarding design of the target and the cooling system will be presented in Chapter 3, the following illustration will indicate why an understanding of the ion beam current density is important.

Consider the ion beam illustrated in Figure 1-7 consisting of 2.5 mA of protons at 4 MeV which generates a peak heat flux \( (q'')_{\text{max}} \). The target is solid beryllium with a thickness \( (t) \) of 2 mm and a radius \( (R) \) of 3 cm. The average heat transfer coefficient \( (h) \) on the back of the target \( (z = -t/2) \) is assumed constant at \( 1.0 \times 10^5 \) W/m²K with a bulk temperature \( (T_{\text{in}}) \) of 20 °C. For this example, the thermal conductivity \( (k) \) of the target is constant at 200 W/mK. To first order, the solution of the general steady-state heat transfer equation, given in Equation 1.6, can be made
with a 1-D approximation which neglects radial heat transfer. Equations 2.2 and 2.3 can be arranged to solve for the temperature at \((r=0, z=t/2)\) as shown in Equation 2.4. This is the peak temperature encountered in the target. The quantity \(q''_{\text{max}}\) is derived using Equation 1.4.

\[
q'' = h \left( T_{z=t/2} - T_{\infty} \right)
\]

\(q'' = -k \left( \frac{T_{z=t/2} - T_{\infty}}{\frac{-l}{2} - \frac{l}{2}} \right)\)

\[
T_{z=t/2} = q'' \left( \frac{l}{h + \frac{l}{k}} \right) + T_{\infty}
\]

Substituting for \(h, k, q'' = q''_{\text{max}}, \text{and } T_{\infty}\), the temperature at the hottest spot in the target can be calculated for both a Gaussian-shaped and uniform heat flux. The convention used to determine beam size defines the radius such that it encompasses 95% of the total current. In terms of the standard deviation in the current density profile, \(\sigma_{\text{beam}}\), the beam radius is set at \(2.5\sigma_{\text{beam}}\). Based on Equation 2.4, the resulting temperatures are calculated to be; \(T_{\text{max}} = 352.8 \, ^\circ\text{C}(\sigma_{\text{beam}}=1 \, \text{cm}); \) \(T_{\text{max}} = 121.8 \, ^\circ\text{C}(\sigma_{\text{beam}}=\infty)\). Results of a more rigorous numerical calculation using the ADINA code, which takes into account 2-D heat transfer as well as temperature variations in thermal conductivity are shown in Figure 2-1 and Figure 2-2.

![Figure 2-1. Radial variation of temperature on the beam side of the target. All distances are measured along the r-axis from \((r=0, z=t/2)\) to \((r=R, z=t/2)\).](image-url)
Figure 2-2. Axial temperature variation through the center of the target. All distances are measured along the z-axis from \((r=0, z=\pm l/2)\) to \((r=0, z=-l/2)\).

From the 1-D and 2-D calculations it is evident that a beam which has a Gaussian-shaped heat flux will generate temperature profiles substantially different from those of a uniform heat flux. These differences will be amplified as \(\sigma_{\text{beam}}\) values decrease when the beam is focused. Simply basing the design of the target on a uniformly distributed heat source could lead to a serious under-prediction of the cooling requirements, resulting target temperatures, or thermal stresses. Thermal and mechanical design clearly requires the ability to measure current density.

2.2 Typical Methods for Monitoring Current Density

Initial research involving the measurement of current density was undertaken for applications such as thin film deposition and electron microscopy. In an attempt to address this issue, a procedure for determining the intensity profile of electron beams was outlined in ASTM standard E986-86. This procedure, which has also been applied to ion beams, involves rastering the beam over a sharp edge and measuring the current. While this technique can be used to determine beam size and shape, it is not designed to give a spatial measurement of beam intensity. Although several techniques have been developed for the determination of beam size or shape, few techniques exist for accurately measuring the current density of ion beams. In fact,
most techniques are applicable only in ion beams of low power (0-100 W). The following sections briefly describe some of the most common techniques used to monitor ion beams.

2.2.1 Beam Profilers and Harps

Two of the most common devices for measuring current density are helical-wire profilers and harps. Both devices are direct measuring devices and operate on similar principles. Illustrations of these devices are shown in Figure 2-3.

![Diagram of a helical beam profiler (left) and beam harp (right) devices](image)

Figure 2-3. Diagrams of a helical beam profiler (left) and beam harp (right) devices.

In order to measure profile intensity, a portion of the beam is stopped either in the wire or harp grid. For particles having a range greater than the dimension of the wires, the secondary electrons are gathered. Charge which is collected either by direct beam interaction or secondary emission generates a voltage proportional to current density. Resolution in these systems varies, but is on the order of 0.5-2 mm. Advantages of these systems include on-line use in order to get real time information and sensitivity to currents as low as 100 pA. Both types of sensors, however, are limited to maximum currents around 100 μA depending on beam energy.
2.2.2 Quartz Windows

When struck by charged particle beams, quartz windows fluoresce by emitting light which has wavelengths in the visible spectrum. This allows quartz windows to be placed directly on the end of a beam tube and used as a target for the beam. In this configuration the beam can be viewed directly, and real-time images of the beam shape and size can be obtained. This imaging technique is often useful when constructing beam lines to ensure proper alignment of the tubes. It is also helpful in determining the operation of optical components such as focusing quadrupoles or beam steering magnets. Because the quartz window has to be viewed directly, it is difficult to cool the window while simultaneously allowing for visualization of the beam spot. Gas cooling can be used, but it must be configured so that line of sight from the window is not impaired.

While quartz windows allow for convenient monitoring of beam size and shape, it is uncertain whether they can be used to determine current density information since the light yield may not be linear with beam power.\(^7\) The biggest limitation to its use as a window is the fact that quartz is a poor thermal conductor as well as extremely brittle. This limits the usable range of quartz to currents of tens of \(\mu\text{A}\). At room temperature quartz has a thermal conductivity of 10.4 W/mK parallel to the crystalline axis and 6.21 W/mK perpendicular to the axis. For a 2 mm thick quartz window supported on a KF-50 flange a natural convection heat transfer coefficient of 10 W/m\(^2\)K can be assumed if no forced cooling is provided. Under these conditions, numerical calculations using ADINA have indicated the effective stress resulting from the irradiation of a uniformly-distributed 1 cm diameter beam with a total power of only 15 W will approach 1.0x10\(^7\) Pa. While this is under the tensile yield stress limit, it is higher than the working design stress of 0.68x10\(^7\) Pa recommended in a 1995 GE User's Guide.\(^8\)

2.2.3 CCD Cameras and Phosphors

Another device for beam monitoring utilizes the same fluorescence phenomenon as the quartz window. Windows coated with phosphors such as zinc sulfide (ZnS) can be directly coupled to a CCD camera which in turn is mounted in the path of the beam. Resolution in these systems is quite good and can approach the micron level. A typical phosphor/CCD camera combination is shown in Figure 2-4. While these systems have good resolution and allow for real-time monitoring of the beam profile, they are limited to power levels which cannot exceed the damage threshold either for the conversion plate or the electronics. A typical value for the damage threshold is 50 W/cm\(^2\), which corresponds to only 26 \(\mu\text{A}\) for a 1.5 MeV beam distributed evenly over a 1 cm diameter spot.
2.2.4 Kapton Film

Direct irradiation of Kapton film has been used to measure the current density profile of ion beams. This technique utilizes the color change in Kapton film which occurs when an ion beam strikes the film directly. Images which are burned onto the film are representative of the beam intensity and can be scanned in order to be quantified. Response of the film has been shown to be linear and can resolve beam spots as small as 250 μm. This technique can only be used for small total beam powers due to rapid heating of the film. Beams having currents of ~18 nA and total powers of 1.5 mW were used in the study by Guharay et. al.

2.2.5 Infra-Red (IR) Systems

Techniques listed in §§2.2.1-2.2.4 are categorized as direct imaging techniques since they rely on interactions with the beam itself to obtain current density measurements. IR systems are indirect devices that generate a picture based on heat radiated from a sample. These systems are sensitive to photons having wavelengths of a few microns. IR devices, which can cost tens of thousands of dollars, have temperature resolutions (0.1-2 °C) which are comparable to standard thermocouples and can have spatial resolutions in the sub-millimeter range depending on lens configuration. Because this type of monitoring system does not directly interact with the ion beam, it is not subjected to beam heating. The camera, however, must be positioned to view the vacuum side of a target from some distance away. This orientation necessitates the camera being inclined at some angle to the beam and limits the spatial resolution which can be achieved.
While positioning obstacles could probably be overcome, ultimately the limiting factor for an IR system is the amount of lateral heat spreading in the target. An IR camera simply detects the thermal radiation emitted from the target and converts that information into a temperature reading. If the heat transfer in the target were simply in one dimension, the IR system could be calibrated so that the temperature measurement would directly reflect the current density of the incoming beam. Since ion beams, in general, are small and can have Gaussian distributions with small standard deviations, however, it is to be expected that the radial and azimuthal spreading of heat in a target will limit the spatial resolution for this type of system. In order to quantify the extent of this effect, numerical simulations of heat transfer due to the impingement of a 1 cm diameter Gaussian-shaped beam of varying power levels were conducted with the ADINA code. Resulting temperature profiles on the target surface were compared to the original heat flux distributions from the beam. It was found that the amount of spreading depended on both the power of the beam and the heat transfer coefficient used to cool the target. For a beam with a power of 1.5 kW, the full-width-half-maximum (FWHM) value of beam temperature increased from 2.35 mm to 2.5 mm when an h value of $10^5$ W/m²K was used. This value further increased to 2.65 mm when h was reduced to 25000 W/m²K. Looking at the beam periphery, however, a much more profound difference was noticed. For the Gaussian beam, it is assumed that the beam edge occurs at 2.5σbeam (5 mm) in the case of a 1 cm diameter beam. This is a typical convention which assumes 95% of the total current is located within the dimension defined as the beam radius. Comparison of the resulting temperature spatial profile to the 2.5σbeam value of 5 mm for the true Gaussian shaped beam found that even for the (1.5 kW; h=10^5 W/m²K) case, the beam edge as defined by the temperature increased to 7 mm. These results indicate that the unavoidable effect of radial temperature spread will limit the resolution in measurements of current intensity especially in regions of the beam periphery. Also, it indicates that the use of an IR system to measure current density requires a detailed knowledge of the target cooling.

The preceding sections have described many of the existing techniques used to monitor ion beam performance, obtain shape and size measurements, and to quantify current intensity profiles. While each of these methods is suitable in certain instances, none proves to be a robust, efficient, accurate, and inexpensive method for measuring the current density profile, especially at high current. The following section describes the development and evaluation of a quick and inexpensive method for obtaining detailed spatial information not only of the beam size and shape, but on the current intensity profile as well. It will be seen that this technique is usable at current levels far above those currently available and can even be implemented using previously existing targets.
2.3 Profiling Intensity Using Positrons from (p,n) and (d,n) Reactions

The following sections detail the theory and procedure for utilizing positrons created by either a (p,n) or (d,n) reaction to quantify various ion beam parameters. By definition, the use of reaction products to ascertain information about the beam size, shape, and intensity is an indirect profiling technique. Because it is an indirect method, the reactions chosen must have cross-sections which produce sufficient yield at the beam energy and current of interest. Current intensity measurements also require that detector response remain linear over the range of beam parameters being measured. Resolution of the acquired information must be as good or better than existing techniques, therefore it must be on the order of 0.5-1 mm. In addition, the technique must be capable of handling large total beam powers which are of interest in neutron capture therapies.

The beam profiling method consists of three basic steps which are outlined here for reference and described in detail in the following sections. First, an appropriate target material is selected depending upon beam species. Irradiation of the target produces a short lived radioisotope which emits positrons from its surface. Usually a short period (a few minutes) of decay is allowed before placing radiographic film on the target. While on the target surface, dose from the positrons causes a color change in the film. Exposure of the film requires only a few minutes and is followed by removal of the film from the radiation field. This film can then be scanned in order to generate a dose profile which can be used to quantify the current intensity, beam shape, and size.

2.3.1 Selection of the Target Material

In order to measure current intensity using activation products from a charged particle reaction, the choice of appropriate target materials is crucial. The LA54 accelerator is designed to generate protons or deuterons with a maximum energy of 4.1 MeV. In this energy range, prolific charged particle reactions are limited to low-Z target materials. This restriction imposed by reaction kinematics and the Coulomb barrier is generally less important for deuterons which, because of the loosely bound neutron, will have more exothermic reactions and lower reaction thresholds than protons of equal energy. Stable elements up to Z=20 are located on or along the line Z=N, thus (p,n), (d,n), (p,γ), or (d,γ) reactions utilizing these nuclei will produce isotopes which are positron emitters. Some rare exceptions undergo electron capture or emit charged particles, but these are generally weak emissions or occur promptly and have no value with regards to beam profiling. In elements up to Z=5 there are no reactions which are useful for this
technique which requires irradiation followed by delivery of dose to a film. All reaction products from these low-Z elements have half-lives ranging from milliseconds to $10^{22}$ seconds. At $Z=5$, however, half-lives become long enough to allow for production and decay in times on the order of minutes. Table 2-1 lists reactions which were considered along with their threshold energies.

Table 2-1. Positron producing reactions in low-Z materials and their corresponding thresholds.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Energy Threshold (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{10}\text{B}(p,n)^{10}\text{C}$</td>
<td>4.492</td>
</tr>
<tr>
<td>$^{11}\text{B}(p,n)^{11}\text{C}$</td>
<td>3.001</td>
</tr>
<tr>
<td>$^{13}\text{C}(p,n)^{13}\text{N}$</td>
<td>3.262</td>
</tr>
<tr>
<td>$^{14}\text{N}(p,n)^{14}\text{O}$</td>
<td>6.004</td>
</tr>
<tr>
<td>$^{15}\text{N}(p,n)^{15}\text{O}$</td>
<td>3.792</td>
</tr>
<tr>
<td>$^{17}\text{O}(p,n)^{17}\text{F}$</td>
<td>3.827</td>
</tr>
<tr>
<td>$^{18}\text{O}(p,n)^{18}\text{F}$</td>
<td>2.792</td>
</tr>
<tr>
<td>$^{10}\text{B}(d,n)^{11}\text{C}$</td>
<td>0.000</td>
</tr>
<tr>
<td>$^{12}\text{C}(d,n)^{13}\text{N}$</td>
<td>0.679</td>
</tr>
<tr>
<td>$^{14}\text{N}(d,n)^{15}\text{O}$</td>
<td>0.000</td>
</tr>
<tr>
<td>$^{16}\text{O}(d,n)^{17}\text{F}$</td>
<td>1.896</td>
</tr>
<tr>
<td>$^{17}\text{O}(d,n)^{18}\text{F}$</td>
<td>0.000</td>
</tr>
</tbody>
</table>

From this table it is apparent that very few low-Z elements are possible candidates for this technique. Some can be ruled out immediately because the threshold energy is too high. Other reactions are based on target materials which constitute a small fraction of the naturally occurring element. Boron and carbon, however, appear to fit all the requirements for a target material. Boron produces a daughter product, $^{11}\text{C}$, with a half life of 20.3 minutes and carbon produces $^{13}\text{N}$, with a 9.97 minute half life. They also have cross-sections which rise quickly at energies above the threshold.

The following calculation, based on the $^{12}\text{C}(d,n)^{13}\text{N}$ reaction at 1.5 MeV, describes the steps used to test whether a given element would make a suitable target. Deuterons at 1.5 MeV are of interest because the $^{9}\text{Be}(d,n)^{10}\text{B}$ reaction at this energy is extensively used for BNCT and BNCS studies at LABA. While this calculation involves a specific reaction, it can be modified for use at other energies and for other particle/target combinations.
2.3.1.1 Target Irradiation

A uniformly distributed beam of deuterons (directed along the z-axis) having an area (A), energy (E) of 1.5 MeV, and current (I_{beam}) strikes a thick target of $^{12}$C which has a density ($\rho$) of 2.26 g/cm$^3$. The number of particles per unit area striking the target per second, $\phi_{beam}$, is given in Equation 2.5.

$$\phi_{beam} = \frac{I_{beam}}{AE} \text{ (e=1.602x10^{-19} C)} \quad (2.5)$$

These particles have a range in the target which can be calculated from the stopping power (-dE/dz) as shown in Equation 2.6 or can be determined from Monte Carlo programs such as (S)topping and (R)ange of (I)ons in (M)atter -SRIM 2000. For 1.5 MeV deuterons in carbon, this distance is about 14 microns.

$$\text{Range} = \int_{0}^{E} (-\frac{dE}{dz})^{-1} dE \quad (2.6)$$

Incoming ions will encounter (n) target atoms. Using Equation 2.7, n is evaluated to be 1.588x10$^{30}$ atoms for a 1 cm$^2$ beam.

$$n = \frac{\rho N_{A} A \cdot \text{Range}}{M} \quad (2.7)$$

($N_{A}$ is Avogadro’s number; M is the molecular weight of target)

In thick targets the charged particle will slow from energy E to 0. Integration of the cross-section over all energies from E to 0, yields an effective thick-target cross-section. Evaluation of Equation 2.8, yields a cross-section of 87 mbarns for deuterons at 1.5 MeV in $^{12}$C.

$$\sigma = \frac{1}{E} \int_{0}^{E} \sigma(E) dE \quad (2.8)$$

Combining Equations 2.5-2.8, activity produced in the target as a function of the irradiation time (t) is given by the standard activation equation (Equation 2.9). Analytical calculation of the saturation activity, n$\sigma$$_{\phi_{beam}}$, gives a value of 2.33 mCi/µA, which is extremely close to the
experimentally derived value of 2.3 mCi/µA.\textsuperscript{10} For many common reactions, the saturation activity has been experimentally measured and can be found in databases such as the National Nuclear Data Center.

\[ A(t) = n\phi_{beam}\sigma(1 - e^{-\lambda t}) \]  \hspace{1cm} (2.9)

(\lambda is decay constant for produced isotope)

For a given beam energy, the only parameter in Equation 2.9 which must be selected is the irradiation time, t. This time should only be as long as is required to produce a sufficient amount of the radioactive product. Long irradiation times introduce the possibility that beam characteristics could change, thereby altering the measurement of current density.

2.3.1.2 Decay Subsequent to Irradiation

Following the irradiation of the target, a short period of decay (t') provides time for removal of the target from the beamline and relocation to an area where the film irradiation can take place. Depending on the location of the target and the difficulty removing cooling lines and instrumentation, it is estimated that this decay time will be on the order of 5-10 minutes. Equation 2.10 gives the target activity at the end of the decay period, A(t').

\[ A(t') = A(t)e^{-\lambda t'} \]  \hspace{1cm} (2.10)

2.3.1.3 Film Irradiation

The final step requires irradiation of radiochromic film via the positrons emitted by the activated target to form an image. Details regarding the characteristics and performance of radiochromic film will be given in §2.3.3. After irradiation for a time, t, and subsequent decay for a period, t', the target has a \(^{13}\)N activity of A(t'). Positrons from \(^{13}\)N are emitted isotropically from the target surface where they immediately interact with and deposit dose in the film which induces a color change. This color change can be correlated with beam intensity as long as the amount of dose deposited remains within the linear range of the film. Several experiments have shown the linear range of the film to be 1-100 Gy.\textsuperscript{11, 12} In order to remain within the dynamic range of the film and to allow for slight variations resulting from beam size or irradiation times, a value of 25 Gy was selected as a target dose level. Having selected a target dose, the time of film irradiation must be calculated. \(^{13}\)N (\(\lambda=1.15872\times10^{-3} \text{ sec}^{-1}; \beta^{+}_{\text{max}}=1.190 \text{ MeV}\)) has an average
emitted positron energy of approximately 0.4 $\beta^+_{\text{max}} = 0.48$ MeV. At this energy positrons lose 260 eV/$\mu$m in the film which has a density of 1.3 g/cm$^3$. The sensitive layer of the film has a total thickness of 30 $\mu$m which results in an average energy deposition of 7.8 keV/particle. Using a constant energy loss approximation for the positrons is justified since the overall thickness of the film (279 $\mu$m) will alter the stopping power by only 6-10%. Based on this approximation, the total dose deposited in the film per particle can be estimated using Equation 2.11.

$$D(\text{Gy/particle}) = \left( \frac{7800 \text{eV}}{\text{particle}} \right) \left( \frac{1.602 \times 10^{-19} \text{J}}{\text{eV}} \right) \left( \frac{\text{cm}^2}{3.9 \times 10^{-6} \text{Kg}} \right) \left( \frac{1}{\text{Acm}^2} \right)$$  \hspace{1cm} (2.11)

It might seem redundant requiring the use of the beam area a priori to calculate the dose which needs to be given to the film, especially since this method is used to determine beam area. This fact, however, does not detrimentally affect the results since beam areas will vary by factors of a few as opposed to orders of magnitude. In fact final determination of the beam current intensity, beam size, and beam area do not depend on the total dose given to the film. Equation 2.11 is used only to ensure that the dose given to the film remains in the linear range and to test the feasibility of various charged particle reactions. Using this equation, the dose delivered to the film for a 1.0 cm$^2$ beam is found to be $3.204 \times 10^{-10}$ Gy per particle passing through the film. Delivery of 25 Gy to the film, therefore requires the decay of $1.56 \times 10^{11}$ atoms. Since the positrons are emitted isotropically, it is assumed that half of all emitted particles pass through the film. The total number of particles passing through the film is determined by integrating Equation 2.10 from 0 to T, where T is the time of film irradiation. This result is multiplied by 0.5 to account for the isotropic positron emission. Equation 2.12 combines the previous equations to give a general expression used to evaluate the validity of the $^{12}$C(d,n)$^{13}$N reaction for measuring beam intensity. All constants from Equation 2.12 are collected in Equation 2.13, which indicates that the dose delivered to the film is proportional to the current density of the ion beam. As long as film response remains linearly dependent on dose, current intensity can be calculated based on the amount of color change. Equation 2.12 serves as the basis of the entire technique.

$$D(\text{Gy}) = \left( \frac{1}{e} \right) \left( \frac{pN_e}{M} \right) (\text{Range} \cdot \sigma) \left( 1 - e^{-\lambda T} \right) \left( e^{-\lambda T} \right) \left( \frac{1 - e^{-\lambda T}}{\lambda} \right) \left( \frac{3.204 \times 10^{-10} \cdot 0.5}{A} \right)$$  \hspace{1cm} (2.12)
\[ D(\text{Gy}) = C \left( \frac{I_{\text{beam}}}{A} \right) (1 - e^{-\lambda T}) (e^{-\lambda t} (1 - e^{-\lambda t'})) \]  \hspace{1cm} (2.13)

- all times (sec)
- A (cm\(^2\))
- \(I_{\text{beam}}\) (µA)
- \(C = 11.922\) (the value of this constant was modified following MCNP simulations described in §2.4.2)

Using Equation 2.13, it was possible to evaluate times and currents needed for the procedure. Many permutations of \(I_{\text{beam}}, t, t', T,\) and \(A\) will give a dose of 25 Gy to the film, but several assumptions can be made to narrow the possibilities. Since this procedure is designed for high currents, a minimum value for \(I_{\text{beam}}\) was taken to be 100 µA. Beam size was set at 1 cm\(^2\), and it was assumed that 5 minutes would be required to remove the target from the beamline after irradiation. Short irradiations are desirable since beam conditions might vary over long timescales, so the irradiation time, \(t\), was set at 2 minutes. Delivery of 25 Gy to the film, therefore, would require 227 seconds, and the entire procedure can be completed in slightly over 10 minutes.

Utilization of Equation 2.12, with modifications made for different target materials, demonstrated that for beam energies of 0-4 MeV boron, carbon, nitrogen, and oxygen all are satisfactory targets for the \((d,n)\) reaction. Only \(^{13}\text{C}\) and \(^{11}\text{B}\), however, are suitable for use with the \((p,n)\) reaction. In addition to time and cross-section requirements, consideration was also given to the fact that the chosen material must be suitable for fabrication into a target which can handle large beam powers. Carbon and boron both are suitable for use with high currents.

2.3.2 Target Construction and Irradiation Procedure

Having illustrated that carbon was a suitable target material, a simple target was designed and tested in order to determine the best procedure for obtaining beam information. The target constructed at LABA for testing consisted of a \(^{12}\text{C}\) target disk which was machined and attached to an aluminum KF-50 beam stop using high temperature, thermally-conductive epoxy. A photograph of the completed target along with a schematic is shown in Figure 2-5. The carbon protrudes slightly (0.6 mm) from the face of the aluminum so that the radiochromic film can rest flush against the target surface. Cooling is provided by a 1.1 cm diameter channel cut in the aluminum backing. Coolant lines can quickly be disconnected to allow easy removal from the beamline.
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A measurement using this technique begins by determining the desired beam parameters such as current level and energy. If the beam has already been tuned and needs no optimization then the following step can be omitted and irradiation of the carbon target can proceed directly. At LABA, tuning of the beam is done using an all-aluminum beam stop identical in size and shape to the carbon target. Optimizing beam parameters on this target avoids unnecessary production of $^{12}$N. The beam also produces a witness mark on the aluminum which can be used to make a rough estimate of the beam area for use in Equation 2.13. In practice, it is helpful to make a rough first estimate of times required in the procedure. Setting a current level and irradiation time leaves only the decay time and film irradiation time to be adjusted to achieve the desired target dose level.
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Figure 2-5. Photograph and schematic of the carbon target housed in a water-cooled KF-50 flange made of aluminum.

Irradiation begins by starting a current integrator connected to the target. Current is increased to the desired level, and a timer is started once the current level is reached. At the end of the predetermined irradiation time, the beam is shut off and the current integration is stopped. Because some isotope production occurs during ramping up of the current level, the appropriate average current level is determined by dividing integrated charge by the total time of the irradiation. The resulting value of $I_{\text{beam}}$ and $t$ are used in Equation 2.13 to adjust the decay time and film irradiation times which were estimated before the irradiation.

The decay period between the end of the target irradiation and the beginning of the film irradiation serves two functions. After the beam is shut off, there is a certain amount of time required to enter the radiation vault, close the gate valve, remove cooling lines, and remove the target from the beamline. For the LABA beamline, this procedure requires 3-5 minutes.
Secondly, the decay period minimizes the personnel dose during the remainder of the procedure. Reference to Equation 2.13 indicates that even short irradiations with high current beams will generate amounts of radioisotope which will be on the order of tens of milliCuries. Assuming the $^{13}$N activity is $A_n$, dose to tissue can be approximated by modeling the target as a point source of 511 keV photons. Neglecting attenuation, the dose to tissue can be calculated using Equation 2.14.

$$D(\text{mR/ hr}) = \frac{A_n E \cdot 1.1547 \times 10^3}{r^2}$$  \hspace{1cm} (2.14)

$A_n$: $^{13}$N activity in mCi
$E$: photon energy in MeV
$r$: distance from source to tissue

Proximity to the target during the decay period will result in dose being delivered to the hand as well as the whole body. Noting the dimensions in Figure 2-5, the average distance to the hand is about 6 cm while the average distance to the torso is about 30 cm for an individual transporting the target by hand. At these distances dose rates of 16.4 mR hr$^{-1}$ mCi$^{-1}$ to the hand and 0.66 mR hr$^{-1}$ mCi$^{-1}$ to the body will be encountered. From the standpoint of dose limits, the $^{13}$N activity must be lower than 3.81 mCi to ensure that the dose rate from the annihilation photons is kept below the legal limit of 2.5 mR/hr.

At the end of the decay period, a small piece of radiochromic film is placed flat on the carbon surface and left there for a given length of time, $T$. Dose from the positrons expose the film causing it to turn progressively darker blue. Once the film irradiation time is complete, the film is removed. The exposed film can then be scanned and the information processed to determine information about the beam.

2.3.3 Radiochromic Film and Scanners

The procedure for obtaining information about current density from an irradiated target which is emitting positrons requires radiochromic film to be placed on the surface of the target where it is exposed by the delivery of dose. Before irradiation the film is nearly colorless, and exposure to ionizing radiation causes the film to turn progressively more blue depending on the amount of dose delivered. After irradiation, the film contains a permanent record of the shape, size, and intensity of the beam. This film can then be scanned with a common desktop scanner to process the information contained on the film. Although typical dosimetry studies using
radiochromic film utilize densitometers, use of a common desktop scanner has proven to be a reliable, inexpensive method for obtaining high resolution information from the irradiated film. Use of a scanner has also been experimentally shown to have a higher signal-to-noise ratio than broadband densitometry.\textsuperscript{12}

Radiochromic film has been investigated since 1965 as a means to determine dose with high spatial resolution without requiring any additional development other than the exposure to radiation.\textsuperscript{11} Early radiochromic films were responsive to very high doses ($10^4$-$10^6$ Gy). Investigations at LABA, initially utilized GafChromatic DM-1260 film, but the sensitive range of 50-2500 Gy required unnecessarily high $^{12}$N activity. Subsequent experiments utilized the GafChromatic MD-55-2 film which has a sensitive range of 1-100 Gy.

Extensive information about the development, properties, and use of MD-55-2 film can be found in the product description of the film issued by the distributor, International Specialty Products, or in the Recommendations of the AAPM Radiation Therapy Committee regarding radiochromic film dosimetry.\textsuperscript{11,13} The film consists of two pieces of polyester base each having a thickness of 67.3 $\mu$m. Coating one side of the base layer is 15 $\mu$m of radiosensitive gel. These two base/gel layers are held together by a third piece of polyester base (25 $\mu$m thick) coated with 44.5 $\mu$m of pressure sensitive adhesive. The complete assembly is a seven-layer film having a total thickness of 278.6 $\mu$m. While the composition of each layer varies slightly, the elemental composition consists only of carbon, hydrogen, nitrogen, and oxygen. The overall density of the film is 1.3 g/cm$^3$, and the sensor material is similar in its electron stopping powers and energy absorption coefficients for photons over 100 keV to water and muscle.\textsuperscript{14}

A requirement of this technique is that the color change in the film remain linear as a function of dose. Not only must the color change remain linear, it must be independent of dose rate since different irradiations may involve dose rates that are not equal. Large amounts of data exist regarding the linearity of the film in the range of 1-100 Gy. In most studies the net optical density (O.D.) was determined at wavelengths of 610 nm and 660 nm. Studies using densitometers at these wavelengths illustrated that the optical density per unit dose varied by only 3.2\% in the range of 0-30 Gy, while the variation at 50 Gy was 11.2\% and at 100 Gy the variation was 13.9\%.\textsuperscript{11} Linearity has also been established in the visual wavelengths which is important to this study since scanning is to be performed with an optical scanner. Tests using an optical document scanner confirms information provided by the vendor indicating linearity within $\pm6$\% in the range of 15-60 Gy.\textsuperscript{12,13} Deviation from linear outside this range was less than 10\% up to 100 Gy. From the previous section, it was calculated that the dose rate delivered to the film
will be on the order of 6-10 Gy/min. Color change in MD-55-2 film has been shown to be insensitive to changes in dose rate up to 80 Gy/min.\textsuperscript{15} Two final properties of MD-55-2 film are important to this technique, resolution and timing of the scan. Resolution of the film has been determined to be better than 0.8 μm (1200 cycles/mm).\textsuperscript{14} At this level, the resolution of the film is two orders of magnitude greater than the resolution of the scanner. Scanning of the film should be done at least 24 hours after irradiation. Color change has been shown to vary by 16% in the first 24 hours after irradiation, but less than 1% after the first 24 hours.\textsuperscript{16} It is recommended that all scans be performed at least 24 hours after the irradiation of the film. For all experiments conducted at LABA, 48 hours were allowed between the irradiation and subsequent scanning of the film.

2.4 Prediction of Overall Resolution

Knowledge of the current density of high current ion beams is important for many reasons. This information is critical in determining the thermal and mechanical response of a target subjected to ion beam heating. Numerical simulations of target heating have already illustrated that peak target temperatures can vary by factors of three or higher due to differences between a uniform and Gaussian-shaped beam. It has also been stated that available measurement techniques having resolutions of 0.5-2 mm are limited to beams having currents less than 100 μA. With these factors in mind, it is evident that a technique which can resolve variations in the beam intensity on the order of 0.5-1 mm is necessary. The following discussion addresses the question of the overall resolution of the process including beam irradiation, deposition of dose, and scanning of the film.

2.4.1 Phenomena Affecting Overall Resolution

The image which is contained on the radiochromic film is not a direct replication of the two-dimensional current density profile. Correlation between the image which is scanned from the film and the original beam profile requires deconvolution of the point spread functions associated with each step in the process. The relation between the scanned image contained on the film \(I_{\text{film}}(x,y)\) and the current density profile \(I_{\text{beam}}(x,y)\) is given in Equation 2.15.
\[ I_{\text{film}}(x, y) = I_{\text{beam}}(x, y, E) \ast \Omega_{\text{cp}}(x, y) \ast \Omega_{\text{ae}}(x, y) \ast \Omega_{\text{film}}(x, y) \ast \Omega_{\text{scanner}}(x, y) \] (2.15)

\( \Omega_{\text{cp}} \): point spread function due to charged particle scattering and isotope production

\( \Omega_{\text{ae}} \): point spread function due to isotropic positron emission and dose deposition

\( \Omega_{\text{film}} \): point spread function due to the inherent resolution of the film

\( \Omega_{\text{scanner}} \): resolution loss due to scanning and digitizing the film

Recovery of information in the spatial domain requires determination of the point spread functions due to the processes of proton scatter/isotope production, positron emission, and the film response. These point spread functions can then be combined with the modulation transfer function of the scanning process through multiplication in Fourier space to arrive at an estimation of the overall resolution.

2.4.1.1 Charged Particle Scattering and Isotope Production

\( \Omega_{\text{cp}} \) takes into account the combined effect of both lateral spreading of the charged particles and the location of isotope production. When deuterons at 1.5 MeV strike the target surface, Coulombic scattering with the carbon electrons causes the ions to lose energy. Each scattering event transfers only a small amount of energy from the deuteron, so the resulting angular deviations are small. These deviations and the rate of energy loss, however, progressively increase as the ion loses more and more energy. As the deuterons slow down they also produce \( ^{15}\text{N} \) at a rate proportional to the reaction cross-section which itself is a function of energy. Determination of lateral spreading and \( ^{15}\text{N} \) production was accomplished by simulation of the deuteron transport through carbon with SRIM2000. \(^{17}\) Simulations were carried out using carbon targets of varying thickness which were less than the range of the deuteron. At each thickness, 5000 particles were run and the average lateral spread of the ions leaving the target was calculated. Figure 2-6 plots the calculated lateral spread of the deuterons as a function of depth into the carbon target. At the surface there is essentially zero lateral spreading of the ions, while at a distance of 10 microns, spreading has increased to \( \sim 0.14 \) microns. Concurrent with the spreading of the deuterons as they pass through the target is the production of \( ^{15}\text{N} \). Location of \( ^{15}\text{N} \) production in the target was determined by calculating the cross-section as a function of depth. Calculation of this quantity began by determining the energy of the ions passing through the target.
Again using SRIM2000, simulations of 1.5 MeV deuterons striking a thick carbon target were performed. A simulation of 10000 particles gave $-dE/dz$ as a function of depth at intervals of 1500Å. Since these bins were sufficiently small, $E(z)$ was determined by integrating $-dE/dz$ for each bin. Total energy lost in each bin was subtracted from the energy in the previous bin. This curve was fit with a 6th-order polynomial function which provided an analytic expression for $E(z)$.

![Scattering of 1.5 MeV deuterons in Carbon](image)

Figure 2-6. Calculation of the lateral spread and associated standard deviation of deuterons as a function of depth in carbon. Power functions were fit to each curve to generate analytic expressions for the quantities.

The $^{12}$C(d,n)$^{13}$N cross-section, which increases sharply at energies above the threshold of 0.679 MeV has been determined experimentally by Fiorouzbahkt et. al. A plot of the cross-section data is shown in Figure 2-7. These measurements were also fit with a 6th-order polynomial resulting in an analytic expression for $\sigma(E)$. Combining the expressions for $\sigma(E)$ and $E(z)$ resulted in an analytic expression for $\sigma(E(z))$, which is plotted in Figure 2-8.
Figure 2-7. Experimentally determined $^{12}\text{C}(d,n)^{13}\text{N}$ cross-sections \(^{10}\) and the resulting analytic expression for $\sigma(E)$.

Figure 2-8. Plot of calculated $^{12}\text{N}$ production as a function of depth in the target.
Using an analytic expression for $\sigma(z)$, the fraction of total $^{13}$N produced at depth, $z$, in the interval $dz$ could be evaluated as shown in Equation 2.16. The upper limit of 10.4 $\mu$m is the point at which the deuteron energy falls below the threshold of 0.679 MeV.

$$N_{\text{fraction}}^{13}(z) = \frac{\sigma(z)}{\int_0^{10.4 \mu\text{m}} \sigma(z)dz} \text{ subject to the condition}$$

$$\int_0^{10.4 \mu\text{m}} N_{\text{fraction}}^{13}(z) = 1$$

(2.16)

This fractional production as a function of depth allowed the incorporation of isotope production into the deuteron spreading effect. By weighting the magnitude of the spread at a distance, $z$, by the fraction of $^{13}$N produced in the interval $dz$, an effective total spreading could be determined. For 1.5 MeV deuterons in a thick carbon target, the average spreading weighted by $^{13}$N production was calculated to be $0.0367 \pm 0.0174$ microns. As will become evident in §2.4.1.3, the effect on resolution due to charged particle scattering, $\Omega_{\text{cr}}$, is four orders of magnitude less than that due to positron emission, and thus will contribute no detectable blurring in the image which is obtained on the film.

2.4.1.2 Film Resolution

Although the film itself does have a finite resolution, which has been determined to be at least 1200 lines/mm (600 cycles/mm), it contributes no perceptible changes in either the image which is obtained by scanning the film or the final current intensity measurement. The ability of the film to resolve dose distributions on the micron scale results from the extremely small size and localized effect of the crystals in the sensitive layers of the film. Even upon convolution of the two point spread functions due to charge particle scatter, $\Omega_{\text{cr}}$, and film resolution, $\Omega_{\text{fs}}$, the combined spread has a width of only about 1 micron. This can be seen in Figure 2-9.
2.4.1.3 Positron Emission and Dose Deposition

Determining the point spread function resulting from the emission of positrons and the deposition of dose in the film is not a trivial process. If electrons could simply be modeled like protons which travel along essentially straight lines and deposit energy according to \(-dE/dz\), an analytical expression for dose deposition could be developed with relatively good accuracy. In this simplified case, the film response would be governed by \(-dE/dz\), an inverse-square drop due to distance, and a \(\cos(\theta)\) dependence due to the increasing angle from the point source at increasing radial distances. Electrons, however, travel in tortuous paths which cannot be accurately analyzed using straight line approximations. Calculation of the point spread, therefore, was determined by Monte Carlo simulation of the electron trajectory and energy loss.
MCNP4B was utilized to determine how positrons emitted from the carbon target interact with the film which is positioned directly on the surface. The target, which is pictured in Figure 2-5, was modeled in MCNP as was the radiochromic film using the dimensions and atomic composition given in the product data sheet. Plots generated by MCNP, which depict the entire target as well as two close-up views, are shown in Figure 2-10.

Figure 2-10. MCNP generated plots of the target and two enlarged views of the individual film layers used to model the positron emission point spread function.
Concentric cells were generated in both sensitive layers of film at increasing radial distances in increments of $4.233 \times 10^{-3}$ cm. This distance was chosen because it represents half the pixel size used to scan the film. Some attempts were made to divide the bins even smaller, but the extremely small volumes resulted in poor statistics even after long run times. In generating the model, it was important to consider the extremely small dimensions of the cells, which had volumes on the order of $10^{-7}$ to $10^{-8}$ cm$^3$. For MCNP to accurately determine the electron trajectory an estep modification was added to each of the material cards making up the film layers. In MCNP, the electron trajectory is divided into a number of major steps (s) and substeps (m). Angular deflections and production of secondary particles are sampled at each of these subdivisions. The estep default, which determines the number of electron substeps, is m=3, but for cells with extremely small volumes this value does not allow for enough substeps to accurately calculate the electron trajectory. Increasing the estep value in important cells having small volumes allows for more accurate electron transport. MCNP recommends that at least ten substeps be considered in any important area in the problem. In the non-sensitive (polyester base - adhesive) layers, therefore, the estep value was increased to 500, while the value was increased to 1500 in the sensitive layers.

MCNP does not allow positrons to be used as source particles. While modeling electrons instead makes no difference to the physics governing energy loss of the particles, the annihilation photons cannot be modeled explicitly in the code. To account for the additional dose due to the 511 keV photons, three additional runs were conducted with varying photon source geometries. The resulting dose from these additional runs were simply added to the electron dose to get a cumulative positron/annihilation photon dose. Positrons which start on the carbon surface are emitted isotropically. On average, half of the particles will be directed into the carbon where they slow rapidly. Using the continual slowing approximation, the range of positrons (or electrons) in carbon is 0.09 cm based on the average positron energy of 0.48 MeV from $N^{13}$. Modeling the photons which result from the annihilation of these positrons was performed by starting source photons with an energy of 511 keV in a hemispherical volume in the carbon which had a radius of 0.09 cm. Similar approximations were made for the photons which would start from within the film itself and from the air above the film.

Simulation of the positron (modeled as electron) point spread function was accomplished by modeling the dose deposition in the sensitive film cells illustrated in Figure 2-10. Because the film is to be scanned after irradiation to analyze the color change, dose to the bottom and top cells were added to give a total dose value at each radial location. All particles were started in the carbon along a line which passed through the origin at (0,0,0) which corresponds to the center of
the top surface of the target. Starting energies were sampled according to the probability
distribution derived from the Fermi theory of beta-decay. According to the theory, the number
of positrons emitted with energy (E) from \(^{13}\text{N}\) which has an endpoint energy (Q) of 1.1984 MeV,
can be expressed as \( N(E) = C(E^2 + 2Emc^2)^{0.5}(Q - E)^2(1+E^2/c^2) \). The constant C is normalized so that
the integrated number emitted over all energies is unity. The average particle energy started
during the simulation was computed by MCNP to be 0.48418 MeV. This compares well to the
standard average energy approximation for positron emission of 0.4Q, 0.47936 MeV. Starting
positions for the particles were weighted by the fractional production values indicated in Figure
2-8. Depths into the target were selected according to the production fractions in discrete
increments of 1500 Å, and energies were selected according to the continuous energy distribution.
Directionality of the particles was isotropic. Several runs were conducted using total numbers of starting
 positrons from \(1 \times 10^6\) to \(3 \times 10^6\) in order to achieve statistics with less than 2% error. Photon errors were
less than 10% for all cells except the cell at \(r=0\) which had an error of 15% due to its extremely small
volume. The resulting dose distributions were used to calculate the point spread function.

Table 2-2 and Table 2-3 give the results of the Monte Carlo simulations for both the positron and 511 keV photon dose deposition. Distances given are in centimeters and represent radial locations in the center of
each bin. The doses given for each distance are in units of MeV/g per starting positron.

<table>
<thead>
<tr>
<th>Radius (cm)</th>
<th>Total Dose (MeV/g)</th>
<th>Total Dose Error (MeV/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00E+00</td>
<td>3193.45</td>
<td>22.30</td>
</tr>
<tr>
<td>6.35E-03</td>
<td>2313.23</td>
<td>11.35</td>
</tr>
<tr>
<td>1.06E-02</td>
<td>1492.54</td>
<td>6.98</td>
</tr>
<tr>
<td>1.48E-02</td>
<td>1014.36</td>
<td>5.09</td>
</tr>
<tr>
<td>1.91E-02</td>
<td>725.96</td>
<td>3.80</td>
</tr>
<tr>
<td>2.33E-02</td>
<td>540.90</td>
<td>2.99</td>
</tr>
<tr>
<td>2.75E-02</td>
<td>416.06</td>
<td>2.42</td>
</tr>
<tr>
<td>3.18E-02</td>
<td>325.37</td>
<td>2.00</td>
</tr>
<tr>
<td>3.60E-02</td>
<td>258.63</td>
<td>1.73</td>
</tr>
<tr>
<td>4.02E-02</td>
<td>210.89</td>
<td>1.44</td>
</tr>
<tr>
<td>4.45E-02</td>
<td>172.32</td>
<td>1.26</td>
</tr>
<tr>
<td>4.87E-02</td>
<td>143.81</td>
<td>1.08</td>
</tr>
<tr>
<td>5.29E-02</td>
<td>119.62</td>
<td>0.95</td>
</tr>
<tr>
<td>5.72E-02</td>
<td>101.25</td>
<td>0.83</td>
</tr>
<tr>
<td>6.14E-02</td>
<td>85.10</td>
<td>0.76</td>
</tr>
<tr>
<td>6.56E-02</td>
<td>74.22</td>
<td>0.69</td>
</tr>
<tr>
<td>6.99E-02</td>
<td>62.52</td>
<td>0.60</td>
</tr>
<tr>
<td>7.41E-02</td>
<td>54.53</td>
<td>0.53</td>
</tr>
<tr>
<td>7.83E-02</td>
<td>47.39</td>
<td>0.48</td>
</tr>
<tr>
<td>8.26E-02</td>
<td>40.06</td>
<td>0.44</td>
</tr>
<tr>
<td>8.68E-02</td>
<td>34.50</td>
<td>0.41</td>
</tr>
<tr>
<td>9.10E-02</td>
<td>30.20</td>
<td>0.39</td>
</tr>
<tr>
<td>9.53E-02</td>
<td>26.15</td>
<td>0.34</td>
</tr>
<tr>
<td>9.95E-02</td>
<td>22.92</td>
<td>0.30</td>
</tr>
</tbody>
</table>
Table 2-3. Dose deposition per starting particle resulting from annihilation of N\textsuperscript{13}.

<table>
<thead>
<tr>
<th>Radius (cm)</th>
<th>Total Dose (MeV/g)</th>
<th>Total Dose Error (MeV/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00E+00</td>
<td>0.380</td>
<td>0.0537</td>
</tr>
<tr>
<td>6.35E-03</td>
<td>0.537</td>
<td>0.0371</td>
</tr>
<tr>
<td>1.06E-02</td>
<td>0.483</td>
<td>0.0299</td>
</tr>
<tr>
<td>1.48E-02</td>
<td>0.496</td>
<td>0.0243</td>
</tr>
<tr>
<td>1.91E-02</td>
<td>0.499</td>
<td>0.0217</td>
</tr>
<tr>
<td>2.33E-02</td>
<td>0.523</td>
<td>0.0206</td>
</tr>
<tr>
<td>2.75E-02</td>
<td>0.509</td>
<td>0.0188</td>
</tr>
<tr>
<td>3.18E-02</td>
<td>0.497</td>
<td>0.0180</td>
</tr>
<tr>
<td>3.60E-02</td>
<td>0.473</td>
<td>0.0155</td>
</tr>
<tr>
<td>4.02E-02</td>
<td>0.465</td>
<td>0.0148</td>
</tr>
<tr>
<td>4.45E-02</td>
<td>0.465</td>
<td>0.0142</td>
</tr>
<tr>
<td>4.87E-02</td>
<td>0.459</td>
<td>0.0134</td>
</tr>
<tr>
<td>5.29E-02</td>
<td>0.464</td>
<td>0.0129</td>
</tr>
<tr>
<td>5.72E-02</td>
<td>0.456</td>
<td>0.0125</td>
</tr>
<tr>
<td>6.14E-02</td>
<td>0.398</td>
<td>0.0108</td>
</tr>
<tr>
<td>6.56E-02</td>
<td>0.417</td>
<td>0.0109</td>
</tr>
<tr>
<td>6.99E-02</td>
<td>0.394</td>
<td>0.0102</td>
</tr>
<tr>
<td>7.41E-02</td>
<td>0.407</td>
<td>0.0103</td>
</tr>
<tr>
<td>7.83E-02</td>
<td>0.369</td>
<td>0.0094</td>
</tr>
<tr>
<td>8.26E-02</td>
<td>0.339</td>
<td>0.0086</td>
</tr>
<tr>
<td>8.68E-02</td>
<td>0.354</td>
<td>0.0090</td>
</tr>
<tr>
<td>9.10E-02</td>
<td>0.330</td>
<td>0.0083</td>
</tr>
<tr>
<td>9.53E-02</td>
<td>0.315</td>
<td>0.0077</td>
</tr>
<tr>
<td>9.95E-02</td>
<td>0.310</td>
<td>0.0077</td>
</tr>
</tbody>
</table>

From these results it is clear that the photon dose is insignificant even at the extreme edges where the positron dose is small. Combined doses from all annihilation photons are 3-4 orders of magnitude lower than that from the positrons. In fact, the entire photon dose is similar in magnitude to the positron dose error and can, therefore, be neglected in further consideration of the positron emission point spread function. Normalization of the positron dose distribution (dose = 1 at r=0) illustrates the effect of the blurring due to the isotropic emission as well as the image magnification due to the source/film geometry. Figure 2-11 is a plot of the normalized dose as a function of radial distance and represents the positron emission point spread function.
Figure 2-11. Normalized positron dose having a FWHM of 0.010 cm and a FWTM of 0.032 cm. For most radial points the positron dose error is smaller than the point indicator.

2.4.1.4 Film Scanning

The final process affecting resolution is the scanning of the radiochromic film in order to extract spatial dose deposition information. Quantification of the loss in resolution resulting from the scanning and digitizing of the film image was accomplished by measuring the modulation transfer function (MTF). For any type of imaging process, the modulation transfer function represents how an input signal is altered during the process. For example, consider an input signal \( \Psi \) which varies in intensity according to

\[
\Psi(f_x) = \Psi_0 \cos(2\pi f_x x)
\]

This function has a spatial frequency, \( f_x \), which is measured in cycles per unit distance and will have a maximum intensity of \( \Psi_{\text{max}} \) and a minimum intensity \( \Psi_{\text{min}} \). If this signal is input into an imaging device with perfect resolution, the amplitude and frequency of the output signal will not change. Real components such as the scanner in question, however, degrade the signal by altering the frequency and amplitude of the signal. The amount of change in the output signal
will vary depending on the spatial frequency of the input signal and is calculated by using Equation 2.18.

\[
MTF(f_x) = \frac{\Psi_{\text{max}}(f_x) - \Psi_{\text{min}}(f_x)}{\Psi_{\text{max}}(f_x) + \Psi_{\text{min}}(f_x)}
\] (2.18)

The resulting MTF for a particular process is normalized to unity at a spatial frequency of 0.0 cycles per unit distance. Normalized MTF’s for different imaging processes can be combined simply by multiplying the individual MTF’s. This process is equivalent to multiplication of the Fourier transform of a point spread function.

For the MICROTÉK scanner (described in detail in §2.5.1) used at LABA, quantification of the MTF was accomplished using the Kodak TL-5003 Digital Science Imaging Test Chart.\textsuperscript{20} This chart contains test patterns having spatial frequencies ranging from 1.18 to over 20 cycles per millimeter (cycles/mm or line-pairs/mm are equivalent units). Similar test patterns at frequencies less than 1.0 cycle/mm were created using a Hewlett Packard 4500 laser printer and the PhotoImpact software package. All scans (using the process described in §2.5.1) were conducted using the “256 Shades of Gray” setting which resulted in perfectly black sections having a scanner signal of 0, while perfectly white sections gave a signal of 255. The 0.0 cycle/mm measurement was obtained by scanning a perfectly black and perfectly white block on the test sheet and using the resulting signals in Equation 2.18. Test patterns at each spatial frequency consisted of five alternating white and black bars of equivalent width. A scan of each pattern resulted in a 2-D matrix of values ranging from 0-255. The matrix was exported to MATLAB where the maximum and minimum signals along with their respective standard deviations were calculated. Values calculated in this manner represented \(\Psi_{\text{max}}\) and \(\Psi_{\text{min}}\) and the respective error at a particular spatial frequency. For each spatial frequency Equation 2.18 was used to calculate the MTF. These quantities were then normalized to the 0.0 cycle/mm measurement such that MTF(0.0)=1.0. Figure 2-12 represents the normalized MTF derived for the MICROTÉK scanner at a scanning resolution of 300dpi.
Figure 2-12. Normalized MTF for the MICROTEK scanner at a scanning resolution of 300dpi.

2.4.2 Overall Resolution

Having quantified the resolution loss associated with each step in the process, an overall technique resolution could now be calculated. Results from §2.4.1.1 and §2.4.1.2 indicated that the charged particle scattering and film coloration contribute negligible loss in resolution. Positron emission and scanning, therefore, determine the overall resolution. Using the results of the MCNP simulations, the Fourier transform of the point spread function resulting from the emission of positrons was obtained using the 1-D Fast Fourier Transform (FFT) algorithm in MATLAB. Multiplication of the point spread Fourier transform with the experimentally derived scanner MTF resulted in an overall process MTF which is illustrated in Figure 2-13. By convention, the cut-off (limiting) spatial frequency is defined as the point where the process MTF is 0.1, and the limiting resolution is simply the reciprocal of the limiting frequency. Based on the overall MTF illustrated in Figure 2-13, the limiting resolution of the entire process is calculated to be 4.6±0.2 cycles/mm (0.22±0.01 mm).
Utilizing the configuration described in this chapter, information about the beam current density can be resolved to 0.22±0.01 mm, which exceeds the limits (0.5-1 mm) achievable with beam profilers or harps. This value represents limitations based on positron emission and film scanning using 1.5 MeV deuterons on carbon. While other scanners will have properties different than that used in this experiment it is reasonable, however, to assume that most will have resolutions which are comparable to the limit imposed by the positron emission. Simulations have indicated that target thickness has little effect on the resolution limits for deuterons at 1.5 MeV. At this energy deuterons have a range of only 14 microns in carbon, and cross-sections fall off dramatically with decreasing energy, resulting in the majority of radioisotope being produced within a few microns of the surface. Over half of the total $^{13}\text{N}$ is produced within 4 microns of the surface. If, however, this technique were used at higher energies or if protons were used, serious consideration would have to be given to the positron spreading since more and more production would occur at deeper depths. At high bombarding energies resolution will undoubtedly suffer when thick targets are used. Particle ranges in carbon and boron for energies of 4 MeV are 120 μm for protons and 80 μm for deuterons. Lateral spreading at these higher energies also increases by a factor of 100 over the 0.0367 μm value given in §2.4.1.1. The maximum thickness required would have to be large enough to produce enough radioisotope to deposit sufficient dose in the film. Optimization of target thickness is discussed in greater detail in §2.6. Finally, improvement to the derivation in §2.3.1.3 was achieved using MCNP.
simulations, although it did not change the conclusions presented in that section. Using a constant value of 260 eV/μm for \( -dE/dz \), it was calculated that 1.56x10^{11} starting particles would be needed to reach the target dose of 25 Gy. The more accurate MCNP simulations make it clear that this number of particles is high by about a factor of three. Based on the stopping power derivation, each decay was found to deposit 1.602x10^{-10} Gy in the film. MCNP simulations determined that 5.116x10^{-10} Gy will be deposited per decay. When calculating irradiation times using Equation 2.13, using 38.072 as the constant will give more accurate dose predictions. Reasons for this difference are variations in stopping power with energy and the random walk of the positrons. Stopping power increases as the positron slows, causing those particles which start at depth in the carbon to lose energy at a greater rate in the film than those emitted from the surface. The greatest difference between the first approximation and the simulation, however, is that the positron scattering will increase the dose deposited per particle. Not only will some of the particles which start away from the film be scattered upwards and deposit dose, the positron tracks are highly nonlinear. Increasing the path length of each particle within the film will increase dose.

2.5 Experimental Verification of the Technique

2.5.1 Dose Linearity

The first experiment using MD-55-2 film involved verifying linearity of the radiochromic film and the scanning method which would be used in subsequent measurements. By ensuring linearity of the film response and scanning method over the dose ranges expected in the current intensity measurements, results should not exhibit saturation which would lead to an underestimation of current. This test also established a process by which irradiated films can be tested to confirm that the deposited dose had remained in the linear range.

MD-55-2 film is shipped in a light tight package and comes in five separate sheets each measuring 12.7x12.7 cm. Because the film can be exposed by UV radiation emitted from fluorescent lamps, it was important to keep the film in a dark container before and after use. The manufacturer also recommends that it not be exposed to extreme temperature variations. All film used in this and subsequent experiments was taken from Lot #H1146MD55. The scanner used to process the film after irradiation was a MICROTEK ScanMaker X6 which has a maximum resolution of 378 dots/mm. It was driven by MICROTEK ScanWizard software Version 2.54. All images were processed using the Photoimpact software for Windows.
The film was cut into 30 individual squares measuring approximately 1 cm on a side. These samples were taken to the X-ray irradiation facility at the Massachusetts General Hospital which has a 250 kVp Siemens Stabilipan X-ray machine (Serial # 01067) operating at 12 mA with 2 mm of aluminum filter. The dose rate of the machine, which is routinely calibrated using ion chambers, measured 2.08 Gy/min. Isodose curves located on the table ensured that all samples located within the inner curve received 2.08 Gy/min. Samples placed on a rotating table located 20 cm below the machine were centered using a crosshair projection. Three separate petri dishes, each containing nine pieces of film, were arranged in a triangular pattern centered about the crosshairs on the irradiation table. Care was taken to ensure that no films overlapped or were vertically resting against the side of the dish. Three additional pieces of film were cut and processed but were not irradiated. These films served as the control representing a dose of 0 Gy. Irradiation began after warming the X-ray machine for about five minutes. A timer which automatically controlled power to the machine was used to start and stop the machine to ensure accurate dose delivery. This timer, which had a resolution of 0.01 minutes, was programmed to run for 2.40 minutes delivering a dose of 4.996 Gy to the films. After the irradiation, one piece of film was removed from each dish and placed into a light-tight container labeled with the delivered dose. The films left in the dishes could then be irradiated such that the desired cumulative dose could be delivered. This process was repeated up to 30 Gy in increments of 5 Gy. Subsequently the timer was changed, and cumulative doses of 40, 50, and 80 Gy were delivered. All films including the 0 Gy controls were then transported back to LABA and kept in a dark storage area for 48 hours before scanning.

After the 48 hour waiting period, the films were prepared for scanning. The scanner was set to a resolution of 11.8 dots/mm, and the color setting was set to 256 shades gray. At this setting, a completely white image will have a scanner signal of 255, while a completely black image will have a signal of 0. No artificial contrast or brightening was used during the scans. A single piece of white paper served as a backdrop for all films during the scanning process. All three pieces of film corresponding to each dose point were placed on the scanner glass underneath the paper and scanned simultaneously. To avoid irregularities which could have resulted from the cutting and handling of the film, edges were digitally cropped. The final image, which represented the center region of each film, was 90x90 pixels.

Processing of the digital image was conducted by loading data from the scanned film into the MATLAB program. MATLAB handles each image as a 90x90 matrix with the raw scanner signal data at each (i,j) location. A mean scanner signal and standard deviation was calculated using data from the 8100 pixels in each film. Standard deviations in the scanner matrix data
ranged from 0.8% for the 0 Gy films to 3.3% for the 80 Gy films, indicating good film uniformity and low noise in the scanning process. Averaging the mean signals from the three films gave an overall scanner signal representing each dose level. Propagation of the separate standard deviations resulted in total signal error ranging from 0.48% at 0 Gy up to 1.63% at 80 Gy. Verification of film image and scanner stability over time was tested by scanning the 25 Gy films after 24 and 48 hours. These same films were also scanned over two months later. Between 24 and 48 hours the scanner signal changed by 13.2%, but changed by only 2.5% over a period of more than two months. Measurements of film response are given in terms of net optical density (O.D.) as indicated by Equation 2.19.

\[ \Delta \text{O.D.} = \log \left( \frac{S_0}{S} \right) \]  

(2.19)

where,

- \( S_0 \): raw scanner signal for 0 Gy film
- \( S \): raw scanner signal at dose level

Plotting net O.D. as a function of dose indicates that the film response and scanning process is, in fact, extremely linear over the range of interest. A linear regression taken from the data \( R^2=0.981 \) found that dose delivered to film which is then scanned in this manner could be determined by the relationship: \( \text{Dose}=191.2 \pm 18.4 \times \text{net (O.D.)} \). Results of the experiment are plotted in Figure 2-14. While absolute measurement of dose is not a crucial part of the technique, accurate determination of current density relies on the fact that the change in optical density is proportional to the delivered dose. Based on results of this experiment and on data in the literature\(^{11,13}\) keeping the maximum dose delivered to any part of the film below 100 Gy assures that the color change remains in the linear range. Using the relationship determined in this experiment, all films used in subsequent experiments will be checked to ensure that they are within the linear range.
Figure 2-14. Optical density plotted as a function of dose for MD-55-2 film irradiated with 250 kVp X-rays.

2.5.2 Establishing a Measurement Protocol

The first experiments to verify this technique were conducted to establish a measurement protocol and to design an algorithm by which to analyze the information contained on the irradiated film. Three separate measurements were made at currents between 200-250 μA. Irradiated films were analyzed with a signal processing algorithm written with the MATLAB software, and the resulting current density profiles were measured. Dose levels were checked against the calibration curve from the previous section to ensure that the film response remained in the linear range.

2.5.2.1 Experimental Procedure

Each experiment began by tuning the accelerator on an aluminum beam stop which is exactly the size and shape of the target shown in Figure 2-5. Using an aluminum beam stop instead of the carbon allowed for irradiation of the target immediately following the tuning without having to wait for isotope decay. A water-cooled collimator, which facilitated centering of the beam, was located directly in front of the beam stop. Minimization of the current on the aperture using the steering magnets and focusing quadrupoles ensured that the beam was focused
and would hit the center of the graphite once the aluminum surrogate was replaced. After the accelerator had been tuned, the graphite target was positioned, and the cooling tubes and current measurement leads were connected.

For the three films used in this experiment, irradiation times (t), decay times (t'), and film irradiation times (T) were determined using Equation 2.13 with the improved constant of 38.072. Earlier accelerator runs at the settings used in these experiments had indicated that the beam was approximately 2 cm² in size. Times were set such that doses of 25-30 Gy would be delivered to the film. Experiments were conducted at current levels of 225, 240, and 200 μA with irradiation/decay times determined to allow 1.1×10^{11} decays to occur during the film irradiation. Irradiations began by starting a current integrator and timer connected to the target. Terminal voltage was set to 0.75 MV and the beam was brought up to the desired current level. After 30 seconds of irradiation at the peak current level, the beam was shut off and the current integrator was stopped. Although the irradiation time was designed to be 30 seconds, increasing current from zero to its maximum value required about 50 seconds, making the total irradiation time about 80 seconds. The effect of this transient beam current is discussed in §2.5.2.3. After irradiation the target was allowed to decay for a short period before it was disconnected from the beamline. It was then placed on a polyethylene stand in the radiation vault away from the beamline with the graphite surface facing upwards. At the end of the decay time, t', the film was placed directly on the target surface, and the lights in the vault were turned off. Although the sensitivity to the UV portion of fluorescent lighting is small, it is desirable to minimize the exposure to UV since it causes darkening over an extended period. The film was left on the target for a time, T, before being removed and placed into a light-tight storage container where it was stored for 48 hours. All films were scanned at least 48 hours after the irradiation to allow for the color change to stabilize.

2.5.2.2 Experimental Results

Results of the film irradiations were processed using a MATLAB program which converted the scanned information into net optical density, dose, and current density. Films were scanned at a resolution of 11.8 dots/mm. Files generated in the scanning process were 300x300 matrices with pixels ranging in value from 0-255. Net optical density (OD) was determined for each pixel using Equation 2.19 with a 0 Gy signal (S₀) of 240.2763. Figure 2-15 is a plot of the net OD based on the raw scanner signal for the 225 μA beam.
Figure 2-15. Net optical density of the film based on the raw scanner signal for 225 µA beam.

The beam edge was defined by setting the net optical density to zero for any pixel which fell below five percent of the peak optical density value. Figure 2-16 is a plot of the OD after having been truncated at the 5% level to define the beam edge. Dose to the film was determined by multiplying the OD value of each pixel by the constant, 191.2, determined in §2.5.1. By checking to see that the dose was kept in the range 0-100 Gy at all points in the film, the linear dependency of dose on current density was ensured. Figure 2-17 illustrates the resulting dose deposition on the film. Uncertainty in the dose measurement is ±9.6%.
Figure 2-16. Plot of the optical density after truncating values on the periphery to define the beam edge.

Figure 2-17. Plot of dose deposition used to check that the film has been delivered between 0 and 100 Gy.
Having determined that dose deposition was in the linear range, current density was then calculated from the optical density. Since all pixels having an OD value of 0.0 were assumed not to contribute to the beam, the current density was calculated by first dividing the pixel OD by the sum of all the nonzero OD pixels. This value is multiplied by the measured current and divided by the pixel area (7.168444x10^5 cm^2 for 300 dpi scan) to obtain a current density. This process also allowed for calculation of the total beam area which was simply the number of nonzero pixels multiplied by the pixel area. In this case the beam measured 2.55 cm^2. The resulting current density is plotted in Figure 2-18.

![Graph showing current density](image)

**Figure 2-18.** Current density of the 225 μA beam determined from the change in optical density of radiochromic film.

Plots of current density and dose are shown in Figures 2-19 and 2-20 for the two other beams measured in this experiment. Total beam currents were 240 and 200 μA respectively.
2.5.2.3 Conclusions

Current densities in beams of hundreds of microamps or more can be measured with the technique discussed in this chapter. Each measurement can be tailored within certain limits to fit various time requirements. For the experiments involving the 225, 240, and 200 μA beams, respectively, all irradiation times were set at 30 seconds; decay times were 1650, 600, and 600 seconds; film irradiation times were 3000, 285, and 336 seconds. Total measurement times therefore were 78.0, 15.25, and 16.1 minutes. The definition of irradiation time requires further explanation.
From Equation 2.13 it is apparent that calculation of the current density can be determined from absolute dose through multiplying by a constant which depends only on the irradiation times and dose deposition per particle. As a check of the values calculated with the procedure described in §2.5.2.2, which does not rely on knowledge of dose, current densities were evaluated without use of the total measured current. Current densities based on absolute dose were found to differ from previous values by 50%, 45%, and 60% in the respective beams. The magnitude of the difference was constant over the entire beam. When total beam current was reconstructed by taking the sum of the current density x area for all pixels, total current levels were less than the value measured on the current integrator. This difference results from the fact that the transient portion of the target irradiation produces radioisotope which contributes some percentage of the film image. Raising the beam current from zero to the maximum value requires several tens of seconds. Termination of the irradiation takes less than a second. At high currents significant radioisotope production could occur during the startup period. Once maximum current is achieved, however, variations in current produce a negligible transient effect. The fraction of the image due to the transient period was calculated using the total charge collected during the irradiation. Any charge over and above the value of (maximum current x 30 seconds) was due to beam during the startup period. The total number of decay particles resulting from irradiation in this transient period was divided by the total number of decay particles in order to get a percentage of the film image due to the transient period. For the three beams, the transient period contributed 31.3%, 28.9%, and 29.8% of the total dose. Once the current levels were adjusted to an average current value (total charge/total irradiation time), a second comparison of the measured current densities resulted in differences of 1.2%, 4.5%, and 10%.

Contribution from the transient startup was further tested in a separate experiment where current densities for beams of 290, 203, and 100 μA were evaluated. In these experiments transient contributions to the film image were 15.0%, 8.8%, and 9.0%. After the film from each run was checked to ensure that the maximum dose did not exceed 100 Gy, total current was calculated based solely on the dose deposited on the films. Total current measurements calculated in this manner yielded values of 236.3, 186.6, and 94.8 μA. Deviations from the values measured by the current integrator were 18.5%, 8.1%, and 5.2%.

It is apparent that the irradiation/decay times must allow for the production during the transient startup period. Times should be set so that at least 90% of the film image comes from the beam during the steady state period. In subsequent tests this was accomplished by extending the irradiation times from 30 seconds to either 60 seconds or 2 minutes. Comparison of the current density calculated with and without using the measured current provides a means by
which to confirm not only that irradiation times were properly set, but also to ensure that the dose delivered remained in the linear range of the film.

A prerequisite for this technique is that the maximum dose value be kept below 100 Gy to ensure that the response remains in the linear range. Once films have received enough dose to saturate, prediction of the current based on the change in OD will under-predict the total current. Equation 2.13, which was used to calculate appropriate irradiation times, was derived for a uniformly distributed beam. While this equation is accurate when checked on a pixel by pixel basis, it will under-predict the dose in the center region of the beam where the current density could be much higher than the area average. There are two possible remedies to this shortcoming. The first is simply to generate two or three images after a single target irradiation using decreasing numbers of particles for each film. While the current density measurement will not be affected by the total number of particles used to generate the film image, if one or two possess doses higher than 100 Gy, the third should be under 100 Gy. The second is to estimate the peaking factor of the beam based on a pure Gaussian shape as given in Equation 1.4. For most focused beams, this value will be between 1-4.

2.5.3 Repeatability in the Accelerator Settings

A major concern in the use of accelerators in neutron capture therapy is the ability to replicate ion beam characteristics over extended periods of time even after changes in filament current, stripping foils, or other beam optics. This is especially true for applications such as brachytherapy which require the beam to be transported down a long, thin tube before striking a target. Tuning the accelerator to find optimum conditions before every run can be extremely time consuming.

To investigate repeatability, six separate runs were conducted using varying accelerator settings. Three runs were conducted over a period of three days at accelerator settings commonly used for experiments. The currents achieved in each of the runs were 210, 215, and 200 μA. In these first runs, the beam was peaked and focused using the aluminum beam stop as described previously. Images were acquired on the films and scanned after 48 hours. After a period of about five weeks, the accelerator was operated at identical settings, and beam profiles were measured for comparison. While the second set of runs was conducted at optical settings identical to the first, no peaking or focusing was attempted. Since no peaking was attempted, currents achieved in the second set of runs were slightly lower than the first. Peak currents reached in the second runs were 192, 158, and 179 μA. Irradiations were conducted identically to the first runs, and films were scanned 48 hours later. This second set of runs was completed after
the accelerator had been opened to change a complete set of stripping foils. During this time a drop in the filament current from 130 A to less than 65 A had also occurred. A current level of 65 A indicated that the filament was approaching the level at which it required replacement. Replacement usually occurs once its current drops to around 50 A.

Because the current levels were slightly different in the second set of runs, current densities were normalized for comparison. Beam areas were also compared. Table 2-4 lists the currents and beam areas achieved in each of the runs, while the normalized current densities are plotted in Figures 2-21, 2-22, and 2-23. For the beams indicated in Figure 2-23, the peak current density was over 1.4 mA/cm². Based on the similarity in size, shape, and current density distribution it was shown that by returning to a particular setting, beam parameters can be replicated even after significant changes in the stripping foil and filament. Even without focusing and peaking of the current on the second set of runs, beam areas varied by 5.2%, 17.1%, and less than 1%, respectively. It can also be verified by comparing the widths of the contours in the figures that the variation in current density over the area of the beam was similar between the two runs at a particular setting.

Table 2-4. Summary of the six runs used to test repeatability of the accelerator settings.

<table>
<thead>
<tr>
<th>Run</th>
<th>Current (µA)</th>
<th>% of Film Image Due to Transient</th>
<th>Beam Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1a</td>
<td>210</td>
<td>2.2</td>
<td>2.67</td>
</tr>
<tr>
<td>R-1b</td>
<td>192</td>
<td>5.9</td>
<td>2.81</td>
</tr>
<tr>
<td>R-2a</td>
<td>215</td>
<td>5.8</td>
<td>1.29</td>
</tr>
<tr>
<td>R-2b</td>
<td>158</td>
<td>5.3</td>
<td>1.07</td>
</tr>
<tr>
<td>R-3a</td>
<td>200</td>
<td>6.2</td>
<td>0.40</td>
</tr>
<tr>
<td>R-3b</td>
<td>179</td>
<td>8.0</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Figure 2-21. Two beams of approximately 200 μA measured 5 weeks apart to test beam repeatability. Acceleration electrode (10.69 kV), Focus electrode (2.06 kV).

Figure 2-22. Two beams tested 5 weeks apart using electrode settings: Acceleration (7.8 kV), Focus (1.45 kV).

Figure 2-23. Beams having current densities in excess of 1.4 mA/cm² measured 5 weeks apart.
2.6 Future Work

Improvements and future work relating to this technique will focus on two areas: (1) development of a target for measurements of proton beams and (2) optimizing target thickness. For energies up to 4 MeV, $^{11}$B is the best candidate target material for analyzing the current density of proton beams. Integration of experimental cross-section data\textsuperscript{21} using Equation 2.8, yields a thick-target cross-section of 53 mbarns for boron irradiated with 4.0 MeV. Figure 2-24 plots the thick target cross-section for $^{11}$B(p,n)$^{11}$C at energies between 3.1 and 4.1 MeV.

![Graph showing thick target cross-section for boron irradiated with protons having energies of 3.1-4 MeV.](image)

**Figure 2-24.** Thick target cross-section for boron irradiated with protons having energies of 3.1-4 MeV.

$^{11}$B makes up 80% of natural boron and has a density of 2.34 g/cm$^3$. Calculations based on Equation 2.12 incorporating differences in cross-section, density, half-life, and abundance indicate that to achieve equal film doses using 4.0 MeV protons on thick boron targets, all that is required is to increase film irradiation times by a factor of 2-3 over those used for 1.5 MeV deuterons on carbon. The major concern, however, in using protons or deuterons at energies above 1.5 MeV is range of the charged particles in the target and their effect on resolution.
The final step in optimizing current density measurements for use with either material requires minimizing the thickness of the target so that it can be used at any energy or current level. It was mentioned previously that for higher energies and especially for use with protons, consideration must be given as to the optimal target thickness. This is due to the fact that in thick targets, the charged particle slows from its maximum energy to zero energy within the target while at the same time creating reaction products. Ranges of charged particles with high energies (∼ 4 MeV) could be as much as an order of magnitude greater than 1.5 MeV deuterons in carbon. If a large amount of radioisotope is produced deep in the target, scattering of the positrons will degrade the resolution of the technique. Also, at very high currents, excessively thick targets will unnecessarily increase the target temperature. While carbon is a reasonably good thermal conductor, boron possesses a low thermal conductivity comparable to stainless steel. A solution which alleviates both problems is simply to reduce the target to an overall thickness of around 1 μm. While standard machining cannot achieve such small dimensions, 1 μm layers can be created with carbon and boron using a variety of thin-film deposition techniques. One such method, electron beam sputtering, can provide ultra-thin (up to 1 μm) surface layers with good uniformity and adhesion. Details of this process will be described in the next chapter. By using thin layers, the overall resolution becomes insensitive to beam energy. Targets deposited in such a manner would also allow for either boron or carbon, or perhaps both materials, to be sputtered onto existing accelerator targets. Measurement of current density could then be accomplished using an existing target with the only modification being the deposition of the surface layer.

Reducing the target thickness, however, also lowers production of the needed radioisotope. This is also true for the energy deposited per decay. MCNP simulations of positron emission from a thick carbon target found that positrons emitted from the surface deposited 1852 MeV/g in the film, while positrons emitted from a distance into the target equal to the maximum range of the deuterons deposited 2645 MeV/g. Recalling that the dose deposited per decay from a thick carbon target was calculated to be 5.116 × 10¹⁰ Gy, Figure 2-25 represents the fraction of thick target dose deposited per decay in thin carbon targets bombarded by 1.5 MeV deuterons. This figure incorporates the reduction in target atoms caused by decreasing the thickness, the increase in cross-section resulting from the higher average ion beam energy, and the variation of film dose deposited per decay. Comparisons are made based on equivalent target irradiation, decay, and film irradiation times.
Figure 2-25. Fractional dose deposition per decay in thin targets. Comparisons are made assuming equal target irradiation (t), decay (t'), and film irradiation (T) times.

Reduction of the target thickness does not result in the need for seriously altering the experimental protocol established for thick targets. For 1.5 MeV deuterons on a 1.0 μm carbon target, the dose deposited in the film per decay is 11% of the thick target value. Slight variations in t, t', or T could be implemented to increase the delivered dose to the level needed for a measurement. The same argument holds also for a 1 μm boron target. Decreasing the target thickness to 1.0 μm with either material will alleviate thermal and resolution concerns which would otherwise be encountered with thick targets.

2.7 Conclusions

The ability to measure current density in ion beams is necessary for the development of accelerator targets capable of handling high heat loads. Determination of the current density allows the incident heat flux on a target to be calculated simply through multiplication by the beam energy. Accurate therapy planning is also facilitated through the knowledge of the beam size and current density. Typical methods currently available for beam profiling are limited to
low overall beam power and currents of around 100 μA. These methods have resolutions which are on the order of 0.5-2 mm.

This chapter has outlined the details and characteristics for using charged-particle reactions in combination with radiochromic film to measure current density in high power ion beams. For 1.5 MeV deuterons on a thick carbon target the technique has an overall resolution of 0.22±0.01 mm. Resolution was found to be limited by the isotropic emission of positrons as well as the inherent characteristics of the optical scanner. MD-55-2 radiochromic film was shown to exhibit linear response over the range of doses encountered in current density measurements. This technique was used to measure current density in beams exceeding 1.4 mA/cm². It was also used to demonstrate the repeatability of the LABA accelerator under different conditions. While the majority of derivations, simulations, and calculations were performed for 1.5 MeV deuterons on a thick carbon target, the equations and conclusions developed in this chapter can easily be adapted to other energies, particle types, or target thicknesses. Carbon is a satisfactory target for deuteron beams having energies >0.7 MeV. For beam energies of interest in neutron capture therapy (1-4 MeV) the most likely target material for use with protons is 11B. Protons with energies above the 11B(p,n) threshold, will have ranges of up to 120 μm. Isotopes produced deep (>10 μm) within a target will degrade the resolution of the technique as a result of scattering within the target material. Decreasing target thickness to around 1 μm results in resolution becoming insensitive to beam energy. It also alleviates any thermal limits which might be imposed by a thick target. Although the reduction in thickness will decrease the amount of produced radioisotope, successful measurements can be made simply by altering irradiation, decay, or film irradiation times.
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Chapter 3 Thermal and Mechanical Considerations of Target Design

A neutron-producing target subjected to an energetic beam of charged particles will develop a thermal profile which depends on various factors which can be separated into the general categories of beam, target, and cooling system. Within each of these categories, the specific parameters which determine the final temperature profile are: (1) beam energy and current density; (2) target material and dimensions; (3) cooling rates (heat transfer coefficients) achieved. While Chapter 2 focused on determining the beam current density, §§3.1-3.3 of this chapter investigates the latter two areas as they pertain to target design.

As a result of the temperature profile generated in the target as well as the mechanical loads imposed by the vacuum and cooling system, substantial thermal and mechanical stresses could develop within the target. Section 3.4 will consider the interaction of thermal and mechanical stresses and the limits they impose on beam size and power for an NCT target.

By drawing on the conclusions from these sections, the goal of this chapter is to establish a process by which the thermal and mechanical performance of a neutron-producing target can be evaluated. Such an evaluation will allow a designer to optimize target dimensions, predict the required cooling parameters, and establish limits on the size and total power of a beam which can be safely handled by the target.

In order to fulfill these stated objectives, the current chapter will begin with a description of the deposition of heat as a function of depth (z) into the target. Once combined with the method described in Chapter 2 for determining the (r, φ) distribution of the beam, a complete (r, φ, z) dependent model of volumetric heat generation (q‴) can be generated. Numerical predictions of temperature profiles resulting from beams of varying size and power will then be presented for beryllium and lithium targets. These simulations are designed to illustrate the relationship between, beam size, target dimension, cooling capacity, and their effect on the total power which can be placed on a target. The subsequent section will introduce a novel technique using liquid gallium metal to satisfy the target-cooling requirements. Experiments conducted with both water and liquid gallium metal will compare and contrast the ability of the two fluids to serve as the heat transfer fluid. These experiments are supplemented by computational fluid dynamics (CFD) simulations. In the final section, the interaction of thermal and mechanical stresses will be investigated and combined with target cooling in finite element simulations which illustrate the process of optimizing performance as measured by maximizing the amount of power which can be safely handled by a target.
3.1 Heat Deposition as a Function of Depth

When a temperature gradient is determined completely by conduction within a material and by boundary conditions applied to its surface, the volumetric heat generation, \( q''' \) (W/m\(^3\)), must be zero. When an energetic charged particle beam strikes a material, however, heat is not deposited solely on the surface. Depending on the energy of the beam, very little energy may be deposited on the surface while the remainder of the beam energy will be deposited as the charged particle slows through the target. This energy deposition may not occur at a uniform rate and can only be determined by calculating the stopping power (-\( dE/dz \)) of the charged particle in the material. With no volumetric heating and a temperature independent thermal conductivity, \( k \) (W/mK), the appropriate form of the 1-D, steady-state, general heat equation is

\[
\frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) = 0
\]  \hspace{1cm} (3.1)

which has the general solution

\[
T(z) = \frac{C_1}{k} z + C_2.
\]  \hspace{1cm} (3.2)

In this case the heat flux, \( q'' \) (W/m\(^2\)) is constant and the temperature gradient is linear throughout the body. With volumetric heating, however, Equation 3.1 becomes

\[
\frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) + q''' = 0
\]  \hspace{1cm} (3.3)

with the corresponding general solution

\[
T(z) = -\frac{q'''}{k} z^2 + C_1 + C_2.
\]  \hspace{1cm} (3.4)
To illustrate the difference in the resulting temperature profile between volumetric heating and a uniform heat flux, Equations 3.2 and 3.4 can be solved for a 1-D target of thickness, \( t \), having a constant thermal conductivity. At \( z = 0 \) the target is subjected to a heat source which either deposits all energy on the surface or deposits heat uniformly throughout the volume. For this example, the \( z \)-axis is collinear with the ion beam. In both cases the target is subject to the following boundary conditions:

\[
T|_{z=t} = T_0;
\]

\[
-k \frac{dT}{dz}|_{z=t} = q'' = q'''t.
\]

With these boundary conditions, Equations 3.2 and 3.4 can be solved analytically.

\[
T(z) = \frac{q''}{k}(t - z) + T_0
\]  \hspace{1cm} (3.5)

\[
T(z) = \frac{q'''}{2k} t^2 \left(1 - \frac{z^2}{t^2}\right) + T_0
\]  \hspace{1cm} (3.6)

Evaluation of the temperature difference between the hot and cold side of the target in each case indicates that a target with uniform heat generation will experience a temperature rise half as large as the uniform surface heat flux case. This temperature rise is linearly dependent on the target thickness and the magnitude of \( q'' \) at \( (z = t) \). Using the one-dimensional calculation for a uniform 1.0 cm\(^2\) beam with a total power of 1000 W deposited in a lithium target (\( k = 78 \) W/m K) which is 100 \( \mu \)m thick, the temperature increase is 25.6 °C for the surface heat flux case compared to 12.8 °C for uniform volumetric heat generation. Resulting temperature profiles are illustrated in Figure 3-1.
3.1.1 Heat Deposition in a Beryllium Target

Of the different reactions based on a beryllium target which have been proposed for use in neutron capture therapy, two reactions in particular have garnered the most attention based on their yield and energy spectrum. Reactions using protons at 4.0 MeV and deuterons at 1.5 MeV on beryllium have been studied and used at LABA for both BNCT and BNCS. (Refer to Table 1-1 for yield and maximum neutron energy).

3.1.1.1 4.0 MeV $^9$Be(p,n)$^9$B

In order to determine the relationship between neutron production and heat generation, two quantities, the energy dependent neutron production cross-section, $\sigma(E)$, and charged particle energy at depth, $E(z)$, must be determined. Protons striking the beryllium target with energy, $E$, are slowed and deposit heat through collisions with atomic electrons. The amount of energy lost per unit length, $-dE/dz$ (stopping power), can be approximated by the Bethe-Bloch formula. As the proton travels a distance, $dz$, it loses a $dE$ amount of energy. Subtracting this lost energy from the original energy results in a new energy, $E-dE$. At this new energy the stopping power is slightly different than at the previous energy and must be recalculated. Repeating these iterations until $E=0$ results in the calculation of particle range. Numerical simulations such as SRIM2000 process these calculations and also account for angular deflection, lattice damage, and backscatter.
SRIM was used to simulate the interaction of 10000 protons striking a beryllium target at 4.0 MeV. The total range of these protons was 160.43 μm with a lateral straggles of 2.89 μm. The resulting stopping power for the protons is plotted in Figure 3-2. Using the stopping power information, the energy of the particle along its trajectory can be determined in the following manner. Over a distance interval, dz, the total energy lost is calculated by integrating the stopping power curve. The resultant is then subtracted from the energy of the particle entering the interval. This is repeated in each successive dz interval until E(z) equals zero. The resulting curve of proton energy versus depth in target is plotted in Figure 3-3.

![Stopping power versus depth in target for 4.0 MeV protons on beryllium.](image)

Protons not only deposit heat but simultaneously generate neutrons as they travel through the target. The probability of producing a neutron per unit length of travel is quantified by the reaction cross section. The $^9\text{Be}(p,n)^9\text{B}$ reaction has a Q-value of -1.9 MeV and a threshold value of 2.059 MeV with rapid increase in the cross-section to around 100 mbarns at 2.5 MeV. A resonance at 2.57 MeV increases the cross-section to 164 mbarns. Beyond the threshold, the cross-section continues to increase with energy so that the cross-section is 278 mbarns at 4.01 MeV. Using the energy dependent cross-section data, a piece-wise 4th-order polynomial function
was generated to match the experimental values of $\sigma(E)$ over the energy range of 2.05-4 MeV. This function was then coupled with the $E(z)$ data derived from the previous calculation in order to generate a curve of $\sigma(z)$. Figure 3-4 illustrates the neutron production cross-section versus depth in the beryllium target up to the point where $\sigma(z)$ becomes zero. Integration of this curve indicates half of the total neutrons produced come from the first 36 $\mu$m. Ninety percent come from the first 80 $\mu$m, and neutron production stops after 110 $\mu$m as illustrated in Figure 3-5.

The issue of non-uniform neutron production, raises the possibility that it might be more effective to reduce the beryllium thickness and raise the beam current to achieve lower target temperatures. The following derivation indicates, however, that this is not the case. Consider a 1-D target which has temperature independent thermal properties. It consists of a neutron producing layer of beryllium ($k_s=200$ W/m K) on top of a substrate layer such as copper ($k_s=350$ W/m K). A uniformly distributed beam of 10 kW of 4.0 MeV protons having a power density ($q_0^\prime$) of 10 MW/m$^2$ is incident on the target. This configuration is illustrated in Figure 3-6.
Figure 3-4. $^9\text{Be}(p,n)^9\text{B}$ neutron production cross-section at various depths in the target.

Figure 3-5. Percentage of total neutrons produced as protons travel to depth in beryllium.
Energy deposited in the target, $E(dz_b)$, is considered uniformly deposited throughout the beryllium thickness so that Equation 3.6 is applicable. The nearly constant slope of Figure 3-3 illustrates that this is a reasonable approximation. As the beryllium thickness is varied from $dz_b=0 \, \mu m$ up to a total thickness of 2000 $\mu m$, the overall thickness of the target/substrate layer is held constant at 2000 $\mu m$ by making the substrate thickness equal to $2000-dz_b \, \mu m$. In order to maintain constant neutron production, $q_0''$ is increased by the amount $1/P_s(dz_b)$, where $P_s(dz_b)$ is the percentage of total possible neutrons generated by a beryllium target of thickness $dz_b$. For beryllium thicknesses less than 165 $\mu m$, heat which is not deposited in the beryllium is immediately absorbed at the target/substrate interface. Based on these assumptions, the temperature increase in the composite target, $dT$, can be calculated using Equations 3.5 and 3.6.

For $dz_s<165 \, \mu m$ range (including straggle) of 4.0 MeV protons:

Beryllium thickness: $dz_b \, \mu m$

Substrate thickness: $dz_s=(2000-dz_b) \, \mu m$

$$q''' = q_0'' \left( \frac{E(dz_b)}{4} \right) \left( \frac{1}{P(dz_b)} \right) dz_b$$

(3.7)
\[ dT = q_o'' \left( \frac{E(dz_b)}{4} \right) \frac{1}{P(dz_b)} dz_b + q_o'' \frac{1}{k_s} dz_s \quad (3.8) \]

For \( dz_b > 165 \, \mu m \) range of 4.0 MeV protons:

Beryllium thickness: \( dz_b \, \mu m \)

Substrate thickness: \( dz_s = (2000 - dz_b) \, \mu m \)

\[ dT = q_o'' \frac{165 \mu m}{2k_b} + q_o'' \frac{(dz_b - 165 \mu m)}{k_b} + q_o'' \frac{dz_s}{k_s} \quad (3.9) \]

The resulting temperature rise in the composite beryllium/copper target is plotted in Figure 3-7.

Figure 3-7. Temperature increase in a 1-D composite beryllium/copper target subjected to uniform beam of 4.0 MeV protons. All points represent equivalent neutron production, although increased beam current is required for beryllium thicknesses less than 110 \( \mu m \).
From this 1-D estimation, some basic observations can be made about the relationship between the target/substrate composition and the overall temperature rise. The minimum temperature rise of 55.4 °C occurs with a beryllium thickness of 110 µm. If the entire 2000 µm thickness is composed of beryllium, the overall temperature rise will be about 95.9 °C. Reducing the beryllium thickness beyond 110 µm and concurrently increasing the beam current to maintain constant neutron production does not reduce the overall temperature rise even with a substrate such as copper which has a high thermal conductivity. In fact, Figure 3-7 illustrates that the overall temperature rise increases dramatically at reduced beryllium thicknesses because of the increased current needed to maintain neutron production.

3.1.1.2 1.5 MeV $^9\text{Be}(d,n)^{10}\text{B}$

Deuterons at 1.5 MeV have a much shorter range in beryllium than 4.0 MeV protons. The reaction is exothermic with a $Q$ value of 4.36 MeV. Based on SRIM simulations of $10^4$ particles, the range of deuterons in beryllium at this energy was calculated to be 21.29±0.35 µm. Compared to the other neutron producing reactions, little cross-section data exists for deuteron energies up to 1.5 MeV. Most of the data exists for deuterons at higher energies. Using the available data, however, calculation of $\sigma(z)$, $P(dz)$, and the overall temperature rise for a beryllium/copper composite was carried out using the procedure outlined in the above sections. Results of these calculations are shown in Figures 3-8, 3-9, and 3-10.

![Figure 3-8. $^9\text{Be}(d,n)^{10}\text{B}$ neutron production cross-section for 1.5 MeV deuterons at various depths in a beryllium target.](image)
Figure 3-9. Percentage of total neutrons produced as deuterons travel to depth in beryllium.

Figure 3-10. Temperature increase in a 1-D composite beryllium/copper target subjected to uniform beam of 1.5 MeV deuterons. All combinations represent equivalent neutron production, although increased beam current is required for beryllium thicknesses less than 21.6 μm.

A minimum temperature difference of 57.0 is found for a beryllium target thickness of 20.3 μm. Further reduction of the beryllium thickness below 20.3 μm does not result in lowering the overall temperature rise as long as neutron production is held constant. An all beryllium target with a thickness of 2000 μm will experience a temperature rise of 99.5 °C. This same
temperature rise can be achieved with an extremely thin, 7.65 μm, beryllium layer on top of a copper substrate, but would require 1.75 times the current to achieve equivalent neutron production.

3.1.2 Heat Deposition in a Lithium Target

As stated in previous chapters, the $^7\text{Li(p,n)}^7\text{Be}$ reaction is the most favorable neutron producing reaction in terms of yield and energy spectrum for use in Accelerator-based Neutron Capture Therapy. The reaction has been thoroughly studied and extensive cross-section data exist.\textsuperscript{9,10} Unlike beryllium, lithium is poorly suited as a target material. The low thermal conductivity (78 W/m K), a melting temperature of 180.5 °C, poor mechanical strength, and explosive reactivity with water virtually ensures that a viable target cannot be composed of pure lithium.

The same calculation of $\sigma(z)$, $P(dz)$, and overall temperature increase was performed for a 1-D composite lithium/copper target subjected to 2.5 MeV protons. Results are illustrated in Figures 3-11,3-12, and 3-13.

![Graph showing neutron production cross-section for 2.5 MeV protons at various depths in a lithium target.](image-url)

Figure 3-11. $^7\text{Li(p,n)}^7\text{Be}$ neutron production cross-section for 2.5 MeV protons at various depths in a lithium target.
Figure 3-12. Percentage of total neutrons produced as 2.5 MeV protons travel to depth in lithium.

Figure 3-13. Temperature increase in a 1-D composite lithium/copper target subjected to uniform beam of 2.5 MeV protons. All combinations have equivalent neutron production but require increased beam current for lithium thicknesses less than 85 μm.
Despite the fact that the cross-section rises from slightly above 300 to nearly 600 mbarns at a target depth of 35 \( \mu \)m, Figure 3-11 illustrates that neutron production does not fall off as drastically with depth compared to beryllium targets. The cross-section remains over 250 mbarns throughout the target until only 5 \( \mu \)m from the point at which the proton energy falls below the 1.881 MeV threshold. The minimum temperature rise of 56.1 °C occurs for a lithium thickness of 85 \( \mu \)m. Although this may not seem like a large temperature increase, a brief example will illustrate the difficulty in designing a cooling strategy for a lithium target. In addition to the temperature rise in the target body, an increase will also be experienced between the bulk coolant temperature and the interface of any target. For a \( q_0 \) of 10 MW/m\(^2\) the temperature rise between the bulk coolant temperature and the target interface would be 100 °C even with a cooling scheme generating a heat transfer coefficient of \( 10^4 \) W/m\(^2\)K. Coupled with the 56.1 degree rise in the target body, a bulk coolant temperature of 25 °C would cause the front of the lithium target to exceed the 180.5 °C melting point.

3.1.3 Making the Transition between Analytic Calculations and Numeric Simulations

Before making the transition from the 1-D calculations of §3.1.1 and §3.1.2 to a numeric simulation, it was helpful to understand some general trends in the thermal behavior of targets based on the 4.0 MeV Be(p,n) and 2.5 MeV Li(p,n) reactions. Because of the large number of possible combinations of beam size, heat transfer coefficient, target material, and substrate thickness, these trends helped to narrow the range of parameters which were then studied using numeric simulations. Analytic calculations were carried out for a target of radius (R) and thickness (t) which was similar in structure to the one pictured in Figure 3-6. The target consisted of a neutron producing layer of either 110 \( \mu \)m of beryllium or 85 \( \mu \)m of lithium on top of a substrate. Dispersion-strengthened copper alloy, C15715-H04, which has a good combination of strength and thermal conductivity was used as the substrate material for both the beryllium and lithium-based targets. Heat removal from the substrate was accomplished by assuming a uniform heat transfer coefficient produced by water at 25 °C. Recognizing the fact that an ion beam has basically a Gaussian distribution, the heat source was modeled using the following equations.

\[
q''(r) = q_{\text{max}} \exp(-\frac{r^2}{2\sigma_{\text{beam}}^2}) \tag{3.10}
\]

\[
Q = \int_0^{2\pi} \int_0^R q''(r)r dr \tag{3.11}
\]
where,

$q''_{\text{max}}$: maximum value of heat flux at the center of the ion beam (W/m²)

$\sigma_{\text{beam}}$: standard deviation of the beam distribution (m)

Q: total beam power on target (W)

R: maximum target radius exposed to ion beam (For these calculations R= 0.027 m)

These 1-D calculations were conducted along a line parallel to the direction of beam and neglected radial heat transfer. This condition is satisfied when $(t/\sigma_{\text{beam}})^2 < 1$. Even when radial conduction is included, however, the highest temperatures in the target can be expected to occur in the center at $r = 0$ for targets which possess strong axisymmetry. Using Equations 3.10 and 3.11, $q''_{\text{max}}$ values were calculated with standard deviations ranging from 0.1 to 1.51 cm to cover the spectrum from highly focused to defocused beams. Although the choice of 1.51 cm as the maximum value for $\sigma_{\text{beam}}$ might seem arbitrary, it was selected to reflect the manner in which targets are mounted on the beamline. The R value in Equation 3.11 refers to the maximum radial location in a target which is exposed to the ion beam. The physical radius of the target, which for these calculations was 0.03 m, is usually slightly larger than the R value because the periphery of a target would be shielded from the ion beam by an aperture, Faraday cup, or mounting support. By limiting the standard deviation of the beam to a value of 1.51 cm, the fraction of the total beam power which would be lost on sections of the beamline other than the target is kept to below 15%. Given the target dimensions, beam distribution, and heat transfer coefficient, the theoretical beam power limit was determined either by the onset of critical heat flux (CHF) or a phase change in the target using the following assumptions. For C15715 copper, a minimum thickness of 1.04 mm is required to support a pressure differential of 0.10135 MPa (1 atm) with a fixed-edge target having a radius of 0.03 m. A slightly larger minimum thickness of 1.47 mm is required for a simply-supported target. Calculations used to determine the minimum thickness for substrate materials are presented in §3.2. For a given substrate thickness, the maximum allowable pressure on the cooled side of the target was used to evaluate a saturation temperature. Although there was no limit placed on the substrate thickness, no pressure value was allowed to exceed 1.0 MPa. The power at which CHF is reached, which is calculated with Equation 3.12, is difficult to quantify since no assumption was made regarding the nature of the cooling configuration. Equation 3.12 attempts to account for the fact that CHF in forced convection increases with fluid velocity, evidenced by the dependence on $h$ in 3.12, as well as pressure. The 30 °C quantity is included so that calculated CHF values predicted by Equation 3.12
converge to the saturated pool boiling CHF values predicted by Zuber\(^\text{12}\) when small values of \(h\) are used in Equation 3.12. In §§3.3 and 3.4 a CHF limit specifically for submerged jet impingement will be introduced. Besides the CHF limit, temperatures were not permitted to exceed the point at which a phase change would occur anywhere in the target. For a lithium target, this meant the beam side could not exceed 180.5 °C. In the beryllium target, the substrate melting temperature of 1083 °C, which would be a maximum at the interface between the target and the substrate, fixed the upper temperature limit. Given these two criteria, the theoretical beam power limits could be determined with the following equations.

**CHF Limit**

For a given bulk coolant temperature (\(T_\infty\)) of 25 °C, heat transfer coefficient (\(h\)), and a saturation temperature (\(T_{\text{sat}}\)), the power at which CHF is reached is:

\[
Q^{\text{CHF}} = \frac{(T_{\text{sat}} + 30 - T_\infty)h}{q''_{\text{max}}(1)}
\]  
(3.12)

**\(T_{\text{melt}}\) Limit**

In the case of a lithium-based target, the power limit imposed by the restriction on melting was found by

\[
Q^{\text{melt}} = \frac{T_{\text{melt}} - T_\infty}{\left(\frac{1}{h} + \frac{t_{\text{sub}}}{k_{\text{sub}}} + \frac{F_{\text{np}}t_{\text{np}}}{2k_{\text{np}}}\right)} \frac{1}{q''_{\text{max}}(1)}
\]  
(3.13)

For the beryllium target, where melting of the substrate would limit power, Equation 3.13 was adjusted to

\[
Q^{\text{melt}} = \left(\frac{T_{\text{melt}} - T_\infty}{\left(\frac{1}{h} + \frac{t_{\text{sub}}}{k_{\text{sub}}}\right)} \frac{1}{q''_{\text{max}}(1)}\right)
\]  
(3.14)
where,

\( Q^{\text{CHF}} \): power limit imposed by CHF (W)

\( Q^{\text{melt}} \): power limit imposed by phase change in the target (W)

\( q''_{\text{max}}(1) \): peak heat flux in a 1 W beam for a given standard deviation (W/m²)

\( h \): heat transfer coefficient (W/m²K)

\( t_{\text{sub}} \): thickness of substrate (m)

\( k_{\text{sub}} \): thermal conductivity of substrate (W/mK); averaged over range from 25 °C to \( T_{\text{melt}} \)

\( F_{\text{sp}} \): fraction of beam energy deposited in the neutron producing layer

\( t_{\text{sp}} \): thickness of neutron producing layer (m)

\( k_{\text{sp}} \): thermal conductivity of neutron producing layer (W/mK); averaged over range from 25 °C to \( T_{\text{melt}} \)

\( T_{\text{melt}} \): temperature at which the first phase change occurs (°C)

Figures 3-14 (beryllium) and 3-15 (lithium) plot the ratio of the \( T_{\text{melt}}/\text{CHF} \) power limit for a variety of heat transfer coefficients and substrate thicknesses. In the regions where this ratio is less than unity, phase change of the target would likely determine the power limit. Likewise, CHF would determine the power limit for ratios greater than one. The dashed lines in both graphs indicate the point at which the limits imposed by the two constraints are equal.

Figure 3-14. Ratio of the \( T_{\text{melt}}/\text{CHF} \) power limit versus substrate thickness for a target composed of 110 μm beryllium on a C15715 copper substrate. Heat transfer coefficients of 20000 W/m²K and 100000 W/m²K are indicated for both fixed and simply-supported edge conditions.
Figure 3-15. a) Ratio of the $T_{\text{melt}}$/CHF power limit versus substrate thickness for a fixed-edge target composed of 85 $\mu$m lithium on a C15715 copper substrate. b) Ratio of the $T_{\text{melt}}$/CHF power limit versus substrate thickness for a simply-supported target composed of 85 $\mu$m lithium on a C15715 copper substrate.
From the standpoint of thermal hydraulics, these graphs indicate that the primary limiting factor for a beryllium-based target cooled with water would be the onset of CHF. Under all combinations of substrate thickness and heat transfer coefficient used in these calculations, CHF determined the ultimate power limit. This was true for both simply-supported and fixed-edge targets. In a lithium-based target, however, most combinations were limited by melting of the lithium as a result of its relatively low $T_{mel}$ at 180.5 °C. At small substrate thicknesses, however, targets were found to suffer from CHF. All fixed-edge lithium targets below 1.15 mm suffered from CHF, while the simply-supported cases were subject to CHF for a substrate thickness below 1.51 mm. Above a substrate thickness of 1.42 mm (fixed-edge) and 1.95 mm (simply-supported) all targets were limited by the melting of the lithium. Within the region bounded by these dimensions failure depended on the combination of heat transfer coefficient and substrate thickness. Maximum power which could be achieved for a specific combination of heat transfer coefficient and substrate thickness was found to exist at the point where the $T_{mel}/CHF$ ratio equaled 1. This is illustrated in Figure 3-16 which plots the maximum power for the lithium-based targets. Peaks in the curves correspond to the points indicated in Figure 3-15 where the power limit ratio had a value of 1.

![Graph showing power limit versus substrate thickness for a target composed of 85um of lithium on a C15715 copper substrate. Fixed-edge and simply-supported edge conditions are depicted for various heat transfer coefficients.](image)

Figure 3-16. Power limit versus substrate thickness for a target composed of 85um of lithium on a C15715 copper substrate. Fixed-edge and simply-supported edge conditions are depicted for various heat transfer coefficients.
Figure 3-16 also indicates that limits imposed by CHF reduce the maximum power to a greater extent than increased thickness, as evidenced by the increased slope of the curves to the left of the peaks.

The results of Figures 3-14 through 3-16 gave no indication of the role played by the distribution of beam power. In addition to target dimensions and heat transfer coefficient, beam power density was a crucial factor in determining the amount of power which could ultimately be handled by a target. Figure 3-17 illustrates the minimum $\sigma_{\text{beam}}$ which allowed a power level of 10 kW to be achieved for fixed-edge beryllium and lithium targets.

![Figure 3-17](image)

Figure 3-17. Plot of the smallest $\sigma_{\text{beam}}$ (m) which permitted a maximum beam power of 10 kW for a fixed-edge beryllium and lithium target. With heat transfer coefficients lower than those illustrated, 10 kW could only be achieved with a $\sigma_{\text{beam}}$ greater than the limiting value of 1.51 cm.

The influence of $\sigma_{\text{beam}}$ is also illustrated in Figures 3-18 and 3-19 which plots the power limit for a given heat transfer coefficient. Each figure gives the results of fixed-edge targets at the substrate thickness found to allow the maximum power. For the lithium target, these thicknesses are indicated on Figure 3-15a. Maximum power for the beryllium target was achieved with a substrate thickness of 1.85 mm which could support the limiting pressure of 1 MPa.
Figure 3-18. Maximum power versus beam standard deviation (m) in a fixed-edge lithium target on a C15715 copper substrate for heat transfer coefficients from 20000-100000 W/m²K.

Figure 3-19. Maximum power versus beam standard deviation (m) in a fixed-edge beryllium target on a C15715 copper substrate for heat transfer coefficients from 20000-100000 W/m²K.
Using these figures, the magnitude of the heat transfer needed to reach a certain power level given a specific beam distribution can readily be obtained.

While the results of the preceding calculations do not represent a final target design, they do illustrate several important interactions between materials, dimensions, heat transfer coefficient, and beam size. The most important conclusions can be summarized as follows:

1. CHF is likely to determine maximum beam power for the beryllium-based targets for all combinations of substrate thicknesses and heat transfer coefficient.

2. To offset the limitations imposed by CHF, power limits were increased by making the substrate thicker. This permitted higher pressurization of the coolant, raised the saturation temperature, and delayed the onset of CHF.

3. Maximum power in lithium targets was found to occur at the point where the ratio of \( T_{\text{med}}/\text{CHF} \) power limits equaled 1. For fixed-edge targets this occurred with substrate thicknesses between 1.15-1.42 mm. In simply-supported targets the range was 1.51-1.95 mm.

4. The smallest \( \sigma_{\text{beam}} \) which allowed 10 kW in the lithium target was 0.0125 m. The value was 0.0093 m for the beryllium target. Both values were for fixed-edge targets.

### 3.2 Numerical Simulation of Target Temperature Profiles

The analytic solutions of §3.1 relied on assumptions which converted the general steady-state heat transfer equation into a 1-D, temperature independent version. In order to more accurately predict the thermal response of a target a numerical model was created which included the following refinements:

1. \( q'' \) uniform replaced by \( q''(r,z) \)
2. temperature independent thermal conductivity replaced by \( k(T) \)
3. radiation and convective boundary conditions introduced
4. limits on maximum temperatures as a result of critical heat flux or target phase change

Incorporation of these refinements was accomplished by generating a finite element model (FEM) of the target using the ADINA-T code. Once the model had been constructed, parameters could be changed with minimal effort and a new temperature profile generated. Temperature dependent materials were used throughout the simulations to account for any non-linearities introduced by variations in thermal conductivity. Appropriate boundary conditions were selected to reflect those which would exist in a target mounted on the end of an accelerator beam line.
3.2.1 Building the Finite Element Model

Most targets used in Accelerator-based Neutron Capture Therapy are symmetric about the axis of the beamline. Utilizing this axisymmetry, a 2-D finite element model of the target was created using ADINA-T. The portion of the target included in the simulation is shown in Figure 3-20.

![Illustration of the 2-D axisymmetric target simulated using ADINA-T. The highlighted region used in the model is symmetric about the z-axis which passes through the centerline of the target at r=0.]

Figure 3-20. Illustration of the 2-D axisymmetric target simulated using ADINA-T. The highlighted region used in the model is symmetric about the z-axis which passes through the centerline of the target at r=0.

3.2.1.1 Target Dimensions

A three-layer, 2-D target was generated so that various material combinations could be tested. This three-layer target was used to model volumetric energy generation which varied in both radial and axial coordinates. Based on MRA optimization studies carried out at LABA, target diameters of 2-6 cm have been proposed. In this study, all targets had a diameter of 6 cm to allow for large variations in beam size.

Plate theory was used to evaluate the minimum thickness required to support a 0.10135 MPa (1 atm) pressure differential. Targets were modeled as a circular plate having a radius (R), thickness (t), Young’s Modulus (E), and Poisson’s ratio (ν). The target, which was subjected to a
uniformly distributed pressure differential \( (P) \), was constrained at its edge \( (r = R) \) in order to maintain equilibrium. Edge constraint was modeled as being either simply-supported \( (w(R) = 0) \) or fixed \( (w(R) = 0; \ w'(R) = 0) \). Plates loaded in this manner experience a deflection \( (w) \) which varies with radial position. Minimum thickness was determined in each case by limiting the maximum deflection at the center to 10% of the total thickness \( (w(0) = 0.1t) \). Beyond the 10% deflection limit non-linear strains become important and plate theory is no longer valid. For most structural materials, the 10% deflection formulation is equivalent to using a safety factor of 2-3.

Regardless of the edge constraints, flexural rigidity \( (D) \) for circular plates is defined as

\[
D = \frac{E t^3}{12(1 - v^2)}.
\]  

(3.15)

Maximum deflection occurs at \( r = 0 \) and can be found using

\[
w_{max} = \frac{P}{64D} \left( \frac{5 + v}{1 + v} \right) R^4 \quad \text{Simply-Supported Edge}
\]  

(3.16)

\[
w_{max} = \frac{P}{64D} R^4 \quad \text{Fixed-edge.}
\]  

(3.17)

Setting \( w_{max} = 0.1t \) and solving for \( t \) resulted in solutions for the minimum target thickness:

\[
t_{min} = \left( \frac{15P(1 - v)(5 + v)}{8E} \right)^{0.25} R \quad \text{Simply-Supported Edge}
\]  

(3.18)

\[
t_{min} = \left( \frac{15P(1 - v^2)}{8E} \right)^{0.25} R \quad \text{Fixed-edge}
\]  

(3.19)
Table 3-1 summarizes the minimum target thickness and thermal resistance (t_m/k) calculated for various substrate materials. All properties were evaluated at 20 °C. Quantities in the table are listed for plates having a radius of 0.01 m. Values of t_min and R_t in targets having radii greater than 0.01 m can be calculated by multiplying the value given in the table by the ratio of the radii. For example, t_min(R=0.03 m) = 3*t_min(R=0.01 m). Minimum target thickness was determined only the substrate thickness. The target layer (110 μm of beryllium or 85 μm of lithium) was assumed to provide no structural support.

Table 3-1. Minimum target thickness (t_min) and thermal resistance (R) for circular plates (R=0.01m) needed to support a 0.10135 MPa pressure differential with simply-supported (SS) or fixed-edge (Fixed) constraints.

<table>
<thead>
<tr>
<th>Material</th>
<th>E (GPa)</th>
<th>v</th>
<th>k  (W/m K)</th>
<th>t_min (SS) (mm)</th>
<th>t_min (Fixed) (mm)</th>
<th>R_s (SS) x (10^6) (m^2 K/W)</th>
<th>R_s (Fixed) x (10^6) (m^2 K/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum 6061</td>
<td>70</td>
<td>0.33</td>
<td>167</td>
<td>0.558</td>
<td>0.394</td>
<td>3.338</td>
<td>2.360</td>
</tr>
<tr>
<td>Aluminum 7075</td>
<td>71</td>
<td>0.33</td>
<td>124</td>
<td>0.566</td>
<td>0.393</td>
<td>4.500</td>
<td>3.180</td>
</tr>
<tr>
<td>C15715-H04</td>
<td>117</td>
<td>0.30</td>
<td>365</td>
<td>0.496</td>
<td>0.348</td>
<td>1.355</td>
<td>0.954</td>
</tr>
<tr>
<td>C18200-TH01</td>
<td>117</td>
<td>0.30</td>
<td>324</td>
<td>0.496</td>
<td>0.348</td>
<td>1.530</td>
<td>1.077</td>
</tr>
<tr>
<td>Beryllium (S-200F)</td>
<td>303</td>
<td>0.08</td>
<td>200</td>
<td>0.413</td>
<td>0.281</td>
<td>2.506</td>
<td>1.701</td>
</tr>
<tr>
<td>Tantalum</td>
<td>183</td>
<td>0.26</td>
<td>57</td>
<td>0.447</td>
<td>0.313</td>
<td>7.794</td>
<td>5.456</td>
</tr>
<tr>
<td>Moly TZM alloy</td>
<td>292</td>
<td>0.30</td>
<td>128</td>
<td>0.394</td>
<td>0.277</td>
<td>3.077</td>
<td>2.165</td>
</tr>
<tr>
<td>Magnesium M11311</td>
<td>44</td>
<td>0.29</td>
<td>78</td>
<td>0.635</td>
<td>0.446</td>
<td>8.115</td>
<td>5.700</td>
</tr>
<tr>
<td>Silicon Carbide</td>
<td>414</td>
<td>0.16</td>
<td>118</td>
<td>0.375</td>
<td>0.258</td>
<td>3.180</td>
<td>2.190</td>
</tr>
<tr>
<td>304 Stainless Steel</td>
<td>194</td>
<td>0.29</td>
<td>15</td>
<td>0.438</td>
<td>0.308</td>
<td>29.158</td>
<td>20.489</td>
</tr>
<tr>
<td>316 Stainless Steel</td>
<td>194</td>
<td>0.29</td>
<td>13</td>
<td>0.437</td>
<td>0.307</td>
<td>32.971</td>
<td>23.184</td>
</tr>
<tr>
<td>Tungsten</td>
<td>399</td>
<td>0.28</td>
<td>179</td>
<td>0.366</td>
<td>0.257</td>
<td>2.051</td>
<td>1.439</td>
</tr>
</tbody>
</table>

3.2.1.2 Boundary Conditions and Heat Inputs

Neutron producing targets used in NCT are attached to the end of an evacuated beam line and are housed in a moderator/reflecter assembly (MRA). A charged-particle beam having a fixed energy and current density strike the target and deposit energy through collisions as the ions slow down. On the opposite side of the target, forced convection generates a heat transfer coefficient which could be uniform or have some spatial distribution. In order to model these interactions the following boundary conditions were applied to the 2-D model pictured in Figure 3-20. Along the centerline of the target (r=0) a symmetry boundary condition (dT/dr = 0) was imposed. A uniform convection boundary having a bulk coolant temperature of 25 °C, which is analogous to using an area-averaged heat transfer coefficient, was modeled along the cooled edge of the target (0 ≤ r ≤ R, z = ±l/2). The target edge at r = R was considered to be insulated. On the beam side of the target, which is located in vacuum, some radiation will occur. Along the line (0
\( r \leq R, z = -t/2 \) a radiation boundary having an environmental temperature \( (T_{em}) \) of 25 °C was generated \( (q'' = \sigma \epsilon (T_{s}^{4} - T_{em}^{4}) \)).

As described in Chapter 2, efficient transport of ion beams makes it difficult to achieve a completely uniform current density. Although broad beams are possible they would still have Gaussian distributions albeit with large standard deviations. In these simulations beams having a range of standard deviations (\( \sigma_{beam} \)) were tested, while azimuthal asymmetry was not considered. Internal heat generation (\( q''' \)) was modeled based on the total power on target using Equations 3.7, 3.10, and 3.11. SRIM-2000 was used to partition the fraction of \( q''''(r) \) deposited in the top neutron-producing layer as well as the fraction deposited in the non-neutron producing layer.

### 3.2.2 Numerical Simulations for Lithium and Beryllium-Based Targets

The four materials highlighted in Table 3-1 were considered as candidate substrate materials for the 4 MeV \( ^{9}\text{Be}(p,n)^{9}\text{B} \) and 2.5 MeV \( ^{6}\text{Li}(p,n)^{6}\text{Be} \) reactions based on their low thermal resistances and the fact that they retain high yield strength at elevated temperatures. Power limits were set according to the following temperature-based conditions which are similar to those mentioned in §3.1.3.

1) Temperature of target and substrate material could not exceed \( T_{melt} \).

2) Temperature at a position 3 mm from the edge could not exceed O-ring melting temperature of 260 °C. This is the position at which an O-ring contacts the target in order to make a vacuum seal on the beamline.

3) Critical heat flux calculated with Equation 3.12. Again this is just an estimate of CHF since no assumption is made about the nature of the cooling.

A couple of points should be kept in mind during the presentation of these results. The saturation temperature used in each simulation was based on the maximum pressure differential which could be supported for a given substrate thickness as determined by Equations 3.18 and 3.19. Saturation temperatures at a given pressure were determined from steam table data. As a matter of taking into account the implementation of a target into a completed Accelerator-NCT system, the maximum allowable pressure differential was limited to 1.0 MPa (~145 psi). Lithium-based targets were the first to be considered using the numerical simulations. Beam standard deviations of 2-15.1 mm and heat transfer coefficients of 20000-100000 W/m²K were simulated. For each substrate material, the process for determining the power limit required determining the point at which the \( T_{melt}/\text{CHF} \) ratio equaled one. Figure 3-21 illustrates how the ratio varies depending on substrate thickness for a lithium target on a C15715 substrate.
Figure 3.21. $T_{\text{met}}$/CHF ratio for (a) fixed-edge and (b) simply-supported lithium target on a C15715 substrate of varying thickness.
Regardless of substrate material, the maximum power which could be achieved occurred at the point where the $T_{\text{men}}$/CHF equaled one. The only two exceptions, however, occurred when the C15715 and C18200 substrates were simulated using a heat transfer coefficient of 20000 W/m$^2$K. With an $h$ of 20000 W/m$^2$K, heat flow due to radial conduction was significant compared to the axial conduction even in beams having large standard deviations. Figure 3-22 illustrates this fact by plotting the radial and axial heat flow in a target subjected to a broad beam, $\sigma_{\text{beam}}$ = 15.1 mm, at a total power of 3500 W with heat transfer coefficients of 20000 and 100000 W/m$^2$K. The simulation results found the axial heat flux at $r=0$ on the cooled side of the target was actually less for $h=20000$ W/m$^2$K than for $h=100000$ W/m$^2$K because of the increased radial heat transfer in the former case.

![Figure 3-22: Plot of the axial and radial heat flux in a lithium target subjected to a beam of 3500 W having a $\sigma_{\text{beam}}$ of 15.1 mm. Heat transfer coefficients of 20000 and 100000 W/m$^2$K were used for the simulations. In this figure axial heat flux is directed from the bottom towards the top of the section is positive. Radial heat flux away from $r=0$ toward $r=0.03$ m is positive.](image)

Other than the combination of $h=20000$ W/m$^2$K with the copper alloy substrates, the largest total powers on target were found to occur for substrate thicknesses within 0.3 mm of the minimum thicknesses required to support a 0.10135 MPa differential. Table 3-2 lists the maximum power and substrate thickness at which this power was achieved for fixed-edge lithium targets using four different substrate materials. Even for substrates such as beryllium and tungsten which can support higher pressure differentials at reduced thickness, the copper alloys permitted higher total power.
Table 3-2. Thicknesses of various substrate materials required to achieve maximum power for a given heat transfer coefficient. Values listed are for fixed-edge targets.

<table>
<thead>
<tr>
<th>Heat Transfer (W/m²K)</th>
<th>C15715 Substrate (mm)</th>
<th>C18200 Substrate (mm)</th>
<th>Tungsten Substrate (mm)</th>
<th>Beryllium Substrate (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20000</td>
<td>4.320</td>
<td>4.320</td>
<td>0.982</td>
<td>1.076</td>
</tr>
<tr>
<td>40000</td>
<td>1.318</td>
<td>1.320</td>
<td>0.904</td>
<td>0.985</td>
</tr>
<tr>
<td>60000</td>
<td>1.246</td>
<td>1.248</td>
<td>0.845</td>
<td>0.916</td>
</tr>
<tr>
<td>80000</td>
<td>1.191</td>
<td>1.190</td>
<td>0.801</td>
<td>0.861</td>
</tr>
<tr>
<td>100000</td>
<td>1.148</td>
<td>1.140</td>
<td>0.771</td>
<td>0.843</td>
</tr>
</tbody>
</table>

Because simply-supported targets required a greater thickness to support a given pressure differential, the maximum power which could be achieved was less than the fixed-edge cases. For the C15715 and C18200 copper alloys, simply-supported targets required substrates which were 0.35-0.47 mm greater than the values of Table 3-2 and could achieve power levels 1.5-5.5% less than the fixed-edge cases depending on the assumed heat transfer coefficient. At h=20000 W/m²K the fixed-edge and simply-supported cases reached a maximum at the same substrate thickness.

Power limits for simply-supported beryllium substrates reached a maximum at thicknesses which were 0.31-0.40 mm greater than those listed in Table 3-2. For heat transfer coefficients of 60000<h<100000 W/m²K, maximum power occurred at the minimum thickness of 1.24 mm which could support the 0.10135 MPa differential. Power levels of the simply-supported beryllium substrate targets were 7.6-18.1% lower than the fixed-edge cases depending on the assumed heat transfer coefficient. Using simply-supported tungsten substrates, power levels were 6.7-16.6% less than the fixed-edge cases. For heat transfer coefficients of 80000<h<100000 W/m²K, maximum power occurred at the minimum thickness which could support the 0.10135 MPa differential. Simply-supported tungsten substrates required 0.22-0.32 mm greater thicknesses than the fixed-edge cases.

In addition to target dimensions and the heat transfer coefficient, power density as reflected by $\sigma_{\text{beam}}$, was an important factor in determining the maximum power which could be placed on a target. Figure 3-23 plots the maximum power for a given $\sigma_{\text{beam}}$ which can be achieved with fixed-edge substrates of C15715, beryllium, and tungsten. All data in the figure are taken at substrate thicknesses listed in Table 3-2 except for the case of h=20000 W/m²K which was taken at the point where the $T_{\text{mel}}$/CHF ratio was one.
At small standard deviations the absolute power limits achieved by using the different substrate materials are relatively constant with the copper alloys being able to handle about 200 W more than the tungsten or beryllium targets. As $\sigma_{\text{beam}}$ increases, the discrepancy between power limits increases to the point that at the maximum $\sigma_{\text{beam}}$ value of 15.1 mm, copper alloys can support 1600-2000 W more than the tungsten and beryllium substrates. The dashed lines of Figure 3-23 represent the analytic solutions calculated in §3.1.3 for the C15715 substrate. Comparison of the analytic to the full numeric simulation data found that the solutions agreed the most (within 3%) for broad beams and high heat transfer coefficients. Analytic and numeric results for highly focused beams and low heat transfer coefficients differed by 413% due to the fact that radial conduction was most prevalent in these cases.

Because the melting point of lithium is low it was possible to narrow the range of substrate thicknesses by finding the point at which the power limit imposed by $T_{\text{melt}}$ and CHF failure were equal. At this point the power which could be placed on the target was maximized. Such was not the case with the beryllium targets because any phase change of the target materials would occur at power levels much higher than can be achieved before the onset of CHF. For all beryllium-
based targets, power limits increased with substrate thickness. From the point of minimum thickness (1.04 mm, fixed; 1.47 mm, simply-supported) up to the thickness which could support the limiting pressure of 1.0 MPa (1.85 mm, fixed; 2.61 mm, simply-supported), power limits increased with thickness in a nearly linear fashion. Further increase in substrate thickness raised the power level, although at a reduced rate, as a result of greater radial conduction. Taken by themselves, these curves would seem to indicate that power limits could be raised to extremely large values simply by making the substrate very thick. Use of the O-ring melt limit imposed no restrictions on the beryllium target dimensions because even in the case of a broad beam, the temperature at the edge of the target was well below the 260 °C failure point. Useful information from the numerical simulations could be derived, however, if an additional failure criteria based on thermal stress was assumed. While §3.4 will present the interactions of thermal stress in much greater detail, the results presented here are used merely to show that the thermal performance alone is not sufficient to determine a useful range of substrate thicknesses for beryllium targets. Figures 3-24 a,b plot the power limits of a 110 µm beryllium target on a C15715 copper alloy substrate using an $\sigma_{beam}$ of 2 mm, while Figures 3-25 a,b utilize a beam having $\sigma_{beam}$ of 15.1 mm. These curves show that power limits imposed by the yielding of the substrate, in fact, decrease with thickness for a given heat transfer coefficient. In these figures, the intersection of the black and red lines corresponding to the same heat transfer coefficient would indicate the magnitude of the maximum achievable power and the substrate thickness at which it is achieved.
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Figure 3-24. Power limits imposed by the onset of CHF (black) and estimates of the limits imposed by thermal stress (red) for fixed (a) and simply-supported (b) beryllium targets on a C15715 substrate. Both plots are data from a simulation using $\sigma_{\text{beam}} = 2$ mm.

3-25 a)
3-25 b)

Figure 3-25. Power limits imposed by the onset of CHF (black) and estimates of the limits imposed by thermal stress (red) for fixed (a) and simply-supported (b) beryllium targets on a C15715 substrate. Both plots are data from a simulation using $\sigma_{\text{beam}} = 15.1$ mm.

This data illustrates that substrate thicknesses in fixed-edge targets will likely be limited to within 0.1 mm of the minimum value. For $h<80,000$ W/m$^2$K, the thermal stress curves are always less than the CHF limit curves and give the maximum power at a thickness of 1.04 mm. For the simply-supported targets in Figure 3-24 thermal stress limits are less than the CHF limits for all heat transfer coefficients. At higher $\sigma_{\text{beam}}$ values, the intersection of the CHF and thermal stress curves move away from the point of minimum thickness but still fall within a relatively narrow band. In the fixed-edge cases of Figure 3-25 curves intersect in a region between 1.45 and 1.65 mm, whereas the simply-supported targets begin to reach maximums at thicknesses in excess of 4.5 mm.

3.2.3 Conclusions Based on Numerical Simulations

From these numerical simulations it was possible to identify certain trends in the behavior of both lithium and beryllium-based targets. Regardless of the substrate material, lithium targets were able to achieve maximum total power at substrate thicknesses which were typically no more than 0.5 mm higher than the minimum thickness which is necessary to support a 0.10135 MPa
pressure differential. Increased thickness was required because of the need to pressurize the coolant to delay the onset of CHF. This was true for both fixed and simply-supported targets. Under the combination of \( h=100000 \text{ W/m}^2\text{K} \) and the C15715 fixed-edge substrate, the maximum power density which would allow a total power of 10 kW on target required a beam having a standard deviation of 12 mm which results in a \( q'' \) at the center of the ion beam of 12 MW/m\(^2\). The data of Table 3-2 indicate that a minimum heat transfer coefficient of 70000 W/m\(^2\)K is required to reach the 10 kW power level.

Dimensions for beryllium targets could not be defined in the same manner based only on thermal considerations since the onset of CHF was shown to occur well before any phase change in the target. Approximations of the power limits imposed by thermal stress indicated that substrate thicknesses would likely be close to the minimum values required to support a 0.10135 MPa pressure differential. The only cases in which thermal stresses did not seem to impose a limit were the simply-supported targets subjected to a broad beam.

Throughout previous discussions the nature and origin of the heat transfer coefficient has not been detailed. Clearly it is advantageous to have the highest possible \( h \) to support high beam power. It is also evident from the numerical studies that regardless of the magnitude of the heat transfer coefficient, thin targets will suffer from CHF. Raising the pressure on the back side of the target will raise the saturation temperature and delay CHF, but there is a tradeoff to be made. Targets must still be capable of supporting vacuum even if pressure is increased and thickness is decreased. Thermal stresses as well as pressure generating by the flow of the coolant will further add to the problem. If it were possible to enhance the magnitude of the heat transfer coefficient while eliminating the possibility of CHF, targets could be constructed with very small thicknesses without regards to the target/coolant interface temperature. Cooling using liquid gallium metal has a number of advantages which make it an attractive alternative to conventional water cooling. At present little data exists on the capabilities of liquid gallium cooling. In the following section some of the first experimental data regarding the cooling capabilities of submerged jet impingement cooling using liquid gallium metal is presented.
3.3 Submerged Jet Impingement Using Liquid Gallium Metal

Liquid jet impingement has been extensively studied for a wide variety of applications including metal forming processes, thermal management of circuits, and turbine blade cooling. Jet impingement is an attractive cooling configuration because high heat transfer coefficients ($10^4$-$10^5$ W/m$^2$K) are readily achieved, implementation is relatively simple, and the region of maximum heat transfer can be directly aimed at the area of highest heat flux. This makes jet impingement ideal for cooling targets subjected to localized heat loads generated by ion-beams. Since targets in NCT applications are located within a completely flooded assembly which is inserted into a moderator/reflector assembly, submerged jet impingement as opposed to free jet impingement is considered in this section. Throughout these discussions it is assumed that jets are fully turbulent (Re>4000) since laminar jets would have little use in the high heat flux conditions encountered in NCT. More specifically, the cooling configuration discussed in this section is an axisymmetric submerged jet as opposed to a planar jet. Axisymmetric submerged jet impingement (see Figure 1-8) differs from free jet impingement in that the jet is introduced through a region of static fluid before striking the target.

A submerged jet can be described in terms of three distinct hydrodynamic regions which are indicated in Figure 1-8. Far away from the target the free-jet region is characterized by increasing levels of turbulence and mixing due to the shear of the jet by the ambient fluid. As the distance from the jet exit to the target is increased this mixing tends to displace the potential core of the jet. This displacement eventually reaches the jet centerline unless the nozzle to target spacing is less than 6-8 nozzle diameters. As the jet approaches the target plate its velocity is decelerated in the axial direction and accelerated radially.

The impingement region defines an area which extends approximately 2 nozzle diameters from the target plate in the axial ($z$) direction and 1.6 to 3 nozzle diameters in the radial direction. Within this region, the stagnation zone extends out to about 0.8 nozzle diameters from the centerline and is characterized by a nearly uniform heat transfer coefficient. Before giving further background about jet impingement cooling, it is necessary to introduce nomenclature which will be used throughout this section. As much as possible, variables and symbols from previous sections are maintained in this section for clarity.

c$_p$: specific heat at constant pressure (J/kg °C)
d: nozzle diameter (m)
\( \varepsilon \): dissipation rate of turbulent kinetic energy (m$^2$/s$^3$)
h₀: stagnation point heat transfer coefficient (W/m²K)
\(\overline{h}\): area-averaged heat transfer coefficient (W/m²K)
K: turbulent kinetic energy (m²/s²)
k: thermal conductivity (W/mK)
\(\mu\): molecular viscosity (kg/m s)
\(\mu_\tau\): turbulent viscosity (kg/m s)
Nu₀: stagnation point Nusselt number (= hd/k)
\(\overline{Nu}\): average Nusselt number (= \(\overline{h} d/k\))
Pe: Peclet number (= RePr)
Pr: Prandtl number (\(\mu c_\rho/k\))
\(\rho\): density (kg/m³)
Re: jet Reynolds number (=Vj d/\nu)
r/d: non-dimensional radial distance from jet center
s/d: non-dimensional nozzle-nozzle spacing for jet arrays
Vj: jet velocity (m/s)
\(\nu\): kinematic viscosity (m²/s)
\(\nu_\tau\): turbulent kinematic viscosity (m²/s)
z/d: non-dimensional axial distance from jet to target

3.3.1 Single Submerged Jet Impingement (Pr > 1)

Heat transfer using single submerged jets has been studied by a number of investigators under different configurations. In these studies the maximum heat transfer coefficient, h₀, was found to occur in the stagnation region with local heat transfer values decreasing at large r/d. A number of correlations exist for the stagnation Nusselt number for turbulent submerged jets. For jets with Pr>1 in the range of 5000<Re<36000 the correlation Nu₀=1.02 Re⁰.⁵ Pr⁰.₃₆₈ was proposed by Sun et al. Gabour and Lienhard suggest a correlation, Nu₀ = 0.278 Re⁰.₆₅₃ Pr¹/₃, which is more strongly dependent on Reynolds number for 25000<Re<85000.

Beyond the stagnation region local h values tend to fall off with r/d as a result of the increasing thickness of the laminar wall-jet boundary layer. When z/d spacing is less than about 6, however, local h values recover to a secondary maximum at an r/d of \(\approx 1.9\) as a result of increased turbulent kinetic energy in this region. The magnitude of this maximum is less than h₀ for z/d greater than unity. At a z/d less than unity any improvement in h is overshadowed by increased flow resistance resulting in the need for extremely large system pressures.
target spacing not only affects the radial variation in \( h \) but \( \text{Nu}_0 \) as well. The stagnation Nusselt number tends to rise as \( z/d \) spacing is increased from 1 to between 4-5 in submerged jets. Beyond a \( z/d \) of 5, \( \text{Nu}_0 \) decreases linearly with spacing. Unlike the correlations given previously, Garimella and Rice included \( z/d \) as an additional parameter in their correlations. For \( 1 < z/d < 5 \) they suggest \( \text{Nu}_0 = 0.492 \, \text{Re}^{0.585} \, \text{Pr}^{0.4} \, (z/d)^{0.024} \).  

Since \( h \) generally decreases with \( r/d \), use of a heat transfer coefficient based only on the stagnation point Nusselt number will overpredict the cooling capacity unless the heated area is 1-2 times the area of the jet. Area-averaged Nusselt numbers are a more representative means of predicting the heat transfer over areas much greater than that of the jet. The study of confined and submerged jets by Garimella and Rice\(^{22}\) mentioned previously proposed correlations for both \( \text{Nu}_0 \) and \( \overline{\text{Nu}} \) over the range of \( 4000 < \text{Re} < 23000 \). Comparison of the correlations indicates that the ratio of \( \overline{\text{Nu}} / \text{Nu}_0 \) approaches unity as Reynolds number increases. At a \( z/d \) of 4, the ratio is 0.64 for \( \text{Re} = 4000 \) and increases to 0.78 at \( \text{Re} = 23000 \). This comparison is applicable over an area extending out to an \( r/d \) value of 3-4.

The results of §3.2 illustrated that the pressure of the cooling system affected the onset of critical heat flux. Impinging jets have an added advantage over other types of cooling configurations in that the dynamic pressure created from the combined axial deceleration and radial acceleration raises the pressure in the stagnation region beyond the ambient system pressure. Outside the stagnation region the pressure falls off in a Gaussian fashion to the point where the ambient pressure level is reached at an \( r/d \) of 1. The pressure in the stagnation region is given by

\[
P_{\text{stag}} \approx P_{\text{sys}} + \frac{1}{2} \rho V_j^2
\]

(3.20)

At this point it is helpful to understand orders of magnitude for both the heat transfer coefficient and dynamic pressure generated by jets of a given diameter and velocity. Heat transfer coefficients using the previously mentioned correlations are given over a range of Reynolds numbers in Figure 3-26. This graph plots \( h_0 \) values calculated for 3 different nozzle diameters at a \( z/d \) spacing of 4. For each curve \( \text{Pr} = 6 \) and \( v = 10^{-6} \, \text{m}^3/\text{s} \) which are typical for water jets. Figure 3-27 illustrates the rapid increase in dynamic pressure required to achieve high heat transfer coefficients for different diameter nozzles.
Figure 3-26. Stagnation point heat transfer coefficients as a function of Reynolds numbers for three different diameter nozzles at a constant z/d of 4.

Figure 3-27. Plot of the dynamic pressure generated by nozzles of various size at a given heat transfer coefficient.
3.3.2 Submerged Jet Arrays

In an NCT target, which could have an area of tens of cm², reduction of the heat transfer coefficient outside the stagnation region poses a problem for single jet configurations. Reduction in dynamic pressure is also a concern since at high heat flux levels the possibility of CHF failure is likely to exist at large r/d. By using an arrangement of several nozzles in an array, a number of the shortcomings of a single nozzle system can be overcome. By placing nozzles close together, the region associated with a single jet is reduced and the heat transfer coefficient remains at a value nearer to that of the stagnation point. Secondary stagnation zones of increased heat transfer and dynamic pressure are also set up where the individual jets collide and are accelerated away from the solid surface. In addition to the parameters mentioned in the previous correlations, the use of arrays introduces an additional parameter, s/d, which represents the nozzle-to-nozzle spacing. Based on the correlation of Pan and Webb,\(^{26}\) \(\overline{Nu} = 0.225Re^{2/3}Pr^{1/3}e^{-0.095(s/d)}\), the ratio of \(\overline{Nu}/Nu_o\) for an array is 0.65 at a Reynolds number of 5000. At higher Reynolds numbers (Re = 20000) the ratio for arrays has risen to 0.94. These comparisons used an s/d array spacing of 4.

3.3.3 Liquid Metal as a Heat Transfer Fluid

Many different types of liquid metals have been used or proposed as the cooling medium for a number of industrial processes. In the nuclear industry liquid metals have been used in fast-breeder reactors such as SUPERPHENIX and EBR-II, which used sodium, and EBR-I, which used a sodium-potassium eutectic. Regardless of the application, liquid metals are attractive primarily because they can operate at very high temperatures and have a thermal conductivity much higher than traditional coolants such as water or oil. Because of this high thermal conductivity, heat transfer correlations for liquid metals (Pr<<1) take-on a slightly different form from the \(C_rRe^aPr^b\) correlations developed for higher Prandtl number fluids. Correlations for liquid metal forced convection are usually given in the form \(C_{1}+C_{2}Pe^n\) to account for the significant heat transfer even when the flow goes to zero.\(^{27,28}\)

One disadvantage encountered in some systems is that operating temperature must be kept high to maintain the metal in the liquid state. Traditional liquid metal coolants such as lithium, sodium, and lead-bismuth alloys have melting points of 180.5, 97.8, and 125 °C respectively.\(^{29}\) Liquid gallium has been studied on a very limited basis as a heat transfer fluid. Beside cesium and mercury, gallium has the lowest melting point (29.78 °C) of any pure metal. As a cooling fluid it has a high thermal conductivity, low molecular and kinematic viscosity, and has the highest liquid range (29.78-2205 °C) of any metal with the exception of tin. Table 3-3 compares many of the relevant heat transfer properties of gallium and water.
Table 3-3. Various properties relating to heat transfer for gallium and water

<table>
<thead>
<tr>
<th>Properties at 30 °C</th>
<th>Gallium</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>6096</td>
<td>995.7</td>
</tr>
<tr>
<td>Melting point (°C)</td>
<td>29.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Boiling Point (°C)</td>
<td>2205</td>
<td>100.0</td>
</tr>
<tr>
<td>Thermal conductivity (W/m K)</td>
<td>30.6</td>
<td>0.62</td>
</tr>
<tr>
<td>Specific Heat (J/kg K)</td>
<td>408</td>
<td>4180</td>
</tr>
<tr>
<td>Molecular viscosity (kg m/s)</td>
<td>1.97e-3</td>
<td>0.798e-3</td>
</tr>
<tr>
<td>Kinematic viscosity (m²/s)</td>
<td>3.2e-7</td>
<td>0.801e-6</td>
</tr>
<tr>
<td>Vapor Pressure at 100 °C (torr)</td>
<td>10¹¹</td>
<td>760</td>
</tr>
<tr>
<td>Pr</td>
<td>0.026</td>
<td>5.42</td>
</tr>
</tbody>
</table>

One of the primary obstacles in using gallium as a heat transfer fluid is its rapid attack of most structural metals. Any of the typical heat transfer structural materials such as copper, aluminum, platinum, zirconium, nickel, silver, and gold form solid solutions with gallium even at low temperatures. A few metals such as tantalum, tungsten, beryllium, and high chromium stainless steels offer good resistance to gallium although these materials suffer significant corrosion at temperatures above 300-600 °C depending on the material. The best resistance to attack by liquid gallium comes from non-metal oxides such as BeO, Al₂O₃, ceramics, and certain forms of graphite. These materials have been found to resist attack by liquid gallium at temperatures in excess of 1000 °C.³⁰ The density of gallium increases upon melting from ~5900 to ~6100 kg/m³, and its volume expands upon freezing. It also has a strong tendency to supercool for long periods of time without solidification. Studies regarding the toxicity of gallium and its nitrates indicate that it has a comparable toxicity to aluminum although an acute dose of 72 mg per kilogram of body weight produced nephritis in rats.²⁹

Because of its low melting point, high thermal conductivity, and low kinematic viscosity, gallium appeared to be a suitable candidate for use in NCT. No experimental correlations exist for liquid metal submerged impinging jets, and very limited data exist for free surface liquid metal jets. Two correlations which have been proposed for free surface liquid metal jets were based on experiments in which a single turbulent jet impinged normally upon and subsequently melted a metal target plate. Sato et al.³¹ proposed: \( \text{Nu} = 0.0152 \text{ Re}^{0.92} \text{ Pr}^{0.8} \), while Green et al.³² suggested a correlation based on Peclet number: \( \text{Nu} = 0.47 \text{ Pe}^{0.5} \).

For cases in which no phase change of the substrate occurs literature suggests that laminar jet correlations could be used.³³ Analytic derivation of the Nusselt number for a laminar jet
having Pr<<1 gave the correlation:  \( \text{Nu} = 1.08 \text{Pe}^{0.534} \). Comparing the heat transfer coefficient predicted for gallium at 30°C using the laminar correlation to that predicted by a turbulent water jet at 20°C (Re= 20000; d= 5 mm) results in an \( h_\text{w}/h_\text{H2O} \) ratio of 5.6:1. These calculations suggest that water would require a velocity of 60.7 m/s to match the convection generated by the gallium jet at 1.28 m/s. In order to test the practicality and efficacy of a gallium-based system, however, it was apparent that a small-scale test was required to compare the heat transfer of gallium and water.

### 3.3.4 Small Scale Tests of Liquid Gallium Submerged Jets

The results of §3.2, which used water as the working fluid, indicated that CHF failure would be a significant limiting factor in NCT target development. In order to remove high heat fluxes, water jets rely on the dramatic increase of dynamic pressure to raise the saturation temperature to the point where large temperature gradients can exist at the target/coolant interface without initiating CHF. Beyond the stagnation region, however, reduced pressure and decreased heat transfer make the onset of CHF likely, especially if single jets are used which have an area smaller than the beam. To avoid CHF at large r/d positions, pressurizing the system to several atmospheres is possible but this places additional mechanical stress on the target. If gallium jets were capable of generating heat transfer coefficients comparable to or greater than water, the onset of CHF would be avoided completely without the need to raise the system pressure.

#### 3.3.4.1 Experimental Set Up for the Gallium/Water Tests

Small-scale tests were conducted to investigate the ability to design, build, and experiment with a system using liquid gallium at low powers and flowrates. Experiments were designed to measure and compare the heat removal of a single submerged jet using both water and gallium. Experiments using a beryllium target heated by a low power ion beam were carried out first with water and then with gallium to ensure that beam conditions were the same for both fluids. The following description details the experimental set up and procedure utilized with gallium. Procedures in the water experiments were the same with the obvious exception that water was used as the cooling fluid rather than gallium.

Figure 3-28 gives a schematic representation of the assembly which was constructed in the accelerator vault at the LABA facilities. A 7-gallon polypropylene reservoir was mounted on a movable cart and fitted with brackets to hold a small 12 VDC mechanical gear pump and a 250 ml bottle which served as the gallium reservoir. Before beginning the experiment, the reservoir was filled with water and heated to between 40-50 °C by a 500 W immersion heater.
keep the gallium supply completely immersed in the water the 250 ml bottle was positioned so that the entirety of its volume, with the exception of the top of the sealing cap, was below the waterline. Likewise, the pumping head was kept submerged in the water during the experiments with the electric connections and motor above the waterline. The water reservoir along with the immersion heater, pump, and 250 ml gallium reservoir are shown in the photo of Figure 3-29.

![Diagram of experimental setup](image)

**Figure 3-28.** Small-scale assembly used to test the heat removal of water and gallium jets from a beryllium target heated by a 1.5 MeV proton beam.

Because of the small size of the pump and the weight of the liquid metal, the gallium level had to be kept above the pumping head so that gravity alone would maintain a net positive suction head (NPSH) on the pump inlet. Upon discharge from the pump, gallium traveled to the target system through a water-jacketed stainless steel tube, which can also be seen in Figure 3-29. The jacketing tube was constructed by encasing a 1.27 cm (½") OD 316 stainless steel tube within a 1.59 cm (5/8") OD polypropylene outer tube. This configuration allowed heated water to be passed in the outer annular region of the jacket in counterflow path while gallium passed through the inner stainless steel tube. This flow configuration served both to keep the gallium warm as it passed to and from the target as well as serving as a simple counterflow heat exchanger. Heated water was drawn from the water reservoir and circulated in the jacket by a 1/3 hp centrifugal pump.
Figure 3-29. Photograph of the polypropylene heated water tank along with the gear pump, immersion heater, and gallium reservoir positioned within the tank.

Gallium was loaded into the system by first melting a 200 ml sample contained in a plastic bottle using a hot water bath. After the gallium was completely melted it was slowly poured into the 250 ml container which was positioned in the heated reservoir. This pouring technique helped remove the scale which tended to form on top of the liquid surface. After transferring the metal to the 250 ml bottle its cap was replaced. In this cap three holes were drilled that were just large enough to allow 6.35 mm (¼”) OD tubing to pass. Two of these holes served as an inlet and outlet for the gallium line while the third allowed a blanketing supply of dry nitrogen to be positioned above the gallium. Use of dry nitrogen was intended to displace as much oxygen and moisture as possible to slow oxidation and scale formation. Flexible polyvinyl tubing, which is shown in Figure 3-29, was used to connect the gallium reservoir and pumping head with the jacketed cooling line.

The target module constructed for these experiments is illustrated in the schematic of Figure 3-30a. A straight edged nozzle (d = 3.91 mm) was formed out of 316 SS tubing which had an OD of 6.35 mm. A 304 SS KF-50 blank flange stub was tapped on the back side to allow the insertion of a SWAGELOK fitting. The nozzle was passed through this fitting and positioned with its edge at a z/d of 1.75 from the target surface. Nozzle-to-target spacing was measured to an accuracy of ±0.1 mm using a micrometer. An angular cut was made in the stub so that the
spent fluid would travel away from the target in an annular fashion before exiting, thereby minimizing crossflow. The target plate was constructed from a 2.54 mm thick beryllium plate having a diameter of 4.445 cm which was brazed into a modified 304 SS KF-50 flange. Brazing of the target was performed by Brush Wellman.

a) 

Figure 3-30. a) Schematic of the target assembly constructed by brazing a beryllium disk (d= 4.445 cm; t= 2.54 mm) into a modified KF-50 flange. b) Photograph of the target assembly positioned on the accelerator beam line. Thermocouple leads as well as the jacketed cooling line are visible.
A 1.5 MeV proton beam served as the heating source for these experiments. Temperature measurements of the target were made with K-type thermocouples which had a stainless-steel sheath diameter of 1.0 mm and a resolution of ±0.1 °C. Thermocouples were affixed to the cooled side of the target directly underneath the jet and at the edge of the target at an r/d of 5.2. These were joined to the target by passing them through two small holes drilled into the stainless steel body of the flange and were affixed by a thin layer of thermally conducting epoxy. Care was taken to make the epoxy mound as small as possible to avoid disturbing the flow field of the jet. Inlet and outlet temperatures of the coolant were also measured by K-type thermocouples attached to the stainless steel cooling line immediately prior and after the target assembly. Insulation was used on these thermocouple connections to minimize heat exchange with the surrounding air. A picture of the target assembly mounted on the end of the beamline is given in Figure 3-30b.

Flowrate measurement was accomplished by collecting the flow from the system into a graduated cylinder for a given period of time. This technique is recommended by Omega Engineering (Stamford, CT) for field calibration of direct reading flowmeters. Three separate measurements were conducted before temperature readings were taken. Average flowrate and uncertainty were calculated from these readings. As an added check on the consistency of the flowrate, the current drawn by the pump was monitored throughout the experiment to ensure that the large deviations in pumping power did not occur. Error analysis on the measured volumes and times found that the greatest flowrate error was 0.061 L/min, which represented an uncertainty of 8.7%.

After the system had been loaded with gallium and flowrates had been measured, the vault was sealed and the accelerator, which had already been tuned, was brought up to the appropriate terminal voltage. Beams of increasing power were placed on the target and temperatures were measured. After each increase in beam power, the temperature variations were monitored until a steady-state had been achieved at which time temperature recordings were made.

Tests were conducted over three separate days using water flowrates of 0.55, 0.70, and 1.75 L/min. For the test at 0.70 L/min the cooling water was kept at 25 °C. All other water tests were conducted using jet temperatures of 45-50 °C. Two gallium tests were performed at flowrates 0.29 and 0.46 L/min with inlet temperatures of 50-55 °C. All experiments were conducted at a z/d ratio of 1.75. Accelerator optical settings were set to identical levels for all tests and produced a peak heat flux of 3250±203 W/m² per Watt of beam power. Experiments described in Chapter 2 indicated that beam size and shape is repeatable given the same optical settings. Temperature at the target center was peaked to ensure that the beam was located directly beneath the stagnation
area of the jet. The third experiment with gallium was terminated when the pump overheated and the motor failed. Tests at other z/d spacings had also been planned but were not performed for the same reason. Pump failure was a major factor in limiting the amount of time that could be devoted to each gallium run. In the first two gallium experiments, pumps failed after about 15 minutes of operation. Failure of the third pump occurred after 2 minutes of operation and did not allow for a third gallium experiment. During normal operation, current drawn by the motor remained within 0.1 amp of the initial current. Each pump failure was preceded by a spike in the current followed by an immediate drop to zero.

3.3.4.2 Results and Discussion of the Small-Scale Tests

Figure 3-31a plots the difference (dT) between the stagnation point (T₀) and the jet inlet temperature (Tᵢ) versus beam power for the three water tests. Figure 3-31b plots the corresponding data collected in the gallium experiments. Jet velocities achieved in each experiment are listed in the legend. Calculation and comparison of h₀ achieved in the experiments was accomplished by performing a least squares linear regression on each set of data. This regression resulted in the slope of dT versus power. Since h = q'/dT, h₀ could be calculated using h₀ = C/X, where C = 3250 ± 203 W/m² per Watt of beam power and X is the slope of the regression which has units of W/K. The slopes of the regressed lines along with calculated h₀ are presented in Table 3-4. Comparison of the stagnation point heat transfer produced by gallium and water indicates that even at jet velocities lower by factors of 2-4, gallium generates a greater heat transfer coefficient than water. With only two data points it is difficult to assess, but the data also seems to suggest that the stagnation point Nusselt number for submerged gallium jets increases more rapidly with Reynolds number than is the case with water jets.

Table 3-4. Regression data and stagnation point heat transfer coefficients from gallium and water jets.

<table>
<thead>
<tr>
<th>Jet Type and Velocity</th>
<th>Slope (W/K)</th>
<th>h₀ (W/m²K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gallium Vⱼ = 0.40 m/s</td>
<td>0.1948</td>
<td>16690 ± 1258</td>
</tr>
<tr>
<td>Gallium Vⱼ = 0.64 m/s</td>
<td>0.0866</td>
<td>37544 ± 2784</td>
</tr>
<tr>
<td>Water Vⱼ = 0.76 m/s</td>
<td>0.2314</td>
<td>14050 ± 901</td>
</tr>
<tr>
<td>Water Vⱼ = 0.97 m/s</td>
<td>0.1889</td>
<td>17212 ± 1212</td>
</tr>
<tr>
<td>Water Vⱼ = 2.43 m/s</td>
<td>0.1002</td>
<td>32448 ± 3645</td>
</tr>
</tbody>
</table>
Figure 3-31. a) Temperature difference ($dT$) between stagnation point ($T_a$) and inlet ($T_{in}$) for water jets. b) Temperature difference ($dT$) between stagnation point ($T_a$) and inlet ($T_{in}$) for gallium jets.
The data collected from the thermocouple placed at the target edge, \( r/d = 5.2 \), suggests that the heat transfer at large distances away from the stagnation point is poorer in gallium than in water jets. Results of the difference in temperature between the target periphery and the jet inlet is illustrated in Figure 3-32. Both gallium jets exhibit larger increases in temperature at the edge of the target compared to water jets at equal beam power. This can be attributed partly to the lower flowrates and the fact that the specific heat of gallium is 10 times lower than water. Even after accounting for the differences in specific heat and flowrate using a first law energy balance, however, gallium still exhibits a larger temperature rise at the target extremity which suggests that the local heat transfer of gallium jets at large \( r/d \) declines more rapidly from the stagnation point value than water jets.

![Diagram showing temperature difference \( T_e - T_m \) between target edge and jet inlet for gallium and water jets.](image)

**Figure 3-32.** Plot of the temperature difference \( (T_e - T_m) \) between the target edge \((r/d = 5.2)\) and the jet inlet for gallium and water jets.

Besides the results involving heat transfer, other conclusions from a practical engineering standpoint could be drawn from these small-scale experiments. A primary concern was the scale and oxidation which tended to form on the gallium during the experiment. During each of the runs using gallium a significant amount of scale was observed in the 250 ml bottle even with the presence of dry nitrogen. A separate test using argon as the blanketing gas did not prevent scale formation. The likely cause of the scale formation was the significant amount of water vapor in
the vicinity of the gallium reservoir throughout the experiment. Under static conditions direct contact of gallium with steam should not have produced a large amount of scale since the oxide layer formed on the surface protects the underlying gallium from further oxidation. When the gallium was flowing, however, the continual agitation of the surface tended to break up the oxide and provided an exposed liquid surface which led to further oxidation. Although these tests indicated that gallium could be successfully circulated with a positive displacement pump, a larger pump would certainly be required in further experiments. Disassembly of the Teflon pumping heads indicated that chipping of the gears had occurred. As the experiment progressed, solid oxide particles had certainly been drawn into the pumping head resulting in chipping of the gears. Larger particles which could not pass through the gears would have led to the seizing of the motor and its subsequent failure. From the standpoint of material compatibility, 316 and 304 stainless steel, beryllium, and the polymers used in the tubing did not appear to suffer any detrimental interactions with the gallium. For the low powers encountered in this test, the simple counter flow path of the gallium and the heating water was sufficient to remove the heat from the gallium. Jet inlet temperature increases of 2-3 degrees over the course of the experiment indicated that the thermal mass of the water reservoir was sufficient to absorb most of the power removed from the target. At higher power levels, however, the heat transfer from the gallium to the water reservoir as well as the thermal mass of the heat sink would have to be increased.

3.3.5 Numerical Simulations of Water and Gallium Jets Using the K-ε RNG Method

Based on the promising results of the small-scale tests, fluid dynamic simulations were conducted to supplement the information gained during the experiments. It was also hoped that the simulations would give further insight into the variation of the local heat transfer from gallium jets. The K-ε RNG model was used in the ADINA-F code to model both water and liquid gallium jets. A brief introduction into K-ε theory is presented before the discussion of the simulation results.

The incompressible Navier-Stokes equations govern the behavior of turbulent fluids.

\[ \frac{\partial \mathbf{V}}{\partial t} + (\mathbf{V} \cdot \nabla) \mathbf{V} = -\frac{1}{\rho} \nabla P + \nu \nabla^2 \mathbf{V} \]  
\[ \nabla \cdot \mathbf{V} = 0 \]  
(3.21)

(3.22)
Direct numerical simulation of these equations is possible but is limited by computer resources, because the velocities, timescales, and energies involved in turbulent flow vary by many orders of magnitude. These scales can be divided into three groups:

(1) Large-scale eddies
In this range turbulent kinetic energy \((K)\) is generated as a result of shear. The largest eddies have a length-scale which is on the order of the boundary layer thickness. The length scale in this range is on the order of \(K^{3/4}/\varepsilon\).

(2) Inertial subrange
Turbulent kinetic energy is neither created or dissipated in this region. Turbulent kinetic energy as a function of eddy size is governed by Kolmogoroff's \(-5/3\) power law.

(3) Viscous dissipation range
Turbulent kinetic energy is dissipated in this range as a result of viscosity. This dissipation occurs at a rate \(\varepsilon\). Length scales in this region scale as \((\varepsilon^{3/4}/\nu)^{1/4}\).

From the length scale of the very smallest eddies it is apparent that a mesh for direct integration would require a spacing on the order of \(\nu^{3/4}\). Two dimensional simulations would therefore need \(\nu^{6/4}\) integration points and 3-D simulations, \(\nu^{9/4}\) points. In order to reduce the computing power required for direct simulation, time averaging of the Navier-Stokes equations have been used to eliminate the small-scale variations. In turbulent flow the instantaneous velocity in a given direction is given by

\[
\nu = U + u
\]  

(3.23)

where,

- \(U\): mean velocity (m/s)
- \(u\): fluctuating velocity component (m/s)

If this two-component velocity is substituted into the Navier-Stokes equations and averaged according to the conditions: \(<U> = U; <u> = 0\), the Reynolds Averaged Navier-Stokes equations emerge. The averaging process, however, introduces a term which still involves the fluctuating velocity component and prevents closure of the equation. Various closure models have been
proposed which allow calculation of this new term, \( -\partial_t \langle u_i u_j \rangle \), which is given the name Reynolds stress. This term is not technically a stress, but since it has behaves as such, \( -\langle u_i u_j \rangle \) is modeled using an equation which is very similar to the shear stress formula for viscous laminar flow.

\[
-\langle u_i u_j \rangle \sim \nu_T (\partial_i U_i + \partial_j U_j)
\]  

(3.24)

where,

\( \nu_T \): turbulent kinematic viscosity

The standard \( K-\epsilon \) model developed by Jones and Launder is still the basis for most numerical simulations of turbulent flow.\(^{36}\) Closure of the Reynolds Averaged Navier-Stokes equations is accomplished by formulating a system of differential equations in terms of the turbulent kinetic energy, \( K = \frac{1}{2} \langle u^2 \rangle \) (\( m^2/s \)), and the rate of turbulent energy dissipation, \( \epsilon \) (\( m^2/s^3 \)), which can be solved to give \( \nu_T \). The standard model of Jones and Launder was expanded by Yakhot and Orszag who applied perturbation theory and dynamic scaling to the standard \( K-\epsilon \) model.\(^{37}\) Their solution method, known as the Renormalization Group or \( K-\epsilon \) RNG model, can be utilized in ADINA-F to model turbulent flow. The RNG model was found to be more accurate than the standard method for recirculating flows which are encountered in jet-impingement.\(^{38}\) Both the standard \( K-\epsilon \) and \( K-\epsilon \) RNG models introduce constants which are not derived analytically but are proposed based on experimental data. These constants are listed in Table 3-5.

<table>
<thead>
<tr>
<th></th>
<th>Standard Model</th>
<th>RNG Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_n )</td>
<td>0.09</td>
<td>0.085</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>1.44</td>
<td>1.42</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>1.92</td>
<td>1.68</td>
</tr>
<tr>
<td>( \sigma_k )</td>
<td>1.0</td>
<td>0.7179</td>
</tr>
<tr>
<td>( \sigma_\epsilon )</td>
<td>1.3</td>
<td>0.7179</td>
</tr>
</tbody>
</table>

Table 3-5. Numerical constants used in the standard and RNG \( K-\epsilon \) models.\(^{36,39}\)
A sixth constant, $\sigma_T$ (turbulent Prandtl number), is also required when the conservation of energy equation is used in the K-\(\varepsilon\) formulation to model heat transfer. While the other constants remain unchanged throughout all regions of the simulation, experimental evidence suggests that $\sigma_T$ varies depending on the configuration of the flow.

3.3.5.1 Building the Numerical Model for Simulations of Single Submerged Jets

The target illustrated in Figure 3-30a, which was used for the small scale gallium and water experiments, was highly axisymmetric. Based on this symmetry, a 2-D model was generated in ADINA-F which was symmetric about the z-axis. Figure 3-33 illustrates the portion of the target used in the small-scale experiments which was modeled in the numeric simulations.

![Diagram](image)

Figure 3-33. Large scale view of target and close-up of the region simulated using the K-\(\varepsilon\) RNG model. Since the model is axisymmetric, only the region from $r=0$ out to the wall at $r = R$ is modeled.

In terms of specifying the boundary conditions for the simulation, the traction/velocity and heat flux/temperature boundaries were relatively straightforward. Either a velocity or traction (pressure) boundary had to be specified on all nodes along the periphery of the model. Likewise, either a heat flux or temperature had to be specified on all nodes located at the model boundary. The boundaries listed below were used in the model.
Traction/Velocity

1. Velocity profile of the fluid located within the nozzle region was determined by iterating the equations of fully developed internal flow which follow the logarithmic law.

\[
\frac{V_j(r_n)}{u_*} = \frac{1}{\kappa} \ln\left(\frac{R_{\text{nozzle}} - r_n}{u_*}\right) + 5.0
\]  

(3.25)

\[
\frac{1}{\pi R_{\text{nozzle}}^2} \int_0^{R_{\text{cage}}} \left[V_j(r_n)\right]^2 2\pi r_n dr_n = \frac{Q}{A_{\text{nozzle}}} = V_j^{\text{mean}}
\]

(3.26)

where,

\[Q: \text{ coolant flowrate (m}^3/\text{sec)}\]
\[r_n: \text{ radial distance from nozzle wall toward centerline of jet}\]
\[u_*: \text{ friction velocity (m/s)}\]
\[\kappa: \text{ Von Karman’s constant = 0.41}\]

Definition of the velocity profile was carried out separately from the ADINA-F program in the following manner. Since \(u_*\) in Equation 3.25 cannot be solved analytically, a centerline velocity had to be assumed. By fixing a centerline velocity, \(u_*\) could then be solved through iteration. With this value of \(u_*\), \(V_j(r_n)\) was integrated using Equation 3.26 to determine a mean jet velocity. This was repeated until the mean jet velocity determined through integration of the velocity profile matched the experimentally measured jet velocity calculated by dividing the flowrate by the nozzle area.

2. \(\partial V/\partial r = 0\) (symmetry condition) at \(r = 0\).
3. No-slip condition for nodes at nozzle boundaries, target surface, and along wall at \(r = R\).
4. Normal traction of 0.10135 MPa along top of fluid region.

Heat Flux/Temperature

1. Jet inlet temperature prescribed for fluid within the nozzle region.
2. \(\partial T/\partial r = 0, \partial q^{''}/\partial r = 0\) at \(r = 0\).
3. Along the front side of the beryllium target the heat flux was modeled with a Gaussian distribution a standard deviation of 7 mm and a peak of 3251 W/m\(^2\) per Watt of beam power.
4. \(q^{''} = 0\) (insulated) at all other boundary nodes.
The only remaining boundary conditions which needed to be specified were those used for turbulent kinetic energy and dissipation rate. Careful selection of these boundary conditions, especially at fluid/solid interfaces, was critical for the proper execution of the simulation. At the inlet region within the nozzle, $K$ and $\varepsilon$ were related to the mean jet velocity using

$$K = 0.003(V_j)^2 \quad \varepsilon = \frac{C_{\mu}^{0.75} K^{3/2}}{0.05d}$$

At the boundary corresponding to the top of the fluid the gradients of $K$ and $\varepsilon$ were set to zero. Near no-slip boundaries the behavior of the $K$-$\varepsilon$ model is known to become unreliable because of suppressed turbulent mixing in the boundary layer. In applications such as jet impingement, however, this near-wall region is critical in the heat transfer process. Several studies have shown that the $K$-$\varepsilon$ model without modification overpredicts the turbulent kinetic energy in the stagnation region which can result in an overestimation of $Nu_r$ by as much as 300%. In order to improve the behavior of the model in these regions, wall-functions can be introduced to replace the normal $K$ and $\varepsilon$ equations. Standard wall-function equations for $K$ and $\varepsilon$ are utilized in the ADINA-F code and have the following form

$$K = \frac{u'^2}{\sqrt{C_{\mu}}} \quad \varepsilon = \frac{u'^3}{\kappa z_p}$$

where,

$z_p$: is the axial distance from the wall where the functions are applied. The variable is given the subscript “p” because it is at this point that the normal equations for $K$ and $\varepsilon$ are “patched” with the wall function equations.

At solid/fluid interfaces such as the nozzle boundaries and the wall at $r = R$ the standard wall-functions needed no further modification. This was not the case, however, at the solid/fluid interface in the stagnation region.

Initial simulations with water jets using only the standard wall-functions resulted in $h_v$ values of $2-3 \times 10^4$ W/m$^2$K at jet velocities similar to those encountered in the small-scale experiments. A quick comparison with $h_v$ values calculated with previously mentioned correlations indicated that the simulation had severely overestimated the heat transfer. This overestimation was found to result from the position at which the wall-functions were applied in the stagnation region of
the impinging jet and the inability of the wall functions to balance the production and dissipation of turbulent kinetic energy in the stagnation zone. Wall-functions are based on the assumption that the patching between the modified K-ε equations and those of the general model occur in a region where the logarithmic velocity profile of Equation 3.25 still holds. Wall-functions, furthermore, have been calibrated for flows which are parallel to boundaries and are free of large pressure gradients.43 This defines a region $40 < z' < 100$ in which the patching can take place. (The non-dimensionalized distance from the target surface is used $z' = z u_*/v_*$.) In jet impingement, however, the flow is not entirely parallel to the surface and large pressure gradients do exist in the stagnation region. Additionally, the viscous boundary layer, which lies in the region between the wall and the logarithmic boundary layer, is extremely thin in jet impingement. For these reasons, application of the standard wall function was occurring at a $z'$ outside the applicable range. The resulting artificial increase in turbulence and a near singularity in the dissipation rate are typical symptoms of the stagnation point anomaly. To avoid this problem, non-equilibrium wall-functions were imposed in the viscous boundary layer by using constraint equations on $K$ and $ε$. Non-equilibrium wall functions force $K$ to zero at the wall and avoid the dissipation singularity and are given by44

$$K = \left( \frac{Z}{Z_{vis}} \right)^2 K_p \quad ε = \frac{2vK}{Z^2} \quad (3.29)$$

where,

$Z^0$: dimensionless constant = 11.225

$K_p$: turbulent kinetic energy at location of patching

$Z_{vis}$: viscous sub-layer thickness

$$Z_{vis} = \frac{\mu Z^0}{\rho C_U^{1/4} K_p^{1/2}} \quad (3.30)$$

In addition to the boundary conditions applied in the model, one other modification regarding the turbulent Prandtl number, $σ_t$, was required. Unlike other constants introduced in the K-ε model, the value of $σ_t$ has been shown to vary depending on the nature of the flow and the distance from a solid interface.40 This dependence on the distance from the wall tends to increase $σ_t$ especially for fluids with $Pr<<1$. For fluids having $Pr>1$, $σ_t$ values range from 0.8-
0.9. For water jet simulations a $\sigma_T$ of 0.9 was used in the boundary layer and a $\sigma_T$ of 0.85 throughout the rest of the model. In low Prandtl number fluids, however, $\sigma_T$ can be $>>1$ especially near the wall. An extended prediction algorithm developed by Weigand et. al. was used to calculate the turbulent Prandtl number in the simulations of the gallium jets.

3.3.5.2 Results of the Numerical Simulations for Water and Gallium Jets

Simulations of both water and gallium jets were carried out at velocities, z/d spacing, and inlet temperatures which matched the conditions used in the small-scale experiments described in §3.3.4. Since the simulations with water could be benchmarked not only against the small-scale experiments but also against data in the literature, they were conducted first. Figures 3-34 a,b,c plot the experimental and simulations results for the three water tests. Comparison of the simulated stagnation point temperatures for the water jets found that maximum deviations from the experimental results were 9.6%, 5.8%, and 8.0% respectively. Simulated temperatures at a radial position of r/d = 5.2 agreed within 12.3%, 6.2%, and 3.7%. Outlet temperatures differed by a maximum of 1.2%, 1.2%, and 2.8%. In addition to the temperature comparisons which indicated good agreement between the numerical model and experiments, additional comparisons involving the heat transfer coefficients were made. Table 3-6 lists the simulated and experimental $h_o$ values from the three water jets ($V_j = 0.76; 0.97; 2.43$ m/s) having Reynolds numbers of 4950, 6300, and 16000 along with the predicted $h_o$ from four different correlations in literature.

<table>
<thead>
<tr>
<th>Simulated $h_o$ (W/m²K)</th>
<th>Experimental $h_o$ (W/m²K)</th>
<th>Garimella &amp; Rice (W/m²K)</th>
<th>Lee &amp; Lee (W/m²K)</th>
<th>Sun &amp; Ma (W/m²K)</th>
<th>Gabour &amp; Lienhard (W/m²K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14479</td>
<td>14050 (2.9)</td>
<td>16104 (11.2)</td>
<td>17268 (19.3)</td>
<td>18722 (29.3)</td>
<td>16891 (16.7)</td>
</tr>
<tr>
<td>17879</td>
<td>17212 (3.7)</td>
<td>18560 (3.8)</td>
<td>19838 (11.0)</td>
<td>21601 (20.8)</td>
<td>19694 (10.2)</td>
</tr>
<tr>
<td>33420</td>
<td>32448 (2.9)</td>
<td>33636 (0.7)</td>
<td>35434 (6.0)</td>
<td>35858 (7.3)</td>
<td>37662 (12.7)</td>
</tr>
</tbody>
</table>

Table 3-6. Comparison of simulated stagnation point heat transfer coefficient to experiment and various correlations. Number in parentheses is the percent difference between the experiment or correlation value.
Figure 3-34. Experimental and simulation data for the small-scale test of the water jet (a) $V_j = 0.76$ m/s; (b) $V_j = 0.97$ m/s; (c) $V_j = 2.43$ m/s.

A final check on the accuracy of the simulations and the robustness of the wall functions was made using the position and magnitude of the secondary maxima in the local heat transfer coefficient. The local value of the heat transfer for each of the water experiments is pictured in Figure 3-35. This data indicates that a secondary maximum in the local heat transfer arises at an $r/d$ position of 1.7-1.9 as jet velocity increases. In the simulation ($V_j = 2.43$ m/s; $Re = 16000$; $z/d = 1.75$; $d = 3.91$ mm), the secondary maximum exhibited a peak heat transfer coefficient which was 76% of the stagnation value. Garimella and Rice experimentally measured the magnitude of this secondary peak to have a value $0.79h_b$ at an $r/d$ of 2 for the jet conditions ($Re = 13000$; $z/d = 2$; $d = 3.2$ mm). Lee and Lee measured the secondary peak to be $0.75h_b$ at an $r/d$ of 1.8 ($Re = 15000$; $z/d = 2$; $d = 25$ mm). The development of this secondary peak is associated with increased turbulent kinetic energy. As $z/d$ spacing increases, the magnitude of the secondary peak is reduced and the $r/d$ position at which it occurs moves away from the jet axis. The consistency of the secondary peak in this simulation with those of experimental data indicate that the wall-functions and turbulence modeling of the jets has performed correctly. Turbulent kinetic energy for the simulated jet is pictured in Figure 3-36. Only the fluid region is depicted in this figure for clarity. This figure illustrates that the wall-functions were indeed successful in limiting $K$ in the stagnation region. Without wall-function corrections the highest $K$ values would have been located within $r/d < 0.5$. 
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Figure 3-35. Local heat transfer coefficient versus r/d position from the simulations of the three water jets used in the small-scale experiments.

Figure 3-36. Turbulent kinetic energy (m²/s²) from simulation of water jet (Vj = 2.43 m/s; Re = 16000; z/d = 1.75; d = 3.91). View is axisymmetric about the jet centerline at r = 0.
While simulations of the water jets could be compared to data from literature as well as the small-scale experiments, only the data from the small-scale tests could be used for comparisons with the simulated gallium jets. Initial simulations of the gallium experiments resulted in $h_o$ values of 86362 W/m$^2$K and 120500 W/m$^2$K for the 0.40 and 0.64 m/s jets respectively. Even with the utilization of the appropriate non-equilibrium wall functions and turbulent Prandtl number corrections, the simulated $h_o$ values were 5.2 and 3.2 times greater than the experimentally measured values. These values, however, were close to the predicted $h_o$ values of 100716 and 124430 W/m$^2$K using the laminar jet correlation mentioned earlier. Examination of the turbulent kinetic energy in the stagnation region did not indicate any artificial buildup which could possibly account for the erroneously high heat transfer values. Surface wetting was investigated as the cause of the discrepancy between the experimental and simulated $h_o$ values. Although surface wetting will be discussed in detail in §3.3.6.5, a brief description is helpful in understanding the origin of the high stagnation heat transfer found in the simulations and the manner in which corrections were made to account for the effect.

The degree to which a fluid wets a surface is quantified by the contact angle, $\theta_c$, between the fluid and the surface. Contact angles near zero reflect a strongly wetting fluid while increasing angles are representative of non-wetting. Sessile drop tests of the contact angle between water and various metal surfaces have yielded a wide range of $\theta_c$ between 0 and 90 degrees. Gallium, on the other hand, has been measured to have a contact angle in excess of 120-150° for most surfaces. The non-wetting of a surface by a liquid metal can dramatically reduce the heat transfer by effectively raising the thermal contact resistance between the fluid and the surface. Early studies using liquid metals, in fact, recommended reducing the heat transfer coefficient predicted from correlations by a factor of two to account for non-wetting. One way to improve the wetting of a fluid is to increase its temperature. In gallium, however, the temperature at which wetting begins to improve is quite high. Temperatures at which the gallium contact angle decreases have been found to be 600 °C or above. Since non-wetting has the effect of increasing the thermal resistance of the viscous boundary layer, corrections were made by adjusting the thermal conductivity of the fluid in the viscous boundary layer. The thermal conductivity of the fluid within the boundary layer was decreased until the simulated and experimental temperatures at the highest beam power agreed to within 5%. Plots of the local heat transfer coefficient with and without the wetting correction are shown in Figure 3-37. Plots of the simulated data (with wetting correction) and the experimental data from the small-scale experiments using gallium jets are given in Figures 3-38 a,b.
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Figure 3-37. Local heat transfer coefficients for the simulated gallium jets which reflect the reduction in h due to the non-wetting of the solid surface.
Figure 3-38. a) Experimental and simulation (with wetting correction) temperature values at stagnation point, r/d = 5.2, and outlet for gallium jet (a) V_j = 0.40 m/s; Re = 5500; z/d = 1.75; d = 3.91 mm (b) V_j = 0.64 m/s; Re = 9000; z/d = 1.75; d = 3.91 mm.

Using the numerical simulations in conjunction with experimental heat transfer data allows for a qualitative measure of the effect of non-wetting. Figure 3-39 plots the ratio of $\bar{h}_{non-corrected}$ : $\bar{h}_{corrected}$ as a function of r/d. This graph was created by area averaging the local values of h found in the original (no wetting correction) and corrected gallium simulations. The ratio can be considered the factor of reduction due to non-wetting. Recall that Lyon proposed a constant reduction factor of 2 in early liquid metal studies. At an r/d = 0 the factor of reduction pertains to $h_n$ and was found to be 5.15 and 2.96 for the 0.4 m/s and 0.64 m/s jets respectively. Figure 3-39 indicates that the reduction in $\bar{h}$ out to an r/d of about 1 is relatively constant for both jets. Beyond an r/d of 1, reduction in the low velocity jet (V_j = 0.4 m/s) drops to 3.32 before rising to 3.82 at large r/d values. Reduction in $\bar{h}$ for the higher velocity jet (V_j = 0.64 m/s) decreases continually beyond r/d = 1 to a minimum value of 1.81. The results of this figure illustrate that the effect of wetting is not constant for all r/d associated with a single jet. Rather than being a constant value the amount of reduction varies depending on the velocity of the jet and the area over which the heat transfer is considered. It appears that wetting is reduced at higher jet velocity.
Figure 3-39. Plot of the factor by which the area-averaged heat transfer coefficient is reduced as a result of the non-wetting of the gallium. The value plotted at a specific r/d was calculated by averaging over a circular area of radius r.

A final comparison between the water and gallium (with wetting correction) jets is warranted. In Figures 3-40 a,b the local and area-averaged heat transfer is plotted versus r/d for the gallium and water jets. The three water jets had Reynolds numbers of 4950, 6300, and 16000, while the two gallium jets had Reynolds numbers of 5500 and 9000. The respective $h_v$ values from the simulations were 14479, 17879, 33420, 16755, and 40722 W/m$^2$K. Considering the lower velocities first, the data suggests that gallium and water jets of equivalent Reynolds number generate nearly equal stagnation point heat transfer coefficients. Because of the low kinematic viscosity of the gallium, however, generating equal Reynolds numbers required water jets of twice the velocity of a gallium jet. While the $h_v$ values of the water jets increased with roughly an $Re^{0.6}$ dependence, the small-scale and simulation results of the gallium indicate that the stagnation heat transfer increased at a greater rate in the gallium jets. Improved wetting of the surface by the gallium at higher jet velocity would account for this accelerated increase in $h_v$. 
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Figure 3-40. a) Local heat transfer coefficient (W/m²K) for gallium and water jets calculated using the K-ε RNG turbulence model. b) Area averaged heat transfer coefficient (W/m²K) which is applicable over a circular area centered at r=0 and having a radius r.
Despite the superiority of $h_o$ in the gallium jets, the area-averaged heat transfer tended to be inferior to the water jets at large r/d. This is not unexpected, since the increased velocity of the water jets translates to higher levels of turbulent kinetic energy at r/d values away from the centerline. Comparison of the gallium jet ($V_j = 0.40$ m/s) to the water jet ($V_j = 0.76$ m/s) found that the local heat transfer former exceeded that of the latter out to an r/d of 2.2, while $\overline{h}$ was superior out to an r/d of 3.3. With a slight increase in the water jet velocity from 0.76 to 0.97 m/s, both the local and area-averaged heat transfer coefficients from the gallium jet were less than those of the water jets. As the velocity and Reynolds number of the gallium jet was increased, however, a jet velocity of nearly a factor of 4 was required in order to approach equivalent heat transfer. Comparison of the $V_j = 0.64$ m/s (Re= 9000) gallium jet to the $V_j = 2.43$ m/s (Re= 16000) water jet found that the local heat transfer of the gallium jet exceeded that of water out to an r/d of 1.3, while $\overline{h}$ was superior out to an r/d of 1.9.

The K-ε RNG simulations have supported the experimental data which indicate that submerged gallium jets provide increased heat transfer over water even at reduced flowrates. By matching the simulation and experimental data from the gallium jets it was possible to make a quantitative measure of the wetting effect. The degree to which gallium wets a surface was shown to improve with increasing jet velocities. It was also shown that the reduction in heat transfer caused by the non-wetting effect varies with r/d. Finally, comparison between the water and gallium jet simulations indicated that the rate of increase in $h_o$ with Reynolds number is greater for the gallium jets than with water. Consideration was also given to the fact that at large r/d values, higher velocity water jets have greater turbulent kinetic energy. If large heated areas are associated with a single jet, the area-averaged heat transfer of a water jet could surpass that of a gallium jet at large r/d.

3.3.6 Large Scale Tests of Heat Transfer from Gallium and Water Jet Arrays

Based on the results indicating improved heat transfer of gallium over water at low Reynolds numbers, a large scale test was constructed to compare the heat transfer of the fluids at power levels and flowrates more indicative of NCT. As with the small-scale tests, experiments were conducted first with water and then with gallium under identical conditions in order to compare the heat transfer. A schematic of the setups used for the water and gallium tests are shown in Figure 3-41 a,b.
Figure 3-41. a) Cooling loop for the large-scale heat transfer experiments using water jets. b) Cooling loop used to test gallium jets in the large-scale heat transfer experiments.
3.3.6.1 Flow System for Water Experiments

The flow system pictured in Figure 3-41a used contaminant-free building-supplied chilled water (16-19 °C). Water was introduced into a reservoir constructed from a 304 SS ASA flange having a internal volume capacity of 4.4 L in order to eliminate any fluctuations in the flowrate of the building supply. Fluid was drawn from the bottom of the reservoir into the inlet of a 316 SS mechanical gear pump capable of a maximum flowrate of 0.631 L/s (10 GPM) at 1750 rpm and a maximum system pressure of 0.69 MPa (100 psi). Power was supplied to the pump by a 1.5 hp DC electric motor, which was controlled through a rectifying circuit coupled to a Variac running off a standard 120 V outlet. This arrangement allowed for control of the coolant flowrate through variation of the voltage supplied to the pump. Upon exiting the pump, coolant entered a variable area flowmeter (±0.01 L/s) before entering the target assembly. Directly before entering the target assembly, pressure and temperature were measured with a pressure transducer (±0.1%) and K-type thermocouple immersed in the fluid by means of a high-pressure feed-through. Spent fluid was collected from the target with an exit at the top of the assembly where a second pressure transducer and thermocouple were located. All piping used in the system with the exception of the nozzles in the target module was composed of 1.59 cm (5/8") O.D. 316 SS tubing coupled with Swagelok fittings.

3.3.6.2 Flow System for Gallium Experiments

Experiments with gallium as the working fluid required minor changes to the system illustrated in Figure 3-41a primarily because of material compatibility and the need to have a completely sealed gallium loop. The resulting system, pictured in Figure 3-41b, consisted of a primary gallium loop, a secondary heated water loop, and a tertiary chilled water loop. The primary gallium cooling loop was composed of 1.59 cm (5/8") OD 316 SS tubing connected with Swagelok fittings. Pumping of the fluid was accomplished with a mechanically-sealed DC gear pump constructed of 316 SS having the same operating parameters as the original pump used in the water experiments. Initial tests attempted to use the original pump, which had a packing-sleeve seal, but proved unsuccessful with gallium. Interaction between the packing sleeve material and gallium caused rapid scaling and the evolution of a dark sludge which degraded the pumping capacity. The second pump which had a mechanically-sealed drive shaft eliminated these problems. The flowmeter used in the water experiments was replaced with a positive-displacement flowmeter (±0.006 L/sec) which had wetted materials of Teflon and ceramics. Temperature and pressure measurements were made with the same instruments used in the water tests. While those tests had relied upon the chilled water supply to regulate the jet temperature,
the gallium tests required a heat exchanger. Upon exiting the target system, gallium was piped into a SWEP MINEX 4x20 plate/gasket type heat exchanger. The heat exchanger pictured in Figure 3-42 was composed of 20 316 SS plates which separated the primary gallium loop from the secondary heated water loop and served as heat exchange surfaces. Sealing of the plates was accomplished with nitrile gaskets.

![Image of heat exchanger](image_url)

**Figure 3-42. SWEP MINEX 4x20 plate/gasket type heat exchanger used in the gallium experiments.**

Water used in the secondary loop was contained in a 34-gallon polyethylene tank fitted with a 500 W immersion heater. Control of the gallium jet temperature, which was kept between 34-53 °C during the experiments, was accomplished by monitoring the temperature of the water in the reservoir and adjusting the power supplied to the heater. A 1/3 hp centrifugal pump circulated the water in the secondary loop from the reservoir, through the heat exchanger, and finally back to the reservoir. Although the thermal mass of the water in the secondary loop limited the temperature increase of the gallium, some additional heat removal was necessary at high powers. Removal of heat from the reservoir was achieved by circulating building supplied chilled water through a tertiary loop consisting of coiled copper tubing located in the reservoir.
3.3.6.3 Target Module

The modular target assembly illustrated in Figure 3-43 consisted of an electrical resistance heater and a 3x3 nozzle array housed in a Teflon body. Fluid entering the back of the module was distributed into a plenum before encountering a 1 cm thick nozzle plate. Nine square-edged nozzles having an ID of 3.02 mm and an overall length of 3.81 cm were machined out of 6.35 mm OD (1/4") 304 stainless steel tubing.

![Diagram of Target Module](image)

Figure 3-43. Schematic of the target module consisting of a Teflon manifold, nozzle plate, body, and a silicon carbide heating plate.

The nozzles were threaded into the nozzle plate in a non-uniform array and positioned in the target body at a nozzle-to-target (z/d) spacing of 4. Figure 3-44 illustrates the arrangement of the nozzles as well as their positioning within the target body. Verification of the spacing was made using a precision caliper to an accuracy of ±0.1 mm. Previous studies of single submerged jets found heat transfer increased with z/d up to a maximum at a z/d of 5-6.\(^{17,45}\) Garrett et al., however, found that the maximum Nusselt number for jet arrays occurred at a smaller z/d of 4.\(^{24}\) The non-uniform array having an s/d of 4.6 in one dimension and 9.5 in the other was required for two reasons. (1) Rectangular dimensions having a L/W ratio of 2:1 were needed to achieve the proper resistance in the heating element; (2) nine jets were determined to give the proper balance between covering a large area ≈ 29 cm\(^2\) while still generating high jet velocities.
Figure 3-44. Schematic and photograph of the target body showing the orientation of the nozzles threaded into the nozzle plate. The photograph shows an early design of the body constructed with phenolic. Because of cracking in the target body, phenolic was replaced by Teflon.
Jets issuing from these nozzles were kept fully submerged by draining the fluid through a single large opening at the top of the target body. Early tests using a dual exit configuration from the sides of the target body indicated the possibility that the top row of jets might not remain fully submerged.

A uniform heat flux was generated by passing high current from a low impedance 48 kW (2200 A at 22 V) DC electrical power supply through a thin layer of copper deposited on a silicon carbide substrate. In order to use a resistance heater which was cooled by a conducting fluid, a design which electrically isolated the heating element from the gallium while maintaining high thermal conductivity was required. Silicon carbide is a strong yet brittle material which has a rare combination of high impedance ($10^6 \Omega$-cm at 20 °C) and high thermal conductivity (125.6 W/m² K at 20 °C).\textsuperscript{50} The heating element pictured in Figure 3-45 was composed of a uniform 1.0 µm copper layer deposited by electron beam evaporation onto a 7.1 mm-thick Hexoloy SA silicon carbide substrate. Plate thickness, stated by the manufacturer at 7.112 ±0.381 mm, was verified to within ±0.05 mm using precision calipers.

![Heater Plate Composed of Hexoloy SA Silicon Carbide](image)

**Figure 3-45.** Heater plate composed of a 1-micron copper layer deposited by electron beam evaporation onto a Hexaloy SA silicon carbide plate.
Several methods exist for depositing a thin layer of material onto a surface. Air plasma spraying (APS), vacuum plasma spraying (VPS), and high-velocity oxygen fuel spraying (HVOF) have been used by other groups to manufacture heating elements. One of the largest uncertainties in these processes, however, was the uniformity of the deposited layer. Oh et al. found that the thickness of deposited layers could vary by as much as 25 μm. Not only did the spraying process generate layers of varying thickness, but because the layers were porous, the thermal conductivity of the sprayed material was reduced from that of the bulk material.

Electron beam evaporation provides a means by which extremely thin, uniform layers of material can be deposited on a substrate. E-beam evaporation uses a focused beam of particles to vaporize a sample held in a crucible. This vapor travels in vacuum toward the substrate where it condenses and forms a coating. By controlling the focus and energy of the beam, deposition rates from 0.1 nm per second to over 150 μm per minute can be achieved. Coatings produced in this manner preserve the microstructure and retain the properties of the bulk material. Since the material is deposited on a molecular basis, bonding to the surface is strong and thermal contact resistance is negligible. Heating elements used in this experiment were coated using the TEMESCAL E-beam evaporator at the M.I.T Microsystems Technology Laboratory. Coating was conducted under a vacuum of 10^-7 Torr at a deposition rate of 5-10 Å per second. Deposition, which required 10-15 minutes per plate, consisted of first laying down 100 Å of titanium followed by 1 μm layer of copper over a rectangular area measuring 7.62 cm x 5.72 cm. The titanium layer, which was used as a bonding material, contributed little thermal resistance and was neglected in subsequent calculations. Uncertainty in the copper layer thickness was ± 0.03 μm.

Current from the power supply was carried through four large-bore copper cables attached to fixed aluminum supports on opposite sides of the target module. On each of the fixed supports four 2.54 cm-wide, sharp-edged copper braids were clamped to the supports with an aluminum plate. By using four leads on each side of the module, excessive heating of the braids was avoided even at currents of several hundred amps. These braids were pressed onto the heating element by 6.35 mm-thick aluminum bus bars which had been milled flat. Both the bus bars and braids were clamped onto the target module with a 1.27 cm-thick plexiglass plate. The assembly is pictured in Figure 3-46. Sharp edges of the braids ensured the dimensions of the heated area could be kept constant between each experiment. By positioning these braids on the top and bottom 0.95 cm of the copper, the total heated area, 7.62 cm wide by 3.81 cm long (29.032 cm²), had an impedance (~0.01 Ω) which matched the that of the power supply. This area was verified through measurement after each experiment with an uncertainty of ±0.011 cm².
Figure 3-46. Photographs of the target assembly which illustrate how power was supplied to the heating element. The edge of the heating element (gray material) located under the plexiglass disk can be seen. Insulation was placed between the plexiglass and the heating element to reduce heat loss to the air.
High temperature insulation was placed between the plexiglass and the heating element to minimize natural convection losses. Even without the insulation, numerical simulations which included the effects of natural convection from the front and sides of the heating element, indicated that the front side temperature would be lower than the measured values by only \( \sim 0.1 \) \(^\circ\)C per kW. From these simulations conduction losses through the copper braids and aluminum bus bars were estimated to be no more than 3.3 \% of the total power. Radiation losses were estimated at 0.17 \% at 10 kW assuming the copper to be a perfect black body. Losses due to convection, radiation, and conduction into the bus bars were minimal compared to the heat transfer due to the impinging jets. Temperature of the heating element was monitored by five K-type thermocouples fixed to the copper using high temperature ceramic epoxy. Intimate contact between the thermocouple and the copper surface was checked with a digital multimeter before each experiment. To avoid delamination of the thermocouple contacts, small nylon screws were threaded through the plexiglass plate and gently tightened down on the epoxy beads. Conduction losses through the epoxy and nylon were minimal.

3.3.6.4 Experimental Procedure and Control

Because the small-scale experiments with gallium had shown evidence of scaling, special care was taken to ensure that minimal contact between gallium and the outside atmosphere occurred before the tests. No contact between the atmosphere and the gallium occurred during the tests. For 24 hours prior to the experiment the entire primary loop was sealed and evacuated by a roughing pump which maintained a vacuum of \( 10^2 \) \(-\) \( 10^3 \) Torr in the system. Shortly before the start of each experiment a 1.0 L volume of gallium metal contained in a sealed polyethylene bottle was melted in a heated water bath. Liquid gallium was then poured through a funnel into a machined Teflon cylinder which was connected to the primary loop immediately prior to the inlet of the pump. With the system still under vacuum, the pump was slowly rotated by hand and a valve on the Teflon cylinder was opened so that gallium was drawn by the pressure differential into the system. Filling of the system was monitored by checking the thermocouples located at various positions throughout the loop. A small reservoir capped with a 1.27 cm thick plexiglass plate was connected to the highest point in the system and allowed visual inspection of the filling process. Filling was complete once the gallium level in the filling cylinder and visual port reached a constant level. At this point, the system was pressurized to 0.2 MPa (30 psi) with dry nitrogen.

Baseline readings were made at the start of each experiment to verify flow rate, temperature uniformity, system pressure, and heater power. Measurements were collected from various instruments with an Hewlett Packard 34901A 20-ch. multiplexer which sampled at 2-second
intervals and immediately transferred the readings to a PC via an RS-232 connection. These readings were displayed in real time on the PC in a scrolling readout. Experimental measurements were based on 30-second averages from each instrument taken after the temperatures had reached steady-state.

Current from the power supply was monitored through a 50 mV shunt, and the voltage drop in the resistance heater was read from clip leads on the copper braids. Total power generated by the resistance heater, $Q_h (W)$, was the product of these two values. Uncertainties in the total heater power ranged from ±0.5% at low power to no more than ±0.7% at high power. Heat flux was calculated by dividing $Q_h$ by the active heater area, $A_h$. Maximum uncertainty in heat flux was ±0.8%. Temperature measurement of the heater surface was made by averaging the five thermocouple readings. These thermocouples were positioned in an area away from the edges of the heating element to avoid the large thermal gradients. By locating the thermocouples in the center portion of the heating element, the temperature measurement of the heater surface reflected the thermal resistance imposed by the SiC substrate and the convective cooling of the jets under essentially 1-D heat flow. Determination of the area average heat transfer coefficient was accomplished by building a 3-D model (Figure 3-47) of the heating element with the ADINA-T code using temperature dependent properties. In order to determine a heat transfer coefficient,
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Figure 3-47. Simulation of the 3-D SiC heating element subjected to a 5 kW heat load and cooled by an area-averaged heat transfer coefficient of 60000 W/m²K at a bulk temperature of 20 °C. This figure includes a plot of the temperature as well as a cross-section showing the 1-D nature of the heat flow. The cut was made perpendicular to the x-axis through the center of the target.
the $h$ used in the simulation was varied until the average of temperatures from the simulation, which corresponded to the location of each of the thermocouples, matched the experimentally derived average of all five thermocouples. $\overline{Nu}$ could then be calculated according to $\overline{Nu} = \frac{\bar{h}d}{k}$.

3.3.6.5 Results and Discussion

While this study was not concerned with developing a Nusselt number correlation for an array of water jets, it was important to illustrate that the procedures used in this experiment produced results consistent with those in literature. Jet velocities in the water tests ranged from 2.5-6.2 m/s and produced Reynolds numbers of 7250-33800. Power levels generated by the heating element ranged from 1-11 kW. A plot of the area-averaged Nusselt number calculated with the experimental data along with $\overline{Nu}$ values predicted by the correlations is given in Figure 3-48. All fluid properties used in the correlations were evaluated at the film temperature, $T_{\text{film}}$, which is the average of the coolant/target interface ($T_{\text{int}}$) and jet inlet ($T_{\text{in}}$) temperatures.

Figure 3-48. Plot of the experimental water jet data along with the predictions of Garrett & Webb and Pan & Webb. Average Nusselt number data is normalized by $Pr^2$ for sake of comparison.
Calculations of \( \overline{Nu} \) based on the experimental water jet data gave values which were 1.3-20.5% lower than predicted using the correlation of Garrett and Webb\(^{24}\) with an average difference of 10.5%. Compared to the Pan and Webb\(^{36}\) data, which was derived for arrays of free surface jets, \( \overline{Nu} \) values from the current experiment were 1.4-48.7% higher with an average difference of 28.7%. As expected, the heat transfer coefficients measured in this experiment, which involved submerged jets, were higher than the free jet data of Pan and Webb. When compared under similar flow conditions, submerged jet impingement produces heat transfer coefficients 25-30% higher than free surface jets.\(^{52}\) The two correlations used to predict \( \overline{Nu} \) required a single s/d spacing. In this study, however, jets were arrayed in a non-uniform pattern illustrated in Figure 3-44. It would not be accurate to characterize the spacing in this array with either an s/d of 4.6 or 9.5. Instead, an s/d of 7 was chosen as the appropriate median value for use in the correlations.

A least squares regression of the water jet data from the current experiment found \( \overline{Nu} \) varied according to

\[
\overline{Nu} = 0.032 \text{Re}^{0.82} \text{Pr}^{1/3}
\]  

(3.31)

Maximum deviation from the experimental data using this correlation was 28.1% with an average deviation of 6.6%. The Reynolds number dependence of \( \overline{Nu} \) from this experiment is consistent with values found in previous studies. Garrett and Webb found an increase in the exponent from 0.7 to 0.97 as s/d was increased from 4.8 to 12.\(^{24}\) A study of air jet arrays by Obot and Trabold found the exponent to be between 0.72-0.82 depending on crossflow conditions and suggested a fixed value of 0.8.\(^{53}\) Likewise, Kercher and Tabakoff found that the exponent varied from 0.6 to 0.95 as s/d spacing was increased from 3-12.\(^{54}\)

Having illustrated that the experimental procedure using water jets produced results consistent with previous studies, gallium jets having velocities of 1.9-3.6 m/s (18150<Re<39000) were studied and area-averaged Nusselt numbers were calculated. Values of \( \overline{Nu} \) from the gallium jet experiments are plotted along with the predictions of the laminar correlation proposed by Liu as well as the turbulent jet correlations of Sato et. al. and Green et. al. These three correlations which can be used with liquid metal jets were given in §3.3.3. Although none of these three correlations were derived for arrays, but rather for single jets, they are presented for comparison because of the limited amount of data pertaining to liquid metal jets. While the laminar correlation and that of Green predict Nu\(_m\), the correlations of Sato give \( \overline{Nu} \). Before plotting the
data it is important to note that the latter two correlations were based on experiments in which phase change occurred in the target plate. Also, the Reynolds range for which those experiments took place were higher than present study. Sato et. al. considered the range 41000<Re<490000 while Green et. al. studied the range 44000<Re<209000.
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Figure 3-49. Nusselt number versus Peclet number for the current study as well as the laminar correlation (Pr<<1) and the turbulent liquid metal jet correlations of Green et. al. and Sato et. al.

Several correlations of the form $C_1 Pe^m$ with $m$ values ranging from 0.5-1.0 were initially examined with limited success. At higher values of $m$, however, the proposed correlations predicted the experimental data with a greater degree of accuracy. Table 3-7 quantifies the predictive ability of the correlations with various combinations of $C_1$ and $m$, while the curves themselves are presented graphically in Figure 3-50. Despite the differences between the studies of Green and Sato, which used single jets of tin, Wood’s metal, and stainless steel, and involved a phase change of the target, the Peclet exponent found in the current study indicates a stronger dependence of $\overline{Nu}$ on jet velocity. Considering the other gallium properties (density, specific heat, thermal conductivity) which affect the Peclet number ($\rho V \overline{d c_p} / k$), they were found to vary by less than 10% during the course of the experiment.
Table 3-7. Minimum, maximum, and average deviations between experimental and predicted $\overline{Nu}$ values using various $C_t$ and $m$ coefficients.

<table>
<thead>
<tr>
<th>Correlation Coefficients</th>
<th>Minimum Deviation</th>
<th>Maximum Deviation</th>
<th>Average Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_t = 0.293$, $m = 0.500$</td>
<td>2.1%</td>
<td>51.1%</td>
<td>22.6%</td>
</tr>
<tr>
<td>$C_t = 5.87 \times 10^{-2}$, $m = 0.750$</td>
<td>0.4%</td>
<td>40.4%</td>
<td>16.8%</td>
</tr>
<tr>
<td>$C_t = 1.17 \times 10^{-2}$, $m = 1.000$</td>
<td>0.7%</td>
<td>29.7%</td>
<td>11.3%</td>
</tr>
<tr>
<td>$C_t = 3.91 \times 10^{-4}$, $m = 1.523$</td>
<td>0.0%</td>
<td>8.6%</td>
<td>3.3%</td>
</tr>
</tbody>
</table>

Figure 3-50. Plot of the experimental $\overline{Nu}$ data along with predicted values from correlations in the form $C_t Pe^m$. A least-squares fit to the data led to a correlation of the form $\overline{Nu} = 0.000391 Pe^{1.523}$. The large Peclet number exponent was attributed to improved surface wetting at increased jet velocity.

Surface wetting and the spreading ratio of gallium were examined in attempt to understand the growth of $\overline{Nu}$. The ability of a liquid metal to wet a surface and the extent to which it spreads out over the surface are separate but not independent phenomena which affect heat transfer. Surface wetting, quantified in terms of the contact angle, $\theta_c$, affects the extent to which a liquid spreads over the surface which, in turn, impacts the heat transfer between the liquid and solid surface. The inability of liquid metals to wet most surfaces was recognized early on as a
limitation on the performance as a heat transfer fluid. As mentioned earlier, to account for the lack of wetting by some liquid metals, it was recommended that the forced convection correlations be reduced by a factor of 2. Figure 3-39, however, illustrated that the reduction factor caused by non-wetting is not constant. Although no studies have quantified the nature of this effect in liquid metal jets, several studies have attempted to quantify the effects of wetting and spreading of molten metal droplets as they relate to heat transfer. While these studies considered single droplets as opposed to jets, they found that heat transfer increased with $\sim \beta_{max}^2$ as a result of decreased thermal contact resistance. The flattening or spreading ratio, $\beta_{max}$, is defined as the ratio of the maximum diameter of liquid after impact to the initial drop diameter. In the following discussion, the quantity $\beta_{max}^2$ is proposed as an additional parameter to be used to correlate $\overline{Nu}$.

Although several models have been proposed to predict $\beta_{max}$, a great deal of the physics of wetting is still not understood. The Kurabayashi-Yang (KY) equation was found to provide the best agreement between an analytic expression and experimental values of $\beta_{max}$ for liquid drops impacting a surface. This equation, which must be solved numerically, relates $\beta_{max}$ to the impact Weber number ($We$) and Reynolds number. In its original form, however, it only utilized energy and surface tension effects but neglected surface wetting. Healy et al. expanded the equation to account for surface wetting effects by multiplying the resulting $\beta_{max}$ from the KY equation with the correction factor of $(45/\theta_c)^{0.241}$. The modified KY equation is given by

$$\frac{We}{2} = \frac{3}{2} \beta_{max}^2 \left[ 1 + \frac{3We}{Re} \left( \frac{\beta_{max}^2}{\beta_{max}^2 - \beta_{max}^2/2} \right) \left( \frac{\mu_o}{\mu_{wall}} \right)^{0.14} \right] - 6 \quad (3.32)$$

where,

We: Weber number ($= \rho V^2 d/\sigma$) All properties except $\mu_{wall}$ taken at jet temperature.

$\beta_{max}$: maximum spreading ratio ($d'/d$)

d': diameter after spreading

d: initial diameter

$\mu_o$: initial fluid viscosity

$\mu_{wall}$: fluid viscosity at wall temperature

$\sigma$: fluid surface tension (Nm)
Figure 3-51 plots $\beta_{\text{max}}$ as a function of Reynolds number for gallium using a diameter of 3.02 mm which corresponds to the jet diameter used in the experiment. Gallium properties were evaluated at an initial temperature of 50 °C, except for $\mu_{\text{wall}}$ which was calculated at 80 °C. A contact angle of 150° was assumed since gallium has been experimentally measured by Hida et. al. to have large contact angles between 140-150° for a variety of substrates.\textsuperscript{48} While SiC was not used in the experiment by Hida et. al., a separate study with a SiC substrate and liquid aluminum, which has a slightly higher surface tension than gallium, measured contact angles of $\sim$160°.\textsuperscript{60} Temperature dependent values of surface tension for gallium was evaluated using $\sigma(T) = 0.7239 - 0.000068 (T(\text{°C}) \cdot 29.8)$.\textsuperscript{61}
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Figure 3-51. Variation of $\beta_{\text{max}}$ with Reynolds number for a gallium droplet (d= 3.02 mm) assuming a contact angle of 150 °.

As seen in Figure 3-51 the maximum slope in the $\beta_{\text{max}}$ curve occurs between 5000 $< Re < -40000$. Beyond Re= 40000 $\beta_{\text{max}}$ continues to grow although at a reduced rate. Since $\beta_{\text{max}}$ tends to affect the contact resistance, it would be expected that this resistance would reach a constant value at high Reynolds number. Aziz et. al reported such a behavior with molten tin by measuring no decrease in thermal contact resistance beyond a Reynolds number of 26000.\textsuperscript{57}
Equation 3.32 was used to obtain $\beta_{\text{max}}^2$ values for gallium under conditions existing in the experiment. By introducing the $\beta_{\text{max}}^2$ parameter and using a least squares fit for $C_1$ and $m$, the predictive ability of the correlation was improved. The new correlation given by

$$\overline{Nu} = 0.0113 \beta_{\text{max}}^2 \text{Pe}^{0.54}$$ (3.33)

predicted $\overline{Nu}$ values which differed from the experimental values by an average of 4.8% with a maximum deviation of 12.2% over the 39 experimental data points. Since $\overline{Nu}$ depends on $\beta_{\text{max}}^2$, the behavior of the spreading factor is extremely important if this correlation is used at higher Reynolds numbers. The $\beta_{\text{max}}^2$ value found with Equation 3.32 continues to increase with Reynolds numbers, contrary to experimental evidence. Although this evidence is limited, it is likely that $\beta_{\text{max}}^2$ will reach a fixed value at Reynolds numbers between $3 \times 10^4$ to $5 \times 10^4$. Since the highest Reynolds number investigated in this study was 39000, a conservative estimate would be to fix $\beta_{\text{max}}^2$ for Reynolds numbers above 40000. According to Figure 3-51, the $\beta_{\text{max}}^2$ value above a Reynolds number of 40000 would be $\sim 25$.

A final comparison of data collected in this experiment illustrates the improvement of gallium over water jets. The experimentally measured values of $\overline{h}$ for the water and jet arrays is presented in Figure 3-52. This figure illustrates that gallium jet arrays provide superior heat transfer compared to water jets for $Re > 13500$. Because of the low kinematic viscosity of gallium, water jets require velocities 2-2.5 times that of gallium to achieve equal Reynolds numbers. Despite this inequity in jet velocities, gallium arrays exhibit enhanced heat transfer over water jets. At a Reynolds number of 18000, $\overline{Nu}$ for the gallium jet array is 19% higher than for water jets. This improvement increases to 50% at $Re = 25000$ and 80% at $Re = 35000$. Figure 3-52, however, does indicate that at reduced Reynolds numbers the array-averaged heat transfer for gallium would fall below that of water jets for $Re < 13500$. This effect was previously illustrated at the end of §3.3.5.2 from the results of the numerical simulations of single jets. By placing jets in an array, however, the area-averaged heat transfer from gallium is maintained above that of water. This will be true for all s/d less than 7 as long as $Re > 13500$. 
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Figure 3-52. Experimentally measured $\bar{h}$ values for gallium and water jet arrays. The solid lines represent $\bar{h}$ values predicted by the correlations given in Equations 3.31 and 3.33.

3.4 Combining Mechanical and Thermal Considerations

Up to this point there has been only cursory examination of the mechanical and structural considerations of an accelerator target. In this final section of the chapter, the conclusions regarding heat deposition and cooling with an array of submerged impinging jets are coupled with the structural implications of the mechanical and thermal stresses. While it would be impossible to present optimized targets for all possible parameter combinations, the goal is to develop a procedure for determining the dimensions of beryllium and lithium-based targets. Before describing the process it is necessary to list certain assumptions regarding different parameters affecting target design. These parameters include:

1. Neutron producing target material and charged particle reaction
   - As has been the case throughout this chapter, the 4 MeV (p,n) reaction is used with the beryllium target, while the 2.5 MeV (p,n) reaction is used with the lithium target.
2. Substrate material
- Beryllium targets can be constructed out of pure metal or with the neutron-producing layer located on a substrate of different material. Beryllium targets with and without substrates are considered.
- C15715 copper alloy is used as the substrate for lithium because of its high thermal conductivity and mechanical strength.

3. Target diameter
- Fixed at 6 cm based on moderator dimensions given in Table 1-2.

4. Coolant
- Water having an inlet temperature of 20 °C and gallium at an inlet temperature of 35 °C are used.

5. Heat transfer coefficient
- Assumed to be uniform over the cooled surface as a result of using a jet-array. Jet velocities required to achieve a given heat transfer coefficient calculated with Equations 3.31 and 3.33.

6. Total pressure loading on target
- Total pressure on target is a combination of the system pressure and dynamic pressure of the jet. In the case of water, system pressure is assumed to be at the minimum value which ensures that the target/coolant interface temperature is less than the saturation temperature.

7. Edge constraints
- Fixed and simply-supported edges are both considered.

8. Beam size
- Broad beams allow higher total powers to be placed on target. Highly defocused beams, however, result in part of the current being lost on non-neutron producing materials.
As a limit on beam size, $\sigma_{\text{beam}}$ is set at 12 mm. This assumption places 95% of the total accelerator output on the 6 cm diameter target.

9. Target thickness
- Primary parameter which is varied in order to achieve maximum possible power on target.
3.4.1 Mechanical and Thermal Stress in Cylindrical Plates

Stress in an accelerator target will arise because of the pressure loading of the cooling system as well as thermal gradients due to heating by the ion beam. Because a target will be subjected to significant thermal and mechanical loads, proper material selection as well as a design which mitigates stress are crucial. Equation 1.7, which indicates that thermal stress is proportional to $\sim E\alpha\Delta T$, gives some indication of the desired properties in a target material. Suitable target materials should have a small elastic modulus, low coefficient of thermal expansion, and a high thermal conductivity. Target materials must also retain their strength at high temperature since they support a pressure differential imposed by the cooling system and the beam line vacuum. In many cases, however, attempts to alleviate either the thermal or mechanical stress has the effect of increasing the other. For example, target thickness can be reduced to lower the thermal resistance. While this will decrease thermal stress by lowering the overall target temperature, it will increase the mechanical stress. Likewise, increases in jet velocity will lower the thermal stress by improving heat transfer, but the mechanical stress will increase as a result of higher dynamic pressures. The following analytic description of mechanical and thermal stresses in a target, modeled as a thin circular plate, will help illustrate these interactions. A detailed derivation of the mechanical stress in a thin cylindrical disk can be found in Kelkar et al.\textsuperscript{63} Calculation of the thermal stress follows a methodology prescribed by Lienhard and Napolitano,\textsuperscript{11} with the exception that the cold side temperature is allowed to vary with position rather than being fixed.

3.4.1.1 Derivation of Thermal and Mechanical Stress Based on Plate Theory

A target having a radius, $R$, and a thickness, $t$, is centered such that the middle of the target is located at $(r,z) = 0,0$. The hot edge of the target is located at $z = -t/2$ and is subjected to a Gaussian heat flux $(q''(r=0) = q_{max}'', \text{ st. dev.} = \sigma_{beam})$. The opposite side of the target at $z = t/2$ is subjected to a uniform pressure, $P$, in the $-z$ direction and a uniform heat transfer coefficient $h$, at a bulk temperature, $T_w$. The sides of the target are insulated, and the temperature across the target is assumed to vary linearly from the hot to cold side. The material is assumed to be unstressed at a temperature, $T_o$. A cross-section of the target plate is illustrated in Figure 3-53.
In general (using cylindrical coordinates), a plate can be subjected to in-plane membrane forces (per unit length) \(N_r, N_\theta, N_{r\theta}\), and out-of-plane shearing forces (per unit length) \(N_{rz}\). In addition to the membrane forces and shears, bending moments (per unit length) \(M_r, M_\theta, M_{r\theta}\) arise because the edge of the plate is either fixed or simply-supported. When loads are axisymmetric, such as the thermal and mechanical loads in this case, \(N_{rz}\), \(N_{r\theta}\), and \(M_{r\theta}\) are zero. The resulting radial and azimuthal stress can be written in terms of the membrane forces and bending moments given by Equation 3.34.

\[
\sigma_r = \frac{N_r}{t} + \frac{12M_r z}{t^3}
\]

\[
\sigma_{\theta\theta} = \frac{N_\theta}{t} + \frac{12M_\theta z}{t^3}
\]
For a uniform pressure load applied at \( z = t/2 \), which results in small deflections (<0.1t), the membrane forces \( N_r \) and \( N_0 \) are zero, and stresses are caused only by the bending moments \( M_r \) and \( M_0 \). These moments can be calculated from the deflections in the \(-z\) direction, \( w(r) \), as indicated in Equation 3.35. Depending on whether the edges are simply-supported or fixed, resulting deflections are given by Equations 3.36 and 3.37.

\[
M_r = -D \left( \frac{d^2w}{dr^2} + \frac{\nu}{r} \frac{dw}{dr} \right) \\
M_0 = -D \left( \frac{\nu}{r^2} \frac{d^2w}{dr^2} + \frac{1}{r} \frac{dw}{dr} \right)
\]

(3.35)

\[
w(r) = \frac{P}{64D} \left( \frac{5 + \nu}{1 + \nu} R^4 - \frac{6 + 2\nu}{1 + \nu} R^2 r^2 + r^4 \right) \quad \text{(Simply-supported)} \]

(3.36)

\[
w(r) = \frac{P}{64D} (R^2 - r^2)^2 \quad \text{(Fixed-Edge)}
\]

(3.37)

Taking the first and second derivatives of 3.36 or 3.37 followed by substitution into 3.35 and then 3.34 gives expressions for the radial and azimuthal stresses from an axisymmetric pressure load.

\[
\sigma_{rr} = \frac{3P}{4} \frac{z}{t^3} (3 + \nu)(R^2 - r^2)
\]

(3.38)

\[
\sigma_{\theta\theta} = \frac{3P}{4} \frac{z}{t^3} \left( R^2 (3 + \nu) - r^2 (3\nu + 1) \right)
\]
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\[ \sigma_{rr} = \frac{3P}{4 \, l^3} \left( R^2 (1 + v) - r^2 (3 + v) \right) \]  
\[
\sigma_{\theta\theta} = \frac{3P}{4 \, l^3} \left( R^2 (1 + v) - r^2 (3v + 1) \right)
\]

Unlike the stresses from a pressure load, which arise only from the bending moments, thermal expansions generate both in-plane membrane forces and bending moments. Expressions for the bending moments and membrane forces caused by thermal expansion can be found in (Johns)\(^{64}\) for simply-supported plates and (Napolitano)\(^{65}\) and (Goodier)\(^{66}\) for fixed-edge plates. Integration of the expressions for the membrane forces and bending moments followed by substitution into Equation 3.34 results in expressions for the radial and azimuthal stresses. For clarity \(\sigma_{\text{beam}}\) is represented by \(\sigma\) in the following equations.

(Simply-supported)

\[
\sigma_{rr} = [E\alpha(T(0,z) - T_o)] \left[ \left( \frac{\sigma}{R} \right)^2 \left( 1 - \theta \left( \frac{R^2}{22^2} \right) \right) - \left( \frac{\sigma}{r} \right)^2 \left( 1 - \theta \left( \frac{r^2}{22^2} \right) \right) \right]
\]

(3.40)

\[
\sigma_{\theta\theta} = [E\alpha(T(0,z) - T_o)] \left[ \left( \frac{\sigma}{R} \right)^2 \left( 1 - \theta \left( \frac{R^2}{22^2} \right) \right) + \left( \frac{\sigma}{r} \right)^2 \left( 1 - \theta \left( \frac{r^2}{22^2} \right) \right) \right]
\]

(Fixed-edge)

\[
\sigma_{rr} = -[E\alpha(T(0,z) - T_o)] \left[ \left( \frac{1 + v}{1 - v} \right) \left( \frac{\sigma}{R} \right)^2 \left( 1 - \theta \left( \frac{R^2}{22^2} \right) \right) + \left( \frac{\sigma}{r} \right)^2 \left( 1 - \theta \left( \frac{r^2}{22^2} \right) \right) \right]
\]

(3.41)

\[
\sigma_{\theta\theta} = -[E\alpha(T(0,z) - T_o)] \left[ \left( \frac{1 + v}{1 - v} \right) \left( \frac{\sigma}{R} \right)^2 \left( 1 - \theta \left( \frac{R^2}{22^2} \right) \right) - \left( \frac{\sigma}{r} \right)^2 \left( 1 - \theta \left( \frac{r^2}{22^2} \right) \right) + \theta \left( \frac{r^2}{22^2} \right) \right]
\]
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where,
\( \sigma_r \): radial stress
\( \sigma_{\theta\theta} \): azimuthal stress
E: Young's Modulus
\( \alpha \): coefficient of thermal expansion
\( T_0 \): temperature at which target is unstressed (assumed to be 25 °C)
\( \nu \): Poisson's Ratio
R: target radius

3.4.1.2 Failure Criteria

Any discussion of mechanics would be incomplete without a criterion in which calculated stresses can be used to predict when failure might occur. For ductile materials two popular failure theories are Tresca’s yield theory (Maximum Shear Stress Theory) and distortion energy (Von Mises') theory. Experimental verification indicates only slight differences in the two with most favoring the predictions of Von Mises' theory, which states that yielding will occur when the energy density associated with the shear stresses reach a critical value, \( \sigma_E \). Distortion energy theory was selected for use in this study. The effective (Von Mises) stress, \( \sigma_E \), is determined from the principal stresses \( \sigma_1, \sigma_2, \sigma_3 \) and is given by

\[
\sigma_E = \frac{1}{\sqrt{2}} \sqrt{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2} \, .
\] (3.42)

In cylindrical coordinates for the case where \( \sigma_Z \) is zero, the Von Mises stress is given by

\[
\sigma_E = \sqrt{(\sigma_r)^2 + (\sigma_{\theta\theta})^2 - \sigma_r \sigma_{\theta\theta}} \, .
\] (3.43)

Implementation of Von Mises theory requires the calculation of an equivalent stress \( \sigma_E \) which is then compared to \( \sigma_y \) in order to determine a safety factor according to

\[
\text{Safety Factor} = \sigma_y / \sigma_E \quad (3.44)
\]

Normally \( \sigma_y \) is given as the stress which produces an offset of 0.2%.
It might be assumed that an additional criterion is needed to determine failure in beryllium, which is normally considered a non-ductile material. As a result of manufacturing processes used for beryllium products, however, this is not necessarily the case. Beryllium which is formed through casting is brittle, difficult to machine, and has poor mechanical properties. For this reason, nearly all beryllium products are produced through a powder metallurgy (PM) process, which results in reasonably good ductility. Improved ductility comes from the random orientation of the beryllium grains produced in the PM process. Because of improved ductility, yield strength can be used as the primary design criterion. The PM process involves creation of a powder either through grinding or melting followed by atomization and solidification. Powder is then pressed and heated so that the final density is >99% of the theoretical bulk density. In vacuum hot pressing, the powder is heated to 1025-1125 °C at pressures on the order of 8.3 MPa. The most common structural grades of beryllium, which are produced through vacuum hot pressing, possess minimum tensile elongations of 1-3% at room temperature. S-200F beryllium, which was used to create the target for the small-scale heat removal experiments, is the most common structural grade for components made from hot pressed block. All beryllium properties listed in this chapter refer to the S-200F grade.

3.4.2 Using Analytic Predictions of Stress and Failure In An All-Beryllium Target

Using Equations 3.38-3.41 the stresses which are induced in a target upon heating can be calculated given the magnitude and radial distribution of heat flux, heat transfer coefficient, bulk coolant temperature, and pressure. It is helpful to first look at the mechanical and thermal stresses separately. Figure 3-54 illustrates the radial and azimuthal components of the mechanical stress generated in an all-beryllium target having a radius of 3 cm and a thickness of 1.25 mm when subjected to a pressure differential of 0.10135 MPa. From Equations 3.38 and 3.39 it is evident that the maximum stresses will occur at the hot and cold sides and will be zero along the target centerline. Since the mechanical stresses on the hot and cold faces are equal in magnitude but opposite in sign, only the values for the hot edge are plotted. Radial variations in the stresses described for the heated face, therefore, would also hold along the cooled face but with tensile stresses becoming compressive and vice versa. On the heated face, the mechanical stresses are generally tensile. For a simply-supported edge all mechanical stresses are tensile with maximum values occurring at the center and decreasing with radius. While radial stress falls to zero at the edge, azimuthal stress at the edge approaches a value which is \((2-2v)/(3+v)\) times greater than the azimuthal stress at the center. For equivalent radii, thickness, and pressure, a fixed-edge
target experiences less deflection and stress at the center than a simply-supported target. At an $r$ value slightly greater than $0.5R$, the radial stress along the hot face transitions from tensile to compressive and reaches a maximum at the target edge. This maximum is twice the magnitude and opposite in sign from the radial stress at the center.
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Figure 3-54. Radial and azimuthal stress along the hot face of an all beryllium target having a thickness of 1.25 mm. Positive stresses are tensile and negative stresses are compressive. Stresses along the cold face would have equal magnitude but opposite signs.

Two different heating conditions are considered to illustrate thermal stresses calculated with Equations 3.40 and 3.41. Both cases utilize a target thickness of 1.25 mm, a radius of 3 cm, and a heat transfer coefficient of $10^5$ W/m$^2$K at a bulk temperature of 35 °C. The first case considers a highly focused beam ($\sigma_{beam} = 2$ mm; total power on target 100 W), while the second case uses a broad beam ($\sigma_{beam} = 12$ mm; total power on target 2 kW). These cases are plotted in Figures 3-55 and 3-56. From Figure 3-55 it is evident that the stresses for a highly focused beam are nearly identical for fixed and simply-supported edges. In the limit of $\sigma_{beam} \to 0$, Equations 3.40 and 3.41 reduce to equivalent expressions indicating that edge constraints are not important for a highly localized beam. Stresses on both the hot and cold side of the target are compressive at the center, but quickly fall at increased $r$ values. For both edge constraints there is a tensile extremum in the azimuthal stress corresponding to the beam edge.
Figure 3-55. Thermal stress for a 1.25 mm thick beryllium target subjected to a highly focused 100 W beam (σ_{beam} = 2 mm). Stresses in a fixed-edge target are illustrated in the top graph, while the bottom graph plots the stresses for a simply-supported target under the same heating and cooling conditions. The graphs, which are nearly identical, indicate that edge constraints are unimportant for highly focused beams.
Figure 3-56. Thermal stress for a 1.25 mm thick beryllium target subjected to a broad 2 kW beam ($\sigma_{beam} = 12$ mm). Stresses in a fixed-edge target are illustrated in the top graph, while the bottom graph plots the stresses for a simply-supported target under identical conditions.
Figure 3-56, which plots thermal stresses generated by a broad beam, begins to illustrate some of the differences between fixed and simply-supported targets. Most noticeable is the fact that the maximum compressive stresses at the center of the simply-supported target are nearly a factor of 2 less than for a fixed-edge. Because the edge is not allowed to expand laterally, membrane forces generate compressive radial and azimuthal stresses throughout a fixed-edge target. With edges free to expand laterally, compressive stresses are reduced for simply-supported edges. From Equation 3.40 it is apparent that radial thermal stresses in simply supported targets are zero at the outer edge. Azimuthal stresses which are compressive at the center of the target become tensile toward the edge and can have magnitudes close to those at the center.

Having examined separately the mechanical and thermal components, it is apparent that there are certain locations in the target, such as the center and edges of the hot and cooled faces, which are likely to exhibit large total stresses. In situations where both thermal and mechanical stresses are compressive or tensile they would compound each other and generate a high total stress. To illustrate this point, Figures 3-57 and 3-58 plot the effective stresses (Equation 3.43) at certain locations in an all-beryllium target under the following conditions:

Heat transfer coefficient: $10^5$ W/m$^2$K
Coolant temperature: 35 ºC
Pressure: 0.10135 MPa
Beam standard deviation: 12 mm
Total beam power: 3 kW

Looking first at Figure 3-57, which plots the total stresses in a simply-supported target, it is apparent that optimizing the target thickness involves balancing the stresses at the center and edge of the hot side with those at the center of the cold face. This figure also illustrates how increasing or decreasing target thickness affects the stresses in certain regions. Thin targets would likely fail at the center of the cold face where the mechanical and thermal stresses are both compressive. Even at the center of the hot face, where the highest temperatures exist, stresses are quite low since the tensile mechanical stresses counter balance the thermal stresses. Increasing the target thickness reduces the mechanical stress and emphasizes the thermal stress. At increased thickness the stresses at the edge of the target tend to be large because the radial components of the thermal and mechanical stresses are both tensile. For very thick targets, thermal stresses at the center of the target would dominate and cause of failure. It is clear from this graph that for broad beams the stresses at the edge of the cold side remain small and would not affect the optimization process.
Figure 3-57. Plot of the effective stresses in a simply-supported target (R = 3 cm) at varying thicknesses when subjected to a 3 kW beam having a standard deviation of 12 mm and a pressure differential of 0.10135 MPa. A heat transfer coefficient of $10^5$ W/m$^2$K at a bulk temperature of 35°C was used.

Figure 3-58. Plot of the effective stresses in a fixed-edge target (R = 3 cm) at varying thicknesses when subjected to a 3 kW beam having a standard deviation of 12 mm and a pressure differential of 0.10135 MPa. A heat transfer coefficient of $10^5$ W/m$^2$K at a bulk temperature of 35°C was used.
The most noticeable difference between Figures 3-57 and 3-58 is that the stresses in a fixed-edge target tend to be higher than those of the simply-supported target. At small thicknesses the highest stresses are located at the center of the cold face and the edge of the hot face where all mechanical and thermal stresses are compressive. As thickness is increased, the stress at the center of the hot face grows quickly because of the increased membrane forces resulting from a lack of lateral expansion. As was the case in the simply-supported target, optimization would involve balancing the stresses at the center and edge of the hot side with those of the center of the cold face. Stress at the edge of the cold face would not be important.

From the preceding discussion of how the mechanical and thermal stresses interact, it should be apparent that for a given set of conditions optimizing the target thickness to allow maximum power requires the balancing of stresses on the hot and cold face. In general, if the target is too thin, failure will occur on the cold face of the target well below the point at which failure would occur on the hot side. If the target is too thick, the opposite would be true, and failure would occur first on the hot face. The following examples illustrate the optimization of a target of thickness (t) and radius (R) of 3 cm composed completely of beryllium and constrained at the edge either by a simple-support or a fixed-edge. The target is centered at \((r,z)=(0,0)\). As indicated in Figure 3-53 a Gaussian-shaped heat flux, having a standard deviation \(\sigma_{beam}\) of 12 mm is imposed on the vacuum side and a uniform heat transfer coefficient of \(10^5\) W/m²K at a bulk temperature of 35 °C is imposed on the cooled side. Gallium is assumed as the cooling fluid. At a given power, \(q''_{max}\) can be determined using Equations 3.10 and 3.11. The temperature field given by the following equations retains the same radial variation as the heat source and assumes heat flow only in the axial direction. These profiles were used with Equations 3.40 and 3.41 to calculate thermal stress. Properties such as thermal conductivity, coefficient of thermal expansion, and Young’s modulus were calculated at the average plate temperature.

\[
T_c(r) = T_{in} + (1/h)q''_{max} \exp(-0.5(r/\sigma_{beam})^2) \quad \text{(Cold Side)}
\]

\[
T_h(r) = T_c + (h/k)q''_{max} \exp(-0.5(r/\sigma_{beam})^2) \quad \text{(Hot Side)}
\]

\[
T(r,z) = T_c(r) + (r/2-z)(1/k)q''_{max} \exp(-0.5(r/\sigma_{beam})^2) \quad \text{(Arbitrary (r,z) location)}
\]

In order to prescribe a uniform pressure along the cooled face certain assumptions had to be made about the arrangement of the nozzles since the uniform heat transfer coefficient is the product of a jet array. The experiments of §3.3 used a rectilinear array with an average s/d of 7 to cool a rectangular-shaped heat source. In order to efficiently cover the entire surface of the circular target, this rectilinear arrangement was translated into an axisymmetric array with an
equivalent s/d spacing. This conversion has little effect on the area average heat transfer coefficient. Equation 3.33 was used to calculate a gallium jet velocity of 3.2 m/s required to achieve an $h$ of $10^5$ W/m²K. Radial distribution of the pressure underneath a single jet was determined using the following equation:

$$P(r) = P_\infty + 0.5 \rho V_j^2 \exp\left[-\left(\frac{1.288r}{d}\right)^2\right]$$  \hspace{1cm} (3.45)

At an r/d location halfway between the jet nozzles, the pressure increases to a value which is \(~80\%\) of the stagnation value. An illustration of the nozzle arrangement and pressure variation is shown in Figure 3-59. Using the axisymmetric pressure distribution illustrated in Figure 3-59, an equivalent uniform pressure was calculated by requiring that the sum of the moments about the target edge were equal for both a variable and uniform pressure. By solving for $P_{\text{uniform}}$ in Equation 3.46, a uniform pressure was found which produced deflections equivalent to those from a varying distribution.

$$\int_0^R 2\pi r P_{\text{var}}(r) \cdot (R-r) \, dr = \int_0^R 2\pi r P_{\text{uniform}} \cdot (R-r) \, dr$$  \hspace{1cm} (3.46)

For gallium at 3.2 m/s and a system pressure of 0.10135 MPa, the equivalent uniform pressure across the target was calculated to be 0.107698 MPa. This pressure was then used to calculate mechanical stresses. After combining the total stresses resulting from the mechanical and thermal loads, Equations 3.43 and 3.44 were used to determine the power at which failure would occur. Temperature dependent values of yield strength were calculated at the local r position. The power limit was set at the point at which the safety factor reached unity. Figures 3-60 a,b,c plot the Von Mises and yield point stress for a simply supported target having a thickness of 1.0, 1.18, and 1.35 mm.
Figure 3-59. Illustration of nozzle orientation and axisymmetric pressure distribution assumed in the analytic stress calculations.
a) Simply-Supported Beryllium Target

\[ h = 1 \text{ mm} \]

\[ \rho_{\text{beam}} = 12 \text{ mm} \]

\[ h = 10^3 \text{ Wm}^{-2}\text{K} \]

b) Simply-Supported Beryllium Target

\[ h = 1.18 \text{ mm} \]

\[ \rho_{\text{beam}} = 12 \text{ mm} \]

\[ h = 10^3 \text{ Wm}^{-2}\text{K} \]
c) Figure 3-60. a) Von Mises and yield point stress for a 1.0 mm simply-supported target subjected to a 7.4 kW beam having a standard deviation of 12 mm. b) Von Mises and yield point stress for a 1.18 mm simply-supported target subjected to a 8.83 kW beam having a standard deviation of 12 mm. c) Von Mises and yield point stress for a 1.35 mm simply-supported target subjected to a 8.74 kW beam having a standard deviation of 12 mm.

The graphs are plotted for power levels of 7.4 kW, 8.83 kW, and 8.74 kW, respectively which caused the targets to fail. Figure 3-61 gives the optimized fixed-edge case which had a thickness of 0.91 mm and failed at a power of 5.75 kW. These four graphs illustrate that a target which is properly optimized reaches failure on both the hot and cold side at a nearly simultaneous power level. In Figure 3-60a the 1.0 mm target is too thin and fails at the center of the cold side well before failure would occur at the edge of the hot side. The result is a maximum power which is 1.4 kW less than the optimized 1.18 mm target. At a thickness of 1.35 mm the target fails on the hot edge at a power level which is 104 W less than the optimized case. Making a target thicker than the optimized case does not lower the maximum power to the same extent as making the target too thin. For example, at a thickness of 1.5 mm the maximum power is 8.28 kW, and at 1.75 mm the maximum power is 7.39 kW.
Figure 3-61. Von Mises and yield point stress for a 0.91 mm fixed-edge target subjected to a 5.75 kW beam having a standard deviation of 12 mm.

Figure 3-61 plots stresses in a 0.91 mm fixed-edge target generated by a 5.75 kW beam. As expected the optimized thickness for the fixed-edge case is less than a simply-supported edge because of the smaller amounts of deflection from the pressure loading. The most outstanding difference, however, is that the fixed-edge target could achieve a maximum power which was over 3 kW less than the simply-supported target under similar cooling conditions. Because the edges are not allowed to expand the membrane forces in the fixed-edge target limit the amount of power which can be achieved for broad beams. With a heat transfer coefficient of $10^5$ W/m$^2$K it was found that for any beam having a standard deviation >4.7 mm a simply-supported beryllium target could achieve a higher maximum power. For a heat transfer coefficient of 20000 W/m$^2$K simply-supported targets can achieve higher power for beams having a standard deviation >2.5 mm.
3.4.3 Fully Temperature Dependent Simulations of Stress in Targets

To improve the accuracy of the optimization process, fully-temperature dependent numerical simulations were carried out for both beryllium and lithium-based targets. These simulations were carried out in a two step process. A temperature field was first determined using the ADINA-T module as in §3.2 for a given heating and cooling condition. The resulting temperature profile was then mapped onto an identical target model in the ADINA module, which included the mechanical loading and edge supports, and stresses were evaluated. The stresses calculated by ADINA, therefore, reflected both the stresses induced temperature gradients and mechanical loads and accounted for temperature dependent variations in properties. In building these models, a minor change was made in the simply-supported cases which more closely approximates how a real target would be mounted onto the end of a beamline. Rather than applying a simply supported boundary condition, contact between a support and the edge of the target was explicitly modeled. The 6 cm diameter target was modeled so that the outer 3 mm rested on the beamline support. This dimension was deemed sufficient to allow for an O-ring seal. Figure 3-62 illustrates this type of edge constraint with and without a target deflection.

![Edge of Target Before Deflection](image1)

![Edge of Target After Deflection](image2)

Figure 3-62. Illustration showing the explicitly modeled contact between the edge of a target and a supporting surface. This type of edge-constraint more accurately models the response of a target which is mounted on a beamline.
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Simulations were carried out using both gallium at a jet temperature of 35 °C and water at a jet temperature of 20 °C. Experiments described in §3.3 have shown that it would be inequitable to assume equal heat transfer coefficients for each of the fluids. A more equitable assumption would be to assume equal Reynolds numbers or equal pumping power. In these simulations heat transfer coefficients for each of the fluids were based on jet Reynolds numbers of 35000 and film temperatures of 50 °C. Using Equations 3.31 and 3.33 the respective heat transfer coefficients for water and gallium are respectively calculated to be 55210 W/m²K and 103167 W/m²K. The simulations used values of 55000 and 10⁵ W/m²K. Pressure variation with radial distance was modeled as illustrated in Figure 3-59. System pressure in all gallium cases was 0.10135 MPa. System pressure in the water simulations was assigned the minimum value which ensured the local target temperature was less than the saturation temperature. Although boiling would increase the local heat transfer coefficient, disruption of the flow at increased r/d caused by the boiling could lead to burnout. Although most of the following cases involve optimizations using beams that have a standard deviation of 12 mm, a brief discussion is included at the end of most of the following cases which concerns uniform beams. To achieve an essentially uniform beam profile requires rastering the beam at a high frequency (kHz) over the target. If the period of the rastering is much less than the thermal time constant of the target then the beam distribution can be treated as essentially uniform. For a beryllium target having a radius of 0.03 m and a thickness of 1 mm, subjected to a heat transfer coefficient of 10⁵ W/m²K over an area Aₓ, the thermal time constant is given by \( \tau = m_c h / A_x = (5.23 \times 10^{-3} \text{ kg} \cdot \text{s} \cdot \text{K}^{-1} / (10^5 \text{ W/m}^2\text{K} \times 2.827 \times 10^{-3} \text{ m}^2)) = 0.034 \) sec. Since the thermal time constant is nearly 30 times longer than the period of a 1 kHz raster, the uniform beam approximation seems reasonable. Because of the rastering process, however, time varying stresses in the target will cause fatigue. While these transient stresses are not considered, steady-state stresses resulting from a uniform beam are presented in some of the following cases for comparison with the Gaussian-shaped beams.

3.4.3.1 All Beryllium Target

In the case of an all beryllium target cooled with gallium, the analytic calculations gave an excellent first order approximation (1.18 mm) of the target thickness needed to achieve high beam power. They also correctly predicted that the target would reach the yield stress near the edge on the beam side. Numerical simulations found that a maximum power of 7.85 kW could be achieved at a thickness of 1.16 mm, and that target failure occurred near the edge of the hot face. Von Mises stresses and deflections in the target resulting from the 7.85 kW heat load are pictured in Figure 3-63a. Analytic and numerical values of temperatures and stresses are presented.
b) Temperature \( T \) profile in Beryllium Target:

- Simply-supported
- \( t = 1.16 \text{ mm} \)
- \( h = 10^8 \text{ W/m}^2\text{K} \)
- \( d_{\text{beam}} = 12 \text{ mm} \)
- Power = 7.85 kW
c) Figure 3-63. a) Von Mises stress and deflection of a 1.16 mm beryllium target subjected to a 7.85 kW beam with a standard deviation of 12 mm. The target is cooled by a gallium jet at 35°C which generates a heat transfer coefficient of $10^3$ W/m²K. The ratio of thickness to radius is not to scale. Axial dimensions have been stretched by a factor of 3 in order to better illustrate the results. Numerical and analytic results of the b) temperature and c) effective stress in a 1.16 mm thick beryllium target subjected to a 7.85 kW beam with a standard deviation of 12 mm. The target is cooled by a gallium jet at 35°C which generates a heat transfer coefficient of $10^3$ W/m²K.

graphically in Figures 3-63 b,c. The fact that the analytic predictions gave a maximum power of 8.83 kW was the result of underpredicting the stresses along the heated face. Underprediction of the stresses in the analytic calculations comes from the inability to account for the temperature variations in thermal conductivity, Young’s Modulus, and thermal expansion as well as the non-linear strains from large deflections which were larger than 10% of the target thickness. The spike in the Von Mises stress on the hot side of the target was a numerical artifact of the contact modeling between the target and the support. The maximum stress on the heated face occurred at a radial distance of 2.76 cm.

Optimal thickness using water jets was found to be 1.82 mm. At this thickness the beryllium target was able to sustain a beam load of 5.28 kW before yielding. In order to keep the temperature along the cooled side of the target below the saturation point, a system pressure of
210 kPa was required. Analytic and numerical results for the water-cooled target are shown in Figure 3-64a,b. Increasing the thickness for a target cooled with a lower heat transfer coefficient seems counterintuitive. This increase, however, reduces the compressive stresses on the cooled side of the target and the azimuthal stresses which are tensile at the edge of the beam side. From Figure 3-57 it is apparent that the stress reduction on the hot edge is reversed if the target is made too thick. Greater radial conduction is also a result of increased thickness. A comparison of Figures 3-63b and 3-64a indicate that the temperatures at failure in both the gallium and water case are nearly identical. They differ by a maximum of 11.5 degrees on the beam side and 12 degrees on the cooled side.

![Diagram](image-url)
b)

Figure 3-64. Numerical and analytic results of the a)temperature and b)effective stress in a 1.82 mm thick beryllium target subjected to a 5.28 kW beam with a standard deviation of 12 mm. The target is cooled by a water jet at 20 °C which generates a heat transfer coefficient of 55000 W/m²K. A system pressure of 210 kPa was required to ensure that the temperature along the cooled surface was below $T_{sat}$.

In the case of a uniform beam, a maximum power of 9.74 kW was achieved on a 1.43 mm thick target using gallium, and 7.83 kW was achieved on a 1.82 mm target using water. The 24 and 48% increase in maximum over the distributed beam cases are somewhat surprising since the thermal stresses predicted by Equation 3.40 for a simply-supported target go to zero. The reason for the marginal increase is that significant stresses still exist at the target edges since the beam cannot extend over the entire target. Mounting the target on a beamline prohibits a small amount of the target periphery from seeing the beam and generates large tensile azimuthal stresses. Compounding this fact is that the azimuthal component of mechanical stress is also tensile at the target edge. Stresses resulting from a uniform beam and gallium jet cooling are shown in Figure 3-65.
Figure 3-65. Stresses resulting from a uniform 9.74 kW beam on a 1.43 mm thick beryllium target cooled by a gallium jet ($h=10^5$ W/m$^2$K) at 35 °C.

In contrast to the distributed case, no increased system pressure was required with water when the uniform beam was tested. A 0.10135 MPa system pressure combined with the dynamic pressure from the jet were enough to keep the saturation temperature above the wall temperature at all locations along the cooled face up to the point at which yielding occurred.

3.4.3.2 Beryllium on a Substrate

A 110 µm thick beryllium window which is 6 cm in diameter is not sufficient to support a 0.10135 MPa pressure differential. Placing a thin layer of beryllium on a strong yet thermally conductive substrate, such as the copper alloys (C15715, C18200) mentioned in §3.2, has several advantages. One obvious advantage is that these copper alloys have a thermal conductivity which is ~30% higher than beryllium. A second and more subtle benefit is that their coefficients of thermal expansion (16-19 E-06 K$^{-1}$) are higher than that of beryllium (10-15 E-06 K$^{-1}$) as are their yield strengths at elevated temperature (300-500 MPa). Because the copper will expand to a greater degree than the beryllium when subjected to a heat load, tensile stresses in the beryllium generated from the unequal expansion helps to offset the thermal stresses which are generally compressive. The high yield stress of the copper alloys makes it almost certain that failure will
occur in the beryllium long before failure in the substrate. C15715 was used to investigate the performance of a beryllium target/copper substrate combination.

The first set of iterations for optimizing target thickness was conducted by fixing the beryllium thickness at 110 µm and varying the substrate thickness. For a 1.59 mm substrate using an h of $10^4$ W/m²K at 35 °C, the maximum power achieved for a distributed beam ($\sigma_{beam} = 12$ mm) was 8.46 kW. Figure 3-66, which plots the Von Mises stresses in the target at the onset of yielding, illustrates that failure does, in fact, occur in the beryllium. Stresses in the copper substrate remained much lower than the yield stress at all power levels. At the location of the hottest temperature in the center of the target the yield stress of the copper substrate is 348 MPa.

![Figure 3-66. Von Mises stress (Pa) in the beryllium target/copper substrate target at a power of 8.46 kW. This target had a beryllium thickness of 110 µm and a substrate thickness of 1.59 mm.](image)

At the edge of the target tensile stresses were generated by three different sources:

1. thermal stresses at the point where the beam is terminated by the support
2. mechanical stresses from the pressure loading
3. stresses created by increased thermal expansion of the overlying copper substrate

With the beryllium layer fixed at 110 µm, there is insufficient material at the edges to withstand the combined stresses which are all tensile at this point. As a result, the stresses at the edge and center of the hot side are not properly matched and the resulting power limit is lower than could be achieved by varying the beryllium thickness. This is illustrated in Figure 3-67.
Figure 3-67. Von Mises stress and yield point for a 110 μm thick beryllium target on a 1.59 mm copper substrate. The trace labeled “surface” was taken along the hot surface, while “interior” plot was taken at a depth of 55 μm from the hot surface. Because of the axial dependence of heat deposition, maximum stresses at the center of the target do not occur on the heated face in this case.

By varying both the beryllium and substrate thickness, stresses at the center and edge of the target could be properly matched. A beryllium thickness of 500 μm combined with a substrate thickness of 750 μm increased the maximum power by 12.3 % from 8.46 kW to 9.3 kW. Figure 3-68 illustrates the properly matched stresses at the center and edge of the target resulting from the increase in beryllium thickness. As noted in the figure, interior and surface traces are included because the maximum stresses at the center occur at a small depth into the target. In the case of the 500 μm beryllium target the maximum stresses at the center occurred at 125 μm into the target. When water was used as the cooling fluid, a maximum power of 6.12 kW was achieved with a beryllium thickness of 750 μm and a substrate thickness of 1.25 mm. A system pressure of 300 kPa was required. Unlike the all-beryllium case, the optimal target thickness for the distributed beam also applied for the uniform beam. The 500 μm thick beryllium target achieved a maximum power of 11.7 kW when cooled with gallium. The 750 μm thick target achieved a power of 9.8 kW with water with a system pressure of 0.10135 MPa, which was sufficient to ensure that the target/coolant interface did not exceed $T_{sat}$. 
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Figure 3-68. Von Mises stress and yield point for a 500 µm thick beryllium target on a 0.75 mm copper substrate at a power of 9.3 kW. Because of the axial dependence of heat deposition maximum stresses at the center of the target do not occur on the heated face in this case. The “interior” trace was taken at a depth of 125 µm into the target.

3.4.3.3 Lithium Targets

Lithium is poorly suited to act as a target material because of its poor mechanical strength, low thermal conductivity, and explosive reactivity with moisture. §3.2 has already shown, however, that lithium can be a viable target material when used in conjunction with a strong, thermally conductive substrate. Copper alloys such as C15715 and C18200 both have high thermal conductivity (>345 W/mK) and high yield stress (>375 MPa) at the lithium melting point. Over the range of 0-180.5 °C, C15715 has a slightly higher thermal conductivity than C18200. For the (p,n) reaction at 2.5 MeV, no more than 85 µm of lithium is needed. Beyond 85 µm the charged-particle energy falls below the reaction threshold resulting in heat deposition without neutron production. Figure 3-16 illustrated that beam powers of several kilowatts could be placed on a lithium target if the substrate were kept between 1-2 mm. This figure also illustrated that maximum power levels increased with decreasing substrate thickness up to the point at which critical heat flux became the limiting factor. With gallium as a coolant, however, critical heat flux is no longer a concern and it is possible to make targets as thin as possible while still maintaining structural integrity.
The fact that lithium has such a low melting point (180.5 °C) greatly simplifies the optimization process. Using the Equations presented in §3.4.1, stresses were calculated for a solid copper plate having a radius of 3 cm and a thickness of 1 mm when subjected to beams of varying sizes. A heat transfer coefficient of $10^5$ W/m$^2$K at a bulk temperature of 35 °C was applied. The purpose of the study was to show that even under conditions which raised the hot side of the copper up to the melting point of lithium, effective stresses were well below the yield point. Allowing the copper surface to reach 180.5 °C is actually a conservative estimate since a deposited lithium layer would have melted before this point. Figure 3-69 plots the maximum Von Mises stress for both fixed and simply-supported C15715 targets subjected to beams of varying size and power. This figure illustrates that regardless of beam size, the lithium melting point rather than yielding of the copper substrate is the likely limiting factor for lithium-based targets.

![Figure 3-69. Maximum Von Mises stress in a 1 mm thick C15715 copper plate having a 3 cm radius when subjected to beams of various sizes. For a given beam standard deviation power was increased until the front surface of the copper reached the melting point of lithium. Stresses were calculated at the power level indicated.](image)

Numerical simulations for a beam having a standard deviation of 12 mm, which included the 85 μm lithium layer, confirmed that the melting of lithium rather than the resulting stresses would limit the power. With gallium cooling, a target composed of 85 μm lithium on a 0.865 mm
substrate achieved a maximum power of 10 kW before the lithium melting point was reached. Maximum stresses occurred along the cooled edge of the target. Stresses and deflections are plotted in Figures 3-70a,b.

Figure 3-70a) Von Mises and yield stress and b) axial deflection for a fixed-edge and simply-supported target composed of 85 μm lithium on a 0.865 mm thick C15715 copper substrate. The target is subjected to a beam power of 10 kW.
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At such small substrate thicknesses, deflections in both the fixed-edge and simply-supported targets are already large. At 0.865 mm the simply-supported target experiences a deflection which is 84% of the target thickness. Reducing the thickness of the substrate below 0.865 mm sharply increases the deflection but results in only marginal increases in maximum beam power. A substrate thickness of 0.765 mm increases the maximum power to 10.2 kW, but increases the deflection to 37% and 101% of the target thickness for fixed and simply-supported conditions, respectively. At a substrate thickness of 0.665 mm, the power limit is 10.4 kW with deflections of 60% and 195% of the target thickness.

Water cooling achieved a maximum power of 6.8 kW with a substrate thickness of 1.17 mm and a system pressure of 500 kPa. Tests using a uniformly distributed beam provided a marked increase over the $\sigma_{\text{beam}}=12$ mm case. With gallium cooling on the 0.865 mm substrate, 23.2 kW could be achieved on both fixed-edge and simply supported targets. A beam power of 17 kW was achieved using the water cooling on the 1.17 mm target with a system pressure of 500 kPa.

### 3.4.3.4 Hemispherical Beryllium Targets

From the results of the all beryllium and combined beryllium/copper targets it is apparent that achieving 10 kW total power is difficult even with thin targets cooled by heat transfer coefficients of $10^5$ W/m$^2$K. For the distributed beam case ($\sigma_{\text{beam}}=12$ mm) the maximum power which could be placed on a beryllium/copper target was 9.3 kW. The ability for these targets to handle high heat loads is hindered because on one hand, they must be kept thin to minimize compressive stresses along the hot face, but they also must be thick enough to withstand the compressive stresses at the center of the cooled face and tensile stresses at the periphery. In addition to the fact that targets must be kept thin, diameters of the targets must be kept relatively large to allow for sufficient defocusing of the beam. Targets having large aspect ratios are particularly susceptible to the bending moments caused by the mechanical and thermal loading. For circular plates, bending moments generate stresses which increase linearly with axial distance away from the mid-plane with maximum resulting stresses located at the target surface. Targets are better capable of withstanding in-plane stresses which are distributed over the entire cross-sectional area. For this reason it is advantageous to adjust the design of the target so that the primary stresses in the target are in-plane stresses.

The vast majority of accelerator NCT targets which are in use presently, including those used and tested at LABA, have been conventional cylindrical disks. A thin hemispherical target possesses a number of advantages over a simple circular disk. By orienting the target so that its curvature points inward toward the vacuum, the pressure from the cooling system places the
majority of the structure in tension. In essence, the target acts like the hemispherical cap of a pressure vessel when placed on the end of the beam line. Prefabricated beryllium targets, similar to the one illustrated in Figure 3-71, are available from companies such as Brush-Wellman\textsuperscript{72} and K-TEK International\textsuperscript{73}.

![Diagram of beryllium window dimensions](image)

<table>
<thead>
<tr>
<th>Beryllium Window Thickness</th>
<th>Flange Index</th>
<th>Stainless Steel Flange</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4 8 16</td>
<td>DN16CF34mm</td>
<td>D1 D0 W d n</td>
</tr>
<tr>
<td>0.4 17.535</td>
<td>DN35CF70mm</td>
<td>34 27 8 4.4 6</td>
</tr>
<tr>
<td>0.4 30 60</td>
<td>DN63CF114mm</td>
<td>70 58.7 13 6.6 6</td>
</tr>
<tr>
<td>0.4 50 100</td>
<td>DN100CF152mm</td>
<td>114 92.1 18 8.4 8</td>
</tr>
<tr>
<td>0.6 75 150</td>
<td>DN160CF203mm</td>
<td>152 130.2 21 8.4 16</td>
</tr>
<tr>
<td>0.6 100 200</td>
<td>DN200CF254mm</td>
<td>202 181 22 8.4 20</td>
</tr>
</tbody>
</table>

All dimensions in millimeters

Figure 3-71. Schematic of prefabricated hemispherical beryllium target available from K-TEK International of Portland, OR. Illustration and data come from website: www.ktekintl.com\textsuperscript{73}
For spherical shells it is conventional to express stresses as $\sigma_{\theta\theta}$ (meridional) or $\sigma_{\phi\phi}$ (azimuthal or hoop). There are also radial stresses $\sigma_r$, although these are usually negligible in shells which have a very small thickness. Under a pressure load, the meridional and hoop stresses are equal and can be expressed as

$$\sigma_{\theta\theta} = \sigma_{\phi\phi} = \frac{P R}{2t} \quad (3.47)$$

where,

- $P$: Pressure (Pa)
- $R$: radius from the center to the midpoint of the shell (m)
- $t$: thickness of the shell (m)

To illustrate the reduction in stress resulting from using spherical shape Equations 3.39 and 3.47 can be used to compare the stresses for similar dimensions. A fixed-edge beryllium plate having a radius of 0.03 m and a thickness of 400 $\mu$m under a pressure load of $10^5$ Pa would experience a maximum stress of 227.8 MPa at its center. A spherical beryllium shell of the same thickness and radius under the same pressure load would experience a stress of only 7.55 MPa.

The simply-supported hemispherical beryllium target model, which is pictured in Figure 3-72, was used to determine the power limits of a 400 $\mu$m-thick hemispherical beryllium target having a radius of 2.6 cm. This radius was selected so that the entire structure, including the edges used to mount the target on a beamline would have a diameter of 6 cm. A uniform heat transfer coefficient of $10^4$ W/m$^2$K at a bulk temperature of 35 $^\circ$C was imposed on the cooled side of the target. Implicit in these simulations was the assumption that cooling jets could be oriented to impinge normally on the target in order to form an array which covered the entire surface. For a beam with a standard deviation of 12 mm, a maximum power of 20.2 kW was achieved. This is nearly 2.6 times higher than the 7.85 kW achieved using a simply-supported beryllium disk. Figures 3-73 a,b plot the stresses and temperatures in the target resulting from a power of 20 kW. With this heat load the temperature at the center of the cooled side was 285 $^\circ$C and remained in excess of 200 $^\circ$C out to a y-coordinate of 0.01 m. The necessity for using gallium in this case is apparent considering the pressure required for $T_{\text{sat}}=200$ $^\circ$C with water is 1.55 MPa (15.3 atm) and for $T_{\text{sat}}=285$ $^\circ$C is 6.91 MPa (68.2 atm).
Figure 3-72. Schematic of the spherical target as it might exist mounted on the end of a beamline. This illustration shows the axisymmetric model used to calculate the stresses resulting from the thermal and mechanical loads. The blue region indicates the portion of the spherical shell used in the simulation, while a heat load resulting from a beam having a standard deviation of 7.2 mm is shown in pink.
Figure 3-73. (a) Von Mises stresses and (b) temperatures resulting from a 20 kW beam having a standard deviation of 12 mm striking a hemispherical beryllium target. A heat transfer coefficient of $10^5$ W/m²K at a bulk temperature of 35°C was used on the cooled side. The abscissa plots the y-coordinate along the cooled and beam sides of the spherical shell, with y=0 corresponding to the target centerline. For y-values greater than 0.026 (cooled side) and 0.0264 (beam side) the coordinate applies to the fillets used to transition from the hemispherical shell to the edge supports. These fillets are visible in Figure 4-72.

For other beams having smaller standard deviations, the hemispherical target improved the maximum power by a factor of $\approx 3$. At $\sigma_{\text{beam}} = 6$ mm the hemispherical target cooled with gallium ($h = 10^5$ W/m²K) achieved a power of 6.95 kW compared to 2.3 kW with a circular beryllium disk. At $\sigma_{\text{beam}} = 7.2$ mm, the hemispherical target achieved a maximum power of 10.1 kW versus only 3.4 kW with the circular target. For all cases studied covering all types of beryllium-based targets, the 7.2 mm standard deviation was the smallest for which a power of over 10 kW was possible.
3.5 Conclusions

A great deal of information has been presented in this chapter regarding the thermal and mechanical constraints involved in designing a high-power target for use in neutron capture therapy. By examining the axial deposition of heat combined with the concomitant production of neutrons, it was illustrated that under most conditions, the thickness of the neutron producing layer should be just enough so that the energy of the charged-particle falls below the reaction threshold upon exiting the layer. For the 4.0 MeV $^9$Be(p,n) reaction this thickness is 110 $\mu$m. The appropriate thickness for the 2.5 MeV $^7$Li (p,n) reaction is 85 $\mu$m. Initial small-scale tests using single jets of liquid metal and water indicated that stagnation point heat transfer with gallium was superior to water at reduced flow rates. A gallium jet ($d=3.91$ mm) at a velocity of 0.64 m/s generated a stagnation point heat transfer coefficient of $37544\pm 2784$ W/m$^2$K compared to an $h_b$ of $32448\pm 3645$ W/m$^2$K from a water jet at 2.43 m/s. Numerical simulations using the K-ε RNG model confirmed that the heat transfer from the gallium jet was superior. These simulations illustrated that gallium jets are subject to a wetting effect which reduce the overall heat transfer. Simulations also indicated that the heat transfer from gallium could fall below that of water at large r/d values. In order to overcome the reduction in heat transfer at large r/d distances, which is typical for single submerged jets, experiments were carried out using a jet-array. These experiments found that the average heat transfer from gallium over areas typical of accelerator targets was superior to water for Reynolds numbers greater than 13500. At a Reynolds number of 35000 gallium produced an average heat transfer coefficient of $\approx 10^5$ W/m$^2$K while water produced an $\bar{h}$ of 55000 W/m$^2$K. Nusselt number correlations were presented for both water and gallium jet arrays. An attempt was made to use theoretical predictions for the spreading of liquid metal on a surface to quantify the wetting effect. A quantity known as the spreading ration, $\beta_{max}$ was introduced as an additional parameter in the gallium Nusselt number correlations. Finally, thermal and mechanical stresses were examined both analytically and numerically in order to develop a procedure whereby target dimensions could be optimized to allow the maximum amount of power to be placed on a target for a given set of conditions. In the case of beryllium-based targets, optimizing a target generally involves the balancing of stresses on the hot and cold faces so that both sides reach the failure point at similar powers. Hemispherical targets were shown to permit the largest amounts of total power for any of the beryllium-based targets. Under similar conditions, hemispherical targets having a thickness of only 400 $\mu$m achieved powers which were nearly 3 times greater than cylindrical targets. The optimization of lithium-based targets was simplified because of the low melting point of target material. Maintaining the temperature of the lithium below the melting point rather than balancing stresses in the target is the primary design criterion. Substrates which are excessively thin result in unnecessarily large stresses with only small increases in maximum power.
3.6 References


8. E. Koltay, “Investigation on the excitation function of the nuclear reaction 9Be(d,n)10B by artificially accelerated particles in the 0.5-1.6 MeV energy range,” Acta Physica Hungarica, 16: (1963).


10. H. Liskien and A. Paulesen, “Neutron production cross sections and energies for the reaction $^7\text{Li}(p,n)^7\text{Be}$ and $^7\text{Li}(p,n)^7\text{Be}^*$,” Atomic Data and Nuclear Data Tables, 15: 57-84 (1975).


Chapter 4 Comparing the Neutronics of Water and Gallium-Cooled Targets

Any discussion of an accelerator target, which is intended for use in neutron capture therapy, would be incomplete without a description of how the neutronics are affected as a result of integrating a complete target assembly. This is especially true when considering a cooling fluid such as gallium which has significantly different moderating and absorption properties compared to water. For example, thermal (0.025 eV) neutrons have a macroscopic ($\Sigma_t$) incoherent scattering cross-section in H$_2$O of 13.9 cm$^{-1}$ and an absorption cross-section ($\Sigma_a$) of 0.0222 cm$^{-1}$. Gallium, on the other hand, has an incoherent scattering cross-section of 0.00843 cm$^{-1}$ and a macroscopic thermal neutron cross-section of 0.145 cm$^{-1}$. Figure 4-1 plots the total ($\sigma_T$), scattering ($\sigma_s$), and radiative capture ($\sigma_c$) microscopic cross-sections of natural gallium versus neutron energy. These cross-sections, which come from the Evaluated Nuclear Data File (ENDF-VI) maintained at Brookhaven National Laboratory, are the values used in MCNP4B.

![Graph](image)

Figure 4-1. ENDF-VI microscopic cross-sections for naturally occurring gallium.\footnote{2}
The initial section of this chapter describes a jet impingement cooling system that was built to cool an all-beryllium target for use at LABA. Since 1997, this target and associated cooling system has served as the primary neutron production source for experiments including animal irradiations for the study of BNCS\(^3\), whole-body dose studies\(^4\), and dosimetric studies of the biological effect of accelerator beams for BNCT\(^5\). Not only will the description of this prototype illustrate some practical lessons which have been learned, it will also highlight some of the fundamental thermal and mechanical concerns which have been developed since the target was built.

One of the major findings of this thesis is that liquid gallium metal is an attractive alternative to water as a coolant for a high-power NCT target. While a complete neutronic optimization study is certainly beyond the scope of the present work, it is important to illustrate that initial MCNP simulations have found little or no detrimental effects which would preclude the use of gallium. To this end, six different cases will be presented (3 relating to BNCS; 3 relating to BNCT) which utilize various figures of merit to compare a cooling system based on gallium to one using water. Attention will also be given to the activation of the gallium resulting from exposure to the neutron field.

4.1 The Current Target and Cooling System In Use At LABA

Figure 4-2 illustrates the entire moderator/reflect ator assembly (MRA) along with the target and cooling system which has been in use at LABA. The MRA is composed of graphite in the shape of a right circular cylinder having an outer diameter of 45 cm and a length of 41 cm. A cylindrical cavity, 9 cm in diameter, is located within the graphite in order to hold the liquid D\(_2\)O moderator. By using a liquid as opposed to a solid, the adjustment of moderating length is greatly simplified. Further simplification is facilitated by enclosing the target and entire cooling system in a single assembly which is inserted through the back of the reflector. In order to prevent leaking of the moderator Delrin and plexiglass seals are located on the front and rear of the graphite. Filling of the moderator is accomplished once the cooling assembly is placed through the inlet at the front of the reflector.

The entire assembly is composed of two outer stainless steel cylinders and an inner cylinder of aluminum welded into a 10 cm x 10 cm x 7.6 cm block which serves as a coolant outlet, instrument cable feedthrough, and connecting flange to the rest of the beamline. Two concentric annuli are formed from the three cylinders and run nearly the entire 61.3 cm length of the cooling tube. Coolant enters the outer annuli between the stainless steel cylinders through a single fitting welded on to the outermost tube and travels toward the target end of the assembly. At the end of
the assembly fluid is redirected and passed through a Teflon plug drilled with a 6.35 mm diameter hole to form a single jet. The end of this nozzle is located at a z/d spacing of 2 from the target surface. After exiting the nozzle coolant impinges normally on the target before traveling back down the length of the tube in the inner annulus. A closeup of the target end of the cooling line is shown in Figure 4-3, and a schematic of the target itself is pictured in Figure 4-4.

Under bombardment from an ion-beam, electrons of a few tens of eV are ejected from the surface. The number of electrons which are ejected per charged particle is dependent on the energy, charge, and incident angle of the incoming ion as well as the nature of the target material. If these electrons ultimately strike a material other than the target a false positive current is measured. Experiments conducted at LABA have found that this can vary the measured beam current by as much as 20-30%. The cup-like shape of the target is designed as a passive, geometric means of increasing the likelihood that a secondary electron would strike the tubular portion of the target before interacting with another structure. In addition to the purely geometrical means of suppressing secondary electrons, maintaining the target at a slightly higher potential than the surrounding materials can also be used to reduce the secondary electron effect. The combination of geometry and biasing is the principle behind a Faraday cup.
Figure 4-3. Closeup of the target-end of the cooling assembly. Coolant passes through the outer annulus, is formed into a jet by the Teflon plug, impinges on the beryllium target, and travels back in the inner annulus.

Figure 4-4. Beryllium target used in current accelerator-NCT experiments at LABA. Although the target rests on the inner aluminum beam tube, it is electrically isolated by O-rings and a Teflon spacer. Current and heat are measured from a single stainless steel thermocouple epoxied into the groove cut on the upper face.
The cup-like shape of the target is designed as a passive means of dealing with secondary electrons. Under bombardment from an ion-beam, electrons of a few tens of eV are ejected from the surface. The number of electrons which are ejected per charged particle is dependent on the energy, charge, and incident angle of the incoming ion as well as the nature of the target material. If these electrons ultimately strike a material other than the target a false positive current is measured. Experiments conducted at LABA have found that this can vary the measured beam current by as much as 20-30%. In addition to the purely geometrical means of suppressing secondary electrons, maintaining the target at a slightly higher potential than the surrounding materials can also be used to reduce the secondary electron effect. The combination of geometry and biasing is the principal behind a Faraday cup.

Accurate current measurement requires that the target is insulated from the surrounding beam tube, and in the case where gallium coolant is used, a thermally conductive yet electrically insulating layer such as diamond, beryllium oxide, or silicon carbide would be required on the cooled side of the target. Thin coatings of these materials are routinely deposited by a number of different methods. Temperature measurement is also critical for monitoring the target performance during an irradiation. During experiments at LABA, current and temperature are measured with a single thermocouple which is epoxied into the thin groove cut into the face of the target as shown in Figure 4-4. The probe has a stainless steel sheath which is insulated from the actual thermocouple wires. Temperature is monitored through the inner wires, while current is read from the sheath. The thermocouple is fixed to the innermost aluminum tube and runs the length of the cooling assembly to the point where it is extracted from the block shown in Figure 4-2.

A final note regarding the design of the target is warranted before moving to the neutronic comparisons. Although the target pictured in Figure 4-4 is not mounted to the beamline with screws or a weld, it behaves as a fixed-edge target because of its cup-like shape. Section 4.4 describes in detail the need for a simply-supported target which allows for radial expansion to alleviate the thermal stress. This is crucial for achieving high beam power, especially with beryllium-based targets. With that being said, however, a calculation of the power limit of a gallium-cooled, fixed-edge beryllium target having the diameter shown in Figure 4-4 which is irradiated with a beam having a standard deviation of 1 cm could achieve a power of ≈3 kW before failure. This equates to nearly 2 mA of current when using the 1.5 MeV (d,n) reaction and 750 μA using the 4.0 MeV (p,n) reaction. A hemispherical target, however, could achieve a power of 9.4 kW under the same conditions. A fixed-edge lithium target (a C15715 copper alloy
substrate is assumed) can achieve a power of 4.7 kW assuming the same heating and cooling conditions. At 2.5 MeV, this would allow 1.88 mA of current to be placed on target.

4.2 The Neutronic Effect of Using Gallium as Coolant

A detailed optimization study was conducted by Gierga\(^4\),\(^6\) to determine the proper moderator and reflector dimensions for a variety of neutron producing reactions. As a result of those studies, the moderator pictured in Figure 4-2 was constructed at the LABA facilities. Further Monte Carlo studies by Gierga and White\(^4\),\(^5\) were conducted to show that a single dedicated facility could be used for both BNCS and BNCT. In terms of cost and facility requirements, the ability to use the same assembly for both types of treatments greatly enhances the capabilities of an ABNCT system. Dimensions of this new MRA were slightly different from those given in Figure 4-2. Table 4-1 lists the dimensions of the original BNCS and modified BNCS/BNCT MRA.

Table 4-1. Comparison of the dimensions of the original and modified MRA. The original assembly was constructed for use at LABA in experiments involving BNCS. The modified assembly has been shown to be useful for both BNCS and BNCT.

<table>
<thead>
<tr>
<th>Original MRA Dedicated to BNCS</th>
<th>Combined BNCS/BNCT Moderator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderator D(_2)O</td>
<td>D(_2)O</td>
</tr>
<tr>
<td>Moderator Diameter</td>
<td>9.0 cm</td>
</tr>
<tr>
<td>Max. Moderator Length</td>
<td>23.0 cm</td>
</tr>
<tr>
<td>Reflector</td>
<td>Graphite</td>
</tr>
<tr>
<td>Reflector Diameter</td>
<td>45.0 cm</td>
</tr>
<tr>
<td>Reflector Length</td>
<td>41.0 cm</td>
</tr>
</tbody>
</table>

Although the combined BNCS/BNCT moderator provides enough space for a target with a diameter of up to 6 cm, the studies of Gierga and White modeled a target and cooling system which reflected the dimensions given in Figure 4-3. This was done in order to accommodate the effect of the cooling system on the neutronics at the patient position. Both the BNCS and BNCT studies used light water as the cooling material. It is doubtful that the neutronics would vary considerably for target diameters between 3 and 6 cm. A study by Allen et. al found no
significant detrimental effects on therapy parameters when considering a proton beam which varied in size from 0 to 7.5 cm.\(^7\)

In order to examine the neutronic effect of replacing the light water coolant with gallium, six different MCNP simulations were carried out and compared with the studies of Gierga and White. In order to make an equitable comparison, no optimization of the moderator or reflector dimensions was attempted. For each simulation using gallium as coolant, RBE values, moderator diameter, and length were held at the quantities used in the original studies. In cases where the z/d length was changed in the gallium studies the amount of D\(_2\)O between the target and patient position was not affected. This was done under the assumption that neutron moderation by the gallium was negligible.

4.2.1 Comparing Results for BNCS Simulations of a Human Knee Using \(^{9}\)Be(d,n)

Studies of BNCS therapy on a human knee were originally presented by Gierga\(^4\). Figure 4-5 illustrates geometric models used in the MCNP simulations in order to determine BNCS figures of merit. For the 1.5 MeV \(^{9}\)Be(d,n) reaction, which has a relatively hard neutron spectrum, 23 cm was determined as the optimal moderator length based on the following figures of merit: (1) therapy time (min) required to deliver a dose of 10\(^4\) RBE-cGy to all parts of the synovium assuming 1 mA on target; (2) skin dose (RBE-cGy); (3) ratio of synovium to bone dose.
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Figure 4-5. Model of the a) irradiation orientation and b) tissue components of the human knee used in the MCNP studies of BNCS.

Three different MCNP studies were conducted which involved replacing the light water coolant with gallium. Figures of merit were calculated and compared to the original simulations. A summary of the changes made in each of the three different cases is listed below. Figure 4-3 should be referenced when considering the changes of dimension.

Case (1) Light water coolant replaced with gallium
Case (2) Light water coolant replaced with gallium; z/d distance increased from 2 to 6
Case (3) Light water coolant replaced with gallium; z/d distance increased from 2 to 6; stainless steel tubes changed to Delrin plastic; inner aluminum tube changed to tantalum

The rationale for changes in Cases 2 and 3 deserve brief explanations. Increasing the z/d distance from 2 to 6 results in more efficient heat transfer for a single submerged impinging jet. This is explained in more detail in §3.3. Modifications in the coolant tubes in Case 3 stem from concerns of material compatibility and activation. As described in Chapter 3, interaction with gallium causes rapid loss of mechanical strength in aluminum. Tantalum, however, is not affected by liquid gallium up to temperatures of 450 °C. Tantalum also reduces the secondary radiation level produced by deuterons striking the beam tube below that of aluminum. LABA currently uses tantalum in certain locations along the beamline to reduce the secondary radiation caused by stray deuterons. Delrin plastic, which is composed of carbon, hydrogen, and oxygen, is subject to less activation than the iron, chromium, and nickel in stainless steel.
The data presented in Figure 4-6 compare the dose rates in each knee section for a single beam irradiation in the original simulation with Cases 1-3 which use gallium cooling. Because of the symmetry of the model, the single beam irradiation case can also be used to calculate parameters for multiple irradiation therapies such as a parallel opposed configuration.
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**Figure 4-6.** Dose rate to the synovium in various sections of the knee for a single beam BNCS therapy using the $^9$Be(d,n) reaction with a moderator length of 23 cm. Error bars are given at a 1σ uncertainty.

In each of the three cases using gallium as the cooling fluid the majority of the data points fall within the 1σ uncertainty and all are within the 2σ. This translates to figures of merit, presented in Tables 4-2 and 4-3, which show no significant differences between a system cooled with light water and one cooled with gallium. Even in cases 2 and 3, which introduce an additional 2.54 cm of gallium between the target and knee, deleterious neutronic effects are quite small. Even though the effects are small, it should be noted that Cases 2 and 3 had shorter therapy times and higher bone ratios, albeit with higher skin doses. This is primarily due to the increased photon contribution from the $n,\gamma$ reactions in the gallium. When averaged over all knee sections, the photon dose contribution to the synovium, skin, and bone increased by 10.2%, 15.0%, and 12.1%, respectively, in Case 2. These values were 10.0%, 14.3%, and 11.7% in Case 3. All other components varied by less than 5% between the original simulations and Cases 1-3.
Table 4-2. Comparison of the figures of merit for single beam irradiation of the knee using the 1.5 MeV \(^9\)Be\((d,n)\) reaction with 23 cm of moderator. A 1000 ppm boron concentration and 1 mA current are assumed.

<table>
<thead>
<tr>
<th></th>
<th>Original Case With H(_2)O Coolant</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapy Time (min)</td>
<td>78.6 ± 1.2</td>
<td>77.3 ± 1.1</td>
<td>75.1 ± 1.1</td>
<td>74.7 ± 1.1</td>
</tr>
<tr>
<td>Max. Skin Dose (RBE-cGy)</td>
<td>714 ± 16</td>
<td>726 ± 16</td>
<td>722 ± 16</td>
<td>718 ± 16</td>
</tr>
<tr>
<td>Min. Bone Ratio</td>
<td>31.8 ± 1.3</td>
<td>31.7 ± 1.2</td>
<td>32.0 ± 1.2</td>
<td>32.4 ± 1.2</td>
</tr>
</tbody>
</table>

Table 4-3. Comparison of the figures of merit for a parallel beam irradiation of the knee using the 1.5 MeV \(^9\)Be\((d,n)\) reaction with 23 cm of moderator. A 1000 ppm boron concentration and 1 mA current are assumed.

<table>
<thead>
<tr>
<th></th>
<th>Original Case With H(_2)O Coolant</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapy Time (min)</td>
<td>44.0 ± 0.4</td>
<td>44.6 ± 0.4</td>
<td>42.9 ± 0.3</td>
<td>42.8 ± 0.3</td>
</tr>
<tr>
<td>Max. Skin Dose (RBE-cGy)</td>
<td>268 ± 5</td>
<td>280 ± 5</td>
<td>279 ± 5</td>
<td>278 ± 5</td>
</tr>
<tr>
<td>Min. Bone Ratio</td>
<td>39.9 ± 1.1</td>
<td>39.1 ± 1.0</td>
<td>42.2 ± 1.0</td>
<td>41.7 ± 1.0</td>
</tr>
</tbody>
</table>

4.2.2 Comparing Results for BNCT Simulations of an Ellipsoidal-Head Phantom

The same procedures utilized in the BNCS comparisons were used to compare results of a simulated BNCT irradiation of an ellipsoidal-head phantom using both the 4.0 MeV \(^9\)Be\((p,n)\) and 2.5 MeV \(^7\)Li\((p,n)\) reactions. Details of the original simulations can be found in White.\(^5\) The original simulations performed by White used the modified graphite/D\(_2\)O MRA, which is described at the beginning of §5.2, and considered the irradiation of an ellipsoidal head phantom pictured in Figure 4-7.\(^5\) A 40 ppm B-10 concentration was assumed in the tumor and 7.5 ppm was assumed in the healthy tissue. An ion beam current of 1 mA was assumed in order to assign the neutron yields. The figures of merit included for comparison were the advantage depth, tumor dose rate at a depth of 4 cm, and the ratio of the fast to tumor dose rates at a depth of 1 cm. These quantities were tallied in cells located along the brain centerline as shown in Figure 4-7. Advantage depth refers to the point at which the tumor dose falls to a level corresponding to the highest dose in the healthy tissue.
Two simulations with gallium-cooling were conducted using the $^9$Be(p,n) reaction for comparison to the original simulation, while a single comparison was made utilizing the $^7$Li(p,n) reaction. The cases are numbered 4 through 6 to delineate them from the BNCS cases already mentioned.

Original $^9$Be(p,n) Case: Moderator length 26 cm
Light water coolant
Single submerged jet at a z/d=2

Case 4: Light water coolant replaced with gallium

Case 5: Beryllium target in the shape of a hemisphere
Light water coolant replaced with gallium
4 additional jets included in Teflon
z/d spacing increased to 4

Original $^7$Li(p,n) Case: Moderator length 21 cm
Light water coolant
Single submerged jet at a z/d=2

Case 6: Light water coolant replaced with gallium

Figure 4-7. Schematic of the water-filled ellipsoidal head phantom used to compare BNCT simulations using the 4.0 MeV $^9$Be(p,n) and 2.5 MeV $^7$Li(p,n) reactions in a system cooled by light water and gallium.
Figures 4-8 a,b,c plot the total and individual components which make up the tumor dose rate for both the light water and gallium-cooled cases. Figures of merit for these simulations are presented in Table 4-4. All figures of merit, with the exception of the fast/tumor ratio in Case 5, fall within the 1σ uncertainty. The most noticeable differences occur for Case 5 which replaces a large portion of the Teflon plug with gallium as well as increasing the amount of gallium between the nozzle plug and the target. When components of dose rate are compared between the original case and Case 5 the largest differences occur in the fast neutron and photon components. At the surface, the gallium-cooled system photon dose is larger by 14.3% while the other components vary by less than 1.5%. At a depth of 4 cm, however, the fast neutron component of the gallium cooled case is a factor of 2.7 higher than the original while the thermal neutron and boron doses are 9.4% and 10.5% lower.

![Graph showing dose rate vs depth in phantom](image)

Figure 4-8 a) Original ⁹Be(p,n) Case
Figure 4-8 b) $^9$Be(p,n) Case 4

Figure 4-8. Plots at increasing depth for the various components which contribute to the overall tumor dose rate for the original $^9$Be(p,n) case (a) and the subsequent simulations replacing the light water coolant with gallium (b) Case 4 (c) Case 5.
Table 4-4. Comparison of the figures of merit from the simulated irradiation of an ellipsoidal water-filled phantom using the 4.0 MeV $^9$Be(p,n) reaction with 26 cm of D$_2$O moderator. A 40 ppm boron concentration and 1 mA current are assumed.

<table>
<thead>
<tr>
<th></th>
<th>Original $^9$Be(p,n) With H$_2$O Coolant</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantage Depth (cm)</td>
<td>7.5 ± 0.3</td>
<td>7.8 ± 0.9</td>
<td>6.9 ± 0.9</td>
</tr>
<tr>
<td>Tumor Dose Rate at 4 cm (RBE-cGy/min-mA)</td>
<td>24.4 ± 0.4</td>
<td>26.1 ± 1.2</td>
<td>22.6 ± 1.4</td>
</tr>
<tr>
<td>Ratio of Fast/Tumor Dose Rate at 1 cm</td>
<td>0.012 ± 0.002</td>
<td>0.016 ± 0.006</td>
<td>0.039 ± 0.014</td>
</tr>
</tbody>
</table>

Figures of merit relating to the lithium reaction, which has a softer neutron spectrum than the beryllium reaction, were less affected by an increase in fast neutrons. Dose rate curves for the original and gallium cooled case are given in Figures 4-9 a, b, while figures of merit are presented in Table 4-5.

Table 4-5. Comparison of the figures of merit from the simulated irradiation of an ellipsoidal water-filled phantom using the 2.5 MeV $^7$Li(p,n) reaction with 21 cm of D$_2$O moderator. A 40 ppm boron concentration and 1 mA current are assumed.

<table>
<thead>
<tr>
<th></th>
<th>Original $^7$Li(p,n) With H$_2$O Coolant</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advantage Depth (cm)</td>
<td>7.7 ± 0.3</td>
<td>8.0 ± 0.3</td>
</tr>
<tr>
<td>Tumor Dose Rate @ 4 cm (RBE-cGy/min-mA)</td>
<td>39.1 ± 0.7</td>
<td>42.7 ± 0.8</td>
</tr>
<tr>
<td>Ratio of Fast/Tumor Dose Rate at 1 cm</td>
<td>0.018 ± 0.003</td>
<td>0.029 ± 0.002</td>
</tr>
</tbody>
</table>
Figure 4-9 a) Original $^7$Li(p,n) case

Figure 4-9. Original (a) and gallium-cooled (b) head phantom simulations using the $^7$Li(p,n) with a moderating length of 21 cm.
At the surface the fast neutron component of the gallium cooled case increased by 86.7% over the original simulation while at a depth of 4 cm the fast neutron component is higher by only 64.9%. Thermal neutron and boron doses for the gallium-cooled case are also increased at the 4 cm depth by 9.8% over the water-cooled simulation. Because the spectrum is slightly harder at the surface, less low energy neutrons would have been lost in the moderator due to absorption.

4.2.3 Gallium Activation

Upon irradiation by neutrons, natural gallium produces two isotopes: \(^{70}\text{Ga}(T_{1/2} = 21.1\ \text{min})\) and \(^{72}\text{Ga}(T_{1/2} = 14.1\ \text{hr})\). \(^{70}\text{Ga}\) is produced by the \((n,\gamma)\) reaction with \(^{69}\text{Ga}\) which makes up 60.1% (atom percent) of natural gallium. \(^{70}\text{Ga}\) is primarily a \(\beta^-\) emitter with 98.9% of all decays leading to emission of an electron with a maximum energy of 1656 keV. Only two gammas from \(^{70}\text{Ga}\) have intensities over 0.1%. A low energy 176.2 keV photon is emitted 0.29% of the time, and a 1039 keV photon is emitted 0.65% of the time. \(^{72}\text{Ga}\) is produced from \(^{71}\text{Ga}\) which makes up the remaining 39.9% of natural gallium. The decay structure of \(^{72}\text{Ga}\) is considerably more complex than \(^{70}\text{Ga}\). When the energy and intensities of all \(\beta^-\) particles are considered, on average each decay of \(^{72}\text{Ga}\) emits a 501.6 keV electron. Among the photons which are emitted, nine have intensities over 5%. Their energies and intensities are listed as follows: 601 keV (5.5%), 630 keV (24.8%), 834 keV (95.6%), 894 keV (9.9%), 1050 keV (6.9%), 1861 keV (5.3%), 2201 keV (25.9%), 2491 keV (7.7%), 2507 keV (12.8%).

In order to examine the activation of the gallium by the neutrons produced during a therapy, MCNP was used to tally the \((n,\gamma)\) reactions in all gallium cells for cases 2, 5, and 6. These cases were chosen since they contained the greatest volume of gallium for each of the reactions used. Since the activity in gallium results from two different isotopes with different characteristic radiations and half-lives, activity is plotted as a function of irradiation time for both \(^{70}\text{Ga}\) and \(^{72}\text{Ga}\) in Figures 4-10 a, b, c.
Figure 4-10. a) Gallium activation for 1 mA of beam current as a function of irradiation time using the geometry presented in Case 2. b) Gallium activation for 1 mA of beam current as a function of irradiation time using the geometry presented in Case 5. c) Gallium activation for 1 mA of beam current as a function of irradiation time using the geometry presented in Case 6.

From the levels of activity presented in these figures, it is evident that an ABNCT system cooled with gallium must consider the induced radiation in the gallium coolant especially from the standpoint of system maintenance. Fortunately, the majority of the activity comes from the $\beta^-$ emissions of $^{70}$Ga and would not likely affect the dose rate at the therapy position. This radiation would be of concern, however, to individuals working with the cooling system, especially for the 1-3 hours following an irradiation. For long irradiations where there is buildup of the longer-lived $^{72}$Ga, it might be necessary to change out the coolant to allow for decay.
4.3 REFERENCES


Chapter 5 Conclusions and Future Work

5.1 Summary of Conclusions

This thesis has investigated various aspects of high-power target design for Accelerator-Based Neutron Capture Therapy. Areas of interest presented in this work included the development of a technique which can be used to measure and map the current intensity profile for high current beams. Additionally, thermal and mechanical aspects of target design were considered using analytic calculations, numerical simulations, and experiments. The primary focus was to present an alternative to conventional water cooling by using liquid gallium metal as the working fluid. Based on the superior thermal and mechanical performance of a target cooled with gallium, comparisons of such a system against a conventional water-cooled target were investigated with Monte Carlo simulations to uncover any detrimental neutronic effects which would preclude the use as a coolant.

Chapter 2 developed a technique which allows the measurement of the current intensity profile in beams which have powers that can far exceed 100 W. This is crucial for the development of accelerator targets capable of handling high heat loads. Determination of the current density allows local values of the heat flux to be determined simply through multiplying the measured value by the beam energy. Methods currently available for beam profiling, such as helical profilers and harps, are limited to low overall beam powers of around 100 W. At energies of 1-4 MeV, this translates to beam currents of 100 µA or less. The technique developed in this chapter was used to interrogate beams having powers in excess of 350 W. In order to measure the current density, activity is induced in a target of $^{12}$C or $^{11}$B depending on whether deuterons or protons are being used. The former can be used with deuterons having energies of 0.7 MeV or higher, while the latter requires protons with energies greater than 3.0 MeV. MD-55-2 radiochromic film was used to measure a dose profile resulting from the emission of positrons from the activated target. This dose profile was converted to a map of current intensity by scanning the film with a desktop scanner. A calibration curve was generated which plotted the optical density measured with the scanner as a function of dose. Because of the linearity of the dose deposited in the film with the current intensity, the calibration curve allowed the conversion of the net optical density to current intensity. The resolution of this technique was investigated through the use of SRIM-2000 and Monte Carlo techniques and was found to be 0.22±0.01 mm, which is on the same order as the current beam measurement techniques which have resolutions on the order of 0.5-2 mm. This technique was used to measure current density in beams exceeding 1.4 mA/cm$^2$. 
Chapter 3 presented various thermal and mechanical components of target design. Based on the axial deposition of heat and the concomitant production of neutrons, it was shown that the minimum temperature increases occurred in neutron producing layers which had thicknesses which did not exceed the point at which neutron production ceased. For the 4.0 MeV $^9$Be(p,n) reaction this thickness was 110 $\mu$m. For the 2.5 MeV $^7$Li (p,n) reaction the thickness was 85 $\mu$m. Initial small-scale tests using single jets having a diameter of 3.19 mm and a z/d of 1.75 compared the stagnation point heat transfer coefficient of gallium and water. Gallium at a velocity of 0.64 m/s generated a stagnation point heat transfer coefficient of $37544 \pm 2784$ W/m$^2$K compared to an $h_0$ of $32448 \pm 3645$ W/m$^2$K from a water jet at 2.43 m/s. Numerical simulations using the K-$\varepsilon$ RNG model were utilized to quantify the local behavior of the heat transfer coefficient. While the simulations of the water jets predicted the experimental data to within 10%, the gallium data differed by factors of over 5 as a result of the non-wetting of the target surface. By matching the experimental gallium data with simulations, the magnitude of the wetting effect was quantified. These simulations also indicated that the heat transfer from gallium could fall below that of water at large r/d values. Large-scale tests using an array of submerged jets were conducted at powers (0-11 kW) and flowrates which were representative of the levels expected in NCT. Experiments found that the average heat transfer from gallium over areas typical of accelerator targets was superior to water for Reynolds numbers greater than 13500. At a Reynolds number of 35000 gallium produced an average heat transfer coefficient of $\approx 10^5$ W/m$^2$K while water produced an $\overline{h}$ of 55000 W/m$^2$K. Nusselt number correlations were presented for both water and gallium jet arrays. For a water jet array a correlation of $\overline{Nu} = 0.032 \text{Re}^{0.82} \text{Pr}^{1/3}$ was developed. The correlation for the submerged gallium jet array was $\overline{Nu} = 0.0113 \beta_{max}^2 \text{Re}^{0.54}$. The spreading ratio, $\beta_{max}$, was introduced as a correlating parameter as a means of incorporating the non-wetting effect in the predicted heat transfer. Finally, thermal and mechanical stresses were examined both analytically and numerically. Target dimensions were optimized in order to maximize the amount of power which could be handled by a target without failing either as a result of thermal stress or melting. Using gallium as a coolant, disk-shaped beryllium targets achieved power levels up to 9.3 kW with water targets achieving power levels $\sim$3 kW less. Beryllium targets failed as a result of exceeding the yield stress. Hemispherical beryllium targets having a thickness of only 400 $\mu$m achieved powers which were nearly 3 times greater than cylindrical targets. A hemispherical target cooled by gallium could safely handle a beam of up to 20.2 kW. Optimization of lithium-based targets was simplified because of the low melting point of the target material. Maintaining the temperature of the lithium below the melting
point rather than balancing stresses in the target is the primary design criterion. In order to achieve a power of 10 kW on a target composed of 85 μm lithium on a 865 μm-thick C15715 substrate and cooled by a gallium jet at 35 °C which generates a heat transfer coefficient of $10^5$ W/m²K, the power density of the beam had to be kept below 11.6 W/m²K.

Chapter 4 presented numerical comparisons between previous BNCS and BNCT simulations using light water as the cooling fluid and simulations in which the water was replaced with gallium. Figures of merit such as therapy time, skin dose, bone ratio, advantage depth, and tumor dose rate were used to compare the two coolants. All comparisons using gallium were done with the same moderator lengths and reflector thicknesses as the water cases. For the BNCS simulations, decreases in therapy times were caused by increased photon doses resulting from the capture of neutrons in the gallium. This increased photon dose resulted in slightly higher skin doses, but never exceeded the skin reddening threshold. Comparison of the figures of merit between the two coolants for both single beam and parallel beam irradiations yielded values which were within the 2σ uncertainty level in all cases. Likewise, comparisons with previous BNCT simulations yielded figures of merit in the case of gallium coolant which were within the 2σ uncertainty level for all cases presented. In both the BNCS and BNCT comparison no significant difference was seen which would preclude the use of gallium as a coolant for neutronic reasons. Activation of the gallium was investigated by considering the $(n,\gamma)$ captures tallied in the MCNP simulations. Activation in the gallium is due primarily to $^{70}$Ga which is almost exclusively a β⁺ emitter. Of all cases considered a maximum activity level of 100 mCi/mA was calculated for a BNCT therapy using the 4.0 MeV $^9$Be(p,n). For BNCT using the 2.5 MeV $^7$Li(p,n) reaction and BNCS using 1.5 MeV $^9$Be(d,n) $^{70}$Ga activity levels of 35 mCi/mA and 25 mCi/mA were calculated.

5.2 Recommendations for Future Work

This work has opened up the possibility of designing accelerator-NCT targets which are capable of withstanding irradiation by high power ion beams through the use of gallium cooling. Regarding the measurement of current beam intensity profiles, the target design presented in Chapter 2 should be altered by examining a method to place very thin (1 μm) layers on a working target. This would allow the technique to be used with beams having powers considerably higher than used in this study. It would also improve the resolution by limiting the degree to which the incoming charged-particles are scattered as they travel through the target.

For submerged-gallium jets, a study investigating the local heat transfer from a single nozzle at varying z/d spacings is warranted. If the local heat transfer coefficients were realized,
corrections could be made to the numerical simulations which would allow the thorough investigation of target design through the use of the ADINA package. Further experiments are needed to investigate the nature of the non-wetting effect on the heat transfer of gallium jets. An empirical relation is needed which specifically relates to submerged-jets. It is likely that the non-wetting effect is dependent not only on the jet velocity but also on $r/d$. Investigation of the heat transfer and wetting effect at jet Reynolds numbers in excess of 40000 would illustrate whether the improvement of using gallium compared to water continues to increase at higher jet velocities or whether the non-wetting effect reaches a constant value.