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Abstract

In this paper we consider the problem of minimizing a strictly convex, possibly nondifferentiable cost subject to linear inequality constraints. We consider a dual coordinate ascent method that uses inexact line search and essentially cyclic order of coordinate relaxation. We show, under very weak conditions, that this method generates a sequence of primal vectors converging to the optimal primal solution. Under an additional regularity assumption, and assuming the domain of the cost function is polyhedral, we show that a related sequence of dual vectors converges in cost to the optimal cost. Alternately, we show that if the constraint set has an interior point in the domain of the cost function then this sequence of dual vectors is bounded and each of its limit point(s) is an optimal dual solution. We also show, for the special case where the cost function is strongly convex, that the order in which the coordinates are relaxed may become gradually asynchronous. These results extend those in [9] for separable cost functions but the extension is nontrivial.
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1. Introduction

Consider the following minimization problem

\[ \text{Minimize} \quad f(x) \quad \quad \quad (P) \]

subject to \( Ex \geq b \), \quad (1)

where \( f : \mathbb{R}^m \rightarrow \mathbb{R} \cup \{ +\infty \} \), \( E \) is a given \( n \times m \) real matrix and \( b \) is a vector in \( \mathbb{R}^n \). In our notation all vectors are column vectors, and superscript \( T \) denotes transpose. We will denote the \((i,j)\)th entry of \( E \) by \( e_{ij} \), the effective domain of \( f \) by \( S \), i.e.

\[ S = \{ x \mid f(x) < +\infty \} \]

and the constraint set by \( Q \), i.e. \( Q = \{ x \mid Ex \geq b \} \). Note that \( S \) may be any convex set (not necessarily closed), so arbitrary convex inequality constraints can be embedded into \( f \). We make the following standing assumptions:

**Assumption A:** \( f \) is strictly convex, lower semicontinuous and continuous within \( S \). Furthermore the conjugate function of \( f \) defined by

\[ g(t) = \sup \{ t^T \xi - f(\xi) \mid \xi \in \mathbb{R}^m \}. \quad (2) \]

is real valued, i.e. \(-\infty < g(t) < +\infty \) for all \( t \in \mathbb{R}^m \).

**Assumption B:** There exists at least one feasible solution for \((P)\), i.e. \( S \cap Q \neq \emptyset \).

Assumption A implies (based on Corollary 13.3.1 of [7]) that for every \( t \) there is some \( x \) with \( f(x) < +\infty \) attaining the supremum in \((2)\), and furthermore \( f(x) \to +\infty \) as \( \|x\| \to +\infty \) (\( \| \cdot \| \) denotes the \( L_2 \) norm). It follows that the cost function \( f \) has bounded level sets. Because \( f \) is lower semicontinuous the level sets are compact. This together with Assumption B and the strict
convexity of $f$ within $S$ imply that there exists a unique optimal solution to (P) which we denote $x^*$.

A dual problem for (P), obtained by assigning Lagrange multiplier $p$ to the $i$th constraint of $Ex \geq b$, is

$$\begin{align*}
\text{Maximize} & \quad q(p) \\
\text{subject to} & \quad p \geq 0,
\end{align*}$$

(3)

where

$$q(p) = \min \{ f(x) + p^T(b-Ex) \mid x \in \mathbb{R}^m \} = p^Tb - g(E^Tp).$$

(D) is a concave program with simple positive orthant constraints. Furthermore, strong duality holds for (P) and (D), i.e. the optimal value in (P) equals the optimal value in (D). To see this we denote by $F$ the convex bifunction associated with (P) ([7], pp. 293), i.e.

$$(Fu)(x) = \begin{cases} 
 f(x) & \text{if } b-Ex \leq u, \\
 +\infty & \text{otherwise.}
\end{cases}$$

According to Theorem 30.4 (i) in [7], (P) and (D) have the same optimal value if $F$ is closed and convex and (P) has a unique optimal solution. Thus it suffices to show that $F$ is closed, or equivalently, that the set

$$\{ (x,u,z) \mid (Fu)(x) \leq z \} = \{ (x,u,z) \mid f(x) \leq z \text{ and } b-Ex \leq u \}$$

is closed. This set is the intersection of $\{ (x,u,z) \mid f(x) \leq z \}$ with $\{ (x,u,z) \mid b-Ex \leq u \}$, each of which is closed, so it is also closed ($\{ (x,u,z) \mid f(x) \leq z \}$ is closed because $f$ is lower semicontinuous).

Since $g$ is real valued and $f$ is strictly convex, $g$ and $q$ are continuously differentiable (cf. [7] Theorem 26.3). Using the chain rule, we obtain the gradient of $q$ at $p$ to be

$$\nabla q(p) = b - Ex,$$

where

$$x = \nabla g(E^Tp) = \arg \sup \{ p^T(E\xi - f(\xi)) \mid \xi \in \mathbb{R}^m \}. \quad (4a)$$

Note from (4a) that $x$ is also the unique vector satisfying

$$E^Tp \in \partial f(x), \quad (4b)$$
where \( \partial f(x) \) is the subdifferential of \( f \) at \( x \). For convenience we will denote \( V_q(p) \) by \( d(p) \) and its ith coordinate by \( d_i(p) \). It can be seen that \( d_i(p) \) is continuous, real valued and nonincreasing in \( p_i \).

Differentiability of \( q \) motivates a coordinate ascent method for solving (D) whereby, given a dual vector \( p \), a coordinate \( p_i \) such that \( \frac{\partial q(p)}{\partial p_i} > 0 \) (\( < 0 \)) is chosen and \( p_i \) is increased (decreased) in order to increase the dual functional. An important advantage of such a coordinate relaxation method is its suitability for parallel implementation on problems where \( f \) and \( E \) have special structures. As an example, suppose \( E \) is sparse and \( f \) is quadratic of the form \( x^TQx + r^Tx \), where \( r \) is a vector in \( \mathbb{R}^m \) and \( Q \) is a \( m \times m \) sparse, symmetric, positive definite matrix, then two coordinates \( p_i \) and \( p_j \) are uncoupled, and can be iterated upon (relaxed) simultaneously if the \((i,j)\)th entry of \( EQ^{-1}E^T \) is zero (another example is if \( f \) is separable and the \((i,j)\)th entry of \( EE^T \) is zero).

Convergence of coordinate ascent methods for maximizing general concave functions are well studied (see [3], [4], [6], [8], [13], [14]) but convergence typically requires compactness of the level sets and some form of strict concavity of the objective function, neither of which necessarily holds for \( q(p) \). We show in Section 3 that, under the standing assumptions, the coordinate ascent method applied to (D), and using inexact line search and essentially cyclic order of coordinate relaxation, generates a sequence of primal vectors converging to \( x^* \). If \( S \) is a polyhedral set and (P) satisfies a "regular feasibility" condition, then a related sequence of dual costs converges to the optimal cost. Alternately, if \( S \) intersects the interior of \( Q \) then the method generates a bounded sequence of dual vectors, each of whose limit point(s) is an optimal dual solution. We also show that if \( f \) is strongly convex then increasing asynchrony in the order of relaxation is tolerable. These results represent significant improvements over previous works on convergence of dual ascent methods for (P). In [1], [2] and [5], \( f \) is required to be differentiable, line search is exact, and only convergence to the optimal primal solution are shown (no result on convergence to an optimal dual solution). Furthermore, additional restrictive assumptions such as "strong..."
zone consistency" are required in [1] and [2], while in [5] $f$ is required to be strongly convex and $S$ is required to be a polyhedral set. Another paper [16] treats the more special case where $f$ is quadratic and $E$ is the node-arc incidence matrix for a given directed graph. A convergence result similar to ours is obtained in [9] for the special case where $f$ is separable and the constraints are linear equalities, however the analysis used in [9] does not readily extend to our problem.

2. Relaxation Algorithm

Consider the following coordinate ascent algorithm for (D): We fix a scalar $\delta$ in the interval $(0,1)$ and, beginning with a nonnegative $p$, we repeatedly apply the following iteration:

Relaxation Iteration

If $d_i(p) \leq 0$ and $p_i d_i(p) = 0$ for all $i$ then STOP.

Else

Choose any coordinate $p_s$. Set $\beta = d_s(p)$.

If $\beta = 0$ or if $\beta < 0$ and $p_s = 0$ then do nothing.

If $\beta > 0$ then increase $p_s$ until $0 < d_s(p) \leq \delta \beta$.

If $\beta < 0$ and $p_s > 0$ then decrease $p_s$ until either $0 \geq d_s(p) \geq \delta \beta$, $p_s \geq 0$ or $d_s(p) < \delta \beta$, $p_s = 0$.

We first show that each relaxation iteration is well defined. Denote, for each $p$ and $u \in \mathbb{R}^n$, the directional derivative of $q$ at $p$ in the direction $u$ by $q'(p; u)$, and let $e^s$ be the $s$-th coordinate vector in $\mathbb{R}^n$. The relaxation iteration is not well defined if for some $p$ and some $s$ we have $d_s(p) > 0$ and there does not exist a $\Delta \geq 0$ such that $d_s(p + \Delta e^s) \leq \delta d_s(p)$. Then we must have
\[
\lim_{\Delta \to \infty} \inf q'(p + \Delta e^i; e^i) \geq \delta d_s(p) > 0.
\]

Therefore
\[
\lim_{\Delta \to \infty} q(p + \Delta e^i) = +\infty,
\]
which in view of the strong duality condition
\[
\max \{ q(p) \mid p \geq 0 \} = \min \{ f(x) \mid Ex \geq b \}
\]
contradicts feasibility of (P) [cf. Assumption B]. It is easily seen that if the iteration stops then \( \nabla g(E^T p) \) and \( p \) satisfy the Kuhn-Tucker conditions, and are therefore optimal for (P) and (D) respectively.

We will consider the following assumption regarding the order in which the coordinates are chosen for relaxation:

**Assumption C:** There exists constant \( T \) for which every coordinate is chosen at least once for relaxation between iterations \( r \) and \( r + T \), for \( r = 0, 1, 2, ... \)

Assumption C says that the coordinates must be relaxed in an essentially cyclic order. We will weaken this assumption later.

### 3. Convergence analysis

Let us denote the price vector generated by the relaxation algorithm at the \( r \)th iteration \( (r = 0, 1, 2,...) \) by \( p^r \), and the index of the coordinate relaxed at the \( r \)th iteration by \( s^r \). To simplify notation we also denote
\[
t^r = E^T p^r, \quad d^r = d(p^r) \quad \text{and} \quad x^r = \nabla g(E^T p^r).
\]

For each \( x \in S \) and \( z \in \mathbb{R}^m \) we denote \( f'(x; z) \) the directional derivative of \( f \) at \( x \) in the direction \( z \). We will first show that under Assumption C the sequence \( \{ x^r \} \) converges to \( x^* \). Because the proof is
quite complex, we have broken it into two parts. The first part comprises of the following four technical lemmas, each of which holds independently of the order of relaxation (these lemmas will be used again later when we relax Assumption C). The first lemma lower bounds the amount of dual functional increase per iteration by the corresponding change in the primal vector.

**Lemma 1**

\[ q(p^{r+1}) - q(p^r) \geq f(x^{r+1}) - f(x^r) - f'(x^r,x^{r+1} - x^r) \quad r=0,1,2,... \]  

and

\[ f(x^*) - q(p^r) \geq f(x^*) - f(x^r) - f'(x^r,x^* - x^r) \quad r=0,1,2,... \]

**Proof:** Consider a fixed index \( r \) and denote \( s = s^r, \alpha = p_{r+1} - p_r \). From (2), (3) and (4) we have

\[ q(p^r) = f(x^r) + (p^r)^T b - (t^r)^T x^r \quad r=0,1,2,... \]

and therefore

\[ q(p^{r+1}) - q(p^r) = (p^{r+1})^T E x^r - (p^r)^T b - f(x^r) - (p^{r+1})^T E x^{r+1} + (p^{r+1})^T b - f(x^{r+1}) \]

\[ = (p^r)^T E x^r - f(x^r) - (p^r + \alpha e^r)^T E x^{r+1} + f(x^{r+1}) + (p^{r+1} - p^r)^T b \]

\[ = (p^r)^T E(x^r - x^r) - (t^r)^T (x^{r+1} - x^r) + \alpha (e^r)^T b \]

\[ = f(x^{r+1}) - f(x^r) - (t^r)^T (x^{r+1} - x^r) + \alpha (e^r)^T b \]

Thus we obtain

\[ q(p^{r+1}) - q(p^r) \geq f(x^{r+1}) - f(x^r) - (t^r)^T (x^{r+1} - x^r) \]

Since [cf. (4b)] \( t^r \in \partial f(x^r) \) and by definition

\[ f'(x^r,x^{r+1} - x^r) = \sup \{ \eta^T (x^{r+1} - x^r) | \eta \in \partial f(x^r) \} \]

we obtain

\[ q(p^{r+1}) - q(p^r) \geq f(x^{r+1}) - f(x^r) - f'(x^r,x^{r+1} - x^r) \]

Similarly we have (using the fact \( p^r \geq 0 \) and \( x^* \) is feasible for (P))

\[ f(x^*) - q(p^r) \geq f(x^*) - q(p^r) + (p^r)^T (b - E x^*) \]

\[ = f(x^*) - f(x^r) - (t^r)^T (x^* - x^r) \geq f(x^*) - f(x^r) - f'(x^r,x^* - x^r) \].
Q.E.D.

Lemma 1 allows us to prove the next lemma:

**Lemma 2**  The sequences \( \{x'\} \) and \( \{f(x'_r)\} \) are bounded, and every limit point of \( \{x'\} \) is in \( S \).

**Proof:**  We first show that (6) implies that the sequence \( \{x'\} \) is bounded. Suppose \( \{x'\} \) is not bounded. Then there exists subsequence \( R \) for which \( \|x'_r\| \rightarrow +\infty \) and \( \|x'-x^*\| \geq 1 \) for all \( r \in R \).

Fix an arbitrary scalar \( \beta \in (0,1) \) and let

\[
\xi_r' = x^* + \beta(x'_r - x^*)/\|x'_r - x^*\| \quad \forall r \in R.
\]

The subsequence \( \{\xi'_r\}_{r \in R} \) has the property that

\[
\xi'_r \in S \quad \text{and} \quad \|\xi'_r - x^*\| = \beta \quad \forall r \in R,
\]

and for \( \beta \) sufficiently small \( f(\xi'_r) \) is bounded for all \( r \in R \) (otherwise there exists subsequence \( R' \) of \( R \) and \( \{\beta'_k\}_{k \in R'} \rightarrow 0 \) such that \( \{f(x^* + \beta'_k(x'_k - x^*)/\|x'_k - x^*\|)\}_{k \in R'} \rightarrow +\infty \), thus contradicting the continuity of \( f \) within \( S \) since \( x^* + \beta'_k(x'_k - x^*)/\|x'_k - x^*\| \) converges to \( x^* \) and is in \( S \) for all \( k \) such that \( \beta'_k \leq 1 \)). Using (6) and the fact that \( q(p') \) is nondecreasing with \( r \) we obtain

\[
f(x'_r) \geq f(x^*) - f'(x';x^* - x'_r) - \Delta \quad \forall r \in R,
\]

where we define \( \Delta = f(x^*) - q(p') \). Combining this with the convexity of \( f \) yields

\[
f(\xi'_r) \geq f(x'_r) + f'(x';\xi'_r - x'_r) \geq f(x^*) - f'(x';x^* - x'_r) - \Delta + f'(x';\xi'_r - x'_r) = f(x^*) - f'(x';x^* - \xi'_r) - \Delta.
\]

Therefore

\[
(f(\xi'_r) - f(x^*)) / \beta + \Delta / \beta \geq -f'(x';(x^* - \xi'_r) / \beta) = -f'(x';(x^* - x'_r) / \|x'_r - x^*\|) \quad \forall r \in R.
\]

Since the left hand side of (7) has been shown to be bounded for sufficiently small \( \beta > 0 \) it follows there exists constant \( K > 0 \) for which

\[
K \geq -f'(x';(x^* - x'_r) / \|x'_r - x^*\|) \geq (f(x'_r) - f(x^*)) / \|x'_r - x^*\| \quad \forall r \in R,
\]

implying

\[
K \geq (f(x^* + \lambda' z') - f(x^*)) / \lambda' \quad \forall r \in R,
\]

where we define \( \lambda' = \|x' - x^*\| \) and \( z' = (x' - x^*) / \|x' - x^*\| \) for all \( r \in R \). Passing into a subsequence if necessary we will assume \( \{x'_r\}_{r \in R} \rightarrow z \) for some \( z \). Now consider a fixed \( \lambda > 0 \) and let \( \zeta'_r = x^* + \lambda z' \)
for all \( r \in \mathbb{R} \). Then for all \( r \in \mathbb{R} \) sufficiently large (so \( \lambda' > \lambda \)) we have

\[
\frac{\zeta - \zeta^*}{\lambda} \leq \frac{f(x^* + \lambda z') - f(x^*)}{\lambda} \leq K,
\]

and

\[
\{\zeta\}_{r \in \mathbb{R}} \rightarrow x^* + \lambda z.
\]

This together with continuity of \( f \) on \( S \) imply

\[
\frac{f(x^* + \lambda z) - f(x^*)}{\lambda} \leq K.
\]

Our choice of \( \lambda > 0 \) was arbitrary, so the above inequality holds for all \( \lambda > 0 \). This then implies, in the terminology of [7], that \( f \) is not co-finite and therefore (cf. Corollary 13.3.1 in [7]) \( g \) is not real valued – a contradiction.

We next show that \( \{f(x')\} \) is bounded. If \( \{f(x')\} \) is not bounded then there exists subsequence \( R \) for which \( \{f(x')\}_{r \in R} \rightarrow +\infty \). Since \( \{x'\}_{r \in R} \) is bounded we will assume, passing into a subsequence if necessary, that \( \{x'\}_{r \in R} \) converges to some \( x' \) which must be different from \( x^* \) (otherwise because \( x^* \in S \) it must be \( f(x')_{r \in R} \rightarrow f(x^*) < +\infty \)). Fix a scalar \( \beta > 0 \) such that \( \beta < \|x' - x^*\| \) for all \( r \in \mathbb{R} \) and define \( \xi' \), \( r \in \mathbb{R} \), as above. For each \( r \in \mathbb{R} \) we have, using the convexity of \( f \),

\[
\mathcal{A}(\xi') \geq f(x^*) + (1 - \beta \|x' - x^*\|) f'(x'; x^* - x'),
\]

which together with (6) imply

\[
\mathcal{A}(\xi') \geq f(x^*) + (1 - \beta \|x' - x^*\|) q(p') - f(x^*)) \geq \beta f(x') \|x' - x^*\| + (1 - \beta \|x' - x^*\|) q(p').
\]

It follows \( \{f(\xi')\}_{r \in R} \rightarrow +\infty \). This then again contradicts the fact that for \( \beta \) sufficiently small, \( \{f(\xi')\}_{r \in R} \) is bounded. Finally, since \( \{x'\} \) and \( \{f(x')\} \) are both bounded and the level sets of \( f \) are closed (since \( f \) is lower semicontinuous), it follows that every limit point of \( \{x'\} \) is in \( S \). Q.E.D.

**Lemma 3** For any \( y \in S \), any \( z \) such that \( y + z \in S \), and any sequences \( \{y^k\} \rightarrow y \) and \( \{z^k\} \rightarrow z \) such that \( y^k \in S \) and \( y^k + z^k \in S \) for all \( k \), we have

\[
\limsup_{k \to \infty} f'(y^k; z^k) \leq f'(y; z).
\]

(8)
Proof: To prove (8) we use the proof idea for Theorem 24.5 in [7]. Given any \( \mu > f'(y;z) \), \( f'(y;z) < +\infty \) since \( f'(y;z) < f(y + z) - f(y) \) we have \( y + \lambda z \in S \) for each \( \lambda > 0 \) sufficiently small and
\[
\frac{f(y + \lambda z) - f(y)}{\lambda} < \mu.
\] (9)
Since \( y^k + z^k \in S \) for all \( k \), we can (by taking \( \lambda \leq 1 \)) further assume \( y^k + z^k \in S \) for all \( k \). Since \( f(y^k + \lambda z^k) \to f(y + \lambda z) \) and \( f(y^k) \to f(y) \) by continuity of \( f \) on \( S \), it follows from (9) that, for all \( k \) sufficiently large,
\[
\frac{f(y^k + \lambda z^k) - f(y^k)}{\lambda} < \mu.
\]
Since
\[
f'(y^k; z^k) \leq \frac{f(y^k + \lambda z^k) - f(y^k)}{\lambda} \quad \forall k,
\]
it follows
\[
\lim_{k \to +\infty} \sup \{ f'(y^k; z^k) \} \leq \mu.
\]
This holds for any \( \mu > f'(y;z) \) so (8) follows. Q.E.D.

Lemma 4

\[
\lim_{r \to +\infty} \sup \{ d_r \} \leq 0.
\] (12)

Proof: If (12) does not hold then there exist scalar \( \varepsilon > 0 \), coordinate \( p \), and subsequence \( R \) for which
\[
d_r \geq \varepsilon \quad \forall r \in R.
\]
Therefore we have
\[
E(x^r - x^{r+1}) = d_r - d_r^{r+1} \geq (1 - \delta)\varepsilon \quad \forall r \in R,
\]
so that
\[
\| x^r - x^{r+1} \| \geq (1 - \delta)\varepsilon \|E\| \quad \forall r \in R.
\]
Since by Lemma 2 \( \{ x^r \}_{r \in R} \) and \( \{ x^{r-1} \}_{r \in R} \) are bounded, further passing into a subsequence if
necessary we will assume that \( \{x_r^{r}\}_{r \in R} \) converges to some point \( x' \) and \( \{x_r^{r+1} - x_r^{r}\}_{r \in R} \) converges to some nonzero vector \( z \). By Lemma 2, both \( x' \) and \( x' + z \) are in \( S \). Then using (5), continuity of \( f \) on \( S \) and (8) we obtain
\[
\lim_{r \to +\infty, r \in R} \inf \{q(p_r^{r+1}) - q(p_r^{r})\} \geq f(x' + z) - f(x') - f'(x'; z).
\]
Since \( q(p_r^{r}) \) is nondecreasing with \( r \) and \( f \) is strictly convex (so the right hand side of above is a positive scalar) it follows that
\[
q(p_r^{r}) \to +\infty,
\]
contradicting the feasibility of (P). Q.E.D.

We also need the following preliminary result:

**Lemma 5** Under Assumption C, if \( x' \) is any limit point of \( \{x_r^{r}\} \) then \( x' \in S \cap Q \) and there exists a subsequence \( R \) for which
\[
\{x_r^{r}\}_{r \in R} \to x' \quad \text{and} \quad b_i - \sum_{j=1}^{m} e_{ij} x_j^{r} < 0 \quad \Rightarrow \quad p_r^{r} = 0 \quad \forall r \in R. \tag{13}
\]

**Proof:** First we prove that \( x' \in S \cap Q \). From the proof of Lemma 4 it can be seen that
\[
x_r^{r} - x_r^{r+1} \to 0 \quad \text{as} \quad r \to +\infty. \tag{14}
\]
For a fixed coordinate \( p_r^{r} \), if \( i = s^r \) then for all \( k \in \{ r+1, \ldots, r+T \} \) we have
\[
d_{i}^{k} = d_{s}^{r} + \sum_{h=r}^{k-1} \sum_{j=1}^{m} e_{ij} (x_{j}^{h+1} - x_{j}^{h}) \leq d_{s}^{r} + M \sum_{h=r}^{r+T-1} \|x_{j}^{h+1} - x_{j}^{h}\|,
\]
where \( M \) is some constant depending on \( E \) only. Since \( T \) is a constant by Assumption C, from (12) and (14) we obtain
\[
\lim_{k \to \infty} \sup_{i} (d_{i}^{k}) \leq 0.
\]
Since the choice of \( i \) was arbitrary the above inequality holds for all \( i \). Thus every limit point of \( \{x_r^{r}\} \) is in \( Q \), which together with Lemma 2 imply that \( x' \in S \cap Q \).
Now we prove (13). Let \( d = b - Ex' \). By Lemma 4, we have \( d_i \leq 0 \) for all \( i \). Let \( I = \{ i \mid d_i < 0 \} \) and assume that \( I \) is nonempty (otherwise we are done). Since \( x' \) is a limit point of \( \{x'_i\} \) then there exists subsequence \( R' \) for which \( \{x'_r\} \to x' \), implying
\[
\{d'_r\} \to d, \quad \forall i \in I.
\]
Further passing into a subsequence if necessary we will assume \( \{d^{k+1}_r - d_r\} \to 0 \)
\[
(15)
\]
Consider a fixed \( r \in R' \) and any \( i \in I \). If \( s^k = i \) for some \( k \in [r, r + T-1] \) then by (15) we have
\[
d^{k+1}_i < \delta d^k_i,
\]
which together with the statement of the relaxation iteration implies
\[
p^{k+1}_i = 0.
\]
Since \( p^{k+1}_i = p^k_i \) if \( s^k \neq i \) for all \( k \) then necessarily \( p^{'r+1}_i = 0 \). By Assumption C, for each \( i \in I \), \( s^k = i \) for at least one \( k \in [r, r + T-1] \) so it follows that
\[
p^{'r+T}_i = 0 \quad \forall i \in I.
\]
Since the choice of \( r \in R \) was arbitrary we can choose \( R = \{ r + T \mid r \in R' \} \) (note that by (14) we have \( \{x'_r\} \to x' \) ). Q.E.D.

The following is our main result for the strictly convex case.

**Proposition 1** If Assumption C is satisfied then the following hold:

(a) \( \{x'_r\} \to x^* \).

(b) If the closure of \( S \) is a polyhedral set, and there exists a closed ball \( B \) around \( x^* \) such that \( f'(x; (y-x)/\|y-x\|) \) is bounded for all \( x, y \in B \cap S \) then \( \{q(p')\} \to f(x^*) \).

(c) If \( \text{int}(Q) \cap S \neq \emptyset \) then \( \{p'\} \) is bounded and every one of its limit points is an optimal dual solution.
Proof: We first prove (a). Let \( x' \) be a limit point of \( \{x_r\} \) and let \( R \) be a subsequence satisfying (13). Also denote \( d = b - Ex' \) and \( I = \{ i \mid d_i < 0 \} \). By Lemma 5, \( x' \in S \cap Q \). Suppose \( x' \neq x^* \) and let \( z = x^* - x' \). Clearly \( x' + z \in S \) and \( \sum_{i \in I} e_i z_i = 0 \) for all \( i \in I \). The latter implies [cf. (13)]

\[
(p^r)^T(Ez) = \sum_{i \in I} p_i^r (\sum_{j=1}^m e_{ij} z_j) \geq 0 \quad \forall r \in R.
\]

Using this inequality and the fact \( t' \in \partial f(x') \), for all \( r \), we have

\[
f''(x';z) = \max \{ \xi^T z \mid \xi \in \partial f(x') \} \geq (t')^T z = (p^r)^T(Ez) \geq 0 \quad \forall r \in R.
\]

Equation (17) and Lemma 3 imply \( f'(x';z) \geq 0 \) from which \( f(x') \leq f(x^*) \), contradicting the hypothesis \( x' \neq x^* \) and showing that \( x' = x^* \).

Now we prove (b). First we claim that there exists some positive \( c \) for which \( S \cap B(x^*,c) \) is closed, where \( B(x^*,c) \) denotes the closed ball around \( x^* \) with radius \( c \). To see this let \( Y \) denote the (closure of \( S \)) \( \setminus S \). It then suffices to show that \( Y \cap B(x^*,c) = \emptyset \) for some positive \( c \). Suppose the contrary. Then there exists a sequence of points \( \{y^k\} \) in \( Y \) converging to \( x^* \). Consider a fixed \( k \).

Since \( y^k \in Y \) there exists a sequence of points \( \{w'(k)\} \) in \( S \) converging to \( y^k \). Since \( f \) is lower semicontinuous it must be that \( f(w'(k)) \to +\infty \). Therefore there exists integer \( m_k \) for which \( \|w'^{(k)} - y^k\| < 1/k \) and \( f(w'^{(k)}) > k \). Then \( \{w'^{(k)}\} \) is a sequence of points in \( S \) converging to \( x^* \) for which \( f(w'^{(k)}) \to +\infty \), contradicting the continuity of \( f \) on \( S \) since \( f(x^*) < +\infty \).

Since, by assumption, the closure of \( S \) is a convex polyhedron and \( \{x_r\} \to x^* \), there must exist some \( \mu \in (0,c] \) for which \( x^r - x^* \in K \cap B(x^*,\mu) \) for all \( r \) sufficiently large, where \( K \) denotes the convex tangent cone of \( S \) at \( x^* \). \( K \) is closed since \( S \) is closed locally near \( x^* \) and \( K \) is polyhedral since closure of \( S \) is polyhedral. Since \( x^r - x^* \in K \) for all \( r \) sufficiently large, we can express \( x^r - x^* \) as a nonnegative combination of the generators of \( K \) ([17], §19), i.e.

\[
x^r - x^* = \sum_{k \in I} \lambda_k^r w^k \quad \forall r \text{ sufficiently large},
\]

where the \( \lambda_k^r \)'s are nonnegative scalars tending to zero and \( \{w^k\}_{k \in I} \) is some subset of the generators of \( K \). By passing into a subsequence \( R \) if necessary we can assume that \( \{w^k\}_{k \in I} \) form a
linearly independent set and, for each \(k \in \mathbb{I}, \lambda_k > 0\) for all \(r \in \mathbb{R}\). Let \(W\) denote the matrix whose columns are \(w^k, k \in \mathbb{I}\) and consider the substitution

\[ x^r = W\lambda^r + x^*, \quad v^r = W^Tv^r, \quad h(\lambda) = f(W\lambda + x^*). \]

Then \(h\) is strictly convex (since \(W\) has full column rank), \(h\) has as its tangent cone at 0 the positive orthant in \(\mathbb{R}^\mathbb{I}\), and for all \(r \in \mathbb{R}\)

\[ (t^r)^T(x^r - x^*) = (v^r)^T(\lambda^r - \lambda^*) = \sum_{k \in \mathbb{I}} v_k^r \lambda_k^r \]  \hspace{1cm} (18)

and (cf. [7], Theorem 23.9)

\[ v^r \in \partial h(\lambda^r). \]  \hspace{1cm} (19)

It follows from (19) that

\[ -h'(\lambda^r; -e^k) \leq v_k^r \leq h'(\lambda^r; e^k) \quad \forall k \in \mathbb{I}, \]  \hspace{1cm} (20)

where \(e^k\) denotes the \(k\)th coordinate vector in \(\mathbb{R}^\mathbb{I}\). Since \(\lambda_k^r > 0\) for all \(r \in \mathbb{R}, k \in \mathbb{I}\), and by assumption

\[ -h'(\lambda^r; -e^k) \quad \text{and} \quad h'(\lambda^r; e^k) \quad \text{are bounded} \quad \forall k \in \mathbb{I}, \]

we obtain from (20) (also using the fact that \(\{\lambda^r\}_{r \in \mathbb{R}} \to 0\))

\[ \lim_{r \to \infty} \sum_{k \in \mathbb{I}} v_k^r \lambda_k^r = 0. \]

This together with (18) imply

\[ \lim_{r \to \infty} \sum_{k \in \mathbb{I}} (t^r)^T(x^r - x^*) = 0. \]  \hspace{1cm} (21)

Since \(\{x^r\}_{r \in \mathbb{R}} \to x^*\) it follows from (21) and the observation

\[ f(x^*) - q(p^r) = f(x^*) - (t^r)^T x^* + (t^r)^T x^r - f(x^r) = (t^r)^T (x^r - x^*) + f(x^r) - f(x^*) \forall r, \]

that \(\{f(x^r) - q(p^r)\}_{r \in \mathbb{R}} \to 0\). Since \(q(p^r)\) is nondecreasing with \(r\) it follows \(f(x^r) - q(p^r) \to 0\) and (b) is proven.

Finally we prove (c). The assumption of part (c) shows that the convex program (P) is strictly consistent (see [7], pp. 300). It follows from Corollary 29.1.5 of [7] that the level sets of the dual functional \(q\) are compact. Since \(q(p^r)\) is nondecreasing with \(r\) this implies \(\{p^r\}\) is bounded. Then
every limit point of \( \{p'\} \) satisfies the Kuhn-Tucker conditions with \( x^* \) (since \( p' \geq 0 \) for all \( r \) and \( (p')(b-Ex') \to 0 \) by (13)). Q.E.D.

Note that the condition in part (b) holds if \( f \) is separable and \( (P) \) is regularly feasible ([15], Ch. 11).
In the remainder of this section we will further assume \( f \) is strongly convex, in the sense that there exist scalars \( \alpha > 0 \) and \( \gamma > 1 \) such that
\[
E(y) - E(x) - E'(x)(y-x) \geq \alpha \|y-x\|^\gamma \quad \forall \ x, y \in S.
\]
(22)

We consider another assumption regarding the order of relaxation that is weaker than Assumption C. Let \( \{ \tau_k \} \) be a sequence satisfying the following condition:
\[
\tau_1 = 0 \quad \text{and} \quad \tau_{k+1} = \tau_k + b_k , \quad k=1,2,\ldots,
\]
where \( \{b_k\} \) is any sequence of scalars satisfying
\[
b_k \geq n, \quad k=1,2,\ldots, \quad \text{and} \quad \sum_{k=1}^{\infty} \left( \frac{1}{b_k} \right)^p = \infty,
\]
(23)
and \( p = \gamma - 1 \). The assumption is as follows:

**Assumption C':** For every positive integer \( k \), every coordinate is chosen at least once for relaxation between iterations \( \tau_k + 1 \) and \( \tau_{k+1} \).

The condition \( b_k \geq n \) for all \( k \) is required to allow each coordinate to be relaxed at least once between iterations \( \tau_k + 1 \) and \( \tau_{k+1} \), so that Assumption C' can be satisfied. Note that if \( b_k \to +\infty \) then the length of the interval \( [\tau_k + 1, \tau_{k+1}] \) tends to \( +\infty \) with \( k \). For example, \( b_k = k^{1/p} n \) gives one such sequence.

Assumption C' allows the time between successive relaxation of each coordinate to grow, although not to grow too fast. We will show that most of the conclusions of Proposition 1 hold, under Assumption C' and (22). These convergence results are of interest since they show that, for a large class of problems, near cyclical relaxation is not essential for the Gauss-Seidel method to be convergent. To the best of our knowledge, the only other work treating convergence of
the Gauss-Seidel method that do not require cyclical relaxation are [9], [10] and [11] dealing with the special case of separable costs.

Before proceeding to our main result we need the following lemma:

**Lemma 6** If (22) and Assumption C' hold, then there exist a limit point $x'$ of $\{x^r\}$ belonging to $S \cap Q$ and a subsequence $R$ satisfying

$$\{x^r\}_{r \in R} \to x' \quad \text{and} \quad b_i - \sum_{j=1}^{m} e_{ij} x_j' < 0 \Rightarrow p_i^r = 0 \ \forall r \in R. \quad (24)$$

**Proof:** We first show that a limit point $x' \in S \cap Q$ exists. Since $x^r \in S$ for all $r$, then (5) and (22) imply

$$q(p^{r+1}) - q(p^r) \geq \alpha \|x^r - x^{r+1}\|^\beta \quad r = 0, 1, 2, \ldots,$$

which, when summed over all $r$, yields

$$\lim_{r \to \infty} q(p^r) - q(p^0) \geq \alpha \sum_{r=0}^{\infty} \|x^{r+1} - x^r\|^\gamma,$$

and so it follows

$$\sum_{r=0}^{\infty} \|x^{r+1} - x^r\|^\gamma < \infty. \quad (25)$$

[Note that (6) and (22) imply

$$f(x^*) - q(p^r) \geq f(x^*) - f(x^r) - f'(x^*, x^r - x^r) \geq \alpha \|x^r - x^*\|^\gamma \ \forall r, \quad (26)$$

which together with the fact $q(p^r)$ is nondecreasing with $r$ offers a simpler proof that $\{x^r\}$ is bounded.]

Next we show that there exists subsequence $H$ of $\{1, 2, \ldots\}$ for which

$$\sum_{r=t+1}^{\infty} \|x^{r+1} - x^r\| \to 0 \quad \text{as} \quad h \to \infty, h \in H. \quad (27)$$

We will argue by contradiction. Suppose that such a subsequence does not exist. Then there must exist a positive scalar $\varepsilon$ and a $h^*$ for which
Consider the Hölder inequality \([12]\), which says that for any positive integer \(N\) and two vectors \(x\) and \(y\) in \(\mathbb{R}^N\)

\[
| x^T y | \leq \| x \|_p \| y \|_q,
\]

where \(1/p + 1/q = 1\) and \(p > 1\). If \(x \geq 0\) and if we let \(y\) be the vector with entries all 1 we obtain that

\[
\sum_{i=1}^{N} x_i \leq \left[ \sum_{i=1}^{N} (x_i)^p \right]^{1/p} (N)^{1/q}.
\]

Applying (29) to the left hand side of (27) with \(p = \gamma\) yields

\[
e^\gamma \leq \sum_{r=\tau_h+1}^{t_h+1} \| x^{r+1} - x^r \| V (\tau_{h+1} - \tau_h)^{\gamma - 1} \quad \forall \ h \geq h^*,
\]

which implies

\[
e^\gamma \sum_{h=h^*}^{\infty} \frac{1}{(\tau_{h+1} - \tau_h)^{\gamma - 1}} \leq \sum_{h=h^*}^{\infty} \left[ \sum_{r=\tau_h+1}^{t_h+1} \| x^{r+1} - x^r \| V \right] = \sum_{r=\tau_h+1}^{t_h+1} \| x^{r+1} - x^r \| V.
\]

The leftmost quantity of (30) according to Assumption C' [cf. (23)] is \(+\infty\) while the rightmost quantity of (30) according to (25) is bounded – a clear contradiction.

We also have [cf. Lemma 4]

\[
\lim_{r \to +\infty} \sup_{r} \{ d_r \} \leq 0.
\]

Now, let \(H\) be the subsequence for which (27) holds and considered a fixed \(i\). By Assumption C', \(p_i\) is chosen to be relaxed in at least one iteration, which we denote by \(r_h\), between \(\tau_h + 1\) and \(\tau_{h+1}\), for all \(h \in H\), so it follows

\[
d_{i}^{t_h} = d_{i}^{r_h} - \sum_{r=\tau_h}^{r_h-1} \sum_{j=1}^{m} e_{ij} (x_j^{r+1} - x_j^r),
\]

implying
\[ d_i^{\tau_h} \leq \max \{ d_i^r : r = \tau_h, \ldots, \tau_{h+1} \} + M \sum_{r=\tau_h}^{\tau_{h+1}-1} \| x_r + 1 - x_r^r \| \quad \forall h \in H, \tag{32} \]

where \( M \) is some constant depending on \( E \) only. Then (27) and (31) imply

\[ \lim_{h \to +\infty} \sup_{h \in H} \{ d_i^{\tau_h} \} \leq 0. \]

Thus every limit point of \( \{ x_h \}_{h \in H} \) is in \( Q \), which [cf. Lemma 2] is also in \( S \).

Let \( x' \) be such a limit point (so \( x' \in S \cap Q \)) and denote \( d = b - E x' \). Then \( d_i \leq 0 \) for all \( i \). Let \( I = \{ i \mid d_i < 0 \} \) and assume that \( I \) is nonempty (otherwise we can set \( R = \{ \tau_h \mid h \in H \} \) and (24) follows).

Since \( x' \) is a limit point of \( \{ x^r \} \), there exists subsequence \( H' \) of \( H \) for which \( \{ x_h \}_{h \in H'} \to x' \), implying

\[ \{ d_i^{\tau_h} \}_{h \in H'} \to d_i, \quad \forall i \in I. \]

Then taking \( h \in H' \) sufficiently large we will assume [cf. (27)]

\[ d_i^{r+1} < \delta d_i^r \quad \forall r = \tau_h, \tau_h + 1, \ldots, \tau_{h+1} - 1, \forall h \in H', \forall i \in I. \tag{33} \]

Consider a fixed \( h \in H' \) and any \( i \in I \). If \( s^k = i \) for some \( k \in [\tau_h, \tau_{h+1} - 1] \) then by (33) we have

\[ d_i^{k+1} < \delta d_i^k, \]

which together with the statement of the relaxation iteration imply

\[ p_i^{k+1} = 0. \]

Since \( p_i^{k+1} = p_i^k \) if \( s^k \neq i \) for all \( k \) then necessarily \( p_i^{\tau_{h+1}} = 0 \). By Assumption \( C' \), for each \( i \in I \), \( s^k = i \) for at least one \( k \in [\tau_h, \tau_{h+1} - 1] \) so it follows

\[ p_i^{\tau_{h+1}} = 0 \quad \forall i \in I. \]

Since the choice of \( h \in H' \) was arbitrary we can choose \( R = \{ \tau_{h+1} : h \in H' \} \) (note that by (27) we have \( \{ x^r \}_{r \in R} \to x' \)). Q.E.D.

The following is our main result for the strongly convex case:

**Proposition 2** If (22) and Assumption \( C' \) are satisfied, then the following hold:

(a) \( \{ x^r \}_{r \in R} \to x^* \) for some subsequence \( R \).
(b) If the closure of $S$ is a polyhedral set, and there exists a closed ball $B$ around $x^*$ such that 
$f'(x; (y-x)/\|y-x\|)$ is bounded for all $x, y \in B \cap S$ then $q(p') \rightarrow f(x^*)$ and $x' \rightarrow x^*$.

(c) If $\text{int}(Q) \cap S = \emptyset$ then $q(p') \rightarrow f(x^*), x' \rightarrow x^*$, and $\{p'\}$ is bounded whose each limit point is an optimal dual solution.

Proof: We prove (a) first. Let $x'$ be a limit point and $R$ be a subsequence satisfying (24). Then by a proof analogous to that for Proposition 1 (a) (using (24) and Lemma 6 instead of (13) and Lemma 5) we obtain $x' = x^*$ (unlike the proof of Proposition 1 (a) however, this does not imply $x' \rightarrow x^*$). To prove (b) we use part (a) and an argument analogous to that for Proposition 1 (b) to conclude that $q(p') \rightarrow f(x^*)$. Then (26) implies $x' \rightarrow x^*$. To prove (c) we first apply the argument for Proposition 1 (c) to conclude that $\{p'\}$ is bounded. This implies $\{p'\}_{r \in R}$ has a limit point $p'$ that is an optimal dual solution, where $R$ is the subsequence defined in part (a) (since $p' \geq 0$ for all $r \in R$ and $\{(p')^T(b-Ex')\}_{r \in R} \rightarrow 0$ by (24)). Therefore $q(p') = f(x^*)$ and $q(p') \rightarrow f(x^*)$ (since $q(p')$ is nondecreasing with $r$), implying that every limit point of $\{p'\}$ is an optimal dual solution. Q.E.D.

The conclusion of Proposition 2 (a) is weaker than that of Proposition 1 (a) since it does not assert convergence of the entire sequence $\{x'\}$. 
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