Abstract

The issue of infinite dimensionality for the nonlinear filtering problem has received a lot of attention in recent years, especially by using Lie algebraic methods. Recently, Ocone [5] has applied the Malliavin calculus in an abstract Hilbert space setting to prove results on this topic by showing "density" of the unnormalized density in function space. In this paper, an extension of Ocone's method to deal with first order stochastic Hamilton-Jacobi equations which arise in the maximum a posteriori estimation of trajectories of diffusions is made. The technique used can be easily generalized to a wider class of path-by-path stochastic control problems. The results of the analysis are that, in many cases, the MAP trajectory estimation problem does not possess a "universal" finite dimensional solution in the sense that the associated value function is not finite dimensionally computable, strengthening thus a conjecture made in [6].
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1. INTRODUCTION

The issue of finite dimensionality of solutions to the nonlinear filtering problem has been an active research field in the last few years. Following the ideas of Brockett [1], many authors have considered various Lie algebraic criterions for the existence of such finite dimensional solutions, cf. e.g. [2], [3] and the survey in [4].

Recently, Ocone [5] has proposed a new point of view on the same problem. Namely, Ocone suggested to use the Malliavin calculus of variation to show that under suitable Lie algebraic conditions, the filtering density is smooth in an appropriate infinite dimensional sense over some function spaces, therefore excluding the possibility of the existence of a finite dimensional filter.

The purpose of this paper is to extend Ocone's results to a class of nonlinear stochastic partial differential equations which arise in the study of maximum a posteriori estimation of diffusion processes [6]. This class of equations is basically a class of path-dependent Hamilton-Jacobi equations and is therefore related to an optimal control problem. This relation is exploited over and over throughout this paper, and enables us to convert Ocone's methods, which relied heavily on the linearity of Zakai's equation in nonlinear filtering, to cover the nonlinear class presented here.

The approach we take in this paper is easily generalized to a wider class of stochastic Hamilton-Jacobi equation arising from pathwise optimal control problems. In particular, for nondegenerate diffusions, some of Ocone's results concerning the non existence of finite-dimensional
realizations for the conditional density may be re-derived using the relation between optimal filtering and stochastic control pointed out in [7]. We do not pursue this line of research further here.

A main difficulty in our approach is that, unlike in [5], the Hamilton-Jacobi equation dealt with does not have in general a unique solution for a.e. observation path, and moreover it does not even have in general a classical solution. We will work therefore with a subset of the observation space (with Wiener measure greater than zero), and for this subspace we will be able to ensure a local unique classical solution. Some of these problems may disappear in the case of second order Hamilton-Jacobi equations which appear in the filtering equation (or also in viscosity type approximations, cf. [8]). Those remarks are a subject for future investigation and are not dealt with here.

In order to make the presentation as clear as possible, we restrict ourselves to the one dimensional case. The extension to the multi-dimensional nondegenerate case with flat Riemannian structure associated with the diffusion being easy and not illuminating, we do not consider it here. We mention, however, that the general degenerate case or even the non-flat space case is not covered by our method, since the optimal control problem posed is ill-behaved and the trajectory MAP estimator does not always make sense in this case or in the case of non-flat metric, does not necessarily exist, c.f. the discussion in [12].

The organization of the paper is as follows: in the rest of the introduction, we describe the trajectory MAP estimator problem and state our basic assumptions. In section 2, we briefly state some definitions and
theorems from [5] and [9] related to Malliavin's calculus. For a thorough introduction to this calculus, we refer the reader to [9], [10] and [11]. In Section 3, we present several auxiliary lemmas which allow us to represent Malliavin's covariance matrix in the spirit of Ocone's technique. As a by-product of our method, we obtain also new local uniqueness results for the MAP problem. We note that although the goal here and in [5] is the same, the techniques used differ basically. In Section 4, we prove Theorem 4.1, which is our basic "infinite dimensionality" criteria. An example and some concluding remarks follows.

We turn now to some definitions. Let \( w_t, \theta_t \) be two independent one-dimensional Brownian motions adapted to some filtration \( F_t \). Let \( x_t, 0 \leq t \leq T \) ("process") and \( y_t, 0 \leq t \leq T \) ("observation") satisfy the following pair of stochastic differential equations:

\[
\begin{align*}
\text{dx}_t &= f(x_t)dt + \sigma(x_t)dw_t \\
\text{dy}_t &= h(x_t)dt + d\theta_t
\end{align*}
\]

where (1.1) is interpreted in its Stratonovich form and \( x_0 \) possesses the initial density \( q_0(x_0) \). We make the following notations:

- \( C^k_b(\mathbb{R}) \) denotes the space of functions \( f: \mathbb{R} \to \mathbb{R} \) which are bounded together with their derivatives up to order \( k \), with the \( k \)-th order derivatives being absolutely continuous.
- \( C^k[0,T] \) denotes the space of functions \( f:[0,T] \to \mathbb{R} \) which are \( k \) times continuously differentiable.
- \( W^{1,2} \) denotes the Sobolev space of functions \( f:[0,T] \to \mathbb{R} \) such that
$$||f||_{1,2} < \infty$$ where $$||f||_{1,2}$$ is the Sobolev norm defined by:

$$||f||_{1,2} = \left[ \int_0^T (f^2(s) + (f'(s))^2) ds \right]^{1/2}$$

where $$f'(t)$$ denotes the distributional derivative of $$f(t)$$ w.r.t. $$t$$.

$$\mathcal{H}$$ denotes the space of function $$f: [0,T] \to \mathbb{R}$$ s.t. $$f(0) = 0$$ and $$f \in W^{1,2}$$. 

$$L^n(\mathbb{R}; e^{-x^2/2})$$ denotes the space of functions $$f: \mathbb{R} \to \mathbb{R}$$ s.t. 

$$||f||_n = \left[ \int_{\mathbb{R}} e^{-x^2/2} (f(x))^n dx \right]^{1/n} < \infty.$$

$$L = \bigcap_{n \geq 1} L^n(\mathbb{R}; e^{-x^2/2})$$

$$\mathcal{K} = L^2(\mathbb{R}; e^{-x^2/2})$$.

$$\mathcal{K}$$ is a Hilbert space when equipped with the scalar product naturally associated with $$||f||_2$$. The Hermite polynomials $$\{e_i\}$$ form a $$C^\infty$$, orthonormal, basis of $$\mathcal{K}$$, and $$e_i \in L \ \forall i$$.

$$L^2$$ denotes the usual Hilbert space with norm $$\left[ \int_{\mathbb{R}} f^2(x) dx \right]^{1/2}$$

$$\mathcal{K}$$ denotes throughout a generic constant.

We make the following assumptions on the coefficients of Eqs. (1.1), (1.2):
Under (A.1) – (A.4), it was demonstrated in [6] that the following holds

\[
\lim_{\varepsilon \to 0} \frac{P(\|\phi - x\| < \varepsilon \, | \gamma_0)}{P(\|w\| < \varepsilon)} = \exp J(\phi, T) \quad (1.3a)
\]

where

\[
J(\phi, T) = \ln(q_0(\phi_0)\sigma(\phi_0)) - \frac{1}{2} \int_0^T \frac{(\phi_s' - f(\phi_s))^2}{\sigma(\phi_s)^2} \, ds \quad (1.3b)
\]

\[
- \frac{1}{2} \int_0^T \sigma(\phi_s)(\sigma(\phi_s'))' \, ds
\]

\[
- \frac{1}{2} \int_0^T h^2(\phi_s) \, ds + h(\phi_T)\gamma_T - \int_0^T y_s h'(\phi_s) \phi_s' \, ds
\]

for each \( \phi \in C^1[0, T] \) which satisfies an equation of the type
\[
\dot{\phi}_t - \dot{\phi}_0 = \int_0^t k_1(\rho_s, \dot{\rho}_s, s) ds + N(\rho_s) y_s - \int_0^t N'(\rho_s) \dot{\rho}_s y_s ds
\]

(1.3c)

for appropriate \(k_1, N\). We refer to [6] and to the appendix of [12] for details. We interpret therefore \(J(\rho, T)\) as the "conditional posterior density" of paths. Now, under the additional hypotheses:

\[
|\ln q_0(x)| \text{ is at most of quadratic growth as } |x| \to \infty,
\]

(A.5)

\[
\exists K > 0 \text{ s.t. } \lim_{|x| \to \infty} \frac{h^2(x)}{x^2} > K.
\]

(A.6)

it was demonstrated in [12] that a maximum a posteriori estimator, defined as

\[
\hat{\rho}_0 = \arg \max_{\rho_s \in \mathbb{R}^{1,2}} J(\rho, T)
\]

(1.4)

exists and satisfies (1.3c).

We note that the results in [12] apply to our case under consideration here (even with \(\sigma(\cdot) \neq \sigma\)) since in the one dimensional case, the scalar curvature associated with \(\sigma^2(\cdot)\) is identically zero.

We will impose later additional restriction in order to show our infinite dimensionality results, c.f. cases A,B,C below. Only under those additional restrictions we will be able to push through our analysis.

Following Bellman's optimality principle, let us define
\[
S(t,x) = \inf_{\phi \in \mathcal{W}, \phi^c \in \mathcal{W}} (-J(\phi, t)) \quad \text{(1.5)}
\]

Note that by definition, \( J(\phi(\cdot), t) = -\inf_{x} S(t,x) \).

Then, as one might suspect from optimal control theory, c.f., e.g., [14],

\[
v(t,x) = S(t,x) + \int_{0}^{x} \frac{f(\theta)}{\sigma^{2}(\theta)} \, d\theta
\]

satisfies (whenever it is differentiable) the following stochastic P.D.E.:

\[
dv(t,x) = \left[ -\frac{\sigma^{2}(x)}{2} \left( \frac{\partial v(t,x)}{\partial x} \right)^{2} + \frac{1}{2} \, l(x) \right] dt - h(x) dy_t;
\]

\[
v(0,x) = -\ln(q_0(x)\sigma(x)) + \int_{0}^{x} \frac{f(\theta)}{\sigma^{2}(\theta)} \, d\theta \quad \text{(1.6)}
\]

where

\[
l(x) = \frac{f^{2}(x)}{\sigma^{2}(x)} + \sigma(x)\left( \frac{f(x)}{\sigma(x)} \right)' + h^{2}(x).
\]

Note that as pointed out in [12], (1.6) is related to the logarithmic transformation of Zakai's equation (which possesses, however, additional smoothness due to an additional Laplacian term in the l.h.s. of (1.6)). Many times throughout, we use the robust form of equation (1.6), i.e. by
defining \( u(t,x) = v(t,x) + h(x)y_t \) we have:

\[
\frac{\partial u(t,x)}{\partial t} = - \frac{\sigma^2(x)}{2} \left( \frac{\partial u(t,x)}{\partial x} \right)^2 + \sigma^2(x)h'(x)y_t \frac{\partial u(t,x)}{\partial x} - \frac{1}{2} \sigma^2(x)h''(x)y_t^2 + \frac{1}{2} l(x),
\]

(1.7)

\[
u(0,x) = -\ln[q(x)\sigma(x)] + \int_x^{\theta} \frac{f(\theta)}{\sigma^2(\theta)} \, d\theta
\]

In the sequel, we concentrate on analyzing the existence, moment bounds smoothness (in the Malliavin sense) and existence of "densities" (over function space, c.f. below) of solutions to (1.6). As pointed out in [5], the existence of a "density" over function space question is related to the question of the existence of finite-dimensional realizations of solutions to (1.6). To demonstrate that such realizations are possible, let \( \sigma(x) = 1 \), \( h(x) = x \), \( f(x) = -x \) (which implies that \( l(x) \) is quadratic), and \( \ln q_0(x) = -x^2 \). Substituting \( v(x,t) = a_t x^2 + b_t x + c_t \), one easily convinces itself that \( v(x,t) \) is indeed a solution of (1.6) and that \( a_t, b_t, c_t \) are represented as an output of simple recursive filters driven by the observation \( y \). Note that the non-existence of finite dimensional realizations of \( u(t,x) \) does not imply that such realizations for \( \rho_0 \) do not exist. What we show is similar to the "universal" nonexistence of finite dimensional filters for densities in the filtering problem, which does not eliminate in general the possibility of "specific" realizations. Indeed, in
our case \( v(x,t) \), like \( p(x,t) \) in the filtering case, cannot be finite-dimensionally computed, whereas \( \Phi_0 \) or \( \Phi_T \) might be. For a discussion of this point, c.f., e.g., [3].

In our analysis, the following special cases (which satisfy assumptions (A.1) - (A.5)) turn out to be important; it is only under those more restrictive conditions that we will be able to push through the analysis:

**Case A:** \( h(x) = h.x, \sigma(x) = 1, \quad \forall x \left| \frac{\partial^2 \ln q_0(x)}{\partial x^2} \right| < K \),

**Case B:** \( \sigma(x) = 1, \quad \forall x \left| \frac{\partial \ln q_0(x)}{\partial x} \right| < K, \quad \left| \frac{\partial^2 \ln q_0(x)}{\partial x^2} \right| < K, \quad |(h^2(x))'| < K \)

**Case C:** \( \sigma(x) > K, \quad \forall x \left| \frac{\partial \ln q_0(x)}{\partial x} \right| < K, \quad \left| \frac{\partial^2 \ln q_0(x)}{\partial x^2} \right| < K, \quad |(h^2(x))'| < K \)

(Note that Case C is equivalent to Case B if \( h'(x) > 0 \) by making the coordinate transformation \( z = \int^x \frac{1}{\sigma(\theta)} \, d\theta \).)
2. **STOCHASTIC CALCULUS OF VARIATIONS IN HILBERT SPACE**

We present here some of the definitions and results from [5] and [6] which we need. Additional references on the same topic are [9], [10], and [11].

Let $\Theta$ denote the space of continuous, $\mathbb{R}$ valued functions on $[0,T]$ starting at zero. Let $\mathcal{B}$ be the Borel $\sigma$-algebra of $\Theta$ with the sup norm topology, let $\mu$ be the Wiener measure on $\Theta$ and $\mathcal{B}_t = \sigma(\Theta(s) \mid 0 \leq s \leq t)$. For an arbitrary Hilbert space $X$, $L^q(\mu, X)$ denotes the space of $X$ valued random functions $F$ with $E\|F\|_X^q < \infty$.

**Definition 2.1:** Let $X$ be a separable Hilbert space, and let $F: \Theta \to X$ be measurable. Then:

a) $F \in \mathcal{W}^1(X)$ and has an $H$ differential $DF: \Theta \to HS(H;X)$ (where $HS(H;X)$ denotes the space of Hilbert-Schmidt operators from $H$ to $X$) if

$$\forall \varepsilon > 0, \forall \gamma \in H, \lim_{t \to 0} \mu(\Theta \mid \|F(\Theta + t\gamma) - F(\Theta))/t - DF(\Theta)(\gamma)\|_X > \varepsilon = 0$$

(2.1)

provided $t \to F(\Theta + t\gamma)$ is absolutely continuous $\forall \Theta, \gamma$. For $\gamma \in H$, denote $DF(\Theta)(\gamma)$ by $D\gamma F(\Theta)$.

b) For $F \in \mathcal{W}^1(X)$, define the Malliavin covariance derivative $VF^* VF: \Theta \to X \otimes X$ as follows:

$$VF^* VF(\Theta) = \sum_{i=1}^{\infty} DF(\Theta)(\gamma_i) \otimes DF(\Theta)(\gamma_i).$$

(2.2)
where \{γ_i\} is an orthonormal basis for H.

Various other interpretations of (2.1), (2.2) in terms of the dual of D and in terms of the Ito-Wiener chaos decomposition are given in [5], [9]. We do not use those here.

We use the following lemmas of [5], [16]

**Lemma 2.1**

(a) Let \( F: \Theta \to \mathbb{R}^n \) belong to \( W^1(\mathbb{R}^n) \). If \( \|DF(\theta)\|_{HS}^2 < \infty \), \( \|D|DF(\theta)|^2_{HS}\|_{HS}^2 < \infty \) and \( \langle VF^*VF \rangle > 0 \) a.s., then \( d(\mu \circ F^{-1})/dx \) exists, i.e. the \( \mathbb{R}^n \) valued r.v. \( F(\theta) \) possesses a density w.r.t. Lebesgue measure.

(b) Let \( F \) be as in (a), but without satisfying the extra condition \( \|DF(\theta)\|_{HS}^2 \) < \( \infty \). Then the conclusion still holds (c.f. [16]).

(c) Let \( F \) be as in (b), with however the conditions \( \langle VF^*VF \rangle > 0 \) and \( \|DF(\theta)\|_{HS}^2 < \infty \) holding only on an open set \( \Lambda \) with \( \mu(\Lambda) > 0 \). Let \( \bar{\mu} \) denote the restriction of \( \mu \) to \( \Lambda \). Then \( d(\bar{\mu} \circ F^{-1})/dx \) exists, i.e. the \( \mathbb{R}^n \) valued r.v. \( F(\theta) \), restricted to \( \Lambda \), possesses a density w.r.t. Lebesgue measure ([16, theorems 3.9]).

We remark that one could prove easily a local version of (a) (in the same way as (c) is a local version of (b)). Indeed, let \( A \subseteq \mathbb{R}^n \) be an open set with \( m(A) = 0 \) and \( 0 \not\in A \), where \( m \) is Lebesgue measure on \( \mathbb{R}^n \). Using [18, pg. 23, Theorem 4.4], and the fact that on \( \Lambda \), \( \langle VF^*VF \rangle > 0 \) together with the appropriate technical conditions,
\[ \mu(\theta \mid F(\theta) \cdot 1_{\theta \in \Lambda} \in A) = 0 \]

However, if \( F(\theta) \cdot 1_{\theta \in \Lambda} \in A \), clearly one has that \( \theta \in \Lambda \). Therefore, one has that \( \mu(\theta \mid F(\theta) \in A \cap \theta \in \Lambda) = 0 \), which implies existence of density everywhere but near \( \{0\} \). To show the existence of density in \( \{0\} \), repeat the above argument with \( (F(\theta)+1) \).

Finally, we define what we mean by densities in arbitrary Hilbert space, again following [5].

**Definition 2.2:** Let \( p(t) \in X \). Let \( s \) denote any closed finite dimensional subspace of \( X \), and let \( \text{Proj}_s \) denote the projection onto \( s \). The cylinder sets based on \( s \) are the elements of the \( \sigma \)-algebra:

\[ B_s = (\text{Proj}^{-1}_s(u) \mid u \text{ is a Borel set of } s) \]

and define a Lebesgue measure \( m_s \) on \((X, B_s)\) by

\[ \forall u \subset s, \text{Borel}, \quad m_s(\text{Proj}^{-1}_s(u)) = m(u) \]

where \( m \) is Lebesgue measure on \( s \). Then \( \mu \circ p(t)^{-1} \) is said to admit a density w.r.t. cylinder sets if \( \mu \circ p(t)^{-1} \mid B \ll m_s \) \( \forall s \) as above.

As discussed in [5], the fact that \( \mu \circ p(t)^{-1} \) admits a density w.r.t. cylinder sets implies the non-existence of a finite dimensional representation of \( p(t) \). For if such a finite-dimensional representation existed, clearly the law of \( p(t) \) would be based on the finite dimensional subspace \( \mathcal{F} \) defined by it; therefore, for any subspace \( s' \) strictly bigger than \( \mathcal{F} \), \( \mu \circ p(t)^{-1} \) could not satisfy \( \mu \circ p(t)^{-1} \mid B \ll m_{s'} \) \( \forall s' \), in contradiction with the existence of densities. Our goal is the sequel will therefore be towards proving statements like definition (2.2) for \( v(x,t) \).
3. SOME PROPERTIES OF $v(t,x)$, AND A STOCHASTIC GRADIENT REPRESENTATION

In this section, we prove some properties of $v(t,x)$ (and specifically, smoothness results w.r.t. $x$) which will turn out to be useful in the computation of the stochastic gradient of $v(t,x)$. As a corollary we derive a result on the local uniqueness of the MAP trajectories estimator. This result is not used in the sequel.

Throughout, we need the following property:

(P) There exists a set $\Lambda \in C_0[0,T]$ and a constant $\tau > 0$ s.t.:

$$\mu(\Lambda) > 0,$$

(3.1a)

$$\forall y \in \Lambda, u(t,x) \text{ is } C^1 \text{ w.r.t. } t \text{ and } C^\infty \text{ w.r.t. } x \text{ for } (t,x) \in [0,\tau] \times \mathbb{R},$$

(3.1b)

Our approach in proving P will be to use the classical method of characteristics, a short account of which is brought in the appendix. We note that by the general results of the method of characteristics, there exists a neighborhood of the line $(0,x)$ where $u(t,x)$ is $C^1$ w.r.t. $t$ and $C^\infty$ w.r.t. $x$ (c.f., e.g., [17, pg. 24, thm. 8.1]). In (3.1b) we require however this neighborhood to be uniform in $x$, and to achieve that we need the restrictions imposed by cases A,B,C.

We have the following lemma:

Lemma 3.1. For cases A, B, C, property (P) holds.

Proof: We treat separately Cases A, B, and Case C. Our method of
proof will be to show that the characteristic curves (c.f. lemma 1 in the appendix) define, for \( y \in \Lambda \), a diffeomorphism in \([0,v] \times \mathbb{R}\). Therefore, by the appendix, \( P \) holds for \( y \in \Lambda \).

**Case A,B.** Let \( \sigma(x) = 1 \). Then, the Hamiltonian for the robust equation (1.7) is:

\[
H(t,x,p) = \frac{1}{2} p^2 - y_t h'(x)p - \frac{1}{2} l(x) + \frac{1}{2} y_t^2 h''(x). 
\]

(3.2)

The characteristic equations are therefore:

\[
\dot{X} = P - y_t h'(X), \quad X(0) = x, 
\]

(3.3a)

\[
\dot{P} = y_t h''(X)P + \frac{1}{2} h'(X) - y_t^2 h'(X)h''(X); \quad P(0) = -\frac{\partial}{\partial x} \ln q_0(x) + f(x) 
\]

(3.3b)

Define \( \xi_t = \frac{\partial X(t)}{\partial t}; \quad \pi_t = \frac{\partial P(t)}{\partial x} \). Then, one has

\[
\dot{\xi}_t = \pi_t - y_t h''(X)\xi_t; \quad \xi(0) = 1
\]

\[
\dot{\pi}_t = y_t h''(3)(X)\pi_t + y_t h''(X)\pi_t + \frac{1}{2} 1''(X)\pi_t - \frac{\frac{1}{2} 1''((h'(X))^2)}{2} \xi_t;
\]

\[
\pi(0) = -\frac{\partial^2}{\partial x^2} \ln q_0(x) + \frac{\partial}{\partial x} (f(x))
\]

Take \( \Lambda = \{ y \mid \sup_{0 \leq s \leq T} |y_s| < 1 \} \). Clearly, \( \mu(\Lambda) > 0 \). Let \( K \) denote a bound on \( 1''(x), f(x), h'(x), |\partial^2 \ln q_0(x) / \partial x^2|, |q_0(x)| \) and, in case B, also on \( |\partial \ln q_0(x) / \partial x|, |q_0(x)| \) and \( h''(x) \).
In Case A, note that $\xi_t = \pi_t$, $|\dot{\pi}_t| \leq K \xi_t$. Let

$$m = \sup\{\xi_s | \pi_s = 0, 0 \leq s \leq 1, \xi_s > 0 \text{ in } \tau s [0,s]\}$$

$$\theta = \inf\{s | \xi_s = m\}$$

with the convention that $m = \sup \xi_s$ and $\theta = 1$ if $\pi_s > 0$ in $[0,1]$ and $m = 1$, $s \epsilon [0,1]$.

$\theta = 0$ if $\pi_s < 0$ as long as $\xi_s > 0$. Clearly, one has

$$|\pi_{t+\theta}| \leq mK + mKt$$

$$|\xi_{\theta+t}| \geq m - \frac{mK^2}{2} - mKt$$

Choosing $\tau = 2(\sqrt{1+2/K} - 1)$, one has $\xi_s > 0$ for $s \epsilon [0,\tau]$, and therefore $x \rightarrow X(t,x)$ is a diffeomorphism (w.r.t. $x$), and the assertion follows.

Turning our attention to Case B, note that $P$ is bounded under our assumptions. Let $K$ denote also the bound on $h^{(3)}(\cdot)P$. One has then

$$|\dot{\pi}_t| \leq K|\pi_t| + K|\xi_t|$$

$$\dot{\xi}_t \geq \pi_t - K|\xi_t|$$

Let $m$, $\theta$ be defined as above. One gets

$$\pi_t \geq -Km(1+\frac{1}{K}) \exp(\gamma t)$$

$$\xi_{\theta+t} \geq m \exp(-Kt) - 2(1+\frac{1}{K})\sinh(Kt)m$$

Choosing $\tau = \ln\frac{K+1}{2K+1}/2K$, one has $\xi_s > 0$ for $s \epsilon [0,\tau]$, with the same
conclusion as above.

Case C. Let \( \sigma(x) \neq 1 \). In this case, the characteristic curve equations are:

\[
\dot{x} = \sigma^2(x)P - y_t h'(x)\sigma^2(x), \quad x(0) = x
\]  
(3.4a)

\[
\dot{p} = -\sigma(x)\sigma'(x)P^2(x) + y_t h''(x)\sigma^2(x) + \frac{1}{2} y_t'(-h'(x)^2)'\sigma^2(x) - \frac{1}{2} y_t((h'(x))^2)'\sigma^2(x)
\]  
(3.4b)

\[
-2\sigma(x)\sigma'(x)(-y_t h'(X)P + \frac{1}{2} y_t^2 h''(X)) ; \quad P(0) = -\frac{\partial}{\partial x} (\ln q_0(x)\sigma(x)) + \frac{f(x)}{\sigma(x)}
\]

Therefore, \( \sigma(x)P \) satisfies:

\[
(\sigma(x)P) = \sigma^2(x)\sigma'(x)y_t h'(x) + \sigma^2(x)y_t^2 h^3(x)(\sigma(x)P)
\]

\[
+ \frac{1}{2} y_t'(-h'(x)^2)'\sigma^3(x) - \sigma^2(x)\sigma'(x)y_t^2 h'(x)^2
\]  
(3.5)

which guarantees that \( |P| < K \) for some \( K \) independent of \( x \).

Therefore, one has, by defining \( \xi = \partial X/\partial x \), \( \pi = \partial \sigma(x)P/\partial x \):

\[
\dot{\xi} = \sigma \pi + (\sigma P)\sigma' \xi - y_t h''\sigma^2 \xi - 2y_t h'\sigma' \xi ; \quad \xi(0) = 1,
\]

\[
\dot{\pi} = F_1(X, y_t) \xi + F_2(X, y_t) \pi
\]

\[
\pi(0) = \frac{\partial f(x)}{\partial x} - \frac{\partial}{\partial x} (\sigma(x)\ln q_0(x)\sigma(x))
\]
where $F_1(x,y_t), F_2(x,y_t)$ are some bounded functions. The conclusion follows under our assumptions exactly as in Cases A,B.

We define now the MAP trajectory with endpoint $x$, $\hat{\phi}^x$, as:

$$\hat{\phi}^x = \arg \max_{\phi \in w^{1,2}} J(\phi, t)$$

The definition is justified by the:

**Corollary 3.2.** The MAP trajectory estimator with endpoint $x$ exists and is unique in Cases A, B, C for all $t, x$ in some strip $[0, \tau] \times \mathbb{R}$ and all $y \in \Lambda$.

**Proof:** The fact that $\hat{\phi}^x$ exists is an easy adaptation of the proof of [12]: indeed, the proof in [12] consisted of the following two steps:

a) demonstrating that $J(\phi)$ is bounded in $w^{1,2}$ which trivially still holds in the restriction of $w^{1,2}$ to those paths with $\phi_t = x$.

b) demonstrating that $J(\phi)$ is l.s.c. in the weak topology in $w^{1,2}$ which still holds on the restriction due to the fact that $\phi_t$ is a continuous functional in $w^{1,2}$.

The uniqueness follows by the method of proof of theorem 1 in [14]. cf. remark 2 in the appendix.

**Lemma 3.3:** A generalized solution $v(x,t)$ which is the value function of the optimal control problem (1.4) (modulo the deterministic $C^\infty$ drift shift $\int_0^\tau \frac{\xi(\tau)}{\sigma^2(\tau)} d\tau$) exists in $L$. Moreover,

\[ \int_0^\tau \frac{\xi(\tau)}{\sigma^2(\tau)} d\tau \]
\[(\forall n > 1) \, E \int_{\mathbb{R}} (v(t,x))^n e^{-x^2/2} dx < \infty, \quad E \int_{\mathbb{R}} e^{-x^2/2} \frac{\partial^2 v(t,x)}{\partial x^2} dx < \infty \quad (3.7)\]

and the same bounds apply also for the time integrals (in [0,T]) of these expressions.

Moreover, in Cases A,B,C, the solution \(v(t,x)\) is a classical solution with the smoothness properties of Lemma 3.1 and (3.7) holds in [0,t] when the expectations are conditioned on the cylinder set defined by \(\Lambda\).

Finally, in \(\Lambda\), \(\partial^2 v(t,x)/\partial x^2 \leq K(1+|x|^2)\) and \(|\partial v(t,x)/\partial x| \leq K(1+|x|)\) for some \(K\).

**Proof:** Note that by our assumptions,

\[-K(1 + (y_s^*)^2 + |x|^2) \leq J(\phi_x) \leq K[1 + \int_0^T y_s^2 ds + |x|]\]

where \(y_s^*\) denotes the maximum of \(|y_s|\) on [0,T]. Therefore, by the boundedness of \(f(x)\), one has

\[|v(t,x)| \leq K(1 + (y_s^*)^2 + |x|^2)\]

and

\[(\forall n) \int_{\mathbb{R}} (v(t,x))^n e^{-x^2/2} dx < \infty\]
with the same bound on the expectation of the last quantity. Therefore, the first half of the lemma is proved.

Rewriting now $J(\phi, T)$ as

$$J(\phi, T) = \ln(q_0(\phi_0)\sigma(\phi_0)) + h(\phi_T)\gamma_T$$

$$- \frac{1}{2} \int_0^T \frac{f(\phi_s)}{\sigma(\phi_s)} ds$$

$$- \frac{1}{2} \int_0^T (\dot{\phi}_s - f(\phi_s) + \gamma_s h'(\phi_s)\sigma^2(\phi_s))^2 \sigma^2(\phi_s) ds$$

$$+ \frac{1}{2} \int_0^T y_s^2 h_s^2(\phi_s) \sigma^2(\phi_s) ds$$

$$- \int_0^T f(\phi_s) \gamma_s h'(\phi_s) ds - \frac{1}{2} \int_0^T h^2(\phi_s) ds,$$

one has $J(\phi^X, T) \to -\infty$. Therefore, $||\phi^X||_{1,2} \leq K_1(y_0^T)$, where for some $K_1 > 0$ $||\phi||_{1,2} \to -\infty$

$$K_1(y_0^T) \leq K_1(1 + y_s^2 + |x|)$$

by (A.1) - (A.4) as in [12], and therefore

$$||\phi^X_t|| \leq K_2(1 + y_s^2 + |x|)$$

due to the fact that $w_{1,2}$ is a reproducing kernel Hilbert space (RKHS).

Following [14], note that, by direct computation,
\[ |J(\hat{\rho}^{\infty} + x' - x, T) - J(\hat{\rho}^{\infty}, T)| \leq K_3 |x - x'|(|x^*|_{1,2} + 1)^2 \quad (3.9) \]

\[ + \ln q_0(\hat{\rho}^{\infty} + x - x') - \ln q_0(\hat{\rho}) \]

\[ \leq K_4 |x - x'| (1 + (y_s^*)^2 + |x|)^2 \]

where the last inequality is due to (A.5). Note now that 
\[ S(t,x) \leq -J(\hat{\rho}^{\infty} + x' - x), \quad \text{whereas} \quad S(t,x) = -J(\hat{\rho}^{\infty}). \]

Therefore,

\[ S(t,x') - S(t,x) \leq K_4 |x - x'| (1 + (y_s^*)^2 + |x|)^2. \quad (3.10) \]

Interchanging the role of \( x, x' \), we get the opposite inequality, and hence

\[ |S(t,x') - S(t,x)| \leq K_4 |x - x'| (1 + (y_s^*)^2 + |x|)^2. \]

which implies the same relation on \( v(t,x) \) due to the boundedness of \( f(x) \) and \( 1/\sigma(x) \). Therefore,

\[ \int_{\mathbb{R}} e^{-x^2/2} \left[ \frac{\partial v(t,x)}{\partial x} \right] \, dx \leq K_5 (1 + (y_s^*)^n). \]

Since our boundedness assumptions ensure that \( E(y_s^*)^m < \infty \) for all \( m \), one has the second half of the lemma, and the proof is completed for the general case.

In Cases A, B, C, the conclusion of the lemma follows from the combination of the above considerations and Lemma 3.1. We note that in
those cases, we have shown (in lemma 3.1) that either $P$ is bounded (cases B,C) or $|P| \leq K(1+x)$. Since, by (A.7) in the appendix, $P = \partial v/\partial x|_p$, one has a tighter bound; namely, $|\partial v/\partial x| \leq K(1+|x|)$ for $y \in \Lambda$.

The bound on the second derivative of $v(t,x)$ is proven in a similar way. Indeed, for any function $f$, let

$$\Delta_a f(x) = \frac{f(x+a) + f(x-a) - 2f(x)}{a^2};$$

repeating the arguments above, one has:
\[ a^2 \Delta_a S(x,t) \leq -J(\phi^x+a,T) - J(\phi^x-a,T) + 2J(\phi^x,T) \]

\[ \leq |J(\phi^x+a,T) - J(\phi^x,T) + J(\phi^x-a,T) - J(\phi^x,T)| \]

\[ \leq a^2 \ln(q_0(x)\sigma(x)) + a^2 |\Delta_a h^xT_y| \]

\[ + \frac{1}{2} \int_0^T a^2 |\Delta_a (\sigma(\cdot) \frac{\xi}{\sigma}(\cdot)) | \phi^x \sigma ds \]

\[ + \frac{1}{2} \int_0^T y_s^2 a^2 |\Delta_a h^x(\cdot) \sigma^2(\cdot) | \phi^x \sigma ds \]

\[ + \int_0^T y_s^2 a^2 |\Delta_a (\cdot) \sigma^2(\cdot) | \phi^x \sigma ds \]

\[ + \frac{1}{2} \int_0^T \Delta_a h^x(\cdot) \phi^x \sigma ds \]

\[ + \int_0^T \phi_s^2 a^2 (\cdot) \phi^x \sigma ds \]

\[ + 2 \int_0^T a^2 |\Delta_a \frac{f(\cdot)}{\sigma(\cdot)} | \phi^x \sigma ds \]

\[ + 2 \int_0^T y_s^2 a^2 |\Delta_a (\cdot) \sigma^2(\cdot) | \phi^x \sigma ds \]

and we deduce that \( \frac{\partial^2 S(x,t)}{\partial x^2} \leq K(1+|x|^2) \) on \( \Lambda \). Again, the same bounds hold
for \( v(t,x) \) by the boundedness of derivatives of \( f(\cdot)/\sigma^2(\cdot) \).

Finally, we prove three additional lemmas, which are needed for the stochastic gradient representation.

**Lemma 3.4.** In Cases A, B, C, a classical solution to the following equation exists in the strip \([0, \tau] \times \mathbb{R}\) for each \( \nu \in H, \|u\|_{1,2} = 1 \) and \( y \in \Lambda \):

\[
\frac{\partial \mu(t,x)}{\partial t} = -\sigma^2(x) \frac{\partial v(t,x)}{\partial x} \frac{\partial \mu(t,x)}{\partial x} - h(x)\nu'(t); \quad \mu_0(x) = 0. \tag{3.13}
\]

This solution is unique as a classical solution. Moreover,

\[
\|\mu(t,x)\| < K_\nu |x|^\beta, \quad \left| \frac{\partial \mu(t,x)}{\partial x} \right| < K_\nu |x|^\beta, \quad \forall y \in \Lambda \tag{3.14}
\]

for some \( K_\nu \) and \( \beta < \infty \), independent of \( y \in \Lambda \). Finally,

\[
E_{\Lambda} \sum_{i=1}^{\infty} \|\mu_{\nu_i}(t,x)\|_K < \infty
\]

where \( \mu_{\nu}(t,x) \) denotes the solution of (3.13) with \( \nu_i \) substituted instead of \( \nu \) and \( \nu_i \) is a complete orthonormal basis of \( H \).

**Proof.** We use again the method of characteristics: The characteristic curve \( X^\nu(t) \) for (3.13) satisfies
\[
\frac{dX(t)}{dt} = -\sigma^2(x(t)) \frac{\partial v(t,X(t))}{\partial x}, \quad X(0) = x
\] (3.15)

since \(\frac{\partial v}{\partial x}\) is locally Lipshitz, and \(|\frac{\partial v}{\partial x}(t,x)| \leq K(1+|x|)\), a solution to (3.15) exists in \([0,\tau] \times \mathbb{R}\), and \(|X(t)| \leq K(1+|x|)\). Moreover, defining \(\eta = \frac{\partial X(t)}{\partial x}\), one has

\[
\frac{d\eta}{dt} = \sigma^2(x(t)) \frac{\partial^2 v}{\partial x^2}(t,X(t))\eta - \frac{\partial v}{\partial x}(t,X(t)) \frac{\partial}{\partial x} \sigma^2(X(t))\xi; \quad \eta(0) = 1
\]

and therefore, due to our bound on \(\frac{\partial^2 v}{\partial x^2}\), \(\eta(t) > 0\) for all \(t \in [0,\tau]\) which implies that \(X(t)\) is a diffeomorphism on \([0,\tau] \times \mathbb{R} \rightarrow \mathbb{R}\) and therefore \(X(t)\) is a characteristic curve and a classical solution to (3.13) exists. Moreover, the bounds (3.14) follow easily from the method of characteristics exactly as in lemma 3.3 above.

Finally, invoking the characteristic representation of the appendix, one finds that, for the system (3.13)
\[ \dot{P} = P_{xx}(X,t) - h'(X)\nu_i; \quad P(0) = 0 \]  
\[ (3.17a) \]

\[ \dot{\nu}_i = P_x(X) + q_t = P_x(X) - H(X,t,P) + H(X,0,0) \]  
\[ = P_V(X) - P_V(X) - h(X)\nu_t \]  
\[ \begin{align*} 
&= -h(X)\nu_t, \quad \nu_i(0) = 0 
\end{align*} \]  
\[ (3.17b) \]

Therefore,

\[ \nu_i(t,x) = -\int_0^t h(X(x,s),s)\nu_i(s)ds \]  
\[ (3.18) \]

where \(|h(X(x,s)| \leq K|X(x,s)|); since, for each \(x, \int_0^t h^2(X(x,s))ds < \infty, (3.18)\) states that \(\nu_i(t,x)\) is the projection of \(-h(X(x,s),s)\) in the direction \(\nu_i(s)\). By our bounds on \(X\) we therefore get

\[ \sum_{i=1}^{\infty} ||\nu_i(t,X^{-1}(x,t))||^2_K \leq \int_0^t ||h^2(X(X^{-1}(x,t),s)||^2_K ds \leq K < \infty \]

with the same \(K\) for all \(y \in \Lambda\). The lemma is proved.

**Lemma 3.5.** Let \(v_\nu^e\) denote the solution of Eq. (1.7) with \(y_t + \nu_t\) substituted instead of \(\nu_t\). Then, for \(y \in \Lambda\) and \(||\nu|| < 1\), and for a small enough \(\varepsilon\),
\[ |v - v^e_\nu| < eK_\nu (1 + |x|) \]  

(3.21)

\[ \left| \frac{\partial}{\partial x} (v - v^e_\nu) \right| < eK_\nu (1 + |x|). \]  

(3.22)

where \( K_\nu \) is independent of \( y \). \( \varepsilon \in \Lambda. \)

**Proof:** \( n^e = v - v^e_\nu \) satisfies the following equation:

\[ \frac{\partial n^e(t,x)}{\partial t} = -\frac{\sigma^2(x)}{2} \left[ \frac{\partial v(t,x)}{\partial x} + \frac{\partial v^e_\nu(t,x)}{\partial x} \right] \frac{\partial n^e(t,x)}{\partial x} + \varepsilon h'(x) \nu_t; \ n^e(0,x) = 0. \]

The characteristic method and corollary A1 of the appendix may be applied here to yield the conclusion. We omit the details.

Define now

\[ m^e_\nu(t,x) = \frac{v(t,x) - v^e_\nu(t,x)}{\varepsilon} - \nu(t,x). \]

We have then

**Lemma 3.6.** \( \|m^e_\nu(t,x)\|_K \varepsilon \to 0. \) Moreover, \( E(\|m^e_\nu(t,x)\|_K) \varepsilon \to 0. \)

**Proof:** \( m^e_\nu(t,x) \) is the solution to the following equation:
\[
\frac{\partial u(t, x)}{\partial t} = -\frac{\sigma^2(x)}{2} \left[ \frac{\partial v(t, x)}{\partial x} + \frac{\partial v_{\mu}(t, x)}{\partial x} \right] \frac{\partial v(t, x)}{\partial x} + \frac{\sigma^2(x)}{2} \left[ \frac{\partial v(t, x)}{\partial x} - \frac{\partial v_{\mu}(t, x)}{\partial x} \right] \frac{\partial \mu}{\partial x}; \quad u(x, 0) = 0.
\]

The assertion follows now easily from Lemma 3.4, 3.5, again by the method of characteristics and lemma A1 of the appendix.

We conclude this section by combining the results of the above lemmas to:

**Theorem 3.1:** \(Dv(t, x)\) exists and satisfies Eq. (3.13). Moreover \(Dv(t, x)\) is a HS operator \(H \rightarrow \mathbb{K}\). Finally, \(\|Dv(t, x)\|_{HS}^2 < \infty\).

**Proof:** The existence of \(Dv(t, x)\) follows directly from Lemma 3.6. The existence of \(Dv(t, x)\) then follows from the bound on its HS norm presented in Lemma 3.4. We have therefore only to prove the last statement of the theorem, i.e. we have to show that

\[
\sum_{i, j} \|D_\mu \eta_j \|_{K}^2 < \infty
\]

for a complete orthonormal basis \(\{\nu_i\}\). However, let \(\eta^i_j = D_\mu \eta^i_1 v(x, t)\), then \(\eta^i_j\) satisfies
\[
\frac{d\eta^i_j}{dt} = -\left[ \frac{\partial \nu_j}{\partial x} \right] - \frac{\partial}{\partial x} (\mu^i_j(t,x)) \left[ \frac{\partial}{\partial x} \mu^i_j(t,x) \right].
\] (3.19)

Note that we have

\[
\frac{\partial}{\partial x} \mu^i_j(t,x) = \int_0^t k_y(x,s) \nu'_j(s)ds = \beta_j(t,x)
\] (3.20)

for some uniformly (w.r.t. t) bounded kernel \(k_y(x,s)\) (and, therefore, \(\sum_j \|\beta_j(t,x)\|^2_K < \infty\), uniformly in \([0,t]\)). Therefore, exactly as in the derivation of (3.18) one has

\[
\eta^i_j = \int_0^t \tilde{k}_y(x,s) \beta^i_1(s,x) \beta_j(s,x)ds
\]

with, again, \(\tilde{k}_y(x,s)\) being a bounded kernel. Therefore,

\[
\sum_{i,j} \|\eta^i_j\|^2 \leq K \int_0^t \|\beta^i_1(s,x)\|^2_K \|\beta_j(s,x)\|^2_K ds \leq Kt \|\beta^i_1(t,x)\|^2_K \|\beta_j(t,x)\|^2_K
\]

where \(\|\beta^i_1(t,x)\|^*\) denotes the supremum (over t) of \(\|\beta^i_1(t,x)\|_K\), which exists due to the uniform boundedness of \(\sum_i \|\beta^i_1(t,x)\|_K^2\). One concludes therefore that

\[
\sum_{i,j} \|\eta^i_j\|^2 < \infty
\]
and the theorem is proved.

Remarks: (1) Actually, Theorem 3.1 is nothing but the extension of the usual rules of Frechet derivation to the case at hand: indeed, substituting the Frechet derivative of $(\partial/\partial X)^2$ in equation (1.7) would yield the correct expression for $D_y((\partial v/\partial X)^2)$.

(2) The last part of the theorem is not needed in the sequel, due to the results of [16]. However, since it yields somewhat stronger information, it is given here for the sake of completeness.
4. A SMOOTHNESS CONDITION

In this section, we derive a smoothness criterion for those solutions of (1.6) which are the value function of the optimal control problem (1.4). By Lemma 2.1(c), a sufficient condition for a density of (1.6) to exist w.r.t. cylinder sets on a set \( \Lambda \) with \( \mu(\Lambda) > 0 \) is that

\[
\forall a \in \mathbb{K}, \sum_{i=1}^{\infty} (D_{a_i} u, a)^2 > 0
\]  

(4.1)

where \( a_i \) is an orthonormal basis for \( \mathbb{H} \) and the scalar product in (4.1) is taken in \( \mathbb{K} \). See also [5] for a discussion of this point.

Throughout, we assume Cases A, B, or C, so that \( v(t,x) \) is \( C^\infty \) w.r.t. \( x \) and possesses an Itô representation in some strip \([0,\tau] \times \mathbb{R} \) for \( \tau \in \Lambda \) with \( \mu(\Lambda) > 0 \). We need the following definitions:

**Definition 4.1.** \( \Sigma \) will denote the space of functions \( f(t,x) \) which are \( C^\infty \) w.r.t. \( x \) and possess an Itô representation, i.e., for \( f(t,x) \in \Sigma \)

\[
f(t,x) = \int_0^t (d_R f(s,x)) ds + \int_0^t (d_1 f(s,x)) dy_s
\]  

(4.2)

**Definition 4.2.** Let the operator \( L^t_\nu \) be defined as

\[
L^t_\nu = \sigma^2(x) \frac{\partial v(t,x)}{\partial x} \frac{\partial}{\partial x}.
\]

Define the set \( \Phi_\nu(t) \) of functions \( f(t,x) \) as follows:
(a) \( L^t_v h(x) \in \mathcal{F}_v(t) \),

(b) if \( f(t,x) \in \mathcal{F}_v(t) \), so does \( L^t_v f(t,x) + \partial_t f(t,x) \),

(c) if \( f(t,x) \in \mathcal{F}_v(t) \), so does \( \partial_t f(t,x) \).

Definition 4.2 is a reminiscent of the usual definition of Lie brackets of time invariant operators. Indeed, had not \( v(t,x) \) been time varying, one could have considered \( L^t_v f(x) \) as

\[
[(\sigma^2(x)\frac{\partial^2}{\partial x^2} \partial, f(x)\partial)]
\]

where \( \partial \) denotes a Frechet derivation. The inclusion of time varying operators leads to (b) and (c).

We are ready now to state our main result:

**Theorem 4.1:** Assume that \( \mathcal{F}_v(t)|_{t=0} \) is dense in \( K \). Then, \( v(x,t) \) possesses a density w.r.t. to cylinder sets on \( \Lambda \) (for \( t \in [0,T] \)), i.e. no finite dimensional solution exists for problem (1.4).

**Proof:** Let \( \phi(t,s) : K \cap C^1(\mathbb{R}) \to K \cap C^1(\mathbb{R}) \) satisfy:

\[
\frac{d}{dt}(\phi(t,s) \circ a) = -\frac{\partial v}{\partial x}(t,x) \frac{\partial}{\partial x}(\phi(t,s) \circ a); \quad \phi(s,s)(a) = a \quad (4.3)
\]

for all \( a \in K \). One should consider (4.3) as a definition of \( \phi(t,s) \). Note that a solution to (4.3) exists, again by the method of characteristics, for each \( a \in K \cap C^1(\mathbb{R}) \). It is straightforward to check that the solution of Eq. (3.13) is, for each \( a \in H \),
\[ D_{\alpha} v(t,x) = \int_{0}^{t} [\phi(t,s) \circ (h(x)\alpha'(s))]ds, \quad (4.4) \]

and \( v(t,x) \) will possess a density w.r.t. cylinder sets on \( \Lambda \) (for \( t \in [0,T] \)) if \( \sum_{i} (D_{\alpha} v(t,x), a_{i})^{2} > 0 \), \( \forall a \in K \). Assume the contrary, i.e. assume that

\[ \exists a \in K \text{ s.t. } \forall a \in H (D_{\alpha} v(t,x), a) = 0 \quad (4.5) \]

However, by (4.4) one has:

\[ 0 = (D_{\alpha} u, a) = \int_{0}^{t} (\phi(t,s) \circ h(x)\alpha'_s, a)ds \]

\[ = \int_{0}^{t} (\phi(t,s) \circ h(x), a_{s}\alpha'_s)ds \quad (t < T). \]

Therefore, \( (\phi(t,s) \circ h(x), a) = 0 \) in \([0,T]\). Moreover, for \( s \leq t \), one has

\[ (\phi(t,s) \circ h(x), a) = -(h(x), \phi^*(t,s) \circ a) \quad (4.6) \]

where \( \phi^*(t,s) \) is the adjoint of \( \phi(t,s) \), and satisfies the equation:

\[ \frac{d(\phi^*(t,s)oa)}{ds} = \frac{\partial(\phi^*(t,s)oa)}{\partial x} \frac{\partial v(s,x)}{\partial x} + (\phi^*(t,t) \circ a = a). \quad (4.7) \]

Expanding the r.h.s. of (4.7), one has
\[-(h(x), \phi^*(t,s) \circ a) = -(h(x), \phi^*(t,0) \circ a) - \int_0^t \left[ \frac{\partial \psi}{\partial x} \frac{\partial h}{\partial x}, \phi^*(t,r) \circ a \right] \, dr\]

(4.8)

and therefore, one has again \( \forall r \in [0,t], 0 = \left[ \frac{\partial \psi}{\partial x} \frac{\partial h}{\partial x}, \phi^*(t,r) \circ a \right] \). Using the same procedure over and over and the fact that \( \psi(x) \in C^\infty(\mathbb{R}) \) and that all the coefficients involved are \( C^\infty(\mathbb{R}) \) by assumption, one concludes that for each \( \delta \in \Phi_v(r) \),

\[(\delta(r,x), \phi^*(t,r) \circ a) = 0. \quad (4.9)\]

Taking \( r = 0 \) and noting that \( \phi^*(t,0) \circ a \neq 0 \) on \( A \) where 0 denotes the function whose value is zero everywhere (by the characteristics method and the fact that \( \phi^*(t,t) \circ a = a \)), one has a contradiction to the fact that \( \Phi_v(t)|_{t=0} \) is dense in \( K \), and the proof is complete.

**Remark.** As pointed out by Ocone, the explicit computation of the condition on the span of \( \Phi_v|_{t=0} \) is usually difficult to check out. (The cases where the infinite dimensionality is easy to check, e.g. \( h(x) = x^3 \) or \( f(x) \) a high order polynomial, do not satisfy the technical assumptions (A.1) - (A.6) or the growth conditions imposed by Cases A, B, C.) The following corollary of Theorem 4.1 is an example of the kind of results one may expect.

**Corollary 4.1.** Assume that there exists an \( n_0 > 1 \) s.t., for all \( n \geq n_0 \),

\[ h^{(n)}(x) \in L^2. \quad (4.10a)\]
The support of $H_n(\omega)$ is (up to a set of measure zero) all of $\mathbb{R}$. (4.10b)

\[ \exists \delta > 0 \text{ s.t. } H_{n_0}(\omega)e^{\pm i\omega^2/4} \text{ is bounded } \] (4.10c)

where $H_n(\omega) = \mathcal{F}(h^{(n)}(x))$ is the Fourier transform of $h^{(n)}(x)$.

Then $\mathcal{F}_v(t)|_{t=0}$ is dense in $\mathcal{K}$ and no finite dimensional solution exists to the MAP problem.

**Proof.** We will prove that $\{h^{(n)}(x)\}$, $n \geq n_0$, which is easily checked to belong to $\mathcal{F}_v(t)|_{t=0}$, spans $\mathcal{K}$. Indeed, assume the contrary. Then

\[ \exists g \in \mathcal{K} \text{ s.t. } \forall n \geq n_0, \quad \int_{\mathbb{R}} h^{(n)}(x)g(x)e^{-x^2/2}dx = 0. \] (4.11)

Since $h^{(n)}(x) \in L^2$ and $g(x)e^{-x^2} \in L^2$, (4.11) is a statement in $L^2$, which means that $\{h^{(n)}(x)\}_{n \geq n_0}$ does not span $L^2$, either. Therefore, working on Fourier space, one has

\[ \exists \tilde{g} \neq 0 \in L^2 \text{ s.t. } \forall n \geq n_0, \quad \int_{\mathbb{R}} H_n(\omega)\tilde{g}(\omega)d\omega = 0. \] (4.12)

However, $H_n(\omega) = (j\omega)^{n-n_0}H_{n_0}(\omega)$. Rewriting (4.12), one has
\exists G \neq 0 \in \mathbb{K} \text{ s.t. } (\forall n \geq n_0) \int_\mathbb{R} [\omega_n e^{(\omega^2/4)(1-\delta)}] [H_n \omega e^{(\omega^2/4)} \delta G(\omega)] e^{-\omega^2/2} d\omega = 0 \tag{4.13}

where \( G(\omega) = \tilde{G}(\omega) e^{\omega^2/4} \). By (4.10a), \([H_n \omega e^{(\omega^2/4)} \delta G(\omega)] \in \mathbb{K}\). Since, for 

1 > \delta > 0, one may easily check that \( \omega_n e^{(\omega^2/4)(1-\delta)} \) spans \( \mathbb{K} \), (4.13) implies that 

\([H_n \omega e^{(\omega^2/4)} \delta G(\omega)] = 0 \text{ a.e., which is clearly a contradiction to (4.10b)}.

Hence, the corollary is proved.
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Appendix

In this appendix, we bring a short exposition of the classical method of characteristics as needed in section 3. The exposition follows the concise exposition in [8, section 1.2]. Another more complete reference is [13].

Let $H(x,t,p)$ be $C^1$ in $x$, $C^1$ in $p$, and further assume that for fixed $x,p$, $dH(x,t,p)$ exists in the Ito sense. Also, let $p(x)$ be a $C^1$ function. Define

\begin{align}
X'(t) &= \frac{\partial H}{\partial p}(X,t,P), \quad X(0) = x \quad (A.1a) \\
P'(t) &= -\frac{\partial H}{\partial x}(X,t,P), \quad P(0) = D\phi(x) \quad (A.1b) \\
U'(t) &= P \frac{\partial H}{\partial p}(X,t,P) + q_t, \quad U(0) = \phi(x) \quad (A.1c) \\
dq_t &= -dtH(X,t,P), \quad q_0 = -H(x,0,D\phi(x)) \quad (A.1d)
\end{align}

where $dtH(X,t,P)$ denotes the Ito differential of $H$ with $X,P$ fixed. We have then:

**Lemma 1:** Assume that for some strip $[0,\tau]$, $(A.1a)$ and $(A.1b)$ define a $C^1$ diffeomorphism $x \rightarrow X(t,x)$. Then

$$u(x,t) = U(X^{-1}(x,t)) \quad (A.2)$$

is a solution of
\[ u_t + H(x,t,u) = 0; \quad u(0,x) = \phi(x) \quad (A.3) \]

for all \( t \in [0,\tau] \).

**Proof.** First, note that by our construction,

\[ E = q_t + H(x,t,P) = 0 \quad \forall t \in [0,\tau], \quad x \in \mathbb{R} \quad (A.4) \]

since \( dE = dqt + d_t H + H \frac{\partial x}{\partial t} dt + H \frac{\partial P}{\partial t} dt \)

\[ = (H \frac{H}{x} - H \frac{H}{p}) dt = 0, \quad E(x,0) = H(x,0,D\phi(x)) \]

Therefore, one also has \( \frac{\partial E}{\partial x} = \frac{\partial E}{\partial t} = 0 \). Next, we compute \( \frac{\partial u}{\partial x} \) : By (A.1c), we have

\[ U(x^{-1}(x,t),t) = U(x^{-1}(x,t),0) + \int_0^t P(s,x^{-1}(t,x)) \frac{\partial}{\partial s} (X(s,x^{-1}(t,x))) ds + \int_0^t q_s ds \]

\[ = U(x^{-1}(x,t),0) + P(t,x^{-1}(t,x))x - P(0,x^{-1}(t,x))x^{-1}(t,x) \]

\[ + \int_0^t q_s ds + \int_0^t X(s,x^{-1}(t,x)) H_x(X(s,x^{-1}(t,x)), s, P(s,x^{-1}(t,x))) ds \quad (A.5) \]

One has therefore:
\[
\frac{\partial U}{\partial x} = P(t, X^{-1}(t, x)) + x \frac{\partial P(t, X^{-1}(t, x))}{\partial x} + \frac{\partial U(X^{-1}(x, t), 0)}{\partial x}
\] (A.6)

\[- \frac{\partial}{\partial x} (P(t, X^{-1}(t, x))) + \int_0^t \frac{\partial}{\partial x} q_s ds + \int_0^t \frac{\partial X}{\partial x} H_s ds + \int_0^t \frac{\partial H}{\partial x} ds
\]

where we have omitted the arguments of several functions.

Note that \(\frac{\partial X}{\partial x} H_s = \frac{\partial H}{\partial x} - H_s \frac{\partial P}{\partial x}\); also, \(\frac{\partial P}{\partial x} = - \frac{\partial H}{\partial x} = \frac{\partial P}{\partial x}\).

Substituting in (A.6), one has

\[
\frac{\partial U}{\partial x} = P(t, X^{-1}(t, x)) + x \frac{\partial P}{\partial x} + \frac{\partial U(X^{-1}(x, t), 0)}{\partial x} - \frac{\partial}{\partial x} (P_0 X^{-1}(t, x))
\]

\[+ \int_0^t \frac{\partial E_s}{\partial x} ds - \int_0^t (\frac{\partial P}{\partial x} \dot{X} + (\frac{\partial P}{\partial x}) X) ds
\]

\[= P(t, X^{-1}(t, x)) + x \frac{\partial P}{\partial x} + \frac{\partial U(X^{-1}(x, t), 0)}{\partial x} - \frac{\partial}{\partial x} (P_0 X^{-1}(t, x))
\]

\[- x \frac{\partial P}{\partial x} X^{-1}(x, t) \frac{\partial P_0}{\partial x} = P(t, X^{-1}(t, x))
\] (A.7)

Where the last equality follows from the boundary conditions of (A.1b) and (A.1c).

In order to prove the lemma, it is therefore enough to check that
\[
\frac{\partial U}{\partial t} + H(X^{-1}(t,x), t, P(t,x^{-1}(t,x))) = 0
\] (A.8)

The computation is similar to the above and therefore omitted.

Remarks 1): From the above characterization of \(u(x,t)\), it is easy to see that if the boundary data and the Hamiltonian in (A.3) are \(C^\infty\) w.r.t. the space variable \(x\), and if the map \(x \rightarrow X(t,x)\) is \(C^\infty\) in \(x \in \mathbb{R}\), so is the solution \(u(t,x)\).

2): \(C^2\) solutions (in the space variable) of the Hamilton-Jacobi equation (A.3) are unique, as long as they exist everywhere, i.e. as long as \(x \rightarrow X(t,x)\) is a diffeomorphism. For a general proof, c.f. [13, pg. 59, theorem]. An alternative proof, at least for convex (w.r.t. \(p\)) Hamiltonians would proceed as follows: To the Hamilton-Jacobi equation there corresponds a control problem (c.f. e.g., [8, pg. 27] or [14]). Whenever, the solution of the H–J equation is \(C^1\), it is the value function of the control problem and therefore unique. For details, c.f. [14], [15].

3): We can prove the following corollary, which turns out to be useful in lemmas (3.4), (3.5), (3.6):

**Corollary A1:** Assume one has \(H(X,t,P) = Pf(t,x) + g(t,x)\) where \(f(t,x)\) and \(g(t,x)\) satisfy
\[ |f(t,x)| \leq K_1(|x| + 1), \quad |g(t,x)| \leq K_2(|x|^{\alpha} + 1), \quad f_x(t,x) \geq -K_3(1+|x|^2) \quad (A.9) \]

Moreover, assume that \( \phi(x) = 0 \). Then

\[ |u(t,x)| \leq K K_2(|x|^{\alpha} + 1) \quad (A.10) \]

for some \( K \) independent of \( K_2 \), in some strip \([0,\tau] \times \mathbb{R}\).

**Pf.** Applying Lemma 1, one has

\[ |U^x(t)| \leq |U^x(0)| + \int_0^t |U^x(s)| ds \leq K |g(t,x)| \leq K K_2(1+|x|^{\alpha}) \quad (A.11) \]

By our bound on \( f_x \), there exists a strip where \( X(x,t) \) is a diffeomorphism. In this strip, \( \dot{X} = f(t,x) \) yields that \( |X(x,t)| \leq K(|x|+1) \) substituting in (A.1) one get (A.10).