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Abstract

The Probabilistic I/O Automata framework of Lynch, Segala and Vaandrager provides tools for precisely specifying protocols and reasoning about their correctness using multiple levels of abstraction, based on implementation relationships between these levels. We enhance this framework to allow analyzing protocols that use cryptographic primitives. This requires resolving and reconciling issues such as nondeterministic behavior and scheduling, randomness, resource-bounded computation, and computational hardness assumptions. The enhanced framework allows for more rigorous and systematic analysis of cryptographic protocols. To demonstrate the use of this framework, we present an example analysis that we have done for an Oblivious Transfer protocol.
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1 Introduction

The task of modeling and analysis of cryptographic protocols is typically complex, involving many subtleties and details, even when the analyzed protocols are simple. This causes security analysis of cryptographic protocols to be susceptible to errors and omissions. Our goal is to present a method for analyzing cryptographic protocols rigorously and systematically, while taking into account computational issues regarding cryptographic primitives.

Our approach is based on an extension of the Probabilistic I/O Automata (PIOA) framework developed in the concurrency semantics research community [Seg95, LSV03]. We represent protocols as probabilistic I/O automata, which are essentially interacting state machines, and use the associated modeling and proof techniques that have proved to be useful in the analysis of distributed algorithms that use randomization [Seg97, PSL00].

Briefly, a PIOA is a kind of abstract automaton. It includes states, start states, and actions. Each action has an associated set of transitions, which go from states to probability distributions on states. PIOAs are capable of expressing both probabilistic choices and nondeterministic choices. PIOAs that model individual components of a system may be composed to yield a PIOA model for the entire system. Many interesting properties of systems described using PIOAs can be expressed as invariant assertions, that is, properties of the system state that are true in all reachable states. Such properties are proved by induction on the length of an execution. The PIOA framework also supports the description of systems at multiple levels of abstraction. It includes notions of implementation, which assert that a “low-level” system is indistinguishable from another, “higher-level” system, from the point of view of some common “environment”. The framework also includes various kinds of simulation relations, which provide sufficient conditions for proving implementation relationships between systems.

We think that the support for a combination of nondeterministic and probabilistic choices is a significant feature of the PIOA framework that allows generality and simplicity in modeling. We prefer not to be forced to specify results of choices that are not needed for achieving specific correctness or security guarantees: unnecessary specification not only restricts generality, but also introduces “chatter” into models that can obscure the reasons a system works correctly. This work demonstrates how nondeterministic and probabilistic choices can be reconciled in a cryptographic setting that provides security only against resource-bounded adversaries.

We formulate the security of a protocol based on the notion of “realizing an ideal functionality” within the universally composable (UC) security framework [Can01]. In the UC framework, the functionality that is to be achieved by a protocol is described as an ideal process, a kind of trusted party that computes the correct result from given inputs. A protocol is defined to be secure if for any adversary \( A \) that interacts with the protocol, there exists a “simulator” \( S \) that interacts with the ideal process such that no external environment can distinguish whether it is interacting with the protocol and \( A \) or, with the ideal process and \( S \). In the PIOA framework we formalize this notion as follows. We represent both the protocol and its specification (which is the composition of the ideal process and the simulator) as PIOAs, and we say that the protocol satisfies both its correctness and security requirements if it implements its specification. (The existential quantifier over the simulator in the UC definition is captured via appropriate nondeterministic choices available to the simulator component.)

As an essential part of the analysis, we model computationally-bounded adversaries, and restrict attention to such adversaries. In the same vein, a protocol is considered secure if the success probability of an attack on the protocol is negligible. Furthermore, as typical in cryptographic protocols, the security claims are conditional: they guarantee security only under computational hardness assumptions. Hence, to represent the computationally-bounded components we need special kinds of PIOAs, namely, PIOAs whose executions are polynomial-time-bounded. Moreover, we have to reconcile issues regarding nondeterminism and scheduling, time-bounded computation, and computational hardness assumptions. We list below the major extensions we made to the existing PIOA theory to be able to use the traditional reasoning techniques of the PIOA framework in the analysis of cryptographic protocols and to be able express computational assumptions.
(1) **Resolution of nondeterminism**: In the original PIOA framework [Seg95, LSV03] the next transition is chosen as a function of the entire past execution. This gives schedulers too much power in the sense that a scheduler can make choices based on supposedly secret information within non-adversarial components. This would provide a way of “leaking secrets” to the adversarial components. We extended the PIOA framework with a new notion of *tasks* (an equivalence relation on actions) and we describe the scheduler as simply an arbitrary sequence of tasks. For example, a scheduler can specify that the next task in a security protocol is to “send the round 1 message”. Then the protocol participant that is responsible for sending the round 1 message can determine from its state exactly what round 1 message it should send, or if it should send no round 1 message at all. This is ensured by means of certain restrictions imposed on taskPIOAs (see Section 3.1).

(2) **Simulation relations**: We defined a new kind of *simulation relation*, which allows one to establish a correspondence between probability distributions of execution fragments at two levels of abstraction, and which allows splitting of distributions in order to show that individual steps preserve the correspondence.

(3) **Time-bounded PIOAs**: We developed a new theory for *time-bounded PIOAs*, which impose time bounds on the individual steps of the PIOAs and a new approximate, *time-bounded, implementation relationship* between time-bounded PIOAs that uses time-bounded task schedulers. This notion of implementation is sufficient to capture the typical relationships between cryptographic primitives and the abstractions they are supposed to implement.

**Example.** We exemplify our approach by analyzing an Oblivious Transfer (OT) protocol. In particular, we analyze the classic protocol of [EGLS85, GMW87], which uses trapdoor permutations (and hard-core predicates for them) as the underlying cryptographic primitive. The protocol is designed to achieve the oblivious transfer functionality, that is, a transmitter $T$ sends two bits $(x_0, x_1)$ to a receiver $R$ who decides to receive only one of them, while preventing $T$ from knowing which one was delivered. We focus on realizing OT in the presence of a passive adversary where even the corrupted parties follow the protocol instructions. Furthermore, we assume non-adaptive corruptions, where the set of corrupted parties is fixed before the protocol execution starts.

Even though the analyzed protocol and functionality are relatively simple, our exercise is interesting. OT is a powerful primitive that has been shown to be complete for multi-party secure protocols, in the sense that one can construct protocols for securely realizing any functionality using OT as the only cryptographic primitive. It is also interesting because it imposes secrecy requirements when either party is corrupted, in addition to correctness requirements. The protocol uses cryptographic primitives and computational hardness assumptions in an essential way and the analysis presents one with issues that need to be resolved to be able to establish general modeling idioms and verification methods that can be used in cryptographic analysis of any cryptographic protocol.

At a very high-level the analysis proceeds as follows. We define two PIOAs that represent the “real system”, which captures the protocol execution, and the “ideal system”, which captures the ideal specification for OT. We show that the real system implements the ideal system with respect to the notion of approximate, time-bounded, implementation. The complete proof would consist of four cases, depending on the set of parties that are corrupted. When only the transmitter $T$ is corrupted, and when both parties are corrupted, it is possible to show that the real system implements the ideal system unconditionally. However, when neither party is corrupted or when the receiver is corrupted, implementation can be shown only in a “computational sense”. We present here only the case where the receiver $R$ is corrupted, since we believe this is the most interesting case. The proof involves relatively more subtle interactions of the automaton representing the functionality and the simulator; the simulator needs to receive the selected bit from the functionality to be able to output the correct value.

Following the usual proof methods for distributed algorithms, we decompose our proofs into several stages, with general transitivity results used to combine the results of the stages. Specifically, we use a
hierarchy of four automata, where the protocol automaton, which uses hard-core predicates lies at the lowest level and the specification, which uses their random counterparts lies at the highest level. We use two intermediate-level automata, which in two stages replace all the uses of hard-core predicates by random bits. A feature of our proofs is that complicated reasoning about particular cryptographic primitives—in this case, a hard-core predicate—is isolated to a single stage of the proof, the proof that shows the implementation relationship between the two intermediate-level automata. This is the only stage of the proof that uses our new approximate implementation relationship. For other stages we use the perfect implementation relationship.

**Preliminary version.** In our initial versions of the Oblivious Transfer proof, described in Technical Reports [CCK+05], the PIOA model used in the analysis has more restrictions than what we report here—in fact, enough to rule out branching behavior of the sort that is needed for describing adaptive adversarial schedulers. This restriction was undesirable. Therefore, we revisited some of the definitions in that work to make our model more general. In [CCK+05] we present proofs for four cases, one for each possible value for the set of corrupted parties. We have redone the proof for the case where only the receiver is corrupted assuming the new generalized definitions. We think that redoing the remaining three cases will be relatively straightforward.

**Related work.** Several papers have recently proposed the direct mechanization and formalization of concrete cryptographic analysis of protocols, in a number of different contexts. Examples include representing analysis as a sequence of games [Sho04, BR04], as well as methods for further formalizing that process [Bli05, Hal05], or automated proof checking techniques [BCT04, Tar05]. Our work differs from those in two main respects. First, those papers do not address ideal-process-based notion of security, namely they do not address asserting that a protocol realizes a specification process in a standard cryptographic sense, and hence do not provide any secure composability guarantees. In contrast, our analytical framework provides strong composability guarantees in a natural way. Furthermore, our analysis enjoys the extra rigor and detail that underly the PIOA framework.

There are other formal frameworks for analyzing cryptographic protocols that have similar motivations to ours such as those of Backes, Pilzmann, and Wiardner [PW00, BPW04b] (based on a variant of probabilistic I/O automata), Lincoln et al. [LMMS98, RMST04] (based on process algebra), and Canetti [Can01] (based on interactive Turing machines). These frameworks use different mathematical objects and techniques for modeling and analyzing cryptographic protocols, each of which offers particular strengths. A key goal of our work has been to support simplicity and generality in modeling: we allow the use of nondeterminism in modeling all kinds of choices that are inconsequential in achieving correctness or security guarantees, not only in modeling uncertainties in the external environment. We also provide a simple new scheduling mechanism for resolving nondeterminism, based on the notion of tasks (equivalence relations on actions). We remark that in proving security properties, we do not need to resolve nondeterminism beforehand to show that a protocol implements a specification. Our implementation definitions quantify over all possible task schedules. A more detailed comparison between task-PIOAs and the asynchronous reactive systems of Backes et al. is available in Appendix A. A similar comparison with the probabilistic polynomial-time process calculus of Lincoln et al. should be available shortly.

**Roadmap.** In Section 2 we give the preliminary mathematical definitions that are used in subsequent sections and define PIOAs, which are basic elements of the formal model presented in this paper. In Section 3 we introduce our basic theory of task-PIOAs, including the definitions of implementation and simulation relation. In Section 4 we define time-bounded task-PIOAs and extend our previous results about task-PIOAs to time-bounded task-PIOAs. We also define polynomial-time-bounded task-PIOA families. In Section 6, we show how a classical computational definition, namely the definition of hard-core predicates for trap-door permutations, can be expressed in terms of polynomial-time-bounded task-PIOA families, and prove the equivalence of the two definitions.
We start presenting our example analysis in Section 7, which describes how we model the ideal system. Then, in Section 5, we describe random source automata, which we will use in our task-PIOA model of the protocol (real system) presented in Section 8. In Section 9, we explain the main security theorems we prove, these proofs being detailed in Section 10.

2 Mathematical Foundations

2.1 Sets, functions etc.

We write $\mathbb{R}^\geq$ and $\mathbb{R}^+$ for the sets of nonnegative real numbers and positive real numbers, respectively.

If $X$ is any set, then we denote the set of finite sequences and infinite sequences of elements from $X$ by $X^*$ and $X^\omega$, respectively. If $\rho$ is a sequence then we use $|\rho|$ to denote the length of $\rho$. We use $\lambda$ to denote the empty sequence (over any set).

If $R$ is an equivalence relation over a set $X$, then we write $x \equiv_R x'$ provided that $x$ and $x'$ are in the same equivalence class. We sometimes write $S \in R$ if $S$ is an equivalence class of $R$.

2.1.1 Probability measures

We present the basic definitions that we need for probability measures. We also define three operations involving probability measures: flattening, lifting, and expansion. We use these in defining a new kinds of simulation relation for task-PIOAs, in Section 3.8. All of these have been defined elsewhere, for example, [LSV03, JL01].

**Basic definitions:** A $\sigma$-field over a set $X$ is a set $\mathcal{F} \subseteq 2^X$ that contains the empty set and is closed under complement and countable union. A pair $(X, \mathcal{F})$ where $\mathcal{F}$ is a $\sigma$-field over $X$, is called a measurable space. A measure on a measurable space $(X, \mathcal{F})$ is a function $\mu: \mathcal{F} \rightarrow [0, \infty]$ that is countably additive; for each countable family $\{X_i\}_i$ of pairwise disjoint elements of $\mathcal{F}$, $\mu(\bigcup_i X_i) = \sum_i \mu(X_i)$. A probability measure on $(X, \mathcal{F})$ is a measure on $(X, \mathcal{F})$ such that $\mu(X) = 1$. A sub-probability measure on $(X, \mathcal{F})$ is a measure on $(X, \mathcal{F})$ such that $\mu(X) \leq 1$.

A discrete probability measure on a set $X$ is a probability measure $\mu$ on $(X, 2^X)$, such that, for each $C \subseteq X$, $\mu(C) = \sum_{c \in C} \mu(\{c\})$. A discrete sub-probability measure on a set $X$, is a sub-probability measure $\mu$ on $(X, 2^X)$, such that for each $C \subseteq X$, $\mu(C) = \sum_{c \in C} \mu(\{c\})$. We define $\text{Disc}(X)$ and $\text{SubDisc}(X)$ to be, respectively, the set of discrete probability measures and discrete sub-probability measures on $X$. In the sequel, we often omit the set notation when we denote the measure of a singleton set.

A support of a probability measure $\mu$ is a measurable set $C$ such that $\mu(C) = 1$. If $\mu$ is a discrete probability measure, then we denote by $\text{supp}(\mu)$ the set of elements that have non-zero measure; $\text{supp}(\mu)$ is a support of $\mu$. We let $\delta(x)$ denote the Dirac measure for $x$, the discrete probability measure that assigns probability 1 to $\{x\}$.

If $\{p_i\}_{i \in I}$ be a countable family of measures on $(X, \mathcal{F}_X)$, and $\{p_i\}_{i \in I}$ is a family of non-negative values, then the expression $\sum_{i \in I} p_i \rho_i$ denotes a measure $\rho$ on $(X, \mathcal{F}_X)$ such that, for each $C \in \mathcal{F}_X$, $\rho(C) = \sum_{i \in I} p_i \rho_i(C)$.

Given two discrete measures $\mu_1, \mu_2$ on $(X, 2^X)$ and $(Y, 2^Y)$, respectively, we denote by $\mu_1 \times \mu_2$ the product measure, that is, the measure on $(X \times Y, 2^{X \times Y})$ such that $\mu_1 \times \mu_2(x, y) = \mu_1(x) \times \mu_2(y)$ for each $x \in X, y \in Y$.

A function $f: X \rightarrow Y$ is said to be measurable from $(X, \mathcal{F}_X) \rightarrow (Y, \mathcal{F}_Y)$ if the inverse image of each element of $\mathcal{F}_Y$ is an element of $\mathcal{F}_X$, that is, for each $C \in \mathcal{F}_Y$, $f^{-1}(C) \in \mathcal{F}_X$. In such a case, given a measure $\mu$ on $(X, \mathcal{F}_X)$, the function $f(\mu)$ defined on $\mathcal{F}_Y$ by $f(\mu)(C) = \mu(f^{-1}(C))$ for each $C \in \mathcal{F}_Y$ is a measure on $(Y, \mathcal{F}_Y)$ and is called the image measure of $\mu$ under $f$. More
**Flattening:** The first operation, which we call “flattening”, takes a discrete probability measure over probability measures and “flattens” it into a single probability measure.

Let \( \eta \) be a discrete probability measure on \( Disc(X) \). Then the flattening of \( \eta \), denoted by \( \text{flatten}(\eta) \), is the discrete probability measure on \( X \) defined by \( \text{flatten}(\eta) = \sum_{\mu \in Disc(X)} \eta(\mu) \mu \).

**Lemma 2.1** Let \( \eta \) be a discrete probability measure on \( Disc(X) \) and let \( f \) be a function from \( X \) to \( Y \). Then \( f(\text{flatten}(\eta)) = \text{flatten}(f(\eta)) \).

**Proof.** By the definition of flattening, \( f(\text{flatten}(\eta)) = f(\sum_{\mu \in Disc(X)} \eta(\mu) \mu) \). By distributing \( f \), we obtain that this is equal to \( \sum_{\mu \in Disc(X)} \eta(\mu) f(\mu) \). By rearranging terms in this last expression, we obtain that \( f(\text{flatten}(\eta)) = \sum_{\sigma \in Disc(Y)} \sum_{\mu \in f^{-1}(\sigma)} \eta(\mu) \sigma \). Now, \( \sum_{\mu \in f^{-1}(\sigma)} \eta(\mu) = f(\eta)(\sigma) \), which implies that \( f(\text{flatten}(\eta)) = \sum_{\sigma \in Disc(Y)} f(\eta)(\sigma) \). But the right-hand expression is the definition of \( \text{flatten}(f(\eta)) \), as needed. \( \Box \)

**Lemma 2.2** Let \( \{\eta_i\}_{i \in I} \) be a countable family of measures on \( Disc(X) \), and let \( \{p_i\}_{i \in I} \) be a family of probabilities such that \( \sum_{i \in I} p_i = 1 \). Then \( \text{flatten}(\sum_{i \in I} p_i \eta_i) = \sum_{i \in I} p_i \text{flatten}(\eta_i) \).

**Lifting:** The second operation, which we call “lifting”, takes a relation between two domains \( X \) and \( Y \) and “lifts” it to a relation between discrete measures over \( X \) and \( Y \). We allow the correspondence to be rather general: we express it in terms of the existence of a weighting function on elements of \( X \times Y \) that can be used to relate the two measures.

Let \( R \) be a relation from \( X \) to \( Y \). The lifting of \( R \), denoted by \( L(R) \), is a relation from \( Disc(X) \) to \( Disc(Y) \) such that \( \mu_1 \ L(R) \mu_2 \) iff there exists a function \( w : X \times Y \to \mathbb{R}^\geq 0 \), called a weighting function, such that

1. for each \( x \in X \) and \( y \in Y \), \( \mu_2(x) \geq 0 \) implies \( x \ R \ y \),
2. for each \( x \in X \), \( \sum_y w(x, y) = \mu_1(x) \), and
3. for each \( y \in Y \), \( \sum_x w(x, y) = \mu_2(y) \).

**Expansion:** Finally, we have the third operation, the “expansion” operation, which is the one we use directly in our new definition of simulation relations. The expansion of a relation \( R \) relates a measure on \( X \) to a measure on \( Y \) provided that the two measures can be “expanded” into corresponding measures on measures. Here, the correspondence between the two measures on measures is rather general, in fact, we express it in terms of the lifting operation.

Let \( R \) be a relation from \( Disc(X) \) to \( Disc(Y) \). The expansion of \( R \), denoted by \( E(R) \), is the relation from \( Disc(X) \) to \( Disc(Y) \) such that \( \mu_1 \ E(R) \mu_2 \) iff there exist two discrete measures \( \eta_1 \) and \( \eta_2 \) on \( Disc(X) \) and \( Disc(Y) \), respectively, such that

1. \( \mu_1 = \text{flatten}(\eta_1) \),
2. \( \mu_2 = \text{flatten}(\eta_2) \), and
3. \( \eta_1 \ L(R) \eta_2 \).

The following lemma provides an equivalent characterization of the expansion relation:

**Lemma 2.3** Let \( R \) be a relation on \( Disc(X) \times Disc(Y) \). Then \( \mu_1 \ E(R) \mu_2 \) iff there exists a countable index set \( I \), a discrete probability measure \( p \) on \( I \), and two collections of probability measures \( \{\mu_{1,i} \}_{i \in I}, \{\mu_{2,i} \}_{i \in I} \) such that

1. \( \mu_1 = \sum_{i \in I} p(i) \mu_{1,i} \),
2. \( \mu_2 = \sum_{i \in I} p(i) \mu_{2,i} \), and
3. for each \( i \in I, \mu_{1,i}, R \mu_{2,i} \).

**Proof.** Let \( \mu_1, \mathcal{E}(R) \mu_2 \), and let \( \eta_1, \eta_2 \) and \( w \) be the measures and weighting functions used in the definition of \( \mathcal{E}(R) \). Let \( \{(\mu_{1,i}, \mu_{2,i})\}_{i \in I} \) be an enumeration of the pairs for which \( w(\mu_{1,i}, \mu_{2,i}) > 0 \), and let \( p(i) \) be \( w(\mu_{1,i}, \mu_{2,i}) \). Then \( p_i \{ (\mu_{1,i}) \}_{i \in I} \) and \( \{ (\mu_{2,i}) \}_{i \in I} \) satisfy Items 1, 2, and 3.

Conversely, given \( p \{ (\mu_{1,i}) \}_{i \in I} \) and \( \{ (\mu_{2,i}) \}_{i \in I} \), define \( \eta_1(\mu) \) to be \( \sum_{i \in I} p(i) \), \( \eta_2(\mu) \) to be \( \sum_{i \in I} p(i) \), and define \( w(\mu_1, \mu_2) \) to be \( \sum_{i \in I} p(i) \). Then, \( \eta_1, \eta_2 \), and \( w \) satisfy the properties required in the definition of \( \mathcal{E}(R) \). \( \square \)

The next, rather technical lemma gives us a sufficient condition for showing that a pair of functions, \( f \) and \( g \), transforms \( \mathcal{E}(R) \)-related probability measures \( \mu_1 \) and \( \mu_2 \) to other \( \mathcal{E}(R) \)-related probability measures. The required condition is that \( f \) and \( g \) convert each pair \( \mu_1, \mu_2 \) of \( R \)-related probability measures witnessing that \( \mu_1 \mathcal{E}(R) \mu_2 \) to \( \mathcal{E}(R) \)-related probability measures. We will use this lemma in the soundness proof for our new kind of simulation relation, in Lemma 3.28; there, the two functions \( f \) and \( g \) apply corresponding sequences of tasks to corresponding measures on states.

**Lemma 2.4** Let \( R \) be a relation from \( \text{Disc}(X) \) to \( \text{Disc}(Y) \), and let \( f, g \) be two endo-functions on \( \text{Disc}(X) \) and \( \text{Disc}(Y) \), respectively, that distribute over convex combinations of measures, that is, for each countable family \( \{ \nu_i \} \) of discrete measures on \( X \) and each countable family \( \{ \mu_i \} \) of discrete measures on \( Y \) and each countable family of probabilities \( \{ p_i \} \) such that \( \sum_i p_i = 1 \), \( f(\sum_i p_i \nu_i) = \sum_i p_i f(\nu_i) \), and similarly, for each countable family \( \{ \
u_i \} \) of discrete measures on \( Y \) and each countable family of probabilities \( \{ q_i \} \) such that \( \sum_i q_i = 1 \), \( g(\sum_i q_i \nu_i) = \sum_i q_i g(\nu_i) \), Let \( \mu_1 \) and \( \mu_2 \) be two measures on \( X \) and \( Y \) respectively, such that \( \mu_1 \mathcal{E}(R) \mu_2 \), let \( \eta_1, \eta_2 \), and \( w \) be a pair of measures and a weighting function witnessing that \( \mu_1 \mathcal{E}(R) \mu_2 \). Suppose further that, for any two distributions \( \eta_1 \in \text{supp}(\eta_1) \) and \( \eta_2 \in \text{supp}(\eta_2) \) such that \( w(\eta_1, \eta_2) > 0 \), \( f(\eta_1) \mathcal{E}(R) \eta_2 \). Then \( f(\mu_1) \mathcal{E}(R) \eta_2 \).

**Proof.** For each \( \eta_1 \in \text{supp}(\eta_1) \) and \( \eta_2 \in \text{supp}(\eta_2) \) such that \( w(\eta_1, \eta_2) > 0 \), let \( (\eta_1)_{(\eta_1, \eta_2)}, (\eta_2)_{(\eta_1, \eta_2)} \), and \( w_{(\eta_1, \eta_2)} \) be a pair of measures and a weighting function that prove that \( f(\eta_1) \mathcal{E}(R) \eta_2 \). We know that these are well-defined since, by assumption, \( f(\eta_1) \mathcal{E}(R) \eta_2 \) whenever \( w(\eta_1, \eta_2) > 0 \). Let \( W \) denote the set of pairs \( (\eta_1, \eta_2) \) such that \( w(\eta_1, \eta_2) > 0 \).

Let \( \eta'_1 = \sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)(\eta_1)_{(\eta_1, \eta_2)} \) and let \( \eta'_2 = \sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)(\eta_2)_{(\eta_1, \eta_2)} \). Let \( w' = \sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)w_{(\eta_1, \eta_2)} \).

We show that \( \eta'_1, \eta'_2, \) and \( w' \) prove that \( f(\mu_1) \mathcal{E}(R) \eta_2 \).

1. \( f(\mu_1) = \text{flatten}(\eta'_1) \).
   
   By definition of \( \eta'_1 \), \( \text{flatten}(\eta'_1) = \text{flatten}(\sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)(\eta_1)_{(\eta_1, \eta_2)} \). By Lemma 2.2, this is in turn equal to \( \sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)\text{flatten}(\eta_1)_{(\eta_1, \eta_2)} \). By definition of \( (\eta_1)_{(\eta_1, \eta_2)} \), we know that \( \text{flatten}(\eta_1)_{(\eta_1, \eta_2)} = f(\eta_1) \), so we obtain that \( \text{flatten}(\eta'_1) = \sum_{(\eta_1, \eta_2) \in W} w(\eta_1, \eta_2)f(\eta_1) \).

   We claim that the right side is equal to \( f(\mu_1) \); Since \( \mu_1 = \text{flatten}(\eta_1) \), by the definition of flattenings, \( \mu_1 = \sum_{\eta_1 \in \text{Disc}(X)} \eta_1(\eta_1) \). Then, by distributivity of \( f \), \( f(\mu_1) = \sum_{\eta_1 \in \text{Disc}(X)} \eta_1(f(\eta_1)) \).

   By definition of lifting, \( \eta_1(\mu_1) = \sum_{\eta_2 \in \text{Disc}(Y)} w(\eta_1, \eta_2) \).

   Therefore, \( f(\mu_1) = \sum_{\eta_2 \in \text{Disc}(Y)} \sum_{\eta_1 \in \text{Disc}(X)} w(\eta_1, \eta_2)f(\eta_1), \) and this last expression is equal to \( \sum_{\eta_1 \in \text{Disc}(X)} \sum_{\eta_2 \in \text{Disc}(Y)} w(\eta_1, \eta_2)f(\eta_1), \) as needed.

2. \( g(\mu_2) = \text{flatten}(\eta'_2) \).

   Analogous to the previous case.

3. \( \eta'_1 \mathcal{L}(R) \eta'_2 \) using \( w' \) as a weighting function.

We verify that \( w' \) satisfies the three conditions in the definition of a weighting function.
(a) Let $\rho'_1, \rho'_2$ be such that $w'(\rho'_1, \rho'_2) > 0$. Then, by definition of $w'$, there exists at least one pair $(\rho_1, \rho_2) \in R$ such that $w_{\rho_1, \rho_2}(\rho'_1, \rho'_2) > 0$. Since $w_{\rho_1, \rho_2}$ is a weighting function, $\rho'_1 \sim R \rho'_2$ as needed.

(b) By definition of $w'$, $\sum_{\rho' \in Disc(\mathcal{Y})} w'(\rho'_1, \rho'_2) = \sum_{\eta' \in Disc(\mathcal{Y})} \sum_{(\rho_1, \rho_2)} w(\rho_1, \rho_2) w_{\rho_1, \rho_2}(\rho'_1, \rho'_2)$. By rearranging sums and using the fact that $w_{\rho_1, \rho_2}$ is a weighting function, we obtain that $\sum_{\rho' \in Disc(\mathcal{Y})} w'(\rho'_1, \rho'_2) = \sum_{(\rho_1, \rho_2)} w(\rho_1, \rho_2) (\eta_{\rho_1, \rho_2}(\rho'_1))$. (Specifically, this uses the fact that $\sum_{\rho' \in Disc(\mathcal{Y})} w_{\rho_1, \rho_2}(\rho'_1, \rho'_2) = (\eta_{\rho_1, \rho_2}(\rho'_1))$. This suffices since the right-hand side is the definition of $\eta_{\rho_1}^{\prime}(\rho'_1)$.

(c) Symmetric to the previous case.

\[
\square
\]

2.2 Probabilistic I/O Automata

The definition of a PIOA is standard. A PIOA has states, a unique start state, and a set of actions, partitioned into input, output, and internal actions. It also has a set of “transitions”, which are triples consisting of a state, an action, and a discrete distribution on next states. Note that a PIOA may exhibit both nondeterministic and probabilistic choices. Nondeterminism appears in the choice of the next transition to perform. Probabilistic choice occurs only in the choice of the next state, when a particular transition is performed.

**Definition 2.5** A probabilistic I/O automaton (PIOA) is a tuple $\mathcal{P} = (Q, \eta, I, O, H, D)$, where

- $Q$ is a countable set of states,
- $\eta \in Q$ is a start state,
- $I$ is a countable set of input actions,
- $O$ is a countable set of output actions,
- $H$ is a countable set of internal (hidden) actions, and
- $D \subseteq (Q \times (I \cup O \cup H) \times Disc(Q))$ is a transition relation.

We write $A$ for $I \cup O \cup H$ and refer to $A$ as the actions of $\mathcal{P}$. We write $E$ for $I \cup O$ and we refer to $E$ as the external actions of $\mathcal{P}$. We assume that PIOA $\mathcal{P}$ satisfies the following conditions.

1. $I, O$ and $H$ are disjoint sets.

2. **Input enabling:** For every state $q \in Q$ and every action $a \in I$, $D$ contains some triple of the form $(q, a, \mu)$.

3. **Next-transition determinism:** For every state $q$ and action $a$, there is at most one transition of the form $(q, a, \mu)$. We write $tr_{q,a}$ to denote this transition, and $\mu_{q,a}$ to denote the target measure of this transition, if the transition exists. (Otherwise, these notations are undefined.)

We say that an action $a$ is enabled in a state $q$ if $D$ contains a transition $(q, a, \mu)$ for some $\mu$.

Note that the next-transition determinism and the countability of $Q, I, O,$ and $H$ are restrictions that are not present in earlier definitions of probabilistic automata [LSV03]. We introduce these in the interests of simplicity. Input-enabling is standard.

We denote the elements of an automaton $\mathcal{P}$ by $Q_{\mathcal{P}}, \eta_{\mathcal{P}}, I_{\mathcal{P}}, O_{\mathcal{P}}, H_{\mathcal{P}}, D_{\mathcal{P}}, A_{\mathcal{P}}$ and $E_{\mathcal{P}}$. Often we use the generic name $\mathcal{P}$ for a generic automaton; in this case we omit the subscripts, writing simply $Q, \eta, I, O, H, D, A$ and $E$.
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An execution fragment of a PIOA \( P \) is a finite or infinite sequence \( \alpha = q_0 a_1 q_1 a_2 \ldots \) of alternating states and actions, starting with a state and, if the sequence is finite ending in a state, where for each \((q_i, a_{i+1}, q_{i+1})\) there exists a transition \((q_i, a_{i+1}, \mu) \in D\) with \(q_{i+1} \in \text{supp}(\mu)\). If \( \alpha \) is a finite sequence, then the last state of \( \alpha \) is denoted by \( lstate(\alpha) \). If \( \alpha \) is an execution fragment of \( P \) and \( a \) is an action of \( P \) that is enabled in \( lstate(\alpha) \), then we write \( \text{tr}_{\alpha,a} \) as an abbreviation for \( \text{tr}_{lstate(\alpha),a} \).

An execution of \( P \) is an execution fragment whose first state is the start state \( q \). We let \( \text{frags}(P) \) and \( \text{frags}^*(P) \) denote, respectively, the set of all execution fragments and the set of finite execution fragments of \( P \). Similarly, we let \( \text{execs}(P) \) and \( \text{execs}^*(P) \) denote, respectively, the set of all executions and the set of finite executions of \( P \).

The trace of an execution fragment \( \alpha \) of an automaton \( P \), written \( \text{trace}(\alpha) \), is the sequence obtained by restricting \( \alpha \) to the set of external actions of \( P \). We say that \( \beta \) is a trace of automaton \( P \) if there is an execution \( \alpha \) of \( P \) with \( \text{trace}(\alpha) = \beta \).

### 2.2.1 \( \sigma \)-fields of execution fragments and traces

In order to talk about probabilities for executions and traces of a PIOA, we need appropriate \( \sigma \)-fields. We define a \( \sigma \)-field over the set of execution fragments of a PIOA \( P \):

**Definition 2.6** The cone of a finite execution fragment \( \alpha \), denoted by \( C_{\alpha} \), is the set \( \{ \alpha' \in \text{frags}(P) | \alpha \leq \alpha' \} \). Then \( \mathcal{F}_P \) is the \( \sigma \)-field generated by the set of cones of finite execution fragments of \( P \).

Observe that, since \( Q, I, O, \) and \( H \) are countable, the set of finite execution fragments of \( P \) is countable, and hence the set of cones of finite execution fragments of \( P \) is countable. Therefore, any union of cones is measurable. Observe also that, for each finite execution fragment \( \alpha \), the set \( \{ \alpha \} \) is measurable since it can be expressed as the intersection of \( C_{\alpha} \) with the complement of \( \bigcup_{\alpha' : \alpha \leq \alpha'} C_{\alpha'} \). Thus, any set of finite execution fragments is measurable, or, in other words, the discrete \( \sigma \)-field of finite executions is included in \( \mathcal{F}_P \).

We often refer to a probability measure on the \( \sigma \)-field \( \mathcal{F}_P \) generated by cones of execution fragments of a PIOA \( P \) as simply a probability measure on execution fragments of \( P \).

In many places in this paper, we will want to talk about probability measures on finite execution fragments, rather than arbitrary execution fragments. Thus, we define:

**Definition 2.7** If \( \epsilon \) is a probability measure on execution fragments of \( P \), then we say that \( \epsilon \) is finite if the set of finite execution fragments is a support for \( \epsilon \).

Since any set of finite execution fragments is measurable, any finite probability measure on execution fragments of \( P \) can also be viewed as a discrete probability measure on the set of finite execution fragments. Formally, given any finite probability measure \( \epsilon \) on execution fragments of \( P \), we may define a discrete probability measure \( \text{finite}(\epsilon) \) on the set of finite execution fragments of \( P \) by simply defining \( \text{finite}(\epsilon)(\alpha) = \epsilon(\alpha) \) for every finite execution fragment \( \alpha \) of \( P \). The difference between \( \text{finite}(\epsilon) \) and \( \epsilon \) is simply that the domain of \( \epsilon \) is the set of all execution fragments of \( P \), whereas the domain of \( \text{finite}(\epsilon) \) is the set of all finite executions of \( P \). Henceforth, we will ignore the distinction between \( \text{finite}(\epsilon) \) and \( \epsilon \).

**Definition 2.8** Let \( \epsilon \) and \( \epsilon' \) be probability measures on execution fragments of PIOA \( P \). Then we say that \( \epsilon \) is a prefix of \( \epsilon' \), denoted by \( \epsilon \leq \epsilon' \), if, for each finite execution fragment \( \alpha \) of \( P \), \( \epsilon(C_{\alpha}) \leq \epsilon'(C_{\alpha}) \).

**Definition 2.9** A chain of probability measures on execution fragments of PIOA \( P \) is an infinite sequence, \( \epsilon_1, \epsilon_2, \ldots \), of probability measures on execution fragments of \( P \) such that, for each \( i \geq 0, \epsilon_i \leq \epsilon_{i+1} \). Given a chain \( \epsilon_1, \epsilon_2, \ldots \), of probability measures on execution fragments of \( P \), we define a new function \( \epsilon \) on the \( \sigma \)-field generated by cones of execution fragments of \( P \) as follows: For each finite execution fragment \( \alpha \),

\[
\epsilon(C_{\alpha}) = \lim_{i \to \infty} \epsilon_i(C_{\alpha}).
\]
Standard measure theoretical arguments ensure that $\epsilon$ can be extended uniquely to a probability measure on the $\sigma$-field generated by the cones of finite execution fragments. Furthermore, for each $i \geq 0$, $\epsilon_i \leq \epsilon$. We call $\epsilon$ the limit of the chain, and we denote it by $\lim_{i \to \infty} \epsilon_i$.

If $\alpha$ is a finite execution fragment of a PIOA $\mathcal{P}$ and $\alpha$ is an action of $\mathcal{P}$, then $C_{\alpha \alpha}$ denotes the set of execution fragments of $\mathcal{P}$ that start with $\alpha \alpha$.

The cone construction can also be used to define a $\sigma$-field of traces:

**Definition 2.10** The cone of a finite trace $\beta$, denoted by $C_\beta$, is the set $\{ \beta' \in E^* \cup E^\omega \mid \beta \leq \beta' \}$, where $\leq$ denotes the prefix ordering on sequences. The $\sigma$-field of traces of $\mathcal{P}$ is simply the $\sigma$-field generated by the set of cones of finite traces of $\mathcal{P}$.

Again, the set of cones is countable and the discrete $\sigma$-field on finite traces is included in the $\sigma$-field generated by cones of traces. We often refer to a probability measure on the $\sigma$-field generated by cones of traces of a PIOA $\mathcal{P}$ as simply a probability measure on traces of $\mathcal{P}$.

**Definition 2.11** If $\tau$ is a probability measure on traces of $\mathcal{P}$, then we say that $\tau$ is finite if the set of finite traces is a support for $\tau$. Any finite probability measure on traces of $\mathcal{P}$ can also be viewed as a discrete measure on the set of finite traces.

**Definition 2.12** Let $\tau$ and $\tau'$ be probability measures on traces of PIOA $\mathcal{P}$. Then we say that $\tau$ is a prefix of $\tau'$, denoted by $\tau \leq \tau'$, if, for each finite trace $\beta$ of $\mathcal{P}$, $\tau(C_\beta) \leq \tau'(C_\beta)$.

**Definition 2.13** A chain of probability measures on traces of PIOA $\mathcal{P}$ is an infinite sequence $\tau_1, \tau_2, \ldots$ of probability measures on traces of $\mathcal{P}$ such that, for each $i \geq 0$, $\tau_i \leq \tau_{i+1}$. Given a chain $\tau_1, \tau_2, \ldots$ of probability measures on traces of $\mathcal{P}$, we define a new function $\tau$ on the $\sigma$-field generated by cones of traces of $\mathcal{P}$ as follows: For each finite trace $\beta$,

$$\tau(C_\beta) = \lim_{i \to \infty} \tau_i(C_\beta).$$

Then $\tau$ can be extended uniquely to a probability measure on the $\sigma$-field of cones of finite traces. Furthermore, for each $i \geq 0$, $\tau_i \leq \tau$. We call $\tau$ the limit of the chain, and we denote it by $\lim_{i \to \infty} \tau_i$.

The trace function is a measurable function from the $\sigma$-field generated by cones of execution fragments of $\mathcal{P}$ to the $\sigma$-field generated by cones of traces of $\mathcal{P}$. If $\epsilon$ is a probability measure on execution fragments of $\mathcal{P}$ then we define the trace distribution of $\epsilon$, $t\text{dist}(\epsilon)$, to be the image measure of $\epsilon$ under the function trace.

**Lemma 2.14** Let $\epsilon_1, \epsilon_2, \ldots$ be a chain of measures on execution fragments, and let $\epsilon$ be $\lim_{i \to \infty} \epsilon_i$. Then $\lim_{i \to \infty} t\text{dist}(\epsilon_i) = t\text{dist}(\epsilon)$.

**Proof.** It suffices to show that, for any finite trace $\beta$, $\lim_{i \to \infty} t\text{dist}(\epsilon_i)(C_\beta) = t\text{dist}(\epsilon)(C_\beta)$. Fix a finite trace $\beta$.

Let $\Theta$ be the set of minimal execution fragments whose trace is in $C_\beta$. Then $\text{trace}^{-1}(C_\beta) = \bigcup_{\alpha \in \Theta} C_\alpha$, where all the cones are pairwise disjoint. Therefore, for $i \geq 0$, $t\text{dist}(\epsilon_i)(C_\beta) = \sum_{\alpha \in \Theta} \epsilon_i(C_\alpha)$, and $t\text{dist}(\epsilon)(C_\beta) = \sum_{\alpha \in \Theta} \epsilon(C_\alpha)$.

Since we have monotone limits here (our limit is also suprema), limits commute with sums and our goal can be restated as showing: $\sum_{\alpha \in \Theta} \lim_{i \to \infty} \epsilon_i(C_\alpha) = \sum_{\alpha \in \Theta} \epsilon(C_\alpha)$. Since $\lim_{i \to \infty} \epsilon_i = \epsilon$, for each finite execution fragment $\alpha$, $\lim_{i \to \infty} \epsilon_i(C_\alpha) = \epsilon(C_\alpha)$. Therefore, $\sum_{\alpha \in \Theta} \lim_{i \to \infty} \epsilon_i(C_\alpha) = \sum_{\alpha \in \Theta} \epsilon(C_\alpha)$, as needed.

The $l\text{state}$ function is a measurable function from the discrete $\sigma$-field of finite execution fragments of $\mathcal{P}$ to the discrete $\sigma$-field of states of $\mathcal{P}$. If $\epsilon$ is a probability measure on execution fragments of $\mathcal{P}$, then we define the $l\text{state}$ distribution of $\epsilon$, $l\text{state}(\epsilon)$, to be the image measure of $\epsilon$ under the function $l\text{state}$.
2.2.2 Probabilistic executions and trace distributions

Having established some groundwork in Section 2.2.1, we now define the specific probability measures on executions and traces that are generated by PIOAs. To define such probability measure, we must resolve the PIOA's nondeterminism. For this purpose, we define a “scheduler”, which, after any finite execution fragment, selects the next transition:

**Definition 2.15** A scheduler for a PIOA $\mathcal{P}$ is a function $\sigma :\text{frags}^*(\mathcal{P}) \rightarrow \text{SubDisc}(D)$ such that $(q,a,\mu) \in \text{supp}(\sigma(\alpha))$ implies $q = \text{lstate}(\alpha)$.

A scheduler $\sigma$ describes what transitions to schedule after each finite execution fragment of $\mathcal{P}$. It associates sub-probability measures with finite execution fragments, which means that after a finite execution fragment $\alpha$ the probability $\sigma(\alpha)(D)$ may be strictly smaller than 1, or, in other words, that the scheduler $\sigma$ terminates the computation after $\alpha$ with probability $1 - \sigma(\alpha)(D)$. As a notational convention we introduce a new symbol $\bot$ to denote termination, and we write $\sigma(\alpha)(\bot)$ to denote the probability $1 - \sigma(\alpha)(D)$ of terminating after $\alpha$.

**Definition 2.16** A scheduler $\sigma$ and a finite execution fragment $\alpha$ generate a measure $\epsilon_{\sigma,\alpha}$ on the $\sigma$-field generated by cones of execution fragments. The measure of a cone $C_{\alpha'}$ is defined recursively as follows:

\[
\epsilon_{\sigma,\alpha}(C_{\alpha'}) = \begin{cases} 
0 & \text{if } \alpha' \not\leq \alpha \text{ and } \alpha \not\leq \alpha' \\
1 & \text{if } \alpha' \leq \alpha \\
\epsilon_{\sigma,\alpha}(C_{\alpha''})m_{\sigma(\alpha')}(a,q) & \text{if } \alpha' = \alpha'' aq \text{ and } \alpha \leq \alpha'',
\end{cases}
\]  

(1)

where $m_{\sigma(\alpha')}(a,q)$ is the probability that $\sigma(\alpha'')$ gives a transition labeled by $a$ and that the reached state is $q$. That is, $m_{\sigma(\alpha')}(a,q) = \sigma(\alpha'')(\text{tr}_{\alpha''})m_{\sigma,\alpha''}(q)$. Standard measure theoretical arguments ensure that $\epsilon_{\sigma,\alpha}$ is well-defined. We say that $\epsilon_{\sigma,\alpha}$ is generated by $\sigma$ and $\alpha$. We call the state $\text{lstate}(\alpha)$ the first state of $\epsilon_{\sigma,\alpha}$ and denote it by $\text{fstate}(\epsilon_{\sigma,\alpha})$.

If $\mu$ is a discrete probability measure over finite execution fragments, then we denote by $\epsilon_{\sigma,\mu}$ the measure $\sum_{\alpha} \mu(\alpha)\epsilon_{\sigma,\alpha}$ and we say that $\epsilon_{\sigma,\mu}$ is generated by $\sigma$ and $\mu$. We call the measure $\epsilon_{\sigma,\mu}$ a generalized probabilistic execution fragment of $\mathcal{P}$.

If $\text{supp}(\mu)$ contains only execution fragments consisting of a single state then we call $\epsilon_{\sigma,\mu}$ a probabilistic execution fragment of $\mathcal{P}$. Finally, for the start state $\mathcal{P}$, we call $\epsilon_{\sigma,\mathcal{P}}$ a probabilistic execution of $\mathcal{P}$.

The following lemmas give some simple equations expressing basic relationships involving the probabilities of various sets of execution fragments.

**Lemma 2.17** Let $\sigma$ be a scheduler for PIOA $\mathcal{P}$, $\mu$ be a discrete probability measure on finite execution fragments of $\mathcal{P}$, and $\alpha$ be a finite execution fragment of $\mathcal{P}$. Then

\[
\epsilon_{\sigma,\mu}(C_\alpha) = \mu(C_\alpha) + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma,\alpha'}(C_\alpha).
\]

**Proof.** By definition of $\epsilon_{\sigma,\mu}$, $\epsilon_{\sigma,\mu}(C_\alpha) = \sum_{\alpha'} \mu(\alpha')\epsilon_{\sigma,\alpha'}(C_\alpha)$. Since, by definition, $\epsilon_{\sigma,\alpha'}(C_\alpha) = 1$ whenever $\alpha \leq \alpha'$, the equation above can be rewritten as $\epsilon_{\sigma,\mu}(C_\alpha) = \sum_{\alpha' \leq \alpha} \mu(\alpha') + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma,\alpha'}(C_\alpha)$. Observe that $\sum_{\alpha' \leq \alpha} \mu(\alpha') = \mu(C_\alpha)$. Thus, by substitution, we get the statement of the lemma. □

**Lemma 2.18** Let $\sigma$ be a scheduler for PIOA $\mathcal{P}$, $\mu$ be a discrete probability measure on finite execution fragments of $\mathcal{P}$, and $\alpha$ be a finite execution fragment of $\mathcal{P}$. Then

\[
\epsilon_{\sigma,\mu}(C_\alpha) = \mu(C_\alpha - \{\alpha\}) + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma,\alpha'}(C_\alpha).
\]

**Proof.** Follows directly from Lemma 2.17 after observing that $\epsilon_{\sigma,\alpha}(C_\alpha) = 1$. □
Lemma 2.19 Let $\sigma$ be a scheduler for PIFA $P$, and $\mu$ be a discrete measure on finite execution fragments of $P$. Let $\alpha = \delta_{\alpha q}$ be a finite execution fragment of $P$. Then

$$\varepsilon_{\sigma q}(C_{\alpha}) = \mu(C_{\alpha}) + (\varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\delta\}))\sigma(\delta)(tr_{\delta q})\mu_{\delta q}(q).$$

Proof. By Lemma 2.17, by definition of $\varepsilon_{\sigma q}(C_{\alpha})$, and by definition of $\mu_{\sigma q}(C_{\alpha}, q)$, $\varepsilon_{\sigma q}(C_{\alpha}) = \mu(C_{\alpha}) + \sum_{\alpha' < \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha})\sigma(\delta)(tr_{\delta q})\mu_{\delta q}(q)$. Observe that the factor $\sigma(\delta)(tr_{\delta q})\mu_{\delta q}(q)$ is a constant with respect to $\alpha'$, and thus can be moved out of the sum, so $\varepsilon_{\sigma q}(C_{\alpha}) = \mu(C_{\alpha}) + (\varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha})\sigma(\delta)(tr_{\delta q})\mu_{\delta q}(q))$. Since $\alpha' < \alpha$ if and only if $\alpha' < \alpha$, this yields $\varepsilon_{\sigma q}(C_{\alpha}) = \mu(C_{\alpha}) + \sum_{\alpha' < \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha})\sigma(\delta)(tr_{\delta q})\mu_{\delta q}(q))$. 

It suffices to show that $\sum_{\alpha' < \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha}) = \varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\delta\})$. But this follows immediately from Lemma 2.18 (with $\alpha$ instantiated as $\delta$).

□

Lemma 2.20 Let $\sigma$ be a scheduler for PIFA $P$, $\mu$ be a discrete probability measure on finite execution fragments of $P$, and $\alpha$ be a finite execution fragment of $P$. Then

$$\varepsilon_{\sigma q}(\alpha) = (\varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\alpha\}))\sigma(\alpha)(\perp).$$

Proof. By definition of $\varepsilon_{\sigma q}$, $\varepsilon_{\sigma q}(\alpha) = \sum_{\alpha' \leq \alpha} \mu(\alpha')\varepsilon_{\sigma q}(\alpha')$. The sum can be restricted to $\alpha' \leq \alpha$ since for all other $\alpha'$, $\varepsilon_{\sigma q}(\alpha) = 0$. Then, since for each $\alpha' \leq \alpha$, $\varepsilon_{\sigma q}(\alpha) = \varepsilon_{\sigma q}(C_{\alpha})\sigma(\alpha)(\perp)$, we derive $\varepsilon_{\sigma q}(\alpha) = \sum_{\alpha' \leq \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha})\sigma(\alpha)(\perp)$. Observe that $\sigma(\alpha)(\perp)$ is a constant with respect to $\alpha'$, and thus can be moved out of the sum, yielding $\varepsilon_{\sigma q}(\alpha) = \sum_{\alpha' \leq \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha})\sigma(\alpha)(\perp)$. 

It suffices to show that $\sum_{\alpha' \leq \alpha} \mu(\alpha')\varepsilon_{\sigma q}(C_{\alpha}) = \varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\alpha\})$. But this follows immediately from Lemma 2.18.

□

Lemma 2.21 Let $\sigma$ be a scheduler for PIFA $P$, and $\mu$ be a discrete probability measure on finite execution fragments of $P$. Let $\alpha$ be a finite execution fragment of $P$ and $a$ be an action of $P$ that is enabled in $lstate(\alpha)$. Then

$$\varepsilon_{\sigma q}(C_{\alpha} a) = \mu(C_{\alpha} a) + (\varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\alpha\}))\sigma(\alpha)(tr_{\alpha a}).$$

Proof. Observe that $C_{\alpha} a = \cup_{q} C_{\alpha} q a$. Thus, $\varepsilon_{\sigma q}(C_{\alpha} a) = \sum_{q} \varepsilon_{\sigma q}(C_{\alpha} q a)$. By Lemma 2.19, the right-hand side is equal to $\sum_{q} (\mu(C_{\alpha} q a) + (\varepsilon_{\sigma q}(C_{\alpha} q a) - \mu(C_{\alpha} - \{\alpha\}))\sigma(\alpha)(tr_{\alpha a})\mu_{\alpha a}(q))$. Since $\sum_{q} \mu(C_{\alpha} q a) = \mu(C_{\alpha})$ and $\sum_{q} \mu_{\alpha a}(q) = 1$, this is in turn equal to $\mu(C_{\alpha}) + (\varepsilon_{\sigma q}(C_{\alpha}) - \mu(C_{\alpha} - \{\alpha\}))\sigma(\alpha)(tr_{\alpha a})$. 

Combining the equations yields the result.

□

Next, we consider limits of generalized probabilistic execution fragments.

Proposition 2.22 Let $\epsilon_{1}, \epsilon_{2}, \ldots$ be a chain of generalized probabilistic execution fragments of a PIFA $P$, all generated from the same discrete probability measure $\mu$ on finite execution fragments. Then $\lim_{i \to \infty} \epsilon_{i}$ is a general probabilistic execution fragment of $P$ generated from $\mu$.

Proof. Let $\epsilon$ denote $\lim_{i \to \infty} \epsilon_{i}$. For each $i \geq 1$, let $\sigma_{i}$ be a scheduler such that $\epsilon_{i} = \epsilon_{\sigma_{i} q}$, and for each finite execution fragment $a_{0}$, let $p_{i}^{\alpha} = \epsilon_{\sigma_{i} q}(C_{\alpha} a_{0}) = \mu(C_{\alpha} a_{0}) - \mu(C_{\alpha} - \{\alpha\})$. For each finite execution $a_{0}$ and each action $a_{0}$, let $p_{i}^{\alpha} = \epsilon_{\sigma_{i} q}(C_{\alpha} a_{0}) = \mu(C_{\alpha} a_{0}) - \mu(C_{\alpha} - \{\alpha\})$.

By Lemma 2.21, if $\alpha$ is enabled in $lstate(\alpha)$ then $p_{i}^{\alpha} \sigma(\alpha)(tr_{\alpha a}) = p_{i}^{\alpha} a$, and so, if $p_{i}^{\alpha} a \neq 0$, then $\sigma_{i}(\alpha)(tr_{\alpha a}) = p_{i}^{\alpha} / p_{i}^{\alpha} a$.

For each finite execution fragment $a_{0}$, let $p_{a} = \epsilon(C_{\alpha} a_{0}) = \mu(C_{\alpha} a_{0}) - \mu(C_{\alpha} - \{\alpha\})$. For each finite execution fragment $a_{0}$ and each action $a_{0}$, let $p_{a} = \epsilon(C_{\alpha} a_{0}) = \mu(C_{\alpha} a_{0}) - \mu(C_{\alpha} - \{\alpha\})$. Define $\sigma(\alpha)(tr_{\alpha a})$ to be $p_{a} / p_{a}$ if $p_{a} > 0$; otherwise define $\sigma(\alpha)(tr_{\alpha a}) = 0$. By definition of $\epsilon$ and simple manipulations, $\lim_{i \to \infty} p_{i}^{\alpha} = p_{a}$ and $\lim_{i \to \infty} p_{i}^{\alpha} a = p_{a} a$. It follows that, since $p_{a} > 0$, then $\sigma(\alpha)(tr_{\alpha a}) = \lim_{i \to \infty} \sigma_{i}(\alpha)(tr_{\alpha a})$.

It remains to show that $\sigma$ is a scheduler and that $\epsilon_{\sigma q} = \epsilon$. To show that $\sigma$ is a scheduler, we must show that, for each finite execution fragment $\alpha$, $\sigma(\alpha)$ is a sub-probability measure. Observe that, for each $i \geq 1, \sigma_{i}(\alpha)(tr_{\alpha}) = \sum_{a_{0}} \sigma_{i}(\alpha)(tr_{\alpha a_{0}})$. Similarly, $\sum_{a_{0}} \sigma(\alpha)(tr_{\alpha a_{0}})$. Since each $\sigma_{i}$ is
a scheduler, it follows that, for each \( i \geq 0 \), \( \sum_\alpha \sigma_i(\alpha)(tr_{\alpha i}) \leq 1 \). Thus, also \( \lim_{i \to \infty} \sum_\alpha \sigma_i(\alpha)(tr_{\alpha i}) \leq 1 \).

By interchanging the limit and the sum, we obtain \( \sum_\alpha \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i}) \leq 1 \).

We claim that \( \sigma_0(\alpha)(tr_{\alpha i}) \leq \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i}) \), which immediately implies that \( \sigma_0(\alpha)(tr_{\alpha i}) \leq 1 \), as needed. To see this claim, we consider two cases: If \( \rho \alpha > 0 \), then as shown earlier, \( \sigma_0(\alpha)(tr_{\alpha i}) = \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i}) \), which implies the claim. On the other hand, if \( \rho \alpha = 0 \), then \( \sigma_0(\alpha)(tr_{\alpha i}) \) is defined to be zero, so that \( \sigma_0(\alpha)(tr_{\alpha i}) = 0 \), which is less than or equal to \( \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i}) \), which again implies the claim.

To show that \( \epsilon_{\sigma_0 Mu} = \epsilon \), we show by induction on the length of a finite execution fragment \( \alpha \) that \( \epsilon_{\sigma_0 Mu} (C_\alpha) = \epsilon(C_\alpha) \). For the base case, let \( \alpha \) consist of a single state \( q \). By Lemma 2.17, \( \epsilon_{\sigma_0 Mu} (C_q) = \mu(C_q) \), and for each \( i \geq 1 \), \( \epsilon_{\sigma_0 Mu} (C_q) = \mu(C_q) \). Thus, \( \epsilon(C_q) = \lim_{i \to \infty} \epsilon_{\sigma_0 Mu} (C_q) = \mu(C_q) \), as needed.

For the inductive step, let \( \alpha = \hat{\alpha} \alpha \). By Lemma 2.19,

\[
\lim_{i \to \infty} \epsilon_{\sigma_0 Mu} (C_\alpha) = \lim_{i \to \infty} \left( \mu(C_\alpha) + (\epsilon_{\sigma_0 Mu} (C_\alpha) - \mu(C_\alpha - \{ \hat{\alpha} \})) \sigma_i(\alpha)(tr_{\alpha i})(\mu_{\alpha i}(q)) \right).
\]

Observe that the left side is \( \epsilon(C_\alpha) \). By algebraic manipulation, the equation above becomes

\[
\epsilon(C_\alpha) = \mu(C_\alpha) + \left( \lim_{i \to \infty} \epsilon_{\sigma_0 Mu} (C_\alpha) - \mu(C_\alpha - \{ \hat{\alpha} \}) \right) \left( \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i})(\mu_{\alpha i}(q)) \right).
\]

By definition of \( \epsilon \), \( \lim_{i \to \infty} \epsilon_{\sigma_0 Mu} (C_\alpha) = \epsilon(C_\alpha) \), and by inductive hypothesis, \( \epsilon(C_\alpha) = \epsilon_{\sigma_0 Mu} (C_\alpha) \). Therefore,

\[
\epsilon(C_\alpha) = \mu(C_\alpha) + (\epsilon_{\sigma_0 Mu} (C_\alpha) - \mu(C_\alpha - \{ \hat{\alpha} \})) \left( \lim_{i \to \infty} \sigma_i(\alpha)(tr_{\alpha i})(\mu_{\alpha i}(q)) \right).
\]

Also by Lemma 2.19, we obtain that

\[
\epsilon_{\sigma_0 Mu} (C_\alpha) = \mu(C_\alpha) + (\epsilon_{\sigma_0 Mu} (C_\alpha) - \mu(C_\alpha - \{ \hat{\alpha} \})) \sigma_i(\alpha)(tr_{\alpha i})(\mu_{\alpha i}(q)).
\]

We claim that the right-hand sides of the last two equations are equal. To see this, consider two cases. First, if \( \rho \alpha > 0 \), then we have already shown that \( \lim_{i \to \infty} \epsilon_i(\alpha)(tr_{\alpha i}) = \sigma_i(\alpha)(tr_{\alpha i}) \). Since these two terms are the only difference between the two expressions, the expressions are equal.

On the other hand, if \( \rho \alpha = 0 \), then by definition of \( \rho \alpha \), we get that \( \epsilon(C_\alpha) = \mu(C_\alpha - \{ \hat{\alpha} \}) \). Then the second terms of the two right-hand sides are both equal to zero, which implies that both expressions are equal to the first term \( \mu(C_\alpha) \). Again, the two right-hand sides are equal.

Since the right-hand sides are equal, so are the left-hand sides, that is, \( \epsilon_{\sigma_0 Mu} (C_\alpha) = \epsilon(C_\alpha) \), as needed to complete the inductive hypothesis.

We denote the set of trace distributions of probabilistic executions of a PIOA \( P \) by \( \text{tdists}(P) \).

### 2.2.3 Composition

We define composition for PIOAs:

**Definition 2.23** Two PIOAs \( P_1 \) and \( P_2 \) are compatible if \( H_1 \cap A_2 = A_1 \cap H_2 = O_1 \cap O_2 = \emptyset \). The composition of two compatible PIOAs \( P_1 \) and \( P_2 \), denoted by \( P_1 \parallel P_2 \), is the PIOA \( P = (Q, \bar{\sigma}, I, O, H, D) \) where

- \( Q = Q_1 \times Q_2 \),
- \( \bar{\sigma} = (\bar{\sigma}_1, \bar{\sigma}_2) \),
- \( I = (I_1 \cup I_2) - (O_1 \cup O_2) \),
- \( O = (O_1 \cup O_2) \),
- \( H = (H_1 \cup H_2) \),
- \( D \) is the set of triples \( ((q_1, q_2), a, \mu_1 \times \mu_2) \) such that for \( i \in \{1, 2\} \), if \( a \) is an action of \( P_i \), then \( (q_i, a, \mu_i) \in D_i \), and if \( a \) is not an action of \( P_i \) then \( \mu_i = \delta(q_i) \).

If \( q = (q_1, q_2) \) is a state of \( P \) then for \( i \in \{1, 2\} \), we write \( q_i \| P_i \) to denote \( q_i \). We extend the definition of composition and the \( \| \) notation to any finite number of arguments, not just two.
2.2.4 Hiding

We define a hiding operation for PIOAs, which hides output actions.

Definition 2.24 Let \( \mathcal{P} = (Q, q_0, I, O, H, D) \) be a PIOA and \( S \subseteq O \). Then \( \text{hide}(\mathcal{P}, S) \) is the PIOA \( \mathcal{P}' \) that is is the same as \( \mathcal{P} \) except that \( O_{\mathcal{P}'} = O_{\mathcal{P}} - S \) and \( H_{\mathcal{P}'} = H_{\mathcal{P}} \cup S \).

3 Task-PIOAs

In this section, we introduce a new “task” mechanism for describing the resolution of nondeterminism. For general PIOAs, we already have a notion of “scheduler”, which can use arbitrary knowledge about the past execution in choosing a specific next transition. Such a scheduler is very powerful—too powerful for the security protocol setting. In particular, a scheduler’s choice of transition may depend on information that is supposed to be kept secret from the adversarial components. Moreover, the scheduler has very fine-grained control over the precise choice of transition.

To reduce the power of the scheduler, we here define “task-PIOAs”, which provide equivalence relations on the actions and on the states of the PIOAs. The action equivalence relation classifies the actions into “tasks”, which are units of scheduling.

We begin by defining task-PIOAs in Section 3.1. Then we define task schedulers, in Section 3.2, which are a variant of our schedulers with coarser granularity (they schedule tasks rather than specific transitions). Section 3.3 defines directly how a task scheduler generates a probability measure on execution fragments, for a closed task-PIOA. Then, in a rather lengthy diversion, it relates this definition to the more traditional definitions for PIOAs, by showing that the resulting probability measure is in fact generated by some traditional scheduler. The next two sections define composition and hiding for task-PIOAs.

Then, we develop our notions of implementation between task-PIOAs. In Section 3.6, we define the notion of an “environment” for a task-PIOA. We use this, in Section 3.7, to define what it means for one task-PIOA to implement another. Finally, in Section 3.8, we define our new kind of simulation relation between closed task-PIOAs, and prove that it is sound with respect to our implementation notion.

3.1 Task-PIOAs

Definition 3.1 We define a task-PIOA, to be a pair \( T = (\mathcal{P}, R) \), where

- \( \mathcal{P} = (Q, q_0, I, O, H, D) \) is a PIOA (satisfying next-transition determinism).
- \( R \) is an equivalence relation on the locally-controlled actions \( (O \cup H) \).

We refer to the equivalence classes of \( R \) as tasks.

A task \( T \) is enabled in a state \( q \) if there is some action in \( T \) that is enabled in \( q \). A task \( T \) is enabled in a set of states \( S \) provided that \( T \) is enabled in every \( q \in S \).

We require a task-PIOA to satisfy the following condition:

- Next-action determinism: For every state \( q \in Q \) and every task \( T \in R \), there is at most one action \( a \in T \) that is enabled in \( q \).

We denote the relation \( R \) of a task-PIOA \( T \) by \( R_T \).

The non-probabilistic executions and traces of a task-PIOA \( T = (\mathcal{P}, R) \) are defined to be the executions and traces of the underlying PIOA \( \mathcal{P} \).

Note that in preliminary versions of this work [CCK+05], we defined a task-PIOA to have an equivalence relation on states in addition to an equivalence relation on actions. We also had three more axioms, called random-choice consistency, transition consistency, and enabling consistency. These axioms imposed restrictions on the branching capabilities of the modeled components. For example, we required the states resulting from internal random choices of an adversary to be equivalent; a random
choice could not result in enabling a task in one branch and disabling it in another. In this work, we generalize this older definition of a task-PIOA by removing the state relation and the related consistency axioms.

3.2 Task Schedulers

Here we define our notion of a “task scheduler”, which chooses the next task to perform. For a closed task-PIOA (that is, one with no input actions), a task scheduler resolves all nondeterminism, because of the next-action determinism property of task-PIOAs and the next-transition determinism property of general PIOAs.

Our notion of task scheduler is oblivious—that is, it is just a sequence of tasks.

Definition 3.2 Let \( T = (\mathcal{P}, R) \) be a closed task-PIOA where \( \mathcal{P} = (Q, \mathbf{q}, I, O, H, D) \). A task scheduler for \( T \) is defined to be a finite or infinite sequence \( \rho = T_1 T_2 \ldots \) of tasks in \( R \).

3.3 Probabilistic executions and trace distributions

Definition 3.3 Let \( T = (\mathcal{P}, R) \) be an action-deterministic task-PIOA where \( \mathcal{P} = (Q, \mathbf{q}, I, O, H, D) \). The function \( \text{apply}(\cdot) \) takes a discrete probability measure on finite execution fragments and a task schedule and returns a probability measure on execution fragments. It is defined recursively as follows:

1. \( \text{apply}(\mu, \lambda) = \mu \) (recall that \( \lambda \) is the empty sequence).

2. Let \( T \) be a single task. Given finite execution fragment \( \alpha \), \( \text{apply}(\mu, T)(\alpha) \) is defined to be \( p_1(\alpha) + p_2(\alpha) \), given as follows.

\[
p_1(\alpha) = \begin{cases} 
\mu(\alpha')\rho(q) & \text{if } \alpha \text{ can be written as } \alpha' a q, \text{ with } \alpha' \in \text{supp}(\mu), a \in T, \\
0 & \text{and } (\text{lstate}(\alpha'), a, \rho) \in D,
\end{cases}
\]

Notice, in the first case, transition determinism and the definition of execution fragments imply that there is exactly one such \( \rho \), so \( p_1 \) is well-defined.

\[
p_2(\alpha) = \begin{cases} 
\mu(\alpha) & \text{if } T \text{ is not enabled in } \text{lstate}(\alpha), \\
0 & \text{otherwise}.
\end{cases}
\]

3. If \( \rho \) is finite and of the form \( \rho'T \), then \( \text{apply}(\mu, \rho) = \text{apply}((\mu, \rho'), T) \).

4. If \( \rho \) is infinite, let \( p_i \) denote the length-\( i \) prefix of \( \rho \) and let \( \epsilon_i \) be \( \text{apply}(\mu, p_i) \). Then \( \text{apply}(\mu, \rho) = \lim_{i \to \infty} (\epsilon_i) \).

Lemma 3.4 Let \( T = (\mathcal{P}, R) \) be a closed action-deterministic task-PIOA. Let \( \mu \) be a discrete probability measure over finite execution fragments of \( \mathcal{P} \) and let \( T \) be a task. Let \( p_1 \) and \( p_2 \) be the functions used in the definition of \( \text{apply}(\mu, T) \). Then:

1. for each state \( q \), \( p_1(q) = 0 \);

2. for each finite execution fragment \( \alpha \),

\[
\mu(\alpha) = p_2(\alpha) + \sum_{(\alpha q) : \alpha q \in \text{Frag}(\mathcal{P})} p_1(\alpha q).
\]

Proof. Item (1) follows trivially from the definition of \( p_1(q) \).

For Item (2), we observe the following facts.
• If $T$ is not enabled from $lstate(\alpha)$, then, by definition of $p_2$, $\mu(\alpha) = p_2(\alpha)$. Furthermore, for each action $a$ and each state $q$ such that $aoq$ is an execution fragment, we claim that $p_1(aoq) = 0$. Indeed, if $a \notin T$, then the first case of the definition of $p_1(a)$ trivially does not apply; if $a \in T$, then, since $T$ is not enabled from $lstate(\alpha)$, there is no $\rho$ such that $(lstate(\alpha), a, \rho) \in D_T$, and thus, again, the first case of the definition of $p_1(a)$ does not apply.

• If $T$ is enabled from $lstate(\alpha)$, then trivially $p_2(\alpha) = 0$. Furthermore, we claim that $\mu(\alpha) = \sum_{(aoq)} p_1(aoq)$. By action determinism, only one action $b \in T$ is enabled from $lstate(\alpha)$. By definition of $p_1$, $p_1(aoq) = 0$ if $a \neq b$ (either $a \notin T$ or $a$ is not enabled from $lstate(\alpha)$). Thus,

$$\sum_{(aoq)} p_1(aoq) = \sum_{q} p_1(abq) = \sum_{q} \mu(\alpha) \mu_{o, b}(q).$$

This in turn is equal to $\mu(\alpha)$ since $\sum_{q} \mu_{o, b}(q) = 1$.

In each case, we get $\mu(\alpha) = p_2(\alpha) + \sum_{(aoq)} p_1(aoq)$, as needed.

\[\square\]

**Lemma 3.5** Let $T = (P, R)$ be a closed action-deterministic task-PLOA. Let $\mu$ be a discrete probability measure over finite execution fragments and $\rho$ be a finite sequence of tasks. Then apply$(\mu, \rho)$ is a discrete probability measure over finite execution fragments.

**Proof.** By a simple inductive argument. The key part of the inductive step consists of the claim that, for each measure $\epsilon$ on finite execution fragments and each task $T$, apply$(\epsilon, T)$ is a probability measure over finite execution fragments.

Let $\epsilon'$ be apply$(\epsilon, T)$. The fact that $\epsilon'$ is a measure on finite execution fragments follows directly by Item (2) of Definition 3.3. To show that $\epsilon'$ is a fact in a probability measure, we show that $\sum_{\alpha \in \text{Frag}^t(P)} \epsilon'(\alpha) = 1$. By Item (2) of Definition 3.3,

$$\sum_{\alpha \in \text{Frag}^t(P)} \epsilon'(\alpha) = \sum_{\alpha \in \text{Frag}^t(P)} (p_1(\alpha) + p_2(\alpha)).$$

Rearranging terms, we obtain

$$\sum_{\alpha \in \text{Frag}^t(P)} \epsilon'(\alpha) = \sum_{q} p_1(q) + \sum_{\alpha \in \text{Frag}^t(P)} (p_2(\alpha) + \sum_{(aoq) \in \text{Frag}^t(P)} p_1(aoq)).$$

By Lemma 3.4, the right side becomes $\sum_{\alpha \in \text{Frag}^t(P)} \epsilon(\alpha)$, which equals 1 by the inductive hypothesis. Therefore $\sum_{\alpha \in \text{Frag}^t(P)} \epsilon'(\alpha) = 1$, as needed. \[\square\]

**Lemma 3.6** Let $T = (P, R)$ be a closed action-deterministic task-PLOA and let $T$ be a task in $R$. Define $\mu' = \text{apply}(\mu, T)$. Then, for each finite execution fragment $\alpha$:

1. If $\alpha$ consists of a single state $q$, then $\mu'(C_{\alpha}) = \mu(C_{\alpha})$.

2. If $\alpha = \delta a q$ and $a \notin T$, then $\mu'(C_{\alpha}) = \mu(C_{\alpha})$.

3. If $\alpha = \delta a q$ and $a \in T$, then $\mu'(C_{\alpha}) = \mu(C_{\alpha}) + \mu(\delta) \mu_{\delta, a}(q)$.

**Proof.** Let $p_1$ and $p_2$ be the functions used in the definition of apply$(\mu, T)$, and let $\alpha$ be a finite execution fragment. By definition of a cone and of $\mu'$, $\mu'(C_{\alpha}) = \sum_{\alpha' \leq \alpha} \mu'(C_{\alpha'}) + p_2(\alpha')$. By definition of a cone and Lemma 3.4, $\mu(C_{\alpha}) = \sum_{\alpha' \leq \alpha} \mu(C_{\alpha'}) + \sum_{(aoq) \in \text{Frag}^t(P)} p_1(aoq) = \sum_{\alpha' \leq \alpha} (p_1(\alpha') + p_2(\alpha')) - p_1(\alpha)$. Thus, $\mu'(C_{\alpha}) = \mu(C_{\alpha}) + p_1(\alpha)$. We distinguish three cases. If $\alpha$ consists of a single state, then $p_1(\alpha) = 0$ by Lemma 3.4, yielding $\mu'(C_{\alpha}) = \mu(C_{\alpha})$. If $\alpha = \delta a q$ and $a \notin T$, then $p_1(\alpha) = 0$ by definition, yielding $\mu'(C_{\alpha}) = \mu(C_{\alpha})$. Finally, if $\alpha = \delta a q$ and $a \in T$, then $p_1(\alpha) = \mu(\delta) \mu_{\delta, a}(q)$ by definition, yielding $\mu'(C_{\alpha}) = \mu(C_{\alpha}) + \mu(\delta) \mu_{\delta, a}(q)$.

\[\square\]
Lemma 3.7 Let $T = (P, R)$ be a closed action-deterministic task-PIOA. Let $\mu$ be a discrete measure over finite execution fragments, $T$ a task, and $\mu' = \text{apply}(\mu, T)$. Then $\mu \leq \mu'$.

Proof. Follows directly by Lemma 3.6.

Lemma 3.8 Let $T = (P, R)$ be a closed action-deterministic task-PIOA. Let $\mu$ be a discrete measure over finite execution fragments and let $p_1$ and $p_2$ be two finite sequences of tasks such that $p_1$ is a prefix of $p_2$. Then $\text{apply}(\mu, p_1) \leq \text{apply}(\mu, p_2)$.

Proof. Simple inductive argument using Lemma 3.7 for the inductive step.

Lemma 3.9 Let $T = (P, R)$ be a closed task-PIOA. Let $\mu$ be a discrete measure over finite execution fragments. Then $\text{apply}(\mu, \lambda)$ is a generalized probabilistic execution fragment generated by $\mu$.

Proof. Follows directly from the definitions, by defining a scheduler $\sigma$ such that $\sigma(\alpha)(\text{tran}) = 0$ for each finite execution fragment $\alpha$ and each transition $\text{tran}$.

Lemma 3.10 Let $T = (P, R)$ be a closed action-deterministic task-PIOA. Let $\mu$ be a discrete probability measure over finite execution fragments of $P$, $\rho$ a task scheduler for $T$, and $q$ a state of $T$. Then $\text{apply}(\mu, \rho)(q) = \mu(q)$.

Proof. We prove the result for finite $\rho$'s by induction on the length of $\rho$. The infinite case then follows immediately. The base case is trivial since, by definition, $\text{apply}(\mu, \rho) = \mu$. For the inductive step, let $\rho = \rho' T$, and let $\epsilon$ be $\text{apply}(\mu, \rho')$. By Definition 3.3, $\text{apply}(\mu, \rho) = \text{apply}(\epsilon, T)$. By induction, $\epsilon(C_q) = \mu(C_q)$. Therefore it suffices to show $\text{apply}(\epsilon, T)(C_q) = \epsilon(C_q)$.

Let $\epsilon'$ be $\text{apply}(\epsilon, T)$. By definition of cone, $\epsilon'(C_q) = \sum_{\alpha \in \text{Exec}^* R \leq \alpha} \epsilon(\alpha)$. By Lemma 3.5, both $\epsilon$ and $\epsilon'$ are measures over finite execution fragments; therefore we can restrict the sum to finite execution fragments. Let $p_1$ and $p_2$ be the two functions used for the computation of $\epsilon'(\alpha)$ according to Item (2) in Definition 3.3. Then $\epsilon'(C_q) = \sum_{\alpha \in \text{Exec}^* R \leq \alpha} (p_1(\alpha) + p_2(\alpha))$. By rearranging terms, we get $\epsilon'(C_q) = p_1(q) + \sum_{\alpha \in \text{Exec}^* R \leq \alpha} (p_2(\alpha) + \sum_{(\alpha, \alpha')} p_1(\text{con}(\alpha)))$. By Lemma 3.4, the right side of the equation above is $\sum_{\alpha \leq \alpha} \epsilon(\alpha)$, which is precisely $\epsilon(C_q)$.

Lemma 3.11 Let $T = (P, R)$ be a closed action-deterministic task-PIOA. If $\epsilon$ is a generalized probabilistic execution fragment generated by a measure $\mu$, then, for each task $T$, $\text{apply}(\epsilon, T)$ is a generalized probabilistic execution fragment generated by $\mu$.

Proof. Suppose $\epsilon$ is generated by $\mu$ together with a scheduler $\sigma$ (that is, $\epsilon_{\sigma, \mu} = \epsilon$). Let $\epsilon'$ be $\text{apply}(\epsilon, T)$. Let $\sigma'$ be a new scheduler such that, for each finite execution fragment $\alpha$,

- if $\epsilon'(\alpha) - \mu(\alpha - \{\alpha\}) = 0$, then $\sigma'(\alpha)(\text{tran}) = 0$;
- otherwise,
  - if $\text{tran} \in D(\text{Istate}(\alpha))$ and $\text{act}(\text{tran}) \in T$,
    
    $\sigma'(\alpha)(\text{tran}) = \frac{\epsilon'(\alpha) - \mu(\alpha - \{\alpha\})}{\epsilon'(\alpha) - \mu(\alpha - \{\alpha\})} (\sigma(\alpha)(\text{tran}) + \sigma(\alpha)(\perp))$;
  - otherwise,
    $\sigma'(\alpha)(\text{tran}) = \frac{\epsilon'(\alpha) - \mu(\alpha - \{\alpha\})}{\epsilon'(\alpha) - \mu(\alpha - \{\alpha\})} \sigma(\alpha)(\text{tran})$.

Here $D(\text{Istate}(\alpha))$ denotes the set of transitions of $D$ with source state $\text{Istate}(\alpha)$ and $\text{act}(\text{tran})$ denotes the action that occurs in $\text{tran}$. We first prove that $\sigma'$, thus defined, is a scheduler. We prove by induction on the length of a finite execution fragment $\alpha$ that $\epsilon_{\sigma', \mu}(\alpha) = \epsilon'(\alpha)$.
For the base case, let $\alpha = q$. By Lemma 2.17, $\epsilon_{\sigma^*\mu}(C_q) = \mu(C_q)$ and $\epsilon_{\sigma^*\mu}(C_q) = \mu(C_q)$. Thus, $\epsilon_{\sigma^*\mu}(C_q) = \epsilon_{\sigma^*\mu}(C_q)$. By definition, the right-hand-side is equal to $\epsilon(C_q)$, which is equal to $\epsilon(C_q)$ by Lemma 3.10. Thus, $\epsilon_{\sigma^*\mu}(C_q) = \epsilon(C_q)$, as needed.

For the inductive step, let $\alpha = \alpha a q$. By Lemma 2.17 and the definition of the measure of a cone (Equation (1)), we get

$$\epsilon_{\sigma^*\mu}(C_\alpha) = \mu(C_\alpha) + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma^*\alpha'}(C_{\alpha'})\mu_{\sigma(\alpha)}(a, q).$$

We know that $a$ is enabled from $\text{Istate}(\alpha)$, because $\alpha$ is an execution fragment of $P$. Thus, $\text{tran}_{\alpha a}$ and $\mu_{\alpha a}$ are defined. By expanding $\mu_{\sigma(\alpha)}(a, q)$ in the equation above, we get

$$\epsilon_{\sigma^*\mu}(C_\alpha) = \mu(C_\alpha) + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma^*\alpha'}(C_{\alpha'})\sigma'(\alpha)\text{(\text{tran}\_}\alpha a)\mu_{\alpha a}(q).$$

(2)

We distinguish three cases.

1. $\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\}) = 0$.

By inductive hypothesis, $\epsilon_{\sigma^*\mu}(C_\alpha) = \epsilon'(C_\alpha)$. Then by Lemma 2.19, $\epsilon_{\sigma^*\mu}(C_\alpha) = \mu(C_\alpha)$. It is therefore sufficient to show that $\epsilon'(C_\alpha) = \mu(C_\alpha)$.

By Lemma 3.7, $\epsilon(C_\alpha) \leq \epsilon'(C_\alpha)$. Thus, using $\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\}) = 0$, we get $\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\}) = 0$. On the other hand, from Lemma 2.18 and the fact that $\epsilon = \epsilon_{\sigma^*\mu}$, we have $\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\}) \geq 0$. Thus, $\epsilon(C_\alpha) = \mu(C_\alpha - \{\alpha\}) = 0$. Now, using Lemma 2.19 and the fact that $\epsilon_{\sigma^*\mu} = \epsilon$ and $\epsilon(C_\alpha) = \mu(C_\alpha)$, we get $\epsilon(C_\alpha) = \mu(C_\alpha)$.

Since $C_\alpha - \{\alpha\}$ is a union of cones, we may use Lemma 3.7 to obtain $\mu(C_\alpha - \{\alpha\}) \leq \epsilon(C_\alpha - \{\alpha\})$. Adding $\epsilon(\{\alpha\})$ on both sides, we get $\mu(C_\alpha - \{\alpha\}) + \epsilon(\{\alpha\}) \leq \epsilon(C_\alpha - \{\alpha\}) + \epsilon(\{\alpha\}) = \epsilon(C_\alpha)$. Since $\epsilon(C_\alpha) = \mu(C_\alpha - \{\alpha\})$, the previous inequalities imply $\epsilon(C_\alpha) + \epsilon(\{\alpha\}) \leq \epsilon(C_\alpha)$, therefore $\epsilon(\{\alpha\}) = 0$. By Lemma 3.6 (Items (2) and (3)), we have $\epsilon'(C_\alpha) = \epsilon(C_\alpha) = \mu(C_\alpha)$, as needed.

2. $\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\}) > 0$ and $a \notin T$.

By Equation (2) and the definition of $\sigma'$, we know that $\epsilon_{\sigma^*\mu}(C_\alpha)$ equals

$$\mu(C_\alpha) + \sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\alpha'\mu}(C_{\alpha'})\frac{\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\})}{\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\})}\sigma(\alpha)\text{(\text{tran}\_}\alpha a)\mu_{\alpha a}(q).$$

Observe that in the sum above only the factors $\mu(\alpha')\epsilon_{\sigma^*\alpha'}(C_{\alpha'})$ are not constant with respect to the choice of $\alpha'$. By Lemma 2.18 and algebraic manipulation, $\sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma^*\alpha'}(C_{\alpha'}) = \epsilon_{\sigma^*\mu}(C_\alpha) - \mu(C_\alpha - \{\alpha\})$. By inductive hypothesis, $\epsilon_{\sigma^*\mu}(C_\alpha) = \epsilon'(C_\alpha)$. Thus, replacing $\sum_{\alpha' \leq \alpha} \mu(\alpha')\epsilon_{\sigma^*\alpha'}(C_{\alpha'})$ with $\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\})$ and simplifying the resulting expression, we get

$$\epsilon_{\sigma^*\mu}(C_\alpha) = \mu(C_\alpha) + (\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\}))\sigma(\alpha)\text{(\text{tran}\_}\alpha a)\mu_{\alpha a}(q).$$

By definition, $\epsilon = \epsilon_{\sigma^*\mu}$. Therefore, by Lemma 2.19, the right side of the equation above is $\epsilon(C_\alpha)$. Moreover, $\epsilon(C_\alpha) = \epsilon'(C_\alpha)$ by Lemma 3.6, Item (2). Thus, $\epsilon_{\sigma^*\mu}(C_\alpha) = \epsilon'(C_\alpha)$, as needed.

3. $\epsilon'(C_\alpha) - \mu(C_\alpha - \{\alpha\}) > 0$ and $a \in T$.

As in the previous case, $\epsilon_{\sigma^*\mu}(C_\alpha)$ equals

$$\mu(C_\alpha) + (\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\}))\sigma(\alpha)\text{(\text{tran}\_}\alpha a) + \sigma(\alpha)(\perp)\mu_{\alpha\perp}(q).$$

Also shown in the previous case, we have

$$\epsilon(C_\alpha) = \mu(C_\alpha) + (\epsilon(C_\alpha) - \mu(C_\alpha - \{\alpha\}))\sigma(\alpha)\text{(\text{tran}\_}\alpha a)\mu_{\alpha a}(q).$$
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Therefore, 
\[ \varepsilon_{\sigma',\mu}(C_\alpha) = \varepsilon(C_\alpha) + (\varepsilon(C_\alpha) - \mu(C_\alpha - \{\tilde{\alpha}\}))\sigma(\tilde{\alpha})(\bot)\mu_{\tilde{\alpha},\mu}(\eta). \]

By definition, \( \varepsilon = \varepsilon_{\sigma',\mu} \). Using Lemma 2.20, we may substitute \( \varepsilon(\tilde{\alpha}) \) for \( (\varepsilon(C_\alpha) - \mu(C_\alpha - \{\tilde{\alpha}\}))\sigma(\tilde{\alpha})(\bot) \). Now we have
\[ \varepsilon_{\sigma',\mu}(C_\alpha) = \varepsilon(C_\alpha) + \varepsilon(\tilde{\alpha})\mu_{\tilde{\alpha},\mu}(\eta). \]

The desired result now follows from Lemma 3.6, Item (3).

\[ \square \]

**Lemma 3.12** Let \( T = (P, R) \) be a closed action-deterministic task-PIOA. For each probability measure \( \mu \) on finite execution fragments and each finite sequence of tasks \( \rho \), \( \text{apply}(\mu, \rho) \) is a generalized probabilistic execution fragment generated by \( \mu \).

**Proof.** Simple inductive argument using Lemma 3.9 for the base case and Lemma 3.11 for the inductive step. \( \square \)

**Lemma 3.13** Let \( T = (P, R) \) be a closed action-deterministic task-PIOA. For each measure \( \mu \) on finite execution fragments and each infinite sequence of tasks \( \rho \), \( \text{apply}(\mu, \rho) \) is a generalized probabilistic execution fragment generated by \( \mu \).

**Proof.** For each \( i \geq 0 \), let \( \rho_i \) denote the length-\( i \) prefix of \( \rho \) and let \( \varepsilon_i \) be \( \text{apply}(\mu, \rho_i) \). By Lemmas 3.12 and 3.8, the sequence \( \varepsilon_0, \varepsilon_1, \ldots \) is a chain of generalized probabilistic execution fragments generated by \( \mu \). By Proposition 2.22, \( \lim_{i \to \infty} \varepsilon_i \) is a generalized probabilistic execution fragment generated by \( \mu \). This suffices, since \( \text{apply}(\mu, \rho) \) is \( \lim_{i \to \infty} \varepsilon_i \) by definition. \( \square \)

Now we can prove Proposition 3.14, our main target. It says that, for any \( \mu \) and \( \rho \), the probability measure on execution fragments generated by \( \text{apply}(\mu, \rho) \) is “standard”, in that it can be obtained from \( \mu \) and a scheduler in the sense of Definition 2.15.

**Proposition 3.14** Let \( T = (P, R) \) be a closed action-deterministic task-PIOA. For each measure \( \mu \) on finite execution fragments and each sequence of tasks \( \rho \), \( \text{apply}(\mu, \rho) \) is a generalized probabilistic execution fragment generated by \( \mu \).

**Proof.** Follows directly by Lemmas 3.12 and 3.13. \( \square \)

**Lemma 3.15** Let \( T = (P, R) \) be a closed action-deterministic task-PIOA. Let \( \rho_1, \rho_2, \ldots \) be a finite or infinite sequence of finite task schedulers and let \( \mu \) be a discrete probability measure on finite execution fragments. For each \( i > 0 \), let \( \varepsilon_i = \text{apply}(\mu, \rho_1 \rho_2 \cdots \rho_i) \), where \( \rho_1 \cdots \rho_i \) denotes the concatenation of the sequences \( \rho_1 \) through \( \rho_i \). Let \( \rho \) be the concatenation of all the \( \rho_i \)'s, and let \( \varepsilon = \text{apply}(\mu, \rho) \). Then the \( \varepsilon_i \)'s form a chain and \( \varepsilon = \lim_{i \to \infty} \varepsilon_i \).

**Proof.** The fact that the \( \varepsilon_i \)'s form a chain follows from Lemma 3.7. For the limit property, if the sequence \( \rho_1, \rho_2, \ldots \) is finite, then the result is immediate. Otherwise, simply observe that the sequence \( \varepsilon_1, \varepsilon_2, \ldots \) is a subsequence of the sequence used in the definition of \( \text{apply}(\mu, \rho_1 \rho_2 \ldots) \), therefore they have the same limit. \( \square \)

A generalized probabilistic execution fragment of a closed task-PIOA \( T \) is any generalized probabilistic execution fragment of the underlying PIOA \( P \) that is generated from any \( \mu \) and any task scheduler \( \rho \), as \( \text{apply}(\mu, \rho) \). If \( \text{supp}(\mu) \) is included in the set of states of \( P \), then we call \( \text{apply}(\mu, \rho) \) a probabilistic execution fragment of \( T \). Finally, for the start state \( \bar{q} \), we call \( \text{apply}(\bar{q}, \rho) \) a probabilistic execution of \( T \).

Now we consider trace distributions of task-PIOAs. Namely, for any \( \mu \) and \( \rho \), we write \( \text{tdist}(\mu, \rho) \) as shorthand for \( \text{tdist}(\text{apply}(\mu, \rho)) \). We write \( \text{tdist}(\rho) \) as shorthand for \( \text{tdist}(\delta(\text{apply}(\bar{q}, \rho)), \rho) \), where \( \bar{q} \) is the unique start state. A trace distribution of \( T \) is any \( \text{tdist}(\rho) \). We use \( \text{tdists}(T) \) for a closed task-PIOA \( T \) to denote the set \( \{\text{tdist}(\rho) : \rho \text{ is a task scheduler for } T\} \).
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3.4 Composition

The systems in this paper are described as compositions of task-PIOAs. Here we show how to regard such a composition as a task-PIOA.

**Definition 3.16** Two task-PIOAs $T_1 = (P_1, R_1)$ and $T_2 = (P_2, R_2)$ are said to be compatible provided that the underlying PIOAs $P_1$ and $P_2$ are compatible. In this case, we define their composition $T_1 || T_2$ to be the task-PIOA $(P_1 || P_2, R_1 \cup R_2)$.

**Lemma 3.17** If $T_1$ and $T_2$ are compatible action-deterministic task-PIOAs, then $T_1 || T_2$ is also action-deterministic.

3.5 Hiding

We define a hiding operation for task-PIOAs, which hides output tasks.

**Definition 3.18** Let $T = (P, R)$ be a task-PIOA where $P = (Q_a, I, O, H, D)$, and let $U \subseteq R$ be a set of output tasks. Let $S = \cup_{T \in U} T$, that is, $S$ is the set of actions in all the tasks in $U$. Then we define $\text{hide}(T, U)$ to be $(\text{hide}(P, S), R)$.

3.6 Environments

We define the notion of environment as follows.

**Definition 3.19** Suppose $T$ and $E$ are task-PIOAs. We say that $E$ is an environment for $T$ if $E$ is compatible with $T$, $T || E$ is closed and $E$ has a special output action named accept.

The special accept output action is used by the environment to distinguish between different task-PIOAs.

3.7 Implementation

Our notion of implementation for task-PIOAs is based on probabilistic executions that look the same to any environment for the PIOAs. This notion of implementation makes sense only for comparable task-PIOAs.

**Definition 3.20** Two task-PIOAs $(P_1, R_1)$ and $(P_2, R_2)$ are comparable if $P_1$ and $P_2$ are comparable (have the same external signature).

We now define the $\leq_0$-implementation notion for task-PIOAs.

**Definition 3.21** Suppose $T_1$ and $T_2$ are two comparable task-PIOAs. We say that $T_1 \leq_0 T_2$ provided that, for every environment $E$ for both $T_1$ and $T_2$, $\text{tdists}(T_1 || E) \subseteq \text{tdists}(T_2 || E)$.

3.8 Simulation relations

We first give some auxiliary definitions that are used in the definitions of a simulation relation.

The definition below formulates a "consistency" condition between a distribution over execution finite fragments and a task sequence. A discrete distribution over execution finite execution fragments is said to be consistent with a task sequence if each execution fragment in the support of that distribution can be obtained by performing the tasks in the sequence (in the order of their occurrence).

**Definition 3.22** Let $T = (P, R)$ be a closed task-PIOA and $\varepsilon$ be a discrete distribution over finite execution fragments of $P$, and $\rho$ a finite task sequence for $T$. Then we say that $\varepsilon$ is consistent with $\rho$ provided that the following holds: For every $\alpha \in \text{supp}(\varepsilon), \alpha \in \text{supp}(\text{apply}(\delta(\text{state}(\alpha)), \rho))$. That is, each execution fragment in the support of $\varepsilon$ is "consistent with" the task scheduler $\rho$.
We now define the operation $full$ that will subsequently be used in the definition of a simulation relation. Suppose that we have a mapping, which, given a task sequence $\rho$ and a task $T$ of an automaton $T_1$, yields a task sequence of another automaton $T_2$. The intuition is that, for each task $T$ of $T_1$, this mapping gives a task sequence of $T_2$ that corresponds to the task $T$. The operation $full$ transforms this mapping to a mapping, which given a task sequence $\rho$ of $T_1$ gives a “full” task sequence of $T_2$ that corresponds to $\rho$, not just the incremental part that corresponds to a single task of $T_1$.

**Definition 3.23** If $T_1 = (P_1, R_1)$ and $T_2 = (P_2, R_2)$ are two task-PIOAs, and if $\rho : (R_1^* \times R_1) \rightarrow R_2^*$, then define $full(\rho) : R_1^* \rightarrow R_2^*$ recursively, as follows:

$$\begin{align*}
full(\lambda)(\lambda) &= \lambda \\
full(\rho T)(\lambda) &= \rho T
\end{align*}$$

We now define what it means for a relation to be a simulation relation from one task-PIOA to another. The definition of a simulation relation is new and we wish to establish its soundness with respect to the $\leq_0$ relation.

**Definition 3.24** Let $T_1 = (P_1, R_1)$ and $T_2 = (P_2, R_2)$ be two comparable closed action-deterministic task-PIOAs. Let $R$ be a relation from discrete distributions over finite execution fragments of $P_1$ to discrete distributions over finite execution fragments of $P_2$, satisfying the condition: If $\epsilon_1 R \epsilon_2$ then $tdist(\epsilon_1) = tdist(\epsilon_2)$. Let $c : (R_1^* \times R_1) \rightarrow R_2^*$. Then we say that $R$ is a simulation relation from $T_1$ to $T_2$ using $c$ provided that the following properties hold:

1. **Start condition:** $\delta(\bar{p}_1) R \delta(\bar{p}_2)$.

2. **Step condition:** If $\epsilon_1 R \epsilon_2$, $\rho_1 \in R_1^*$, $\epsilon_1$ is consistent with $\rho_1$, $\epsilon_2$ is consistent with $full(\rho)(\rho_1)$, and $T \in R_1$, then $\epsilon_1' E(R) \epsilon_2'$ where: $\epsilon_1' = apply(\epsilon_1, T)$ and $\epsilon_2' = apply(\epsilon_2, c(\rho_1, T))$.

We say that $R$ is a simulation relation from $T_1$ to $T_2$ provided that $R$ is a simulation relation from $T_1$ to $T_2$ using $c$, for some $c$.

**Lemma 3.25** Let $T_1$ and $T_2$ be two comparable closed action-deterministic task-PIOAs, $R$ a simulation from $T_1$ to $T_2$. Let $\epsilon_1$ and $\epsilon_2$ be discrete distributions on finite execution fragments of $T_1$ and $T_2$, respectively, such that $\epsilon_1 E(R) \epsilon_2$. Then $tdist(\epsilon_1) = tdist(\epsilon_2)$.

**Lemma 3.26** Let $\{\mu_i\}$ be a countable family of discrete probability measures on finite execution fragments and let $\{p_i\}$ be a countable family of probabilities such that $\sum_i p_i = 1$. Let $T$ be a task. Then, $apply(\sum_i p_i \mu_i, T) = \sum_i p_i apply(\mu_i, T)$.

**Proof.** Let $p_1$ and $p_2$ be the functions used in the definition of $apply(\sum_i p_i \mu_i, T)$, and let, for each $i$, $\bar{p}_1$ and $\bar{p}_2$ be the functions used in the definition of $apply(\mu_i, T)$. Let $\alpha$ be a finite execution fragment. We show that $\alpha(\alpha) = \sum_i p_i \mu_i(\alpha)$ and $\alpha(\alpha) = \sum_i p_i \bar{p}_i(\alpha)$. Then it follows that $apply(\sum_i p_i \mu_i, T)(\alpha) = \sum_i p_i apply(\mu_i, T)(\alpha)$ since $apply(\sum_i p_i \mu_i, T)(\alpha)$ is defined to be $p_1(\alpha) + p_2(\alpha)$, and $apply(\mu_i, T)(\alpha) = \sum_i p_i(\alpha) + \bar{p}_i(\alpha) = \sum_i p_i \mu_i(\alpha) + \sum_i p_i \bar{p}_i(\alpha) = p_1(\alpha) + p_2(\alpha)$.

To prove our claim about $p_1$ we distinguish two cases. If $\alpha$ can be written as $s \rightarrow a$, where $s' \rightarrow a$ is a $\epsilon_1 E(R) \epsilon_2$ pair, and $\text{lstate}(\alpha') \in D_T$, then, by Definition 3.3, $p_1(\alpha) = (\sum_i p_i \mu_i(\alpha')) \rho(\alpha)$, and, for each $i$, $\mu_i(\alpha) = \mu_i(\alpha') \rho(\alpha)$. Thus, $p_1(\alpha) = \sum_i p_i \mu_i(\alpha)$ trivially. Otherwise, again by Definition 3.3, $p_1(\alpha) = 0$, and, for each $i$, $\mu_i(\alpha) = 0$. Thus, $p_1(\alpha) = \sum_i p_i \mu_i(\alpha)$ trivially.

To prove our claim about $p_2$ we also distinguish two cases. If $T$ is not enabled in $\text{instate}(\alpha)$, then, by Definition 3.3, $p_2(\alpha) = (\sum_i p_i \mu_i(\alpha))$, and, for each $i$, $\bar{p}_i(\alpha) = \mu_i(\alpha)$. Thus, $p_2(\alpha) = \sum_i p_i \bar{p}_i(\alpha)$ trivially. Otherwise, again by Definition 3.3, $p_2(\alpha) = 0$, and, for each $i$, $\bar{p}_i(\alpha) = 0$. Thus, $p_2(\alpha) = \sum_i p_i \bar{p}_i(\alpha)$ trivially. $\square$

**Proposition 3.27** Let $\{\mu_i\}$ be a countable family of discrete probability measures on finite execution fragments and let $\{p_i\}$ be a countable family of probabilities such that $\sum_i p_i = 1$. Let $\rho$ be a finite sequence of tasks. Then, $apply(\sum_i p_i \mu_i, \rho) = \sum_i p_i apply(\mu_i, \rho)$.
Proof. We proceed by induction on the length of $\rho$. If $\rho = \lambda$, then the result is trivial since $\text{apply}(\cdot, \lambda)$ is defined to be the identity function, which distributes over convex combinations of probability measures. For the inductive step, let $\rho$ be $\rho T$. By Definition 3.3, $\text{apply}(\sum_i p_i \mu_i, \rho T) = \text{apply}(\sum_i \text{apply}(p_i \mu_i, \rho T), T)$. By induction, $\text{apply}(\sum_i p_i \mu_i, \rho T) = \sum_i p_i \text{apply}(\mu_i, \rho T)$, $\mu_i \rho T$. Thus, we obtain $\text{apply}(\sum_i p_i \mu_i, \rho T) = \text{apply}(\sum_i p_i \text{apply}(\mu_i, \rho T), T)$. By Lemma 3.5, for each $i$, $\text{apply}(\mu_i, \rho T)$ is a discrete probability measure over finite execution fragments. By Lemma 3.26, $\text{apply}(\sum_i p_i \text{apply}(\mu_i, \rho T), T) = \sum_i p_i \text{apply}(\mu_i, \rho T, T)$, and by Definition 3.3, for each $i$, $\text{apply}(\mu_i, \rho T, T) = \text{apply}(\mu_i, \rho T)$. Thus, $\text{apply}(\sum_i p_i \mu_i, \rho T) = \sum_i p_i \text{apply}(\mu_i, \rho T)$ as needed.

Lemma 3.28 Let $T_1$ and $T_2$ be two comparable closed task-PIOAs, let $R$ be a simulation relation from $T_1$ to $T_2$, and let $\text{corrtasks}$ be a mapping that satisfies the conditions required for a simulation relation. Let $\rho_1$ and $\rho_2$ be finite task schedulers of $T_1$ and $T_2$ respectively, such that $\rho_2 = \text{full(\text{corrtasks})(\rho_1)}$. Let $\epsilon_1 = \text{apply}(\delta(\eta_1), \rho_1)$ and $\epsilon_2 = \text{apply}(\delta(\eta_2), \rho_2)$ be the respective discrete distributions on finite executions of $T_1$ and $T_2$ generated by $\rho_1$ and $\rho_2$. Suppose that $\epsilon_1 \leq \epsilon(R) \leq \epsilon_2$.

Let $T$ be a task of $T_1$. Let $\epsilon_1' = \text{apply}(\delta(\eta_1), \rho_1 T)$ and let $\epsilon_2' = \text{apply}(\delta(\eta_2), \rho_2 \text{corrtasks}(\rho_1, T))$. Then $\epsilon_1' \leq \epsilon(R) \leq \epsilon_2'$.

Proof. Let $\eta_1, \eta_2$ and $w$ be the measures and weighting function that witness $\epsilon_1 \leq \epsilon(R) \leq \epsilon_2$. Observe that $\epsilon_1' = \text{apply}(\epsilon_1, T)$ and $\epsilon_2' = \text{apply}(\epsilon_2, \text{corrtasks}(\rho_1, T))$.

We apply Lemma 2.4: Define the function $f$ on discrete distributions on finite execution fragments of $T_1$ by $f(\epsilon) = \text{apply}(\epsilon, T)$, and the function $g$ on discrete distributions on finite execution fragments of $T_2$ by $g(\epsilon) = \text{apply}(\epsilon, \text{corrtasks}(\rho_1, T))$. We show that the hypothesis of Lemma 2.4 is satisfied, which implies that, by Lemma 2.4, $\epsilon_1' \leq \epsilon(R) \leq \epsilon_2'$, as needed.

Distributivity of $f$ and $g$ follows directly by Proposition 3.27. Let $\mu_1, \mu_2$ be two measures such that $w(\mu_1, \mu_2) > 0$. We must show that $f(\mu_1) \leq \epsilon(R) \leq g(\mu_2)$. Since $w$ is a weighting function for $\epsilon_1 \leq \epsilon(R) \leq \epsilon_2$, observe that $\text{supp}(\mu_1) \subseteq \text{supp}(\epsilon_1)$ and $\text{supp}(\mu_2) \subseteq \text{supp}(\epsilon_2)$; thus, $\mu_1$ is consistent with $\rho_1$ and $\mu_2$ is consistent with $\rho_2$. By the step condition for $R$, $\text{apply}(\mu_1, T) \leq \epsilon(R) \leq \text{apply}(\mu_2, \text{corrtasks}(\rho_1, T))$. Observe that $\text{apply}(\mu_1, T) = f(\mu_1)$ and that $\text{apply}(\mu_2, \text{corrtasks}(\rho_1, T)) = g(\mu_2)$. Thus, $f(\mu_1) \leq \epsilon(R) \leq g(\mu_2)$, as needed.

The main theorem we would like to prove is the following:

Theorem 3.29 Let $T_1$ and $T_2$ be two comparable closed action-deterministic task-PIOAs. If there exists a simulation relation from $T_1$ to $T_2$, then $\text{tdists}(T_1) \subseteq \text{tdists}(T_2)$.

Proof. Let $R$ be the assumed simulation relation from $T_1$ to $T_2$. Let $\epsilon_1$ be the probabilistic execution of $T_1$ generated by $\eta_1$ and a (finite or infinite) task schedule $T_1, T_2, \cdots$. For each $i > 0$, define $\rho_i$ to be $\text{corrtasks}(T_i \cdots T_{i-1}, T_i)$. Let $\epsilon_2$ be the probabilistic execution generated by $\eta_2$ and the concatenation $\rho_1 \rho_2 \cdots$. We claim that $\text{tdist}(\epsilon_1) = \text{tdist}(\epsilon_2)$, which suffices.

For each $j \geq 0$, let $\epsilon_1(j) = \text{apply}(\delta(\eta_1), T_1 \cdots T_j)$, and $\epsilon_2(j) = \text{apply}(\delta(\eta_2), \rho_1 \cdots \rho_j)$. By Lemma 3.15, for each $j \geq 0$, $\epsilon_1(j) \leq \epsilon_1(j+1)$ and $\epsilon_2(j) \leq \epsilon_2(j+1)$, and furthermore, $\lim_{j \to \infty} \epsilon_1(j) = \epsilon_1$ and $\lim_{j \to \infty} \epsilon_2(j) = \epsilon_2$. Also, note that for every $j > 0$, $\text{apply}(\epsilon_1(j), T_{j+1}) = \epsilon_1(j+1)$ and $\text{apply}(\epsilon_2(j), \rho_{j+1}) = \epsilon_2(j+1)$.

Observe that $\epsilon_1(0) = \delta(\eta_1)$ and $\epsilon_2(0) = \delta(\eta_2)$. By the start condition for a simulation relation and a trivial expansion, we see that $\epsilon_1(0) \leq \epsilon(R) \leq \epsilon_2(0)$. Then, by induction, using Lemma 3.28 for the inductive step, for each $j \geq 0$, $\epsilon_1(j) \leq \epsilon(R) \leq \epsilon_2(j)$. Then, by Lemma 3.25 for each $j \geq 0$, $\text{tdist}(\epsilon_1(j)) = \text{tdist}(\epsilon_2(j))$. By Lemma 2.14, $\text{tdist}(\epsilon_1) = \lim_{j \to \infty} \text{tdist}(\epsilon_1(j))$, and $\text{tdist}(\epsilon_2) = \lim_{j \to \infty} \text{tdist}(\epsilon_2(j))$. Since for each $j \geq 0$, $\text{tdist}(\epsilon_1(j)) = \text{tdist}(\epsilon_2(j))$, we conclude $\text{tdist}(\epsilon_1) = \text{tdist}(\epsilon_2)$, as needed.

In order to use our implementation results in a setting involving polynomial time bounds, we need a slight variant of Theorem 3.29. This variant assumes a constant bound on the lengths of the $\text{corrtasks}$ sequences, and guarantees a bound on the ratio of the sizes of the high-level and low-level task schedulers.
Theorem 3.30 Let $T_1$ and $T_2$ be two closed task-PIOAs, and $c \in \mathbb{N}$. Suppose there exists a simulation relation from $T_1$ to $T_2$ using corrtasks, for which $|\text{corrtasks}(\rho, T)| \leq c$ for every $\rho$ and $T$. If $\tau$ is a trace distribution of $T_1$ that is generated by a task scheduler $\rho_1$, then $\tau$ is also generated by some task scheduler $\rho_2$ for $T_2$, with $|\rho_2| \leq c|\rho_1|$.

Proof. By examination of the proof of the proof of Theorem 3.29. □

The lemma below captures a special case of the simulation relation definition we have given above. Any relation that satisfies the hypotheses of this lemma is a simulation relation. We use this special case in proving the correctness of the OT protocol.

Lemma 3.31 Let $T_1 = (P_1, R_1)$ and $T_2 = (P_2, R_2)$ be two comparable closed action-deterministic task-PIOAs. Let $R$ be a relation from discrete distributions over finite execution fragments of $P_1$ to discrete distributions over finite execution fragments of $P_2$, satisfying: If $e_1, e_2$ then $\text{tdist}(e_1) = \text{tdist}(e_2)$. Let $c : (R_1^* \times R_1) \rightarrow R_2^*$. Suppose further that the following conditions hold:

1. Start condition: $\delta(q_1) R \delta(q_2)$.
2. Step condition: If $e_1 R e_2$, $s_1 \in R_1^*$, $e_1$ is consistent with $s_1$, $e_2$ is consistent with $\text{full}(c)(s_1)$, and $T \in R_1$, then there exist
   - a probability measure $p$ on a countable index set $I$,
   - probability measures $e_{1j}$, $j \in I$, on finite execution fragments of $P_1$, and
   - probability measures $e_{2j}$, $j \in I$, on finite execution fragments of $P_2$,
   such that:
   - for each $j \in I$, $e_{1j} R e_{2j}$,
   - $\sum_{j \in I} p(j)(e_{1j}) = \text{apply}(e_1, T)$, and
   - $\sum_{j \in I} p(j)(e_{2j}) = \text{apply}(e_2, c(s_1, T))$.

Then $R$ is a simulation relation from $T_1$ to $T_2$ using $c$.

Proof. The proof is straightforward, using Lemma 2.3. □

Now we give a corollary of the main soundness result, for not-necessarily-closed task-PIOAs.

Corollary 3.32 Let $T_1$ and $T_2$ be two comparable action-deterministic task-PIOAs. Suppose that, for every environment $E$ for both $T_1$ and $T_2$, there exists a simulation relation $R$ from $T_1 \parallel E$ to $T_2 \parallel E$. Then $T_1 \leq_0 T_2$.

4 Time-Bounded Task-PIOAs

In this section, we impose time bounds on task-PIOAs. We will use this in the next section to define polynomial-time-bounded task-PIOAs.

4.1 Time-Bounded Task-PIOAs

We assume a standard bit-string representation scheme for actions and tasks, which is the same for all task-PIOAs that have these actions and tasks. We write $\langle a \rangle$ for the representation of action $a$, and $\langle T \rangle$ for the representation of task $T$.

Definition 4.1 Task-PIOA $T$ is said to be $b$-time-bounded, where $b \in \mathbb{R}^\geq 0$, provided that:
1. **Automaton parts**: Every state $q$, transition $tr$, and task $T$ has a bit-string representation, which we denote by $(q)$, $(tr)$, and $(T)$, respectively. The length of the bit-string representation of every action, state, transition and task of $T$ is at most $b$.

2. **Decoding**: There is a deterministic Turing machine that, given the representation of a candidate state $q$, decides whether $q$ is a state of $T$, and always runs in time at most $b$. Also, there is a deterministic Turing machine that, given the representation of a candidate state $q$, decides whether $q$ is the unique start state of $T$. Similarly for a candidate input action, output action, internal action, transition, output task or internal task. Also, there is a deterministic Turing machine that, given the representation of two candidate actions $a_1$ and $a_2$, decides whether $(a_1, a_2) \in R_T$, and always runs in time at most $b$. Also, there is a deterministic Turing machine that, given the representation of an action $a$ of $T$ and a task $T$, decides whether $a \in T$; again, this machine runs in time $b$.

3. **Determining the next action**: There is a deterministic Turing machine $M_{act}$ that, given the representation of a state $q$ of $T$ and the representation of an output or internal task $T$ of $T$, produces the representation of the unique action $a$ in task $T$ that is enabled in $q$ if one exists, and otherwise produces a special “no-action” indicator. Moreover, $M_{act}$ always runs in time at most $b$.

4. **Determining the next state**: There is a probabilistic Turing machine $M_{state}$ that, given the representation of a state $q$ of $T$, and the representation of an action $a$ of $T$ that is enabled in $q$, produces the representation of the next state resulting from the unique transition of $T$ of the form $(q,a,\mu)$. Moreover, $M_{state}$ always runs in time at most $b$.

Moreover, we require that every Turing machine mentioned in this definition can be described using a bit string of length at most $b$, according to some standard encoding of Turing machines.

In the rest of this paper, we will not explicitly distinguish $(x)$ from $x$.

### 4.2 Composition

We have already defined composition for task-PIOAs. Now we show that the composition of two time-bounded task-PIOAs is also time-bounded, with a bound that is simply related to the bounds for the two components.

**Lemma 4.2** There exists a constant $c$ such that the following holds. Suppose $T_1$ is a $b_1$-time-bounded task-PIOA and $T_2$ is a $b_2$-time-bounded task-PIOA, where $b_1, b_2 \geq 1$. Then $T_1 || T_2$ is a $c(b_1 + b_2)$-bounded task-PIOA.

**Proof.** We describe how the different bounds of Def. 4.1 combine when we compose $T_1$ and $T_2$.

1. **Automaton parts**:

   Every action or task of $T_1 || T_2$ has a standard representation, which is the same as its representation in $T_1$ or $T_2$. The length of this representation is, therefore, at most $\max(b_1, b_2)$.

   Every state of $T_1 || T_2$ can be represented with a $2(b_1 + b_2) + 2 \leq 3(b_1 + b_2)$-bit string, by following each bit of the bit-string representations of the states of $T_1$ and $T_2$ with a zero, and then concatenating the results, separating them with the string 11. Likewise, every transition of $T_1 || T_2$ can be represented as a $3(b_1 + b_2)$-bit string, by combining the representations of transitions of one or both of the component automata.

2. **Decoding**:

   It is possible to decide whether a candidate state $q = (q_1, q_2)$ is a state of $T_1 || T_2$ by checking if $q_1$ is a state of $T_1$ and $q_2$ is a state of $T_2$. Similar verifications can be carried out for candidate start states.
It is possible to decide if a candidate input action is an input action of \( T_1||T_2 \) by checking if it is an input action of \( T_1 \) or \( T_2 \) but not an output action of \( T_1 \) or \( T_2 \). It is possible to decide if a candidate internal (resp., output) action is an internal (resp., output) action of \( T_1||T_2 \) by checking if it is an internal (resp., output) action of \( T_1 \) or \( T_2 \). A similar verification can be carried out for internal and output tasks.

Given two candidate actions \( a_1 \) and \( a_2 \) of \( T_1||T_2 \), it is possible to decide whether \( (a_1, a_2) \in R_{T_1||T_2} \) by checking if \( (a_1, a_2) \in R_{T_1} \) or \( (a_1, a_2) \in R_{T_2} \). Also, given an action \( a \) of \( T_1||T_2 \) and a task \( T \) of \( T_1||T_2 \), it is possible to decide whether \( a \in T \) by determining a component automaton \( T_i \) that has \( T \) as a task and using the procedure assumed for \( T_i \) to check whether \( a \in T \).

All these verifications can be done in time \( O(b_1 + b_2) \).

3. **Determining the next action:** Assume \( M_{act1} \) and \( M_{act2} \) are the deterministic Turing machines described in Part 3 of Def. 4.1 for \( T_1 \) and \( T_2 \) respectively. We define \( M_{act} \) for \( T_1||T_2 \) as the deterministic Turing machine that, given state \( q = (q_1, q_2) \) of \( T_1||T_2 \) where \( q_1 = q|T_1 \) and \( q_2 = q|T_2 \) and task \( T \), outputs:

- The action (or “no-action” indicator) that is output by \( M_{act1}(q_1, T) \), if \( T \) is an output or internal task of \( T_1 \).
- The action (or “no-action” indicator) that is output by \( M_{act2}(q_2, T) \) if \( T \) is an output or internal task of \( T_2 \).

\( M_{act} \) always operates within time \( O(b_1 + b_2) \); this time is sufficient to determine whether \( T \) is an output or internal task of \( T_1 \) or \( T_2 \), to extract the needed part of \( q \) to supply to \( M_{act1} \) or \( M_{act2} \), and to run \( M_{act1} \) or \( M_{act2} \).

4. **Determining the next state:** Assume \( M_{state1} \) and \( M_{state2} \) are the probabilistic Turing machines described in Part 4 of Def. 4.1 for \( T_1 \) and \( T_2 \) respectively. We define \( M_{state} \) for \( T_1||T_2 \) as the probabilistic Turing machine that, given state \( q = (q_1, q_2) \) of \( T_1||T_2 \) where \( q_1 = q|T_1 \) and \( q_2 = q|T_2 \) and action \( a \), outputs the next state of \( T_1||T_2 \) as \( q' = (q'_1, q'_2) \), where \( q'_1 \) is the next state of \( T_1 \) and \( q'_2 \) is the next state of \( T_2 \). The state \( q' \) is computed as follows:

- If \( a \) is an action of \( T_1 \) then \( q'_1 \) is the output of \( M_{state1}(q_1, a) \), while \( q'_1 = q_1 \) otherwise.
- If \( a \) is an action of \( T_2 \) then \( q'_2 \) is the output of \( M_{state2}(q_2, a) \), while \( q'_2 = q_2 \) otherwise.

\( M_{state} \) always operates within time \( O(b_1 + b_2) \); this time is sufficient to determine whether \( a \) is an action of \( T_1 \) and/or \( T_2 \) to extract the needed parts of \( q \) to supply to \( M_{act1} \) and/or \( M_{act2} \), and to run \( M_{state1} \) and/or \( M_{state2} \).

Using standard Turing machine encodings, each of the needed Turing machines can be represented using \( O(b_1 + b_2) \) bits. \( \square \)

For the rest of the paper, we fix some constant \( c_{comp} \) satisfying the conditions of Lemma 4.2.

4.3 Hiding

**Lemma 4.3** There exists a constant \( c \) such that the following holds. Suppose \( T \) is a \( b \)-time-bounded task-PIOA, where \( b \in \mathbb{R}^n \), \( b \geq 1 \). Let \( \mathcal{U} \) be a subset of the set of output tasks of \( T \), where \( |\mathcal{U}| \leq c'. \) Then \( hide(T, \mathcal{U}) \) is a \( c(c' + 1)b \)-time-bounded task-PIOA.

**Proof.** All properties for \( hide(T, \mathcal{U}) \) are straightforward to check, except for the following.

1. **Output actions:** To check whether a given action \( a \) is an output action of \( hide(T, \mathcal{U}) \), we use the fact that \( a \) is an output action of \( hide(T, \mathcal{U}) \) if and only if \( a \) is an output of \( T \) and is not in any task in \( \mathcal{U} \). So, to determine whether \( a \) is an output of \( hide(T, \mathcal{U}) \), we can use the procedure for checking whether \( a \) is an output of \( T \), followed by checking whether \( a \) is in each task in \( \mathcal{U} \).
2. **Internal actions**: To check whether a given action \( a \) is an internal action of \( \text{hide}(T, \mathcal{U}) \), we use the fact that \( a \) is an internal action of \( \text{hide}(T, \mathcal{U}) \) if and only if \( a \) is an internal action of \( T \) or \( a \) is in some task in \( \mathcal{U} \). So, to determine whether \( a \) is an internal action of \( \text{hide}(T, \mathcal{U}) \), we can use the procedure for checking whether \( a \) is an internal action of \( T \), followed by checking whether \( a \) is in each task in \( \mathcal{U} \).

3. **Output tasks**: To check whether a given task \( T \) is an output task of \( \text{hide}(T, \mathcal{U}) \), we use the fact that \( T \) is an output task of \( \text{hide}(T, \mathcal{U}) \) if and only if \( T \) is an output task of \( T \) and \( T \notin \mathcal{U} \). So, to determine whether \( T \) is an output task of \( \text{hide}(T, \mathcal{U}) \), we can use the procedure for checking whether \( T \) is an output task of \( T \), followed by comparing \( T \) with each task in \( \mathcal{U} \). Each of these comparisons takes time proportional to \( b \), which is a bound on the length of the tasks of \( T \).

4. **Internal tasks**: To check whether a given task \( T \) is an internal task of \( \text{hide}(T, \mathcal{U}) \), we use the fact that \( T \) is an internal task of \( \text{hide}(T, \mathcal{U}) \) if and only if \( T \) is an internal task of \( T \) or \( T \in \mathcal{U} \). So, to determine whether \( T \) is an internal task of \( \text{hide}(T, \mathcal{U}) \), we can use the procedure for checking whether \( T \) is an internal task of \( T \), followed by comparing \( T \) with each task in \( \mathcal{U} \). Again, each of these comparisons takes time proportional to \( b \) which is a bound on the length of the tasks of \( T \).

In all cases, the total time is proportional to \((c' + 1)b\). Using standard Turing machine encodings, each of the needed Turing machines can be represented using \( O(b_1 + b_2) \) bits. \( \square \)

For the rest of this paper, we fix some constant \( c_{\text{hide}} \) satisfying the conditions of Lemma 4.3.

### 4.4 Time-Bounded Task Scheduler

**Definition 4.4** Let \( \rho \) be a task scheduler for closed task-PIOA \( T \), and let \( b \in \mathbb{N} \). Then we say that \( \rho \) is \( b \)-time-bounded if \( |\rho| \leq b \), that is, if the number of tasks in the task scheduler \( \rho \) is at most \( b \).

### 4.5 Implementation

In Section 3.7, we defined an implementation relation \( \preceq_0 \) for task-PIOAs. Informally speaking, for task-PIOAs \( T_1 \) and \( T_2 \), \( T_1 \preceq_0 T_2 \) means that \( T_1 \) “looks the same” as \( T_2 \), to any environment \( \mathcal{E} \). Here, “looking the same” means that any trace distribution of \( T_1 |\mathcal{E} \) is also a trace distribution of \( T_2 |\mathcal{E} \).

Now we define another implementation relation, \( \preceq_{b, b_1, b_2} \), for task-PIOAs that allows some discrepancies in the trace distributions and also takes time bounds into account. Informally speaking, \( T_1 \preceq_{b,b_1,b_2} T_2 \) means that \( T_1 \) “looks almost the same” as task-PIOA \( T_2 \) to any \( b \)-time-bounded environment \( \mathcal{E} \). The subscripts \( b_1 \) and \( b_2 \) in the relation \( \preceq_{b,b_1,b_2} \) represent time bounds on task schedulers. Namely, in the definition of \( \preceq_{b,b_1,b_2} \), we assume that scheduling in \( T_1 |\mathcal{E} \) is controlled by a \( b_1 \)-time-bounded task scheduler, and require that scheduling in \( T_2 |\mathcal{E} \) be controlled by a \( b_2 \)-bounded task scheduler. The fact that these task-PIOAs look “almost the same” is observed through the special accept output of \( \mathcal{E} \):  

**Definition 4.5** If \( T \) is a closed task-PIOA and \( \rho \) is a task scheduler for \( T \), then we define  

\[
P_{\text{accept}}(T, \rho) = \Pr[\beta \leftarrow \text{tdist}(T, \rho) : \beta \text{ contains accept}],
\]

that is, the probability that a trace chosen randomly from the trace distribution generated by \( \rho \) contains the accept output action.

**Definition 4.6** Suppose \( T_1 \) and \( T_2 \) are comparable task-PIOAs, \( \epsilon, b \in \mathbb{R}_{\geq 0} \), and \( b_1, b_2 \in \mathbb{N} \). Then we say that \( T_1 \preceq_{b,b_1,b_2} T_2 \) provided that, for every \( b \)-time-bounded environment \( \mathcal{E} \) for both \( T_1 \) and \( T_2 \), and for every \( b_1 \)-time-bounded task scheduler \( \rho_1 \) for \( T_1 |\mathcal{E} \), there is a \( b_2 \)-time-bounded task scheduler \( \rho_2 \) for \( T_2 |\mathcal{E} \) such that  

\[
|P_{\text{accept}}(T_1 |\mathcal{E}, \rho_1) - P_{\text{accept}}(T_2 |\mathcal{E}, \rho_2)| \leq \epsilon.
\]
A useful property of the $\leq_{c,b_1,b_2}$ relation is that it is transitive:

**Lemma 4.7** Suppose $T_1$, $T_2$ and $T_3$ are three comparable task-PIOAs such that $T_1 \leq_{c_1,b_1,b_2} T_2$ and $T_2 \leq_{c_2,b_2,b_3} T_3$, where $c, b \in \mathbb{R}^+ \setminus 0$ and $b_1, b_2, b_3 \in \mathbb{N}$.
Then $T_1 \leq_{c_1+e_{c_2},b_1,b_3} T_3$.

**Proof.** Fix $T_1$, $T_2$, $T_3$ and all the constants as in the hypotheses. Consider any $b$-time-bounded environment $E$ for $T_1$ and $T_3$. We must show that, for every $b_1$-time-bounded task scheduler $\rho_1$ for $T_1$, there is a $b_2$-time-bounded task scheduler $\rho_2$ for $T_2$ such that

$$|Paccept(T_1||E,\rho_1) - Paccept(T_3||E,\rho_3)| \leq e_{12} + e_{23}.$$  

Fix $\rho_1$ to be any $b_1$-time-bounded task scheduler for $T_1$. We consider two cases.

First, suppose that $E$ is also an environment for $T_2$. Then, since $T_1 \leq_{c_1,b_1,b_2} T_2$, we know that there is a $b_2$-time-bounded task scheduler $\rho_2$ for $T_2||E$ such that

$$|Paccept(T_1||E,\rho_1) - Paccept(T_2||E,\rho_2)| \leq e_{12}.$$  

Then since $T_2 \leq_{c_2,b_2,b_3} T_3$, we may conclude that there is a $b_3$-time-bounded task scheduler $\rho_3$ for $T_3||E$ such that

$$|Paccept(T_2||E,\rho_2) - Paccept(T_3||E,\rho_3)| \leq e_{23}.$$  

Combining these two properties, we obtain that:

$$|Paccept(T_1||E,\rho_1) - Paccept(T_3||E,\rho_3)|$$
$$\leq |Paccept(T_1||E,\rho_1) - Paccept(T_2||E,\rho_2)| + |Paccept(T_2||E,\rho_2) - Paccept(T_3||E,\rho_3)|$$
$$\leq e_{12} + e_{23},$$

as needed.

Second, consider the case where $E$ is not an environment for $T_2$. This may be for two reasons: first, because $E$ has internal actions that are actions of $T_2$; second, because $E$ has output actions that are internal or output actions of $T_2$. In both cases, by an appropriate renaming of the internal and output actions of $E$, we can transform this environment into an environment $E'$ for $T_1$, $T_2$ and $T_3$ such that, for every schedulers $\rho_1$ for $T_1$ and $\rho_3$ for $T_3$, we have:

$$Paccept(T_1||E,\rho_1) = Paccept(T_1||E',\rho_1)$$

and

$$Paccept(T_3||E,\rho_3) = Paccept(T_3||E',\rho_3).$$

Now, we apply case 1 to $E'$, obtaining a $b_3$-time-bounded task scheduler $\rho_3$ for $T_3$ such that

$$|Paccept(T_1||E',\rho_1) - Paccept(T_3||E',\rho_3)| \leq e_{12} + e_{23}.$$  

Therefore,

$$|Paccept(T_1||E,\rho_1) - Paccept(T_3||E,\rho_3)|$$
$$= |Paccept(T_1||E',\rho_1) - Paccept(T_3||E',\rho_3)|$$
$$\leq e_{12} + e_{23},$$

as needed.  □

Another useful property of the $\leq_{c,b_1,b_2}$ relation is that, under certain conditions, it is preserved under composition:
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Lemma 4.8 Suppose $e, b_1, b_2 \in \mathbb{R}^{>0}$, and $b_1, b_2 \in \mathbb{N}$. Suppose that $T_1, T_2$ are comparable task-PIOAs such that $T_1 \leq_{c,b_1,b_2} T_2$. Suppose that $T_3$ is a $b_3$-time-bounded task-PIOA that is compatible with both $T_1$ and $T_2$. Then $T_1 || T_3 \leq_{e,b_1,b_2} T_2 || T_3$.

Proof. Fix $T_1, T_2$ and $T_3$ and all the constants as in the hypotheses. Consider any $b$-time-bounded environment $\mathcal{E}$ for $T_1 || T_3$ and $T_2 || T_3$. We must show that, for every $b_1$-time-bounded task scheduler $\rho_1$ for $T_1 || T_3$, there is a $b_2$-time-bounded task scheduler $\rho_2$ for $T_2 || T_3$ such that

$$|P_{accept}(T_1 || T_3 || \mathcal{E}, \rho_1) - P_{accept}(T_2 || T_3 || \mathcal{E}, \rho_2)| \leq e.$$

To show this, fix $\rho_1$ to be any $b_1$-time-bounded task scheduler for $T_1 || T_3$. The composition $T_3 || \mathcal{E}$ is an environment for $T_1$ and $T_2$. Moreover, Lemma 4.2 implies that $T_3 || \mathcal{E}$ is $c_{comp}(b + b_3)$-time-bounded.

Since $T_1 \leq_{c\text{comp}(b + b_3), b_1, b_2} T_2$, $T_3 || \mathcal{E}$ is a $c_{\text{comp}(b + b_3)}$-time-bounded environment for $T_1$ and $T_2$, and $\rho_1$ is a $b_1$-time-bounded task scheduler for $T_1 || \mathcal{E}$, we know that there is a $b_2$-time-bounded task scheduler $\rho_2$ for $T_2 || \mathcal{E}$ such that

$$|P_{accept}(T_1 || T_3 || \mathcal{E}, \rho_1) - P_{accept}(T_2 || T_3 || \mathcal{E}, \rho_2)| \leq e.$$

This is as needed. \qed

One last interesting property of our $\leq_{e,b_1,b_2}$ relation is that it is preserved when hiding output actions of the related task-PIOAs:

Lemma 4.9 Suppose $e, b \in \mathbb{R}^{>0}$, and $b_1, b_2 \in \mathbb{N}$. Suppose that $T_1, T_2$ are comparable task-PIOAs such that $T_1 \leq_{e,b_1,b_2} T_2$. Suppose also that $\mathcal{U}$ is a set of output tasks of both $T_1$ and $T_2$. Then $\text{hide}(T_1, \mathcal{U}) \leq_{e,b_1,b_2} \text{hide}(T_2, \mathcal{U})$.

Proof. This follows from the fact that every $b$-bounded environment for $\text{hide}(T_1, \mathcal{U})$ and $\text{hide}(T_2, \mathcal{U})$ is also a $b$-bounded environment for $T_1$ and $T_2$. \qed

4.6 Simulation Relations

The simulation relation we defined in Section 3.8 can be applied to time-bounded task-PIOAs. We obtain the following additional soundness theorem:

Theorem 4.10 Let $T_1$ and $T_2$ be two comparable task-PIOAs, $b \in \mathbb{R}^{>0}$, and $c, b_1 \in \mathbb{N}$. Suppose that, for every $b$-bounded environment $\mathcal{E}$ for $T_1$ and $T_2$, there exists a simulation relation from $T_1 || \mathcal{E}$ to $T_2 || \mathcal{E}$ using corrtasks, and $|\text{corrtasks}(\rho, T)| \leq c$ for every $\rho$ and $T$. Then $T_1 \leq_{e,b_1,b_1} T_2$.

Proof. By Theorem 3.30 and the definition of our new implementation relationship. \qed

4.7 Task-PIOA Families

Here we define families of task-PIOAs, and define what it means for a family of task-PIOAs to be time-bounded by a function of the index of the family.

4.7.1 Basic Definitions

A task-PIOA family $\mathcal{T}$ is an indexed set, $\{T_k\}_{k \in \mathbb{N}}$, of task-PIOAs. A task-PIOA family $\mathcal{T} = \{T_k\}_{k \in \mathbb{N}}$ is said to be closed provided that, for every $k$, $T_k$ is closed.

Two task-PIOA families $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ are said to be comparable provided that, for every $k$, $(T_1)_k$ and $(T_2)_k$ are comparable.

Two task-PIOA families $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ are said to be compatible provided that, for every $k$, $(T_1)_k$ and $(T_2)_k$ are compatible. Two compatible task-PIOA families $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ can be composed to yield $\mathcal{T} = \{(T)_k\}_{k \in \mathbb{N}} = \mathcal{T}_1 || \mathcal{T}_2$ by defining $(T)_k = (T_1)_k || (T_2)_k$ for every $k$. 
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Definition 4.11 A task-set family for a task-PIOA family \( \mathcal{T} = \{T_k\}_{k \in \mathbb{N}} \) is an indexed set, \( \mathcal{U} = \{U_k\}_{k \in \mathbb{N}} \), where each \( U_k \) is a set of tasks of \( T_k \). We say that \( \mathcal{U} \) is an output-task-set family if each \( U_k \) is a set of output tasks of \( T_k \).

If \( \mathcal{T} \) is a task-PIOA family and \( \mathcal{U} \) is an output-task-set family for \( \mathcal{T} \), then we define \( \text{hide}(\mathcal{T}, \mathcal{U}) \) to be the family \( (\text{hide}(T_k, U_k))_{k \in \mathbb{N}} \).

A task-scheduler family \( \mathcal{P} \) for a closed task-PIOA family \( \mathcal{T} = \{T_k\}_{k \in \mathbb{N}} \) is an indexed set, \( \{\rho_k\}_{k \in \mathbb{N}} \) of task schedulers, where \( \rho_k \) is a task scheduler for \( T_k \).

4.7.2 Time-Bounded Task-PIOA Families

Definition 4.12 The task-PIOA family \( \mathcal{T} = \{T_k\}_{k \in \mathbb{N}} \) is said to be \( b \)-time-bounded (or non-uniformly \( b \)-time bounded), where \( b : \mathbb{N} \to \mathbb{R}^{\geq 0} \), provided that \( T_k \) is \( b(k) \)-time bounded for every \( k \).

This definition allows different Turing machines to be used for each \( k \). In some situations, we will add a uniformity condition requiring the same Turing machines to be used for all task-PIOAs of the family; these machines receive \( k \) as an auxiliary input.

Definition 4.13 The task-PIOA family \( \mathcal{T} = \{T_k\}_{k \in \mathbb{N}} \) is said to be uniformly \( b \)-time-bounded, where \( b : \mathbb{N} \to \mathbb{R}^{\geq 0} \), provided that:

1. \( T_k \) is \( b(k) \)-bounded for every \( k \).

2. There is a deterministic Turing machine that, given \( k \) and a candidate state \( q \), decides whether \( q \) is a state of \( T_k \), and always runs in time at most \( b(k) \). Similarly for a candidate start state, input action, output action, internal action, transition, output task or internal task. Also, there is a deterministic Turing machine that, given \( k \) and two candidate actions \( a_1, a_2 \), decides whether \( (a_1, a_2) \in R_{T_k} \), and always runs in time at most \( b(k) \). Also, there is a deterministic Turing machine that, given \( k \), an action \( a \) of \( T_k \) and a task \( T \), decides whether \( a \in T \); again this machine runs in time at most \( b(k) \).

3. There is a deterministic Turing machine \( M_{\text{act}} \) that, given \( k \), state \( q \) of \( T_k \), and an output or internal task \( T \) of \( T_k \), produces the unique action \( a \) in task \( T \) that is enabled in \( q \) if one exists, and otherwise produces a special “no-action” indicator. Moreover, \( M_{\text{act}} \) always runs in time at most \( b(k) \).

4. There is a probabilistic Turing machine \( M_{\text{state}} \) that, given \( k \), state \( q \) of \( T_k \), and the representation of an action \( a \) of \( T_k \) that is enabled in \( q \), produces the next state resulting from the unique transition of \( T_k \) of the form \( (q_1, a, q_2) \). Moreover, \( M_{\text{state}} \) always runs in time at most \( b(k) \).

Lemma 4.14 Suppose \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) are two compatible task-PIOA families, \( \mathcal{T}_1 \) is \( b_1 \)-time-bounded, and \( \mathcal{T}_2 \) is \( b_2 \)-time-bounded, where \( b_1, b_2 : \mathbb{N} \to \mathbb{R}^{\geq 0} \). Then \( \mathcal{T}_1 || \mathcal{T}_2 \) is \( c_{\text{comp}}(b_1 + b_2) \)-time-bounded task-PIOA family.

Proof. By Lemma 4.2 and the definition of a time-bounded task-PIOA family. \( \square \)

Lemma 4.15 Suppose \( \mathcal{T} \) is a \( b \)-time-bounded task-PIOA family, where \( b : \mathbb{N} \to \mathbb{R}^{\geq 0} \). Suppose that \( \mathcal{U} = \{U_k\}_{k \in \mathbb{N}} \) is a task-set family for \( \mathcal{T} \), where each \( U_k \) is a set of output tasks for \( T_k \) with \( |U_k| \leq c \). Then \( \text{hide}(\mathcal{T}, \mathcal{U}) \) is a \( c_{\text{hide}}(c + 1)b \)-time-bounded task-PIOA family.

Proof. By Lemma 4.3. \( \square \)

Definition 4.16 Let \( \mathcal{P} = \{\rho_k\}_{k \in \mathbb{N}} \) be a task-scheduler family for a closed task-PIOA family \( \mathcal{T} = \{T_k\}_{k \in \mathbb{N}} \). Then \( \mathcal{P} \) is said to be \( b \)-time-bounded, where \( b : \mathbb{N} \to \mathbb{R}^{\geq 0} \) provided that \( \rho_k \) is \( b(k) \)-time bounded for every \( k \).
Now we extend the time-bounded implementation notion to task-PIOA families:

**Definition 4.17** Suppose $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ are comparable task-PIOA families and $c, b, b_1, b_2$ are functions, where $c, b : \mathbb{N} \to \mathbb{R}^{\geq 0}$, and $b_1, b_2 : \mathbb{N} \to \mathbb{N}$. Then we say that $\mathcal{T}_1 \leq_{c,b,b_1,b_2} \mathcal{T}_2$ provided that $(T_1)_k \leq_{c(k),b(k),b_1(k),b_2(k)} (T_2)_k$ for every $k$.

Our previous transitivity result for individual automata carries over to families:

**Lemma 4.18** Suppose $\mathcal{T}_1$, $\mathcal{T}_2$, and $\mathcal{T}_3$ are three comparable task-PIOA families such that $\mathcal{T}_1 \leq_{c_1,b_1,b_2} \mathcal{T}_2$ and $\mathcal{T}_2 \leq_{c_2,b_2,b_3} \mathcal{T}_3$, where $c, b : \mathbb{N} \to \mathbb{R}^{\geq 0}$ and $b_1, b_2 : \mathbb{N} \to \mathbb{N}$. Then $\mathcal{T}_1 \leq_{c_1+b_1+b_2,b_3} \mathcal{T}_3$.

**Proof.** Suppose $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$, $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_3 = \{(T_3)_k\}_{k \in \mathbb{N}}$ are three comparable task-PIOA families satisfying the hypotheses. Then Definition 4.17 implies that, for every $k$, $(T_1)_k \leq_{c_1(k),b_1(k),b_2(k)} (T_2)_k$ and $(T_2)_k \leq_{c_2(k),b_2(k),b_3(k)} (T_3)_k$. Lemma 4.7 then implies that, for every $k$, $(T_1)_k \leq_{c_1(k)+c_2(k),b_1(k),b_2(k),b_3(k)} (T_3)_k$. Applying Definition 4.17 once again, we obtain that $\mathcal{T}_1 \leq_{c_1+b_1+b_2,b_3} \mathcal{T}_3$, as needed. \qed

Our previous composition result for individual automata also carries over to families:

**Lemma 4.19** Suppose $c, b, b_3 : \mathbb{N} \to \mathbb{R}^{\geq 0}$, and $b_1, b_2 : \mathbb{N} \to \mathbb{N}$. Suppose $\mathcal{T}_1$ and $\mathcal{T}_2$ are comparable families of task-PIOA as such that $\mathcal{T}_1 \leq_{c,b,b_1,b_2} \mathcal{T}_2$. Suppose that $\mathcal{T}_3$ is a $b_3$-time-bounded task-PIOA family that is compatible with both $\mathcal{T}_1$ and $\mathcal{T}_2$. Then $\mathcal{T}_1 \mid \mathcal{T}_3 \leq_{c,b,b_1,b_2} \mathcal{T}_2 \mid \mathcal{T}_3$.

**Proof.** Fix $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$, $\mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$, $\mathcal{T}_3 = \{(T_3)_k\}_{k \in \mathbb{N}}$ and all the functions as in the hypotheses. By Definition 4.17, for every $k$, $(T_1)_k \leq_{c(k),b(k),b_1(k),b_2(k)} (T_2)_k$. Lemma 4.8 then implies that, for every $k$, $(T_1)_k \mid (T_3)_k \leq_{c(k),b(k),b_1(k),b_2(k)} (T_2)_k \mid (T_3)_k$. Applying Definition 4.17 once again, we obtain that $\mathcal{T}_1 \mid \mathcal{T}_3 \leq_{c,b,b_1,b_2} \mathcal{T}_2 \mid \mathcal{T}_3$, as needed. \qed

Hiding output actions of task-PIOA families also preserves the new relation:

**Lemma 4.20** Suppose $c, b : \mathbb{N} \to \mathbb{R}^{\geq 0}$, and $b_1, b_2 : \mathbb{N} \to \mathbb{N}$. Suppose that $\mathcal{T}_1$ and $\mathcal{T}_2$ are comparable task-PIOA families such that $\mathcal{T}_1 \leq_{c,b,b_1,b_2} \mathcal{T}_2$. Suppose that $\mathcal{U}$ is an output-task set family for both $\mathcal{T}_1$ and $\mathcal{T}_2$. Then $\text{hide}(\mathcal{T}_1, \mathcal{U}) \leq_{c,b,b_1,b_2} \text{hide}(\mathcal{T}_2, \mathcal{U})$.

**Proof.** By Lemma 4.9. \qed

Finally, we obtain a soundness result for simulation relations:

**Theorem 4.21** Let $\mathcal{T}_1$ and $\mathcal{T}_2$ be comparable task-PIOA families, $c \in \mathbb{N}$, $b : \mathbb{N} \to \mathbb{R}^{\geq 0}$, and $b_1 : \mathbb{N} \to \mathbb{N}$. Suppose that, for every $k$, and for every $b(k)$-bounded environment $\mathcal{E}$ for $(T_1)_k$ and $(T_2)_k$, there exists a simulation relation from $(T_1)_k \mid \mathcal{E}$ to $(T_2)_k \mid \mathcal{E}$ using cortasks, and $|\text{cortasks}(\rho, T)| \leq c$ for every $\rho$ and $T$. Then $\mathcal{T}_1 \leq_{c,b,b_1,b_2} \mathcal{T}_2$.

**Proof.** By Theorem 4.10. \qed
4.7.3 Polynomial-Time Task-PIOA Families

**Definition 4.22** The task-PIOA family $\mathcal{T}$ is said to be polynomial-time-bounded (or non-uniformly polynomial-time-bounded) provided that there exists a polynomial $p$ such that $\mathcal{T}$ is $p$-time-bounded. $\mathcal{T}$ is said to be uniformly polynomial-time-bounded provided that there exists a polynomial $p$ such that $\mathcal{T}$ is uniformly $p$-time-bounded.

**Lemma 4.23** Suppose $\mathcal{T}_1$ and $\mathcal{T}_2$ are two compatible polynomial-time-bounded task-PIOA families. Then $\mathcal{T}_1||\mathcal{T}_2$ is a polynomial-time-bounded task-PIOA family.

**Proof.** Suppose $p_1$ and $p_2$ are polynomials such that $\mathcal{T}_1$ is $p_1$-time-bounded and $\mathcal{T}_2$ is $p_2$-time-bounded. Then by Lemma 4.2, Then $\mathcal{T}_1||\mathcal{T}_2$ is $c_{\text{comp}}(p_1 + p_2)$-time-bounded, which implies that it is polynomial-time-bounded. \qed

**Lemma 4.24** Suppose $\mathcal{T}$ is a polynomial-time-bounded task-PIOA family. Suppose that $\mathcal{U} = \{U_k\}_{k \in \mathbb{N}}$ is a task-set family for $\mathcal{T}$, where each $U_k$ is a set of output tasks for $T_k$ with $|U_k| \leq c$. Then $\text{hide}(\mathcal{T}, \mathcal{U})$ is a polynomial-time-bounded task-PIOA family.

**Proof.** By Lemma 4.15. \qed

**Definition 4.25** Let $\mathcal{P} = \{p_k\}_{k \in \mathbb{N}}$ be a task-scheduler family for a closed task-PIOA family $\mathcal{T} = \{T_k\}_{k \in \mathbb{N}}$. Then $\mathcal{P}$ is said to be polynomial time-bounded provided that there exists a polynomial $p$ such that $\mathcal{P}$ is $p$-time-bounded.

In the context of cryptography, we will want to say that, for every polynomial-time-bounded environment, the probability of distinguishing two systems is “negligible”. The notion of negligible probability is expressed by saying that the that the probability must be less than a negligible function $\epsilon$.

**Definition 4.26** A function $\epsilon$ is said to be negligible iff, for every constant $c \in \mathbb{R}^+$, there exists $k_0$ such that, $\forall k \geq k_0$, $\epsilon(k) < \frac{1}{k^c}$.

**Definition 4.27** Suppose $\mathcal{T}_1$ and $\mathcal{T}_2$ are comparable task-PIOA families. We say that $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_2$ iff, for every constant $p$ and polynomial $p_1$, there is a polynomial $p_2$ and a negligible function $\epsilon$ such that $\mathcal{T}_1 \leq_{p, p_1, \epsilon, p_2} \mathcal{T}_2$.

**Lemma 4.28** Suppose $\mathcal{T}_1, \mathcal{T}_2$ and $\mathcal{T}_3$ are three comparable task-PIOA families such that $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_2$ and $\mathcal{T}_2 \leq_{\text{neg, pt}} \mathcal{T}_3$. Then $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_3$.

**Proof.** Suppose $\mathcal{T}_1 = \{(T_1)_k\}_{k \in \mathbb{N}}, \mathcal{T}_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$ and $\mathcal{T}_3 = \{(T_3)_k\}_{k \in \mathbb{N}}$ are three comparable task-PIOA families satisfying the hypotheses. To show that $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_3$, we fix polynomials $p$ and $p_1$; we must obtain a polynomial $p_3$ and a negligible function $\epsilon_3$ such that $\mathcal{T}_1 \leq_{p, p_1, \epsilon_3} \mathcal{T}_3$.

Since $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_2$, we know that there exist polynomial $p_2$ and negligible function $\epsilon_2$ such that $\mathcal{T}_1 \leq_{c_{\text{pt}}(p_1, p_2, \epsilon_2)} \mathcal{T}_2$. Then since $\mathcal{T}_2 \leq_{\text{neg, pt}} \mathcal{T}_3$, we may conclude that there exist polynomial $p_3$ and negligible function $\epsilon_3$ such that $\mathcal{T}_2 \leq_{c_{\text{pt}}(p_2, p_3, \epsilon_3)} \mathcal{T}_3$. Let $\epsilon_3 = \epsilon_2 + \epsilon_3$. Then Lemma 4.18 implies that $\mathcal{T}_1 \leq_{c_{\text{pt}}(p_1, p_2, p_3, \epsilon_3)} \mathcal{T}_3$, as needed. \qed

The $\leq_{\text{neg, pt}}$ relation is also preserved under composition with polynomial-time bounded task-PIOA families.

**Lemma 4.29** Suppose $\mathcal{T}_1, \mathcal{T}_2$ are comparable families of task-PIOAs such that $\mathcal{T}_1 \leq_{\text{neg, pt}} \mathcal{T}_2$, and suppose $\mathcal{T}_3$ is a polynomial time-bounded task-PIOA family, compatible with both $\mathcal{T}_1$ and $\mathcal{T}_2$. Then $\mathcal{T}_1||\mathcal{T}_3 \leq_{\text{neg, pt}} \mathcal{T}_2||\mathcal{T}_3$.  
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Proof. Suppose $T_1 = \{(T_1)_k\}_{k \in \mathbb{N}}$, $T_2 = \{(T_2)_k\}_{k \in \mathbb{N}}$, and $T_3 = \{(T_3)_k\}_{k \in \mathbb{N}}$ are as in the hypotheses. Fix polynomial $q$ such that $T_3$ is $q$-time-bounded. To show that $T_1 \parallel T_3 \leq_{neg,pt} T_2 \parallel T_3$, we fix polynomials $p$ and $p_1$; we must obtain a polynomial $p_2$ and a negligible function $\epsilon$ such that $T_1 \parallel T_3 \leq_{c_{p_2} \cdot p_2} T_2 \parallel T_3$.

Define $f'$ to be the polynomial $c_{\text{comp}}(p+q)$. Since $T_1 \leq_{neg,pt} T_2$, there exist a polynomial $p_2$ and a negligible function $\epsilon$ such that $T_1 \leq_{c_{p_2} \cdot p_2} T_2$. Lemma 4.19 then implies that $T_1 \parallel T_3 \leq_{c_{p_2} \cdot p_2} T_2 \parallel T_3$, as needed.

Hiding output actions of the task-PIOAs that we compare also preserves the $\leq_{neg,pt}$ relation.

Lemma 4.30 Suppose that $T_1$ and $T_2$ are comparable task-PIOA families such that $T_1 \leq_{neg,pt} T_2$. Suppose that $\mathcal{U}$ is an output-task-set family for both $T_1$ and $T_2$.

Then $\text{hide}(T_1, \mathcal{U}) \leq_{neg,pt} \text{hide}(T_2, \mathcal{U})$.

Proof. By Lemma 4.20.

And we have another soundness result for simulation relations:

Theorem 4.31 Let $T_1$ and $T_2$ be comparable task-PIOA families, $c \in \mathbb{N}$.

Suppose that for every polynomial $p$, for every $k$, and for every $p(k)$-bounded environment $\mathcal{E}$ for $(T_1)_k$ and $(T_2)_k$, there exists a simulation relation from $(T_1)_k \parallel \mathcal{E}$ to $(T_2)_k \parallel \mathcal{E}$ using corr-tasks, for which $|\text{corr-tasks}(\rho, T)| \leq c$ for every $\rho$ and $T$.

Then $T_1 \leq_{neg,pt} T_2$.


5 Random Source Automata

We now present a first example of task-PIOAs. We will sometimes find it convenient to separate out random choices into separate “random source” components. One type of random source is one that simply chooses and outputs a single value, obtained from a designated probability distribution. We define this type of source by a task-PIOA $\text{Src}(D, \mu)$, parameterized by a probability distribution $(D, \mu)$. When $\mu$ is the uniform distribution over $D$, we write simply $\text{Src}(D)$.

The code for task-PIOA $\text{Src}(D, \mu)$ appears in Figure 1.

We extend this definition to indexed families of data types and distributions, $D = \{D_k\}_{k \in \mathbb{N}}$ and $\mu = \{\mu_k\}_{k \in \mathbb{N}}$, to yield an indexed family of random source automata, $\text{Src}(D, \mu) = \{\text{Src}(D_k, \mu_k)\}_{k \in \mathbb{N}}$.

As before, when every $\mu_k$ is the uniform distribution, we write simply $\text{Src}(D) = \{\text{Src}(D_k)\}_{k \in \mathbb{N}}$.

6 Hard-Core Predicates

In this section, we define a cryptographic primitive—a hard-core predicate for a trap-door permutation—that we use in several of our system descriptions. We define this in terms of task-PIOAs, and relate the new definition to the standard cryptographic definition. Using our new task-PIOA formulation, we show some consequences of the definition, in particular, we show how a hard-core predicate retains its properties if it is used twice, and if it is combined with another value using an $\oplus$ operation.

Throughout this section, we fix $D = \{D_k\}_{k \in \mathbb{N}}$ to be a family of finite domains, and $Tdp = \{Tdp_k\}_{k \in \mathbb{N}}$ to be a family of sets of trap-door permutations such that the domain of $f \in Tdp_k$ is $D_k$.

6.1 Standard Definition of a Hard-Core Predicate

Informally, we say that $B$ is a hard-core predicate for a set of trap-door permutations if, given a trap-door permutation $f$ in the set, an element $z$ of the domain of this permutation, and a bit $b$, no efficient algorithm can guess whether $b = B(f^{-1}(z))$ or is a random bit with a non-negligible advantage.

More precisely, we define a hard-core predicate as follows:
\[ \text{Src}(D, \mu) : \]
\[ \textbf{Input}: \quad \text{Internal}: \quad \text{choose \textasciitilde rand} \]
\[ \text{Output}: \quad \text{rand}(d), d \in D \]

\[ \textbf{State}: \quad \text{choosenval} \in D \cup \{\perp\}, \text{initially } \perp \]

\[ \textbf{Transitions}: \]
\[ \text{choose \textasciitilde rand} \]
\[ \text{Precondition:} \quad \text{choosenval} = \perp \]
\[ \text{Effect:} \quad \text{choosenval := choose-random}(D, \mu) \]
\[ \text{rand}(d) \]
\[ \text{Precondition:} \quad d = \text{choosenval} \neq \perp \]
\[ \text{Effect:} \quad \text{none} \]

\[ \text{Tasks} \{\text{choose \textasciitilde rand}, \{\text{rand}(w)\}\}. \]

\[ \text{Figure 1: Code for } \text{Src}(D, \mu) \]

\begin{definition} \textbf{6.1} A hard-core predicate for } D \text{ and } Tdp \text{ is a predicate } B : \bigcup_{k \in \mathbb{N}} D_k \rightarrow \{0, 1\}, \text{ such that } \]
\[ 1. \text{ } B \text{ is polynomial-time computable.} \]
\[ 2. \text{ For every probabilistic polynomial-time non-uniform predicate } G = \{G_k\}_{k \in \mathbb{N}},^1 \text{ there is a negligible function } \epsilon \text{ such that, for all } k, \]
\[ \text{Pr}[ f \leftarrow Tdp_k; \quad z \leftarrow D_k; \quad b \leftarrow B(f^{-1}(z)); \quad G_k(f, z, b) = 1 ] \leq \epsilon(k). \]

Note that, when \( A \) is a finite set, the notation \( x \leftarrow A \) means that \( x \) is selected randomly (according to the uniform distribution) from \( A \).

This definition is a reformulation of Def. 2.5.1 of [Gold01].

\subsection{6.2 Redefinition of Hard-Core Predicates in Terms of PIOAs}

We now show how this last definition can be expressed in terms of task-PIOAs. To this purpose, we define two new task-PIOA families. The first one, denoted by \( \overline{SH} \) (for “system providing a Hard-core bit”), outputs a random trapdoor permutation, a random element \( z \) of the domain of this permutation, and the bit \( B(f^{-1}(z)) \). The second, denoted by \( \overline{SHR} \) (for “system in which the Hard-core bit is replaced by a Random bit”), is the same as the previous one excepted that the output bit \( b \) is simply a random bit.

\begin{definition} \textbf{6.2} The task-PIOA family } \overline{SH} \text{ is defined as } \cdot \overline{SH} \text{, where } \]
\[ \cdot \overline{SH} = \{(\text{Src}_{\text{tdp}})_k\}_{k \in \mathbb{N}}, \text{ where each } (\text{Src}_{\text{tdp}})_k \text{ is isomorphic to } \text{Src}(Tdp_k). \]

\[ \text{This is defined to be a family of predicates that can be evaluated by a non-uniform family } (M_k)_k \text{ of probabilistic polynomial-time-bounded Turing machines, that is, by a family of Turing machines for which these exist polynomials } p \text{ and } q \text{ such that each } M_k \text{ executes in time at most } p(k) \text{ and has a standard representation of length at most } q(k). \text{ An equivalent requirement is that the predicates are computable by a family of Boolean circuits where the } k^{th} \text{ circuit in the family is of size at most } p(k). \]
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\( \overline{\text{Src}}_{\text{yval}} = \{(\text{Src}_{\text{yval}})_k\}_{k \in \mathbb{N}}, \text{ where each } (\text{Src}_{\text{yval}})_k \text{ is isomorphic to } \text{Src}(D_k), \)

\( \overline{H} = \{H_k\}_{k \in \mathbb{N}}, \text{ where each } H_k \text{ receives the permutation } f \text{ from } (\text{Src}_{\text{ydp}})_k \text{ and the element } y \in D_k \text{ from } (\overline{\text{Src}}_{\text{yval}})_k, \text{ and outputs the two values } z = f(y) \text{ and } B(y). \text{ Each } H_k \text{ is defined as } H(D_h, Tdp_k, B), \text{ where } H(D, Tdp, B) \text{ is defined in Fig. 2.} \)

\[ H(D, Tdp, B) : \]

**Signature:**

**Input:**
- \( \text{rand}(f)_{\text{ydp}}, f \in Tdp \)
- \( \text{rand}(y)_{\text{yval}}, y \in D \)

**Output:**
- \( \text{rand}(z)_{\text{zval}}, z \in D \)
- \( \text{rand}(b)_{\text{beal}}, b \in \{0, 1\} \)

**Internal:**
- \( \text{fix} \rightarrow \text{beal} \)
- \( \text{fix} \rightarrow \text{zval} \)

**State:**
- \( \text{fixval} \in Tdp \cup \perp, \text{ initially } \perp \)
- \( \text{yval} \in D \cup \perp, \text{ initially } \perp \)
- \( \text{zval} \in D \cup \perp, \text{ initially } \perp \)
- \( \text{beal} \in \{0, 1\} \cup \perp, \text{ initially } \perp \)

**Transitions:**

- \( \text{rand}(f)_{\text{ydp}} \)
  - **Effect:**
    - if \( \text{fixval} = \perp \) then \( \text{fixval} := f \)

- \( \text{rand}(y)_{\text{yval}} \)
  - **Effect:**
    - if \( \text{yval} = \perp \) then \( \text{yval} := y \)

- \( \text{fix} \rightarrow \text{zval} \)
  - **Precondition:**
    - \( \text{fixval} \neq \perp, \text{ yval} \neq \perp \)
  - **Effect:**
    - if \( \text{zval} = \perp \) then \( \text{zval} := \text{fixval}(y) \)

- \( \text{rand}(z)_{\text{zval}} \)
  - **Precondition:**
    - \( z \neq \perp \)
  - **Effect:**
    - none

- \( \text{rand}(b)_{\text{beal}} \)
  - **Precondition:**
    - \( b = \text{beal} \neq \perp \)
  - **Effect:**
    - none

**Tasks:** \( \{\text{fix} \rightarrow \text{beal}\}, \{\text{fix} \rightarrow \text{zval}\}, \{\text{rand}(\_\)_{\text{zval}}\}, \{\text{rand}(\_\)_{\text{beal}}\}\)

**Figure 2:** Hard-core predicate automaton, \( H(D, Tdp, B) \)

**Definition 6.3** The task-PIOA family \( \text{SHR} \) is defined as \( (\overline{\text{Src}}_{\text{ydp}} || \overline{\text{Src}}_{\text{yval}} || \overline{\text{Src}}_{\text{beal}}), \) where

- \( \overline{\text{Src}}_{\text{ydp}} = \{(\text{Src}_{\text{ydp}})_k\}_{k \in \mathbb{N}}, \text{ where each } (\text{Src}_{\text{ydp}})_k \text{ is isomorphic to } \text{Src}(Tdp_k), \)
- \( \overline{\text{Src}}_{\text{yval}} = \{(\text{Src}_{\text{yval}})_k\}_{k \in \mathbb{N}}, \text{ where each } (\text{Src}_{\text{yval}})_k \text{ is isomorphic to } \text{Src}(D_k), \)
- \( \overline{\text{Src}}_{\text{beal}} = \{(\text{Src}_{\text{beal}})_k\}_{k \in \mathbb{N}}, \text{ where each } (\text{Src}_{\text{beal}})_k \text{ is isomorphic to } \text{Src}(\{0, 1\}). \)

These two systems are represented in Fig. 3. In this figure, the automata labeled with (§) represent the different random source automata. Also, for clarity, the indices of the different actions are removed.

Using these two task-PIOA families, Definition 6.1 of hard-core predicates can be expressed in terms of task-PIOAs by saying that \( \text{SHR} \leq_{\text{neg-dep}} \text{SHR}, \) which means (informally) that, for every
polynomial-time-bounded family $\mathcal{E}$ of environments for $SH$ and $SHR$, every polynomial-time-bounded task-scheduler family for $SH||\mathcal{E}$, generates a family of trace distributions of $SH||\mathcal{E}$ that can be mimicked by $SHR||\mathcal{E}$ with an appropriate task-scheduler family.

**Definition 6.4** A hard-core predicate for $D$ and $Tdp$ is a polynomial-time-computable predicate $B : \bigcup_{k \in \mathbb{N}} D_k \to \{0, 1\}$, such that $SH \leq_{neg,pt} SHR$.

We show that this definition is equivalent to Definition 6.1 by means of the following two theorems.

**Theorem 6.5** If $B$ is a hard-core predicate for $D$ and $Tdp$ according to Definition 6.1, then $B$ is also a hard-core predicate for $D$ and $Tdp$ according to Definition 6.4.

**Proof.** Suppose that $B$ is a hard-core predicate for $D$ and $Tdp$ according to Definition 6.1. Definition 6.1 implies that $B$ is polynomial-time computable, which is required by Definition 6.4.

It remains to show that $SH \leq_{neg,pt} SHR$, where the same $B$ defined above is used in the definition of $SH$. To show this, we fix polynomials $p$ and $p_1$. It suffices to show the existence of a negligible function $\epsilon$ such that $SH \leq_{x,p,p_1} SHR$. This amounts to proving the existence of a negligible function $\epsilon$ such that, for every $k \in \mathbb{N}$, $SH_k \leq_{p(k),p(p_1(k)),p_1(k)} SHR_k$. Unwinding this definition further, this means that it is enough to show the existence of a negligible function $\epsilon$ such that, for every $k \in \mathbb{N}$, for every $p(k)$-time-bounded environment $\mathcal{E}$ for $SH_k$ and $SHR_k$, and for every $p_1(k)$-bounded task scheduler $\rho_1$ for $SH_k||\mathcal{E}$, there exists a $p_1(k)$-bounded task scheduler $\rho_2$ for $SHR_k||\mathcal{E}$, such that

$$|\text{Paccept}(SH_k||\mathcal{E}, \rho_1) - \text{Paccept}(SHR_k||\mathcal{E}, \rho_2)| \leq \epsilon(k).$$

We first define a homomorphism of task schedulers. Specifically, for every $k$ and every environment $\mathcal{E}$ for $SH_k$ and $SHR_k$, we define a homomorphism $\text{hom}$ from task schedulers of $SH_k||\mathcal{E}$ to task schedulers of $SHR_k||\mathcal{E}$. Namely,

1. Replace each occurrence of the $\{\text{choose} - \text{rand}_{\text{yval}}\}$ and $\{\text{rand}(*)_{\text{yval}}\}$ tasks of $(\text{Src}_{\text{yval}})_k$ with the empty task sequence $\lambda$.
2. Replace each occurrence of the $\{\text{fix} - \text{bval}\}$ task of $H_k$ with the $\{\text{choose} - \text{rand}_{\text{bval}}\}$ task of $(\text{Src}_{\text{bval}})_k$.
3. Replace each occurrence of the $\{\text{fix} - \text{zval}\}$ task of $H_k$ with the $\{\text{choose} - \text{rand}_{\text{zval}}\}$ task of $(\text{Src}_{\text{zval}})_k$.
4. Keep every other task unchanged.

Note that homomorphism $\text{hom}$ is independent of $k$ and $\mathcal{E}$. Also, note that $\text{hom}$ is length-nonincreasing: for every task scheduler $\rho_1$ of $SH_k||\mathcal{E}$, $|\text{hom}(\rho_1)| \leq |\rho_1|$.

Thus, it is enough to show the existence of a negligible function $\epsilon$ such that, for every $k \in \mathbb{N}$, for every $p(k)$-time-bounded environment $\mathcal{E}$ for $SH_k$ and $SHR_k$, and for every $p_1(k)$-bounded task scheduler $\rho_1$ for $SH_k||\mathcal{E}$,

$$|\text{Paccept}(SH_k||\mathcal{E}, \rho_1) - \text{Paccept}(SHR_k||\mathcal{E}, \text{hom}(\rho_1))| \leq \epsilon(k).$$
Now, for every \( k \in \mathbb{N} \), define \((\mathcal{E}_{\text{max}})_k\) to be a \( p(k)\)-time-bounded environment for \( SH_k \) and define \((\rho_{\text{max}})_k\) to be a \( p_1(k)\)-time-bounded scheduler for \( SHR_k\|((\mathcal{E}_{\text{max}})_k)\), with the property that, for every \( p(k)\)-time-bounded environment \( \mathcal{E} \) for \( SH_k \) and every \( p_1(k)\)-time-bounded scheduler \( \rho_1 \) for \( SH_k\|\mathcal{E} \),

\[
|\text{Paccept}(SH_k|\mathcal{E},\rho_1) - \text{Paccept}(SHR_k|\mathcal{E},\text{hom}(\rho_1))| \leq |\text{Paccept}(SH_k|((\mathcal{E}_{\text{max}})_k),\text{hom}(\rho_{\text{max}})) - \text{Paccept}(SHR_k|((\mathcal{E}_{\text{max}})_k),\text{hom}(\rho_{\text{max}}))|.
\]

To see that such \((\mathcal{E}_{\text{max}})_k\) and \((\rho_{\text{max}})_k\) must exist, note that we are considering only \( \mathcal{E} \) for which all parts of the description are bounded by \( p(k) \), and only \( p_1 \) with length at most \( p_1(k) \). Since there are only a finite number of such \((\mathcal{E},\rho_1)\) pairs (up to isomorphism), we can select a particular pair that maximizes the given difference.

This means that it is enough to show the existence of a negligible function \( \epsilon \) such that, for every \( k \in \mathbb{N} \),

\[
|\text{Paccept}(SH_k|((\mathcal{E}_{\text{max}})_k),\rho_{\text{max}}) - \text{Paccept}(SHR_k|((\mathcal{E}_{\text{max}})_k),\text{hom}(\rho_{\text{max}}))| \leq \epsilon(k).
\]

To show this, we will apply Definition 6.1. This requires us to define an appropriate probabilistic polynomial-time non-uniform predicate \( G_k = (G_k)_k \in \mathbb{N} \).

We define \( G_k \) as follows: \( G_k \) has three input arguments, \( f \in Tdp_k \), \( z \in D_k \), and \( b \in \{0,1\} \); we only care what \( G_k \) does if its inputs are in these designated sets. For these inputs, \( G_k \) simulates the behavior of \((\mathcal{E}_{\text{max}})_k\) when it is executed with \((\rho_{\text{max}})_k\), as follows:

1. \( G_k \) reads its inputs \( f \), \( z \), and \( b \).

2. \( G_k \) then reads the tasks in \((\rho_{\text{max}})_k\), one by one. For each task \( T \) that it reads:
   - \( G_k \) determines (in polynomial time) whether \( T \) is one of the following tasks:
     - \( T \) is a task of \((\mathcal{E}_{\text{max}})_k\),
     - \( T \in \{\text{rand}(\ast)_\text{ldp}, \text{rand}(\ast)_\text{eval}, \text{rand}(\ast)_\text{beal}\} \)
     - and goes on to the next task if it is not.
   - If \( T \) is a task of \((\mathcal{E}_{\text{max}})_k\), then \( G_k \) simulates the performance of \( T \), by determining the unique enabled action (in polynomial time) and the next state (in probabilistic polynomial time).
   - If \( T \) is a task of the form \{\text{rand}(\ast)_\text{ldp}\} then \( G_k \) checks if an action of this task is enabled (that is, if the \{\text{choose - rand}_\text{ldp}\}-task has already been read in \((\rho_{\text{max}})_k\)) and, if it is the case, simulates the action \text{rand}(f)_\text{ldp}, where \( f \) is \( G_k \)’s first input argument. If \( T \) is disabled, then \( G_k \) does nothing. Similarly, if \( T \) is of the form \{\text{rand}(\ast)_\text{eval}\} and if this task is enabled, then \( G_k \) simulates the action \text{rand}(z)_\text{eval}, where \( z \) is \( G_k \)’s second input argument. And if \( T \) is of the form \{\text{rand}(\ast)_\text{beal}\} and if this task is enabled, then \( G_k \) simulates \text{rand}(b)_\text{beal}, where \( b \) is \( G_k \)’s third input argument.

3. After completing the processing of \((\rho_{\text{max}})_k\), \( G_k \) checks if the \text{accept} action has been performed. It outputs 1 in that case, and 0 otherwise.

Now, Definition 6.1 guarantees that there is a negligible function \( \epsilon \) such that, for all \( k \),

\[
\Pr<f \leftarrow Tdp_k; \quad z \leftarrow D_k; \quad b \leftarrow B(f^{-1}(z)); \quad G_k(f,z,b) = 1> \leq \epsilon(k).
\]

By the definitions of \( SH \) and \( SHR \), and the homomorphism \( \text{hom} \), we observe that:

\[
\text{Paccept}(SH_k|((\mathcal{E}_{\text{max}})_k),\rho_{\text{max}}) = \left( \Pr<f \leftarrow Tdp_k; \quad z \leftarrow D_k; \quad b \leftarrow B(f^{-1}(z)); \quad G_k(f,z,b) = 1> \right)
\]
and

\[
\Pr(\text{accept}(SHR_k)(\mathcal{E}_{\text{max}})_k, \text{hom}(\mathcal{R}_{\text{max}})_k)) = \left( \begin{array}{c}
\Pr[f \leftarrow Tdp_k; \\
z \leftarrow D_k; \\
b \leftarrow \{0, 1\}; \\
G_k(f, z, b) = 1 \\
\end{array} \right].
\]

Therefore, we conclude that, for every \(k \in \mathbb{N}\),

\[
\text{accept}(SH_k)(\mathcal{E}_{\text{max}})_k, (\mathcal{R}_{\text{max}})_k) - \text{accept}(SHR_k)(\mathcal{E}_{\text{max}})_k, \text{hom}(\mathcal{R}_{\text{max}}) \leq \epsilon(k),
\]

which is what we needed to show. \(\square\)

**Theorem 6.6** If \(B\) is a hard-core predicate for \(\mathcal{D}\) and \(Tdp\) according to Definition 6.4, then \(B\) is also a hard-core predicate for \(\overline{\mathcal{D}}\) and \(\overline{Tdp}\) according to Definition 6.4.

**Proof.** Suppose that \(B\) is a hard-core predicate for \(\mathcal{D}\) and \(Tdp\) according to Definition 6.4. Definition 6.4 implies that \(B\) is polynomial-time computable, which is required by Definition 6.1.

It remains to show that, for every probabilistic polynomial-time non-uniform predicate \(G = \{G_k\}_{k \in \mathbb{N}}\), there is a negligible function \(\epsilon\) such that, for every \(k \in \mathbb{N}\),

\[
\Pr[f \leftarrow Tdp_k; \\
z \leftarrow D_k; \\
b \leftarrow B(f^{-1}(z)); \\
G_k(f, z, b) = 1] \leq \epsilon(k),
\]

For the rest of this proof, we define \(PH(G, k)\) and \(PHR(G, k)\) as:

\[
PH(G, k) = \left( \begin{array}{c}
\Pr[f \leftarrow Tdp_k; \\
z \leftarrow D_k; \\
b \leftarrow B(f^{-1}(z)); \\
G_k(f, z, b) = 1 ] \\
\end{array} \right) \quad \text{and} \quad PHR(G, k) = \left( \begin{array}{c}
\Pr[f \leftarrow Tdp_k; \\
z \leftarrow D_k; \\
b \leftarrow \{0, 1\}; \\
G_k(f, z, b) = 1 ] \\
\end{array} \right)
\]

for any non-uniform predicate \(G = \{G_k\}_{k \in \mathbb{N}}\) and any \(k \in \mathbb{N}\).

Now, fix any probabilistic polynomial-time non-uniform predicate \(G = \{G_k\}_{k \in \mathbb{N}}\). Starting from this predicate, we define a polynomial-time bounded environment family \(\mathcal{E}(G) = \{\mathcal{E}(G)_k\}_{k \in \mathbb{N}}\) for both \(\mathcal{SH}\) and \(SHR\). Each \(\mathcal{E}(G)_k\) is defined as \(\mathcal{E}(G)_k(D_k, Tdp_k, B)\), where \(\mathcal{E}(G)(D, Tdp, B)\) is defined in Fig. 4.

We also define a polynomial-time bounded task-scheduler family \(\overline{\alpha} = \{\overline{\alpha}_n\}_{n \in \mathbb{N}}\) for \(\mathcal{SH}[\mathcal{E}(G)]:\) for every \(k\),

\[
(\mathcal{R}_k)_k = \{\text{choose - rand}_{\alpha_k}\} \{\text{rand}_{\mathcal{E}(G)_k}\} \\
\{\text{choose - rand}_{\mathcal{E}(G)_k}\} \{\text{rand}_{\mathcal{E}(G)_k}\} \\
\{\text{fix - zval}\} \{\text{rand}_{\mathcal{E}(G)_k}\} \\
\{\text{fix - bval}\} \{\text{rand}_{\mathcal{E}(G)_k}\} \\
\{\text{accept}\}.
\]

We observe that, from the definition of \(SH_k\), \((\mathcal{E}(G))_k\) and \((\mathcal{R}_k)_k\):

\[
\text{accept}(SH_k)(\mathcal{E}(G))_k, (\mathcal{R}_k)_k) = PH(G, k).
\]

Definition 6.4 guarantees that there is a polynomial \(p\) and a negligible function \(\epsilon\) such that, for every \(k\), there is a \(p(k)\)-bounded task-scheduler \((\rho_2)_k\) such that:

\[
|\text{accept}(SH_k)(\mathcal{E}(G))_k, (\mathcal{R}_k)_k) - \text{accept}(SHR_k)(\mathcal{E}(G))_k, (\rho_2)_k)| \leq \epsilon(k).
\]
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\( \mathcal{E}(G)(D, Tdp, B) \):

**Signature:**

Input:
- \( \text{rand}(f)_{Tdp}, f \in Tdp \)
- \( \text{rand}(z)_{zval}, z \in D \)
- \( \text{rand}(b)_{bval}, b \in \{0, 1\} \)

Output:
- \( \text{accept} \)

**State:**
- \( fval \in Tdp \cup \bot \), initially \( \bot \)
- \( zval \in D \cup \bot \), initially \( \bot \)
- \( bval \in \{0, 1\} \cup \bot \), initially \( \bot \)

**Transitions:**

- \( \text{rand}(f)_{Tdp} \)
  - Effect:
    - if \( fval = \bot \) then \( fval := f \)
  - \( \text{accept} \)
  - Precondition:
    - \( fval, zval, bval \neq \bot \)
    - \( G(fval, zval, bval) = 1 \)
  - Effect:
    - \( \text{none} \)

- \( \text{rand}(z)_{zval} \)
  - Effect:
    - if \( zval = \bot \) then \( zval := z \)

- \( \text{rand}(b)_{bval} \)
  - Effect:
    - if \( bval = \bot \) then \( bval := b \)

**Tasks** \( \{\text{accept}\} \).

Figure 4: Environment evaluating the G predicate, \( \mathcal{E}(G)(D, Tdp, B) \)

Consider now the probabilistic polynomial-time non-uniform predicate \( G' = \{G'_k\}_{k \in \mathbb{N}} \) where \( G'_k = 1 - G_k \). For this predicate, Def. 6.4 also guarantees that there are a polynomial \( p' \) and a negligible function \( \epsilon' \) such that, for every \( k \), there is a \( p'(k) \)-bounded task-scheduler \( (\rho_k^2)_k \) such that:

\[
|P_{\text{accept}}(SH_k||\mathcal{E}(G'))_k, (\rho_k^1)_k) - P_{\text{accept}}(SH_k||\mathcal{E}(G'))_k, (\rho_k^2)_k)| \leq \epsilon'(k).
\]

We now define a new negligible function \( \epsilon_{\max} \) as \( \epsilon_{\max}(k) = \max(\epsilon(k), \epsilon'(k)) \) for every \( k \). Since \( \epsilon_{\max} \) is a negligible function, there is an index \( k_0 \) such that \( \epsilon_{\max}(k) < \frac{1}{2} \) for every \( k \geq k_0 \). Let us examine the possible values of \( P_{\text{accept}}(SH_k||\mathcal{E}(G))_k, (\rho_k^2)_k \) for every \( k \geq k_0 \).

Fix any \( k \geq k_0 \). Suppose first that \( (\rho_k^2)_k \) is such that:

\[
P_{\text{accept}}(SH_k||\mathcal{E}(G))_k, (\rho_k^2)_k) = \text{PHR}(G, k),
\]

which is the case when \( (\rho_k^2)_k \) schedules the \text{choose} \( \rightarrow \text{rand}_{\text{tdp}} \) task followed by the \text{rand} \( \rightarrow \text{val} \) task, the \text{choose} \( \rightarrow \text{rand}_{\text{zval}} \) task followed by the \text{rand} \( \rightarrow \text{zval} \) task, the \text{choose} \( \rightarrow \text{rand}_{\text{bval}} \) task followed by the \text{rand} \( \rightarrow \text{bval} \) task, and all these tasks followed by the \text{accept} \( \rightarrow \text{accept} \) task (in the rest of this proof, we will refer to this as \( (\rho_k^2)_k \) correctly scheduling \text{accept} \). For this \( (\rho_k^2)_k \), we have that

\[
|PH(G, k) - \text{PHR}(G, k)| \leq \epsilon(k) \leq \epsilon_{\max}(k).
\]

Suppose now that \( (\rho_k^2)_k \) is such that \( P_{\text{accept}}(SH_k||\mathcal{E}(G))_k, (\rho_k^2)_k \) is independent of \( G \), that is, \( (\rho_k^2)_k \) does not correctly schedule the \text{accept} \( \rightarrow \text{accept} \) task. In that case, \( P_{\text{accept}}(SH_k||\mathcal{E}(G))_k, (\rho_k^2)_k = 0 \). Therefore,

\[
P_{\text{accept}}(SH_k||\mathcal{E}(G))_k, (\rho_k^1)_k) \leq \epsilon(k) \leq \epsilon_{\max}(k) < \frac{1}{2}
\]

42
and

\[ P_{\text{accept}}(SH_k \| (E(G'))_k, (p_1)_k) = 1 - P_{\text{accept}}(SH_k \| (E(G'))_k, (p_1)_k) > \frac{1}{2}, \]

which in turn imply that \( P_{\text{accept}}(SHR_k \| (E(G'))_k, (p_2')_k) > 0 \) since \( e'(k) < \frac{1}{2} \). But the probability \( P_{\text{accept}}(SHR_k \| (E(G'))_k, (p_2')_k) \) can only be different from 0 if \( (p_2')_k \) correctly schedules \( \text{accept} \). So, we have that:

\[ P_{\text{accept}}(SHR_k \| (E(G'))_k, (p_2')_k) = \text{PHR}(G', k) \]

and

\[
|PH(G, k) - \text{PHR}(G, k)| = |(1 - PH(G', k)) - (1 - \text{PHR}(G', k))| \\
= |PH(G', k) - \text{PHR}(G', k)| \\
\leq e'(k) \leq \epsilon_{\text{max}}(k).
\]

So, \( |PH(G, k) - \text{PHR}(G, k)| \leq \epsilon_{\text{max}}(k) \) for every \( k \geq k_0 \). Finally, if we define the negligible function \( \epsilon_{\text{max}}' \) as:

\[
\epsilon_{\text{max}}'(k) = \begin{cases} 
1 & \text{if } k < k_0 \\
\epsilon_{\text{max}}(k) & \text{otherwise,}
\end{cases}
\]

the relation \( |PH(G, k) - \text{PHR}(G, k)| \leq \epsilon_{\text{max}}'(k) \) holds for every \( k \in \mathbb{N} \), as needed. □

### 6.3 Consequences of the New Definition

In this subsection, we provide a first illustration of the way our definition of hard-core predicates can be exploited in the analysis of more complicate systems. More precisely, we show that a hard-core predicate can be applied to two values, and a probabilistic polynomial-time environment still cannot distinguish the results from random values. This fact is needed because, in the Oblivious Transfer protocol we analyze, the transmitter applies the hard-core predicate to both \( f^{-1}(\text{val}(0)) \) and \( f^{-1}(\text{val}(1)) \), where \( f \) is the chosen trapdoor function.

Now, we show, if \( B \) is a hard-core predicate, then no probabilistic polynomial-time environment can distinguish the distribution \((f, z(0), z(1), B(f^{-1}(z(0))), B(f^{-1}(z(1))))\) from the distribution \((f, z(0), z(1), b(0), b(1))\), where \( f \) is a randomly-chosen trapdoor permutation, \( z(0) \) and \( z(1) \) are randomly-chosen elements of the domain \( D_k \), and \( b(0) \) and \( b(1) \) are randomly-chosen bits. We do this by defining two systems that produce the two distributions, and showing that one implements the other. We use our second definition of hard-core predicate, Definition 6.4.

**Definition 6.7** The task-PIOA family \( SH2 \) is defined as \( \text{hide}(SH_{\text{dp}} \| \text{Src}_{\text{val0}} \| \text{Src}_{\text{val1}} \| H_0 \| H_1, \{\text{rand}()_{\text{val0}}, \text{rand}()_{\text{val1}}\}) \), where

- \( \text{Src}_{\text{dp}} = \{(\text{Src}_{\text{dp}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{dp}})_k \) is isomorphic to \( \text{Src}(Tdp_k) \),

- \( \text{Src}_{\text{val0}} = \{(\text{Src}_{\text{val0}})_k\}_{k \in \mathbb{N}}, \text{Src}_{\text{val1}} = \{(\text{Src}_{\text{val1}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{val0}})_k \) and each \( (\text{Src}_{\text{val1}})_k \) is isomorphic to \( \text{Src}(D_k) \),

- \( \bar{H}_0 = \{H_0_k\}_{k \in \mathbb{N}} \) and \( \bar{H}_1 = \{H_1_k\}_{k \in \mathbb{N}} \) are two instances of \( H \), where all actions have the corresponding index 0 or 1 appended to their name (e.g., \( \text{rand}(z)_{\text{val0}} \) is renamed as \( \text{rand}(z)_{\text{val0}} \) in \( H_0 \)). The only exception is the \( \text{rand}(f)_{\text{val}} \) action, which is kept as it is in \( H \); we use the same trapdoor permutation for both task-PIOA families.

**Definition 6.8** The task-PIOA family \( SHR2 \) is defined as \( (\text{Src}_{\text{dp}} \| \text{Src}_{\text{val0}} \| \text{Src}_{\text{val1}} \| \text{Src}_{\text{bea0}} \| \text{Src}_{\text{bea1}}), \) where

- \( \text{Src}_{\text{dp}} = \{(\text{Src}_{\text{dp}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{dp}})_k \) is isomorphic to \( \text{Src}(Tdp_k) \),

- \( \text{Src}_{\text{val0}} = \{(\text{Src}_{\text{val0}})_k\}_{k \in \mathbb{N}} \) and \( \text{Src}_{\text{val1}} = \{(\text{Src}_{\text{val1}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{val0}})_k \) and each \( (\text{Src}_{\text{val1}})_k \) is isomorphic to \( \text{Src}(D_k) \),

- \( \text{Src}_{\text{bea0}} = \{(\text{Src}_{\text{bea0}})_k\}_{k \in \mathbb{N}} \) and \( \text{Src}_{\text{bea1}} = \{(\text{Src}_{\text{bea1}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{bea0}})_k \) and each \( (\text{Src}_{\text{bea1}})_k \) is isomorphic to \( \text{Src}(\text{bea}) \),

- \( \text{Src}_{\text{bea}} = \{(\text{Src}_{\text{bea}})_k\}_{k \in \mathbb{N}} \), where each \( (\text{Src}_{\text{bea}})_k \) is isomorphic to \( \text{Src}(\text{bea}) \),
• \( \text{Src}_{\text{bea0}} = \{(\text{Src}_{\text{bea0}})_k\}_{k \in \mathbb{N}} \) and \( \text{Src}_{\text{bea1}} = \{(\text{Src}_{\text{bea1}})_k\}_{k \in \mathbb{N}} \), where each \((\text{Src}_{\text{bea0}})_k\) and each \((\text{Src}_{\text{bea1}})_k\) is isomorphic to \( \text{Src}(\{0,1\}) \).

Lemma 6.9 If \( B \) is a hard-core predicate, then \( \text{SH}^2 \leq_{\text{negpt}} \text{SHT}^2 \).

Proof. By Theorem 6.5, we may assume that \( \text{SH} \leq_{\text{negpt}} \text{SHT} \). To prove that \( \text{SH}^2 \leq_{\text{negpt}} \text{SHT}^2 \), we introduce a new task-PIOA family \( \text{Ttl} \), which is intermediate between \( \text{SH}^2 \) and \( \text{SHT}^2 \). \( \text{Ttl} \) is defined as \( \text{hide}(\text{Src}_{\text{ttdp}}||\text{Src}_{\text{bea0}}||\text{H}0||\text{Src}_{\text{zua1}}||\text{Src}_{\text{bea1}}||\text{rand}(\ast)_{\text{yead0}}) \), where

- \( \text{Src}_{\text{ttdp}} \) is exactly as in \( \text{SH}^2 \) and \( \text{SHT}^2 \).
- \( \text{Src}_{\text{bea0}} \) and \( \text{H}0 \) are as in \( \text{SH}^2 \).
- \( \text{Src}_{\text{zua1}} \) and \( \text{Src}_{\text{bea1}} \) are as in \( \text{SHT}^2 \).

Thus, \( \text{Ttl} \) generates one of the bits, \( \text{bea0} \), using the hard-core predicate \( B \), as in \( \text{SH}^2 \), and generates the other, \( \text{bea1} \), randomly, as in \( \text{SHT}^2 \).

We claim that \( \text{SH}^2 \leq_{\text{negpt}} \text{Ttl} \). To see this, note that Definition 6.1 implies that

\[
\text{hide}(\text{Src}_{\text{ttdp}}||\text{Src}_{\text{bea0}}||\text{H}1,\{\text{rand}(\ast)_{\text{yead1}}\}) \leq_{\text{negpt}} \text{Src}_{\text{ttdp}}||\text{Src}_{\text{zua1}}||\text{Src}_{\text{bea1}}.
\]

This is because these two systems are simple renamings of the \( \text{SH} \) and \( \text{SHT} \) systems described in Section 6.2.

Now let \( \text{T} \) be the task-PIOA family \( \text{hide}_{\text{rand}(\ast)_{\text{bea0}}}(\text{Src}_{\text{bea0}}||\text{H}0) \). It is easy to see, from the code for the two components of \( \text{T} \), that \( \text{T} \) is polynomial-time-bounded. Then Lemma 4.19 implies that

\[
\text{hide}(\text{Src}_{\text{ttdp}}||\text{Src}_{\text{bea0}}||\text{H}1,\{\text{rand}(\ast)_{\text{yead1}}\})||\text{T} \leq_{\text{negpt}} \text{Src}_{\text{ttdp}}||\text{Src}_{\text{zua1}}||\text{Src}_{\text{bea1}}||\text{T}.
\]

Since the left-hand side of this relation is \( \text{SH}^2 \) and the right-hand side is \( \text{Ttl} \), this implies \( \text{SH}^2 \leq_{\text{negpt}} \text{Ttl} \), as needed.

Next, we claim that \( \text{Ttl} \leq_{\text{negpt}} \text{SHT}^2 \). To see this, note that Definition 6.1 implies that

\[
\text{hide}(\text{Src}_{\text{ttdp}}||\text{Src}_{\text{bea0}}||\text{H}0,\{\text{rand}(\ast)_{\text{yead0}}\}) \leq_{\text{negpt}} \text{Src}_{\text{ttdp}}||\text{Src}_{\text{yead0}}||\text{Src}_{\text{bea0}}.
\]

Now let \( \text{T} \) be the polynomial-time-bounded task-PIOA family \( \text{Src}_{\text{zua1}}||\text{Src}_{\text{bea1}} \). Then Lemma 4.19 implies that

\[
\text{hide}(\text{Src}_{\text{ttdp}}||\text{Src}_{\text{bea0}}||\text{H}0,\{\text{rand}(\ast)_{\text{yead0}}\})||\text{T} \leq_{\text{negpt}} \text{Src}_{\text{ttdp}}||\text{Src}_{\text{yead0}}||\text{Src}_{\text{bea0}}||\text{T}.
\]

Since the left-hand side of this relation is \( \text{Ttl} \) and the right-hand side is \( \text{SHT}^2 \), this implies \( \text{Ttl} \leq_{\text{negpt}} \text{SHT}^2 \), as needed.

Since \( \text{SH}^2 \leq_{\text{negpt}} \text{Ttl} \) and \( \text{Ttl} \leq_{\text{negpt}} \text{SHT}^2 \), transitivity of \( \leq_{\text{negpt}} \) (Lemma 4.28) implies that \( \text{SH}^2 \leq_{\text{negpt}} \text{SHT}^2 \).

7 Specification for Oblivious Transfer

In this section, we define “ideal systems” for Oblivious Transfer, which are used as specifications for the correctness and secrecy properties that are supposed to be guaranteed by an Oblivious Transfer protocol.

We parameterize our ideal systems by a set \( C \subseteq \{\text{Trans}, \text{Rec}\} \), which indicates the corrupted endpoints.

The system, represented in Figure 5 consists of two interacting task-PIOAs: the Functionality \text{Funct} and the Simulator \text{Sim}, which we describe now.

**Notation:** The states of each task-PIOA for which we provide explicit code are structured in terms of a collection of state variables. Given a state \( q \) of a task-PIOA and a state variable \( v \), we write \( q.v \) for the value of \( v \) in state \( q \).
7.1 The Oblivious Transfer Functionality

The complete definition of \textit{Funct} is given in Figure 6. It has two inputs corresponding to the inputs sent by the environment to \textit{Trans} and \textit{Rec}, and one output that transmits the output intended to the receiver \textit{Rec}. The definitions are based on Canetti’s definition of Oblivious Transfer in the Universal Composability framework [Can01].

\textbf{Funct}(C):

\textbf{Signature:}

\textbf{Input:}
\begin{itemize}
  \item \textit{in}(x)_{\text{Trans}}, x \in \{0,1\} \rightarrow \{0,1\}
  \item \textit{in}(i)_{\text{Rec}}, i \in \{0,1\}
\end{itemize}

\textbf{Output:}
\begin{itemize}
  \item if \textit{Rec} \notin \textit{C} then \textit{out}(x)_{\text{Rec}}, x \in \{0,1\}
  \item if \textit{Rec} \in \textit{C} then \textit{out'}(x)_{\text{Rec}}, x \in \{0,1\}
\end{itemize}

\textbf{States:}
\begin{itemize}
  \item \textit{inval}(\textit{Trans}) \in (\{0,1\} \rightarrow \{0,1\}) \cup \{\bot\}, initially \bot
  \item \textit{inval}(\textit{Rec}) \in \{0,1, \bot\}, initially \bot
\end{itemize}

\textbf{Transitions:}

\textit{in}(x)_{\text{Trans}}

\textbf{Effect:}
\begin{itemize}
  \item if \textit{inval}(\textit{Trans}) = \bot then \textit{inval}(\textit{Trans}) := x
\end{itemize}

\textit{in}(i)_{\text{Rec}}

\textbf{Effect:}
\begin{itemize}
  \item if \textit{inval}(\textit{Rec}) = \bot then \textit{inval}(\textit{Rec}) := i
\end{itemize}

\textit{out}(x)_{\text{Rec}} \text{ or } \textit{out'}(x)_{\text{Rec}}

\textbf{Precondition:}
\begin{itemize}
  \item \textit{inval}(\textit{Trans}), \textit{inval}(\textit{Rec}) \neq \bot
  \item \textit{x} = \textit{inval}(\textit{Trans})(\textit{inval}(\textit{Rec}))
\end{itemize}

\textbf{Effect:}
\begin{itemize}
  \item none
\end{itemize}

\textbf{Tasks:}
\begin{itemize}
  \item If \textit{Rec} \notin \textit{C} then \{\textit{out}(\ast)_{\text{Rec}}\}.
  \item If \textit{Rec} \in \textit{C} then \{\textit{out'}(\ast)_{\text{Rec}}\}.
\end{itemize}

Figure 6: The Functionality, \textit{Funct}(C)

7.2 The Simulator

Simulator \textit{Sim}(C) is defined as an arbitrary task-PIOA satisfying certain constraints regarding its signature. This is why the composition of \textit{Funct} and \textit{Sim} in fact specifies a class of systems rather than a single one. \textit{Sim}(C) receives \textit{in} inputs at endpoints in \textit{C}. It also acts as an intermediary for outputs
at $Rec$ if $Rec \in C$, receiving $out'$ outputs from $Funct(C)$ and producing $out$ outputs. $Sim(C)$ may also have other, arbitrary, input and output actions. The constraints on the signature and relations of $Sim(C)$ is given in Figure 7.

**Signature:**

**Input:**
- if $Trans \in C$ then
  \[ in(x)_{trans}, x \in \{0,1\} \]
- if $Rec \in C$ then
  \[ in(i)_{Rec}, i \in \{0,1\} \]
  \[ out(x)_{Rec}, x \in \{0,1\} \]
  Arbitrary other input actions

**Output:**
- if $Rec \in C$ then
  \[ out(x)_{Rec}, x \in \{0,1\} \]
  Arbitrary other output actions

**Internal:**
- Arbitrary internal actions

**Tasks**
- If $Rec \in C$ then \{out$(*)_{Rec}$\},
- Arbitrary tasks for other actions.

Figure 7: Constraints on $Sim(C)$

7.3 The Complete System

A complete *ideal system* with parameter $C$ is obtained by composing the task-PIOA $Funct(C)$ with some $Sim(C)$, and then, if $Rec \in C$, hiding the \{out$(*)_{Rec}$\} task.

8 Real Systems

A real system is defined as a parameterized task-PIOA, with the following parameters:

- $D$, a finite domain,
- $Tdp$, a set of trap door permutations for domain $D$,
- $C \subseteq \{Trans, Rec\}$, representing the corrupted endpoints.

Based on these, we define the following derived sets:

- $Tdp' = \{(f, f^{-1}) : f \in Tdp\}$, the set of trap door permutation pairs for domain $D$. If $p = (f, f^{-1}) \in Tdp'$, then we refer to the components $f$ and $f^{-1}$ of $p$ using record notation, as $p.funct$ and $p.inverse$, respectively.
- $M$, the message alphabet, equal to \{(1, f) : f \in Tdp\} \cup \{ (2, z) : z \in (\{0,1\} \rightarrow D) \} \cup \{ (3, b) : b \in (\{0,1\} \rightarrow \{0,1\}) \}.

A real system with parameters $(D, Tdp, C)$ consists of five interacting task-PIOAs: The Transmitter $Trans(D, Tdp)$, the Receiver $Rec(D, Tdp, C)$, the Adversary $Adv(D, Tdp, C)$, and two random source automata $Src(Tdp_{dp})_{dp}$ and $Src(\{0,1\} \rightarrow D)_{ypad}$. $Src(Tdp_{dp})_{dp}$ and $Src(\{0,1\} \rightarrow D)_{ypad}$ are isomorphic to $Src(Tdp_{dp})$ and $Src(\{0,1\} \rightarrow D)$ defined as in Section 5; the difference is that the literal subscriptions $tdpp$ and $ypad$ are added to the names of the automata and to their actions. Throughout this section, we abbreviate the automaton names by omitting their parameters when no confusion seems likely.

8.1 The Transmitter

$Trans(D, Tdp)$ receives $in$ inputs from the environment of the real system. It produces $send$ outputs to and receives $receive$ inputs from $Adv$. It also receives $rand_{tdpp}$ inputs from $Src_{tdpp}$. Task-PIOA $Trans(D, Tdp)$ is defined in Figure 8.
Trans(D,Tdp):

Signature:
Input:
in(x)Trans, x ∈ {0,1} → {0,1}
rand(p)Tdp, p ∈ Tdp
receive(2,z)Trans, z ∈ {0,1} → D

Output:
send(1,f)Trans, f ∈ Tdp
send(3,b)Trans, b ∈ {0,1} → {0,1}

Internal:
fix = bealTrans

State:
ival ∈ {0,1} → {0,1} ∪ {⊥}, initially ⊥
tdp ∈ Tdp ∪ {⊥}, initially ⊥
val ∈ {0,1} → D ∪ {⊥}, initially ⊥
beal ∈ {0,1} → {0,1} ∪ {⊥}, initially ⊥

Transitions:

\[ in(x)_{\text{Trans}} \]
Effect:
if ival = ⊥ then ival := x

\[ rand(p)_{\text{Tdp}} \]
Effect:
if tdp = ⊥ then tdp := p

\[ receive(2,z)_{\text{Trans}} \]
Effect:
if zval = ⊥ then zval := z

\[ fix = beal_{\text{Trans}} \]
Precondition:
tdp, zval, ival ≠ ⊥
beal = ⊥
Effect:
fix for i ∈ {0,1} do
beal(i) = B(tdp\text{inverse}(zval(i))) ⊕ ival(i)

\[ send(3,b)_{\text{Trans}} \]
Precondition:
b = beal ≠ ⊥
Effect:
none

Tasks\{send(1,*), send(3,*), fix = beal\}.

Figure 8: Code for Trans(D,Tdp)

Lemma 8.1 In every reachable state of Trans(D,Tdp): If beal ≠ ⊥ then tdp ≠ ⊥, zval ≠ ⊥, ival ≠ ⊥, and ∀i ∈ {0,1}, beal(i) = B(tdp\text{inverse}(zval(i))) ⊕ ival(i).

8.2 The Receiver

Rec(D,Tdp,C) receives in inputs from the environment of the real system. Also, if Rec ∈ C, then Rec(D,Tdp,C) produces out' outputs to Adv, whereas if Rec ∉ C, then Rec(D,Tdp,C) produces out outputs for the environment. Rec(D,Tdp,C) provides send outputs to and receives receive inputs from Adv. It also receives randyval inputs from Strvval.

Task-PIOA Rec(D,Tdp,C) is defined in Figure 9.

Lemma 8.2 In every reachable state of Rec(D,Tdp,C):
1. If zval = z ≠ ⊥ then yval ≠ ⊥, ival ≠ ⊥, tdp ≠ ⊥, z(ival) = tdp(yval(ival)), and z(1 − ival) = yval(1 − ival).

8.3 The Adversary

The Adversary encompasses the communication channel, although its powers to affect the communication are weak (it can hear messages and decide when to deliver them, but cannot manufacture or
Rec(D, Tdp, C):

Signature:
Input:
in(i)_Rec, i ∈ {0, 1}
rand(y)_Rec, y ∈ {0, 1} → D
receive(1, f)_Rec, f ∈ Tdp
receive(3, b)_Rec, b ∈ {0, 1} → {0, 1}

Output:
send(2, z)_Rec, z ∈ {0, 1} → D
if Rec \not∈ C then out(x)_Rec, x ∈ {0, 1}
if Rec ∈ C then out‘(x)_Rec, x ∈ {0, 1}

Internal:
fix = zval_{Rec}

State:
inval ∈ {0, 1, ⊥}, initially ⊥
tdp ∈ Tdp ∪ {⊥}, initially ⊥
ival, val ∈ {0, 1} → D ∪ {⊥}, initially ⊥
outval ∈ {0, 1, ⊥}, initially ⊥

Transitions:

\[ \text{in(i)}_{Rec} \]
Effect:
if inval = ⊥ then inval := i

\[ \text{rand(y)}_{Rec} \]
Effect:
if yval = ⊥ then yval := y

\[ \text{receive(1, f)}_{Rec} \]
Effect:
if tdp = ⊥ then tdp := f

\[ \text{fix} = \text{zval}_{Rec} \]
Precondition:
yval, inval, tdp ̸= ⊥
ival = ⊥

Effect:
ival(inval) := tdp(yval(inval))
ival(1) := yval(1) := inval

\[ \text{send(2, z)}_{Rec} \]
Precondition:
z = zval ̸= ⊥

Effect:
none

\[ \text{receive}(3, b)_{Rec} \]
Effect:
if yval ̸= ⊥ and outval = ⊥ then
outval := b(ival) ∪ B(yval(inval))

\[ \text{out(x)}_{Rec} \text{ or out}(x)_{Rec} \]
Precondition:
x = outval ̸= ⊥

Effect:
none

Tasks:
{send(2, z)_Rec}, \{fix = zval_{Rec}\},
If Rec \not∈ C then \{out(x)_{Rec}\}
If Rec ∈ C then \{out’(x)_{Rec}\}

Figure 9: Code for Rec(D, Tdp, C)

corrupt messages).

Adv(D, Tdp, C) has two endpoints corresponding to Trans and Rec. It receives \text{in} inputs from
the environment for endpoints in C. It also acts as an intermediary for outputs at endpoints in C,
specifically, if R ∈ C, Adv(D, Tdp, C) receives \text{out} outputs from Rec and provides \text{out} outputs to the
environment at endpoint Rec. Adv(D, Tdp, C) also receives \text{send} inputs from and provides \text{receive}
outputs to Trans and Rec. It also receives random inputs from the random sources of corrupted
parties: rand(y)_{Tdp} from Sw_{Tdp} if Trans ∈ C and rand(y)_{Rec} if Rec ∈ C. Finally, Adv(D, Tdp, C)
can communicate with the environment, using other, arbitrary inputs and outputs. We call these “new”
inputs and outputs here. We assume that they are disjoint from all the other actions that appear in any
of our explicitly-defined components. Thus, they will not be shared with any other state components
we define. (Later, when we consider closing the system with an environment automaton, we will allow
these new actions to be shared with the environment.)
The Adversary again depends on the set $C$ of corrupted parties. Also, for each case, there are actually a set of possible adversary automata, not just one. This set is captured by the “arbitrary” designation throughout the descriptions. The Adversary $Adv(D, Tdp, C)$ is defined in Figures 10 and 11.

**Adv($D, Tdp, C$):**

**Signature:**

Input:
- $send(1, f)_{Trans}, f \in Tdp$
- $send(2, z)_{Rec}, z \in \{(0, 1) \rightarrow D\}$
- $send(3, b)_{Trans}, b \in \{(0, 1) \rightarrow \{0, 1\}\}$

if $T \in C$ then
- $in(x)_{Trans}, x \in \{(0, 1) \rightarrow \{0, 1\}\}$
- $rand(p)_{Tdp}, p \in Tdp$

if $Rec \in C$ then
- $in(1)_{Rec}, i \in \{0, 1\}$
- $out(2)_{Rec}, x \in \{0, 1\}$
- $rand(y)_{Real}, y \in \{(0, 1) \rightarrow D\}$

Arbitrary other input actions; call these “new” input actions

Output:
- $receive(1, f)_{Rec}, f \in Tdp$
- $receive(2, z)_{Trans}, z \in \{(0, 1) \rightarrow D\}$
- $receive(3, b)_{Rec}, b \in \{(0, 1) \rightarrow \{0, 1\}\}$

if $R \in C$ then
- $out(x)_{Rec}, x \in \{0, 1\}$

Arbitrary other output actions;
call these “new” output actions

Internal:
Arbitrary internal actions;
call these “new” internal actions

**State:**

messages, a set of pairs in $M \times \{Trans, Rec\}$, initially $\emptyset$

if $R \in C$ then $outval(Rec) \in \{0, 1, \perp\}$, initially $\perp$

Arbitrary other variables; call these “new” variables

**Transitions:**

**send($m$)$_{Trans}$**

Effect:
- $messages := messages \cup \{(m, \perp)\}$

**send($m$)$_{Rec}$**

Effect:
- $messages := messages \cup \{(m, Trans)\}$

**receive($m$)$_{Trans}$**

Precondition:
- $(m, Trans) \in messages$

Effect:
- none

**receive($m$)$_{Rec}$**

Precondition:
- $(m, Rec) \in messages$

Effect:
- none

**out($x$)$_{Rec}$**

Effect:
- if $outval(Rec) = \perp$ then $outval(Rec) := x$

**out($x$)$_{Rec}$**

Precondition:
- $x = outval(Rec) \neq \perp$

Effect:
- $none$

**in($x$)$_{Trans}, in(1)_{Rec}, rand(p)_{Tdp}$, or $rand(y)_{Real}$**

Effect:
Arbitrary changes to new state variables

New input action

Effect:
Arbitrary changes to new state variables

New output or internal action

Precondition:
Arbitrary

Effect:
Arbitrary changes to new state variables

Figure 10: Code for $Adv(D, Tdp, C)$ (Part I)

**Tasks**
- $\{receive(1, *)_{Rec}\}$, $\{receive(2, *)_{Trans}\}$, $\{receive(3, *)_{Rec}\}$,
- If $Rec \in C$ then $\{out(*, Rec)\}$,

Arbitrary tasks for new actions.

Figure 11: Code for $Adv(D, Tdp, C)$ (Part II)
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8.4 The complete system

A complete real system with parameters \((D,Tdp,C)\) is the result of composing the task-PIOAs \(\text{Trans}(D,Tdp)\), \(\text{Rec}(D,Tdp,C)\), \(\text{Src}(Tdpp)_{dpp}\) and \(\text{Src}([0,1] \rightarrow D)_{yval}\) and some adversary \(\text{Adv}(D,Tdp,C)\), and then, hiding all the \text{send}, \text{receive} and \text{rand} actions. If \(\text{Rec} \in C\) we also hide \text{out'} outputs of \(\text{Rec}\).

For instance, Figure 12 shows the interconnections of the parties that make up the real system when \(\text{Rec}\) is corrupted. In this figure, we abbreviate all \text{send} and \text{receive} actions with the \text{s} and \text{r} letters respectively. The \(T\) and \(R\) subscript refer to \(\text{Trans}\) and \(\text{Rec}\). The dashed arrows represent the arbitrary actions shared by the Adversary and the Environment. The automata labeled with \(\Box\) represent the random source automata \(\text{Src}(Tdp)_{dpp}\) and \(\text{Src}([0,1] \rightarrow D)_{yval}\).

Invariants can be proved for this system.

![Diagram of the complete system](image.png)

**Figure 12: RS when \(C = \{\text{Rec}\}\)**

**Lemma 8.3** In every reachable state of RS the following hold:

1. \(\text{Adv.messages contains at most one round 1 message, at most one round 2 message, and at most one round 3 message.}\)

2. If \(\text{Adv.messages contains } (1, f)\) then \(\text{Trans}.tdpp.funct = f\).

3. If \(\text{Adv.messages contains } (2, z)\) then \(\text{Rec}.zval = z\).

4. If \(\text{Adv.messages contains } (3, b)\) then \(\text{Trans}(D,Tdp).bval = b\).

5. If \(\text{Rec}.tdp = f \neq \bot\) then
   
   (a) \(\text{Adv.messages contains } (1, f)\).
   
   (b) \(\text{Trans}.tdpp \neq \bot\) and \(\text{Trans}.tdpp.funct = f\).

6. If \(\text{Rec}.zval = z \neq \bot\) then \(\text{Rec}.yval \neq \bot\), \(\text{Rec}.zval \neq \bot\), \(\text{Rec}.tdp \neq \bot\), \(z(\text{Rec}.zval) = \text{Rec}.tdp(\text{Rec}.yval(\text{Rec}.zval))\), and \(z(1 - \text{Rec}.zval) = \text{Rec}.yval(1 - \text{Rec}.zval)\).

7. If \(\text{Trans}.zval = z \neq \bot\) then
   
   (a) \(\text{Adv.messages contains } (2, z)\).
   
   (b) \(\text{Rec}.zval = z\).

8. If \(\text{Trans}.bval = b \neq \bot\) then
(a) \( \text{Trans}.tdpp \neq \perp, \text{Trans}.zval \neq \perp, \text{Trans}.inval \neq \perp, \) and \( i \in \{0,1\}, \)
\( b(i) = B(\text{Trans}.tdpp^{-1}(\text{Trans}.zval(i))) \oplus \text{Trans}.inval(i). \)
(b) \( \text{Rec}.inval \neq \perp \) and for \( i = \text{Rec}.inval, b(i) = B(\text{Rec}.zval(i)) \oplus \text{Trans}.inval(i). \)

9. If \( \text{Rec}.outval = x \neq \perp \) then

(a) \( x = \text{Trans}.zval(\text{Rec}.inval) \oplus B(\text{Rec}.zval(\text{Rec}.inval)). \)
(b) \( x = \text{Trans}.inval(\text{Rec}.inval). \)

10. If \( \text{Trans}.tdpp \neq \perp \) and \( \text{Trans}.zval \neq \perp \), then \( \text{Rec}.zval \neq \perp, \text{Rec}.inval \neq \perp \), and in addition
\( \text{Trans}.tdpp^{-1}(\text{Trans}.zval(\text{Rec}.inval)) = \text{Rec}.zval(\text{Rec}.inval). \)

11. If \( \text{Rec}.zval \neq \perp \) then \( \text{Src}.zval.chosenval = \text{Rec}.zval. \)

12. If \( \text{Trans}.tdpp \neq \perp \) then \( \text{Src}.tdpp.chosenval = \text{Trans}.tdpp. \)

In addition, invariants can be proved for the four individual cases, for instance:

Lemma 8.4 If \( C = \{\text{Rec}\} \) then, in every reachable state of \( \text{RS}(D,Tdp,C) \), the following holds:

1. If \( \text{Adv}.outval(\text{Rec}) = b \neq \perp \) then \( \text{Rec}.outval = b. \)

9 The Main Theorem

In this section, we state the main theorem of this paper.

The theorem involves task-PIOA families, which are defined by instantiating the real and ideal systems with families of domains and trap-door permutations.

9.1 Families of Sets

Using the two families of sets \( \mathcal{D} = \{D_k\}_{k \in \mathbb{N}} \) and \( \mathcal{Tdp} = \{Tdp_k\}_{k \in \mathbb{N}} \) we defined in Section 6, we define the following derived families of sets:

- \( \mathcal{Tdp} = \{Tdp_k\}_{k \in \mathbb{N}}, \) a family of sets of trap-door permutations pairs. Each set \( Tdp_k \) is the set \( \{ (f,f^{-1}) : f \in Tdp_k \} \). As before, if \( p = (f,f^{-1}) \) then we refer to the two components of \( p \) as \( p.funct \) and \( p.inverse \), respectively.

- \( \mathcal{M} = \{M_k\}_{k \in \mathbb{N}}, \) a family of message alphabets, where \( M_k = \{ (1,f) : f \in Tdp_k \} \cup \{ (2,z) : z \in (\{0,1\} \rightarrow D_k) \} \cup \{ (3,b) : b \in (\{0,1\} \rightarrow \{0,1\}) \} \).

9.2 Families of Systems

A real-system family \( \mathcal{RS} \) for domain family \( \mathcal{D} \), trap-door permutation set family \( \mathcal{Tdp} \), and \( C \subseteq \{\text{Trans}, \text{Rec}\} \) is a family \( \{RS_k\}_{k \in \mathbb{N}}, \) where, for each \( k, RS_k \) is a real system with parameters \( (D_k,Tdp_k,C) \). Thus, \( RS_k = \text{Trans}(D_k,Tdp_k)||\text{Rec}(D_k,Tdp_k,C)||\text{Src}(Tdp_k)||\text{Adv}(D_k)||\text{Adv}_k \), where \( Adv_k \) is some adversary \( Adv_k. \)

An ideal-system family \( \mathcal{IS} \) for \( C \subseteq \{\text{Trans}, \text{Rec}\} \) is a family \( \{IS_k\}_{k \in \mathbb{N}}, \) where, for each \( k, IS_k \) is an ideal system with parameter \( C. \) Thus, \( IS_k = \text{Funct}(C)||Sim_k \), where \( Sim_k \) is some simulator \( Sim(C). \)
9.3 Theorem Statement

**Theorem 9.1** For every $C = \{\text{Rec}\}$ the following holds:
Let $\overline{RS}$ be a real-system family for $(D, Tdp, C)$, in which the family $\overline{Adv}$ of adversary automata is polynomial-time-bounded.
Then there exists an ideal-system family $\overline{IS}$ for $C$, in which the family $\overline{Sim}$ is polynomial-time-bounded, and such that $\overline{RS} \leq_{\text{negl}} \overline{IS}$.

Note that in [CCK+05], the above theorem was stated for every $C \subseteq \{\text{Trans}, \text{Rec}\}$, hence covering all possible values for the set of corrupted parties. We believe that we can prove that theorem using our generalized notion of task-PIOAs, which is the one defined in this paper and our new notion of simulation relation. We foresee that minor modifications to the formulation of the ideal system will be necessary to achieve the “synchronization” between the actions of the ideal system and the real system in showing the simulation relation.

10 Correctness proof

This section contains the most interesting case: where only the receiver is corrupted. We prove the following theorem:

**Theorem 10.1** Let $\overline{RS}$ be a real-system family for $(D, Tdp, C)$, $C = \{\text{Rec}\}$, in which the family $\overline{Adv}$ of adversary automata is polynomial-time-bounded.
Then there exists an ideal-system family $\overline{IS}$ for $C = \{\text{Rec}\}$, in which the family $\overline{Sim}$ is polynomial-time-bounded, and such that $\overline{RS} \leq_{\text{negl}} \overline{IS}$.

Since $C = \{\text{Rec}\}$ everywhere in this section, we drop explicit mention of $C$.

We express each $\overline{Sim}_k$ as a composition of automata. This composition describes the particular simulation strategy needed to mimic the behavior of the real system. We define a “structured ideal system” $\overline{SIS}_k$ to be the composition of a structured simulator $\overline{SSim}_k$ with $\overline{Funct}_k$. It is easy to see that $\overline{SIS}$ is an ideal-system family, according to our definition of an ideal system. Moreover, if $\overline{Adv}$ is polynomial-time-bounded, then $\overline{Sim}$ is also polynomial-time-bounded. It remains to show that $\overline{RS} \leq_{\text{negl}} \overline{SIS}$.

In order to show that $\overline{RS} \leq_{\text{negl}} \overline{SIS}$, we use two intermediate families of systems, $\overline{Int1}$ and $\overline{Int2}$. These two families of systems are nearly identical; in fact, they differ only in that $\overline{Int1}$ uses a hard-core predicate of a trapdoor permutation in situations where $\overline{Int2}$ uses random bits. Then the proof breaks down into three pieces, showing that $\overline{RS} \leq_{\text{negl}} \overline{Int1}$, that $\overline{Int1} \leq_{\text{negl}} \overline{Int2}$, and that $\overline{Int2} \leq_{\text{negl}} \overline{SIS}$. All reasoning about computational indistinguishability and other cryptographic issues is isolated to the middle level, the proof that $\overline{Int1} \leq_{\text{negl}} \overline{Int2}$.

To show that $\overline{Int1} \leq_{\text{negl}} \overline{Int2}$, we use results from Section 6. The proofs that $\overline{RS} \leq_{\text{negl}} \overline{Int1}$ and that $\overline{Int2}$ implements $\overline{SIS}$ do not involve cryptographic issues. They are reasonably straightforward, using simulation relations of the new kind defined in Section 3.8.

10.1 Simulator structure

For each $k$, we define a structured simulator $\overline{SSim}_k$, as the composition of the following five task-PIOAs, with all $\text{send}$, $\text{receive}$, $\text{rand}$ and $\text{out}$ tasks hidden.

- $(TR(D_k, Tdp_k), \text{an abstract combination of } Trans(D_k, Tdp_k) \text{ and } Rec(D_k, Tdp_k, \{\text{Rec}\}))$.
- $(\text{Src}(Tdp_k))_{tdp}, \text{ isomorphic to } \text{Src}(Tdp_k)$.
- $(\text{Src}(\{0, 1\} \rightarrow D_k))_{\text{yield}}), \text{ isomorphic to } \text{Src}(\{0, 1\} \rightarrow D_k)$.
- $(\text{Src}(\{0, 1\}))_{\text{local}}), \text{ isomorphic to } \text{Src}(\{0, 1\})$. 
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- $Adv_k'$, isomorphic to the adversary $Adv_k$ in $(RS)_k$. $Adv_k'$ is identical to $Adv$ except that its $out'(x)_{Rec}$ input actions are renamed to $out''(x)_{Rec}$.

Figure 13 shows $SSim_k$ and its interconnections with the functionality and the environment. (We abbreviated all send$(*)_e$ and receive$(*)_e$ arrows as thick $S$ and $R$ arrows respectively.)

$TR$ has send outputs that are inputs to $Adv'$. Since $Rec$ is corrupted, $Adv'$ sees inputs to $Rec$, and acts as an intermediary for outputs from $Rec$. Thus, $Adv'$ has $in(i)_{Rec}$ inputs, which come from the environment. $Adv'$ has $out''(x)_{Rec}$ inputs, which are outputs of $TR$, $out(x)_{Rec}$ outputs, which go to the environment, and receive outputs, which go to $TR$. $Adv'$ may also interact with the environment, using other inputs and outputs.

Also, $Func$ provides $out'(x)_{Rec}$ outputs to $TR$. Thus, $TR$ sees the output produced by $Func$, which is one of the input bits provided by the environment to $Trans$.

The outputs of $Src_{dtp}$ and $Src_{eval}$ go to $TR$ only. The outputs of $Src_{eval}$ go both to $TR$ and to $Adv'$. $TR(D,Tdp)$ is defined in Figure 14 and Figure 15. $TR$ plays roles corresponding to those of both $Trans$ and $Rec$ in the real system. Note that $TR$ produces the $beal$ values without using the inverse of the trap-door permutation. It can do this because it knows the receiver’s input value and the $yval$ values.

We define $SIS_k$, the structured ideal system, to be the composition $Func_k||SSim_k$, with all the $out(*)$ actions hidden.

**Lemma 10.2** In every reachable state of $SIS_k$:

1. If $TR_{k, inval}(Trans) \neq \bot$ then $Func_{k, inval}(Trans) \neq \bot$, $Func_{k, inval}(Rec) \neq \bot$, and $TR_{k, inval}(Trans) = Func_{k, inval}(Trans)(Func_{k, inval}(Rec))$.

### 10.2 Int1

We derive the definition of $Int1_k$ from $SIS_k$ as before. $TR(D_k,Tdp_k)$ is replaced by $TR1(D_k,Tdp_k)$, whose code appears in Figure 16.
\[ TR(D, Tdp) \]

**Signature:**

- **Input:**
  - \( \text{out}^+(x)_{\text{Rec}}, x \in \{0, 1\} \)
  - \( \text{in}(i)_{\text{Rec}}, i \in \{0, 1\} \)
  - \( \text{rand}(p)_{\text{Tdp}}, p \in Tdp \)
  - \( \text{rand}(y)_{\text{input}}, y \in \{0, 1\} \rightarrow D \)
  - \( \text{rand}(b)_{\text{beal}}, b \in \{0, 1\} \)
  - \( \text{receive}(L, f)_{\text{Rec}}, f \in Tdp \)
  - \( \text{receive}(2, z)_{\text{Trans}}, z \in \{0, 1\} \rightarrow D \)
  - \( \text{receive}(3, b)_{\text{Rec}}, b \in \{0, 1\} \rightarrow \{0, 1\} \)

- **Output:**
  - \( \text{send}(1, f)_{\text{Trans}}, f \in Tdp \)
  - \( \text{send}(2, z)_{\text{Rec}}, z \in \{0, 1\} \rightarrow D \)
  - \( \text{send}(3, b)_{\text{Trans}}, b \in \{0, 1\} \rightarrow \{0, 1\} \)
  - \( \text{out}^+(x)_{\text{Rec}}, x \in \{0, 1\} \)

**State:**

- \( \text{ inval(Trans)}, \text{ inval(Rec)} \in \{0, 1, \perp\}, \) initially \( \perp \)
- \( \text{ Tdp} \in Tdp \cup \{\perp\}, \) initially \( \perp \)
- \( \text{ yval, zval} \in \{0, 1\} \rightarrow D \cup \{\perp\}, \) initially \( \perp \)
- \( \text{ beal1} \in \{0, 1, \perp\}, \) initially \( \perp \)
- \( \text{ beal} \in \{0, 1\} \rightarrow \{0, 1, \perp\}, \) initially \( \perp \)
- \( \text{ receive}_{\text{Trans}} \in \{\perp, \top\}, \) initially \( \perp \)
- \( \text{ receive}_{\text{Rec}} \in \{\perp, \top\}, \) initially \( \perp \)

**Output:**

- \( f_{\text{fix}} \in \text{ Eval}_{\text{Rec}} \)
- \( f_{\text{fix}} \in \text{ Eval}_{\text{Trans}} \)

Figure 14: \( TR(D, Tdp) \), for the case where \( C = \{\text{Rec}\} \) (Signature and State).

We define \( \text{Int} 1_k \) to be the same as \( \text{SIS}_k \) except that \( TR(D_k, Tdp_k) \) is replaced by \( TR1(D_k, Tdp_k) \), whose code appears in Figure 16. \( TR1 \) differs from \( TR \) as follows: \( TR1 \) has input actions \( \text{in}(x)_{\text{Trans}} \), by which it receives transmitter input values directly from the environment. Also, \( TR1 \) does not have an input \( \text{rand}_{\text{beal1}} \) nor a \( \text{beal1} \) state variable; rather, \( TR1 \) calculates \( \text{beal} \) values as follows: For the chosen index \( i \) (the one that it received in the \( \text{in}(i)_{\text{Rec}} \) input), \( TR1 \) uses the hard-core predicate applied to the corresponding \( \text{yval} \), combined with the transmitter input obtained as output from \( \text{Funct} \); for this, \( TR1 \) does not need to use the inverse of the trap-door permutation. On the other hand, for the non-chosen index, \( TR1 \) uses the hard-core predicate and the inverse of the trap-door permutation, applied to the \( \text{zval} \) value.

**Lemma 10.3** In every reachable state of \( \text{Int} 1_k \):

1. If \( TR1_k(\text{inval(Trans)}) \neq \perp \) then \( \text{Funct}_k(\text{inval(Trans)}) \neq \perp \), \( \text{Funct}_k(\text{inval(Rec)}) \neq \perp \), and \( TR1_k(\text{inval(Trans)}) = \text{Funct}_k(\text{inval(Trans)})(\text{Funct}_k(\text{inval(Rec)})). \)

2. If \( TR1_k(\text{beal}) \neq \perp \) then
   - \( TR1_k(\text{Tdp}) \neq \perp \), \( TR1_k(\text{zval}) \neq \perp \), \( TR1_k(\text{inval(Trans)}) \neq \perp \), \( TR1_k(\text{inval2(Trans)}) \neq \perp \), and \( TR1_k(\text{inval(Rec)}) \neq \perp \).

3. If \( TR1_k(\text{zval}) \neq \perp \) then \( \text{Funct}_k(\text{inval(Rec)}) \neq \perp \), \( TR1_k(\text{inval(Rec)}) \neq \perp \), and \( TR1_k(\text{Tdp}) \neq \perp \).

**10.3 Int2**

\( \text{Int2} \) is the same as \( \text{SIS}_k \), except that:

1. It includes a new random source \( (\text{Src}(\{0, 1\})_{\text{Eval1}})_k \), which is isomorphic to \( \text{Src}(\{0, 1\}) \).

2. \( TR(D_k, Tdp_k) \) is replaced by \( TR2(D_k, Tdp_k) \), where \( TRtwo(D, Tdp) \) is identical to \( TR1(D, Tdp) \) except that:
   
   - (a) \( TR2 \) includes an extra state variable \( \text{Eval1} \in \{0, 1\} \).
   - (b) \( TR2 \) has input action \( \text{rand}(c)_{\text{Eval1}} \), which sets \( \text{Eval1} := c \).
Transitions:

\[\text{out}(x)_{\text{Rec}}\]
Effect:
\[\text{if inval}(\text{Trans}) = \bot \text{ then inval}(\text{Trans}) := x\]

\[\text{in}(i)_{\text{Rec}}\]
Effect:
\[\text{if inval}(\text{Rec}) = \bot \text{ then inval}(\text{Rec}) := i\]

\[\text{rand}(p)_{\text{Rec}}\]
Effect:
\[\text{if tcpp} = \bot \text{ then tcpp} := p\]

\[\text{rand}(y)_{\text{Rec}}\]
Effect:
\[\text{if yval} = \bot \text{ then yval} := y\]

\[\text{rand}(b)_{\text{Rec}}\]
Effect:
\[\text{if bval} = \bot \text{ then bval} := b\]

\[\text{receive}(1, f)_{\text{Rec}}\]
Effect:
\[\text{if received}_{\text{cpp}} = \bot \text{ then received}_{\text{cpp}} := T\]

\[\text{receive}(2, z)_{\text{Trans}}\]
Effect:
\[\text{if received}_{z} = \bot \text{ then received}_{z} := T\]

\[\text{receive}(3, b)_{\text{Rec}}\]
Effect:
\[\text{if yval} \neq \bot \text{ and received}_{b} = \bot \text{ then received}_{b} := T\]

\[\text{fix} \leftarrow \text{zval}_{\text{Rec}}\]
Precondition:
\[\text{yval}, \text{zval}, \text{inval}(\text{Trans}), \text{inval}(\text{Rec}), \text{bval} \neq \bot, \text{received}_{z} \neq \bot, \text{bval} = \bot\]
Effect:
\[\text{zval}(\text{inval}(\text{Rec})) := \text{tcpp} \text{ funct}(\text{yval}(\text{inval}(\text{Rec})))\]
\[\text{zval}(1 - \text{inval}(\text{Rec})) := \text{bval}\]

\[\text{out}(x)_{\text{Rec}}\]
Precondition:
\[x = \text{inval}(\text{Trans}) \neq \bot, \text{received}_{y} \neq \bot\]
Effect:
\[\text{none}\]

\[\text{send}(1, f)_{\text{Trans}}\]
Precondition:
\[\text{tcpp} \neq \bot, f = \text{tcpp} \text{ funct}\]
Effect:
\[\text{none}\]

\[\text{send}(2, z)_{\text{Rec}}\]
Precondition:
\[z = \text{zval} \neq \bot\]
Effect:
\[\text{none}\]

\[\text{send}(3, b)_{\text{Rec}}\]
Precondition:
\[b = \text{bval} \neq \bot\]
Effect:
\[\text{none}\]

Tasks: \{send(1, *)_{\text{Trans}}, \{send(2, *)_{\text{Rec}}, \{send(3, *)_{\text{Trans}}, \{out^{\prime}(*)_{\text{Rec}}, \{fix \rightarrow zval}_{\text{Rec}}, \{fix \rightarrow bval}_{\text{Trans}}\}

Figure 15: \text{TR}(D, Tcpp), for the case where \text{C} = \{\text{Rec}\} \left(\text{Transitions and Tasks}\right).
\(TR_1(D, T_d)\):

**Signature:**

- **Input:**
  - \(in(x)_{Trans}, x \in \{0, 1\} \rightarrow \{0, 1\}\)
  - \(out^b(x)_{Rec}, x \in \{0, 1\}\)
  - \(in(t)_{Rec}, t \in \{0, 1\}\)
  - \(rand(p)_{Dpp}, p \in T_d\)
  - \(rand(y)_{Val}, y \in \{0, 1\} \rightarrow D\)
  - \(receive(1, f)_{Rec}, f \in T_d\)
  - \(receive(2, z)_{Trans}, z \in \{0, 1\} \rightarrow D\)
  - \(receive(3, b)_{Rec}, b \in \{0, 1\} \rightarrow \{0, 1\}\)

- **Output:**
  - \(send(1, f)_{Trans}, f \in T_d\)
  - \(send(2, z)_{Rec}, z \in \{0, 1\} \rightarrow D\)
  - \(send(3, b)_{Trans}, b \in \{0, 1\} \rightarrow \{0, 1\}\)
  - \(out^b(x)_{Rec}, x \in \{0, 1\}\)

- **Internal:**
  - \(fix = val_{Rec}\)
  - \(fix = bool_{Trans}\)

**State:**

- \(inval(Trans), inval(Rec) \in \{0, 1, \bot\}, \text{ initially } \bot\)
- \(inval2(Trans) \in (\{0, 1\} \rightarrow \{0, 1\}) \cup \{\bot\}, \text{ initially } \bot\)
- \(dpp \in T_d \cup \{\bot\}, \text{ initially } \bot\)
- \(yval_{Trans} \in (\{0, 1\} \rightarrow D) \cup \{\bot\}, \text{ initially } \bot\)
- \(bool_{Trans} \in (\{0, 1\} \rightarrow \{0, 1\}) \cup \{\bot\}, \text{ initially } \bot\)
- \(receive_{Rec} \in \{\bot, T\}, \text{ initially } \bot\)
- \(receive_{b} \in \{\bot, T\}, \text{ initially } \bot\)

**Transitions:**

\[in(x)_{Trans}\]

**Effect:**

- if \(inval2(Trans) = \bot\)
  - then \(inval2(Trans) := x\)

\[out^b(x)_{Rec}, in(t)_{Rec}, rand(p)_{Dpp}, rand(y)_{Val}, receive(1, f)_{Rec}, receive(2, z)_{Trans}, \text{ or } receive(3, b)_{Rec}\]

**Effect:**

As for \(TR(D, T_d)\).

**Fix:** \(bool_{Trans}\)

**Precondition:**

- \(dpp, yval_{Trans}, inval(Trans), inval2(Trans) \neq \bot\)
- \(inval(Rec), receive_{b} \neq \bot, \)
- \(bool_{Trans} = \bot\)

**Effect:**

\[bool_{Trans} := B(yval_{Trans}(1 - inval(Rec))) \oplus inval2(Trans) \oplus inval(Rec)\]

\[bool_{Trans} := B(yval_{Trans}(1 - inval(Rec))) \oplus inval2(Trans) \oplus inval(Rec)\]

**Fix:** \(val_{Rec}\), \(out^b(x)_{Rec}, send(1, f)_{Trans}, \text{ or } send(3, b)_{Trans}\)

**Precondition:**

As for \(TR(D, T_d)\)

**Effect:**

As for \(TR(D, T_d)\).

**Tasks:** \(\{send(1, *)_{Trans}\}, \{send(2, *)_{Rec}\}, \{send(3, *)_{Trans}\}, \{out^b(*)_{Rec}\}, \{fix = val_{Rec}\}, \{fix = bool_{Trans}\}\).

Figure 16: \(TR_1(D, T_d)\), for the case where \(C = \{Rec\}\).

(c) The line in \(fix = bool\) in which \(bool(1 - inval(Rec))\) is determined is replaced by:

\[bool(1 - inval(Rec)) := val_{Trans} \oplus inval2(Trans)(1 - inval(Rec))\]

Thus, instead of calculating the \(bool\) value for the non-selected index using the hard-core predicate, \(TR_2\) obtains it by applying \(\oplus\) to a bit chosen randomly and the actual \(x\) input for that index.

The code for \(TR_2(D, T_d)\) appears in Figure 17.

10.4 \(\mathcal{RS}\) implements \(Tr^I\)

We show:
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\( TR2(D, Tdp) \):

**Signature:**

**Input:**
- \( in(x)_{trans} \), \( x \in \{0, 1\} \)
- \( out(x)_{Rec} \), \( x \in \{0, 1\} \)
- \( in(f)_{Rec} \), \( f \in \{0, 1\} \)
- \( rand(p)_{tdpp} \), \( p \in Tdp \)
- \( rand(y)_{val} \), \( y \in \{0, 1\} \)
- \( rand(c)_{can} \), \( c \in \{0, 1\} \)
- \( receive(1, f)_{Rec} \), \( f \in Tdp \)
- \( receive(2, z)_{trans} \), \( z \in \{0, 1\} \)
- \( receive(3, b)_{Rec} \), \( b \in \{0, 1\} \)

**Output:**
- \( send(1, f)_{trans} \), \( f \in Tdp \)
- \( send(2, z)_{Rec} \), \( z \in \{0, 1\} \)
- \( send(3, b)_{trans} \), \( b \in \{0, 1\} \)
- \( out(x)_{Rec} \), \( x \in \{0, 1\} \)

**Internal:**
- \( fix = zval_{Rec} \)
- \( fix = bal_{trans} \)

**State:**
- \( inval(Trans), inval(Rec) \in \{0, 1, \bot\} \), initially \( \bot \)
- \( inval2(Trans) \in \{\{0, 1\} \cup \{\bot\}\} \), initially \( \bot \)
- \( tdpp \in Tdp \cup \{\bot\} \), initially \( \bot \)
- \( vval, zval \in \{\{0, 1\} \cup \{\bot\}\} \), initially \( \bot \)
- \( bal \in \{\{0, 1\} \cup \{\bot\}\} \), initially \( \bot \)
- \( cval \in \{0, 1, \bot\} \), initially \( \bot \)
- \( received_{tdpp} \in \{\bot, \top\} \), initially \( \bot \)
- \( received_{z} \in \{\bot, \top\} \), initially \( \bot \)
- \( received_{b} \in \{\bot, \top\} \), initially \( \bot \)

**Transitions:**

- **in(x)_{trans}**
  **Effect:**
  - if \( inval2(Trans) = \bot \), then \( inval2(Trans) := x \)

- **out(x)_{Rec}**, **in(f)_{Rec}**, **rand(p)_{tdpp}**, **rand(y)_{val}**
  **Effect:**
  - As for \( TR(D, Tdp) \).

- **rand(c)_{can}**
  **Effect:**
  - if \( cval = \bot \), then \( cval := c \)

- **fix = bal_{trans}**
  **Precondition:**
  - \( vval, zval, cval, inval(Trans), inval2(Trans) \neq \bot \)
  - \( inval(Rec), received_{z} \neq \bot \)
  - \( bal = \bot \)
  **Effect:**
  - \( bal(\text{inval}(Rec)) := B(\text{zval}(\text{inval}(Rec))) \oplus \text{inval}(Trans) \)
  - \( bal(1 - \text{inval}(Rec)) := cval \oplus \text{inval2}(Trans)(1 - \text{inval}(Rec)) \)
  - \( fix = zval_{Rec} \), \( out(x)_{Rec} \), \( send(1, f)_{trans} \), \( send(2, z)_{Rec} \), or \( send(3, b)_{trans} \)
  **Precondition:**
  - As for \( TR(D, Tdp) \).
  **Effect:**
  - As for \( TR(D, Tdp) \).

**Tasks**
- \( \{send(1, *)_{trans}\}, \{send(2, *)_{Rec}\}, \{send(3, *)_{trans}\}, \{out(*)_{Rec}\}, \{fix = zval_{Rec}\}, \{fix = bal_{trans}\} \).

Figure 17: \( TR2(D, Tdp) \), for the case where \( C = \{Rec\} \).

**Lemma 10.4** For every \( k \), \( RS_k \preceq_0 Int_{1,k} \).

We prove Lemma 10.4 by choosing an arbitrary environment \( Env \) for \( RS_k \) and \( Int_{1,k} \), and establishing a simulation relation from \( RS_k || Env \) to \( Int_{1,k} || Env \). Then we appeal to Theorem 3.29, the soundness result for simulation relations. The mapping must reconcile the different ways in which \( zval \) gets defined in \( RS \) and \( Int_{1} \). We also show the following lemma, which is what we need to put the pieces of the proof together:

**Lemma 10.5** \( RS \preceq_{negopt} Int_{1} \).

In the rest of this subsection \( fix Env \), an environment for \( RS_k \) and \( Int_{1,k} \).
10.4.1 State correspondence

Here we define the correspondence $R$ between the states of $RS||Env$ and $IntI||Env$, which we will show to be a simulation relation in Section 10.4.2.

Let $c_1$ and $c_2$ be discrete probability measures on finite execution fragments of $RS||Env$ and $IntI||Env$, respectively satisfying the following property:

- **Trace distribution equivalence**: $tdist(c_1) = tdist(c_2)$.

Then we say that $(c_1, c_2) \in R$ if and only if all of the following hold:

1. For every $s \in supp(lstate(c_1))$ and $u \in supp(lstate(c_2))$:
   
   (a) $u.Funct.inval(Trans) = s.Trans.inval$.
   
   (b) $u.Funct.inval(Rec) = s.Rec.inval$.
   
   (c) If $s.Rec.inval \neq \bot$ then $u.TR1.inval(Trans) = s.Rec.inval$.
   
   (d) $u.TR1.inval(Rec) = s.Trans.inval$.
   
   (e) $u.TR1.inval(Rec) = s.Rec.inval$.
   
   (f) $u.TR1.tdp = s.Trans.tdp$.
   
   (g) $u.TR1.yval = s.Rec.yval$.
   
   (h) $u.TR1.zval = s.Rec.zval$.
   
   (i) $u.TR1.bval = s.Trans.bval$.
   
   (j) $u.Src.tdp = s.Src.tdp$.
   
   (k) $u.Src.yval = s.Src.yval$.
   
   
   (m) $u.Env = s.Env$.
   
   (n) $u.TR1.received \neq \bot$ if $s.Rec.tdp \neq \bot$
   
   (o) $u.TR1.received \neq \bot$ if $s.Trans.zval \neq \bot$
   
   (p) $s.Rec.inval \neq \bot$ if $u.TR1.received \neq \bot$

10.4.2 The mapping proof

**Lemma 10.6** The relation $R$ defined in Section 10.4.1 is a simulation relation from $RS||Env$ to $IntI||Env$. Furthermore, for each step of $RS||Env$, the step correspondence yields at most two steps of $IntI||Env$, that is, there is a mapping corrtasks that can be used with $R$ such that, for every $\rho, T$, $|corrtasks(\rho, T)| \leq 2$.

The idea of the proof is as follows. All of the tasks in $RS||Env$ correspond to the same tasks in $IntI||Env$, with two exceptions. The first exception is the $\{fix - bval_{Trans}\}$ task, by which $Trans$ in the $RS$ system determines the value of $bval$, having already received its own input and a round 2 message. This gets mapped to an output task $\{out'(*)_{Rec}\}$ from $Funct$ to $TR1$ in the $IntI$ system, followed by the $\{fix - bval_{Trans}\}$ task of $TR1$. The second exception is the $\{out'(*)_{Rec}\}$ task, by which $Rec$ in the $RS$ system outputs its result to $Adv$; this gets mapped to the $\{out''(*)_{Rec}\}$ task from $TR1$ to $Adv'$ in the $IntI$ system.

**Proof.** We prove that $R$ is a simulation relation from $RS||Env$ to $IntI||Env$ using the mapping corrtasks: $R_{RS||Env}^R \times R_{RS||Env}^R \rightarrow R_{IntI||Env}^R$, which is defined as follows:

For any $(\rho, T) \in (R_{RS||Env}^R \times R_{RS||Env}^R)$:

- If $T \in \{\text{choose } - \text{rand}tp, \text{rand}tp, \text{choose } - \text{rand}yval, \text{rand}yval, \text{fix } - \text{zval}_{Rec}, \text{send}(1, *)_{Trans}, \text{send}(2, *)_{Rec}, \text{send}(3, *)_{Trans}, \text{out'}(*)_{Rec}\}$, then corrtasks($\rho, T$) = $T$.  
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• If $T$ is an output or internal task of $Env$ or $Adv$, then $\text{corrtasks}(\rho, T) = T$.

• If $T = \{\text{fix} - \text{beal}\_\text{trans}\}$ then $\text{corrtasks}(\rho, T) = \{\text{out}'(\star)_{\text{Rec}}\} \{\text{fix} - \text{beal}\_\text{trans}\}$.

• If $T = \{\text{out}''(\star)_{\text{Rec}}\}$ then $\text{corrtasks}(\rho, T) = \{\text{out}'''(\star)_{\text{Rec}}\}$.

We show that $R$ satisfies the two conditions in Lemma 3.31.

Start condition: It is obvious that the Dirac measure on execution fragments consisting of the unique start states $s$ and $u$ of, respectively, $RS||Env$ and $IntI||Env$ are $R$-related. Property 1 of $R$ holds because the state components of $s$ and $u$ on which $R$ depends are all $\perp$.

Step condition: Suppose $(e_1, e_2) \in R, \rho_1 \in R_{RS||Env}, e_1$ is consistent with $\rho_1, e_2$ is consistent with $\text{full(corrtasks)}(\rho_1)$ and $T \in R_{RS||Env}$. Let $e'_1 = \text{apply}(e_1, T)$ and $e'_2 = \text{apply}(e_2, \text{corrtasks}(\rho_1, T))$.

Claim 1:

1. The state of $Env$ is the same in all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Let $q_{Env}$ denote this state of $Env$.

   This follows from Property 1m.

2. The state of $Adv$ or $Adv'$ is the same in all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Let $q_{Adv}$ denote this state of $Adv$ and $Adv'$.

   This follows from Property 1l.

Claim 2:

1. If $T$ is an output or internal task of $Env$, then $T$ is either enabled or disabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$ (simultaneously). Furthermore, if $T$ is enabled in all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$, then:

   (a) There is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$.

   (b) There is a unique transition of $Env$ from $q_{Env}$ with action $a$; let $tr_{Env} = (q_{Env}, a, \mu_{Env})$ be this transition.

2. If $T$ is an output or internal task of $Adv$, then $T$ is either enabled or disabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$ (simultaneously). Furthermore, if $T$ is enabled in all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$, then:

   (a) There is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$.

   (b) There is a unique transition of $Adv$ from $q_{Adv}$ with action $a$; let $tr_{Adv} = (q_{Adv}, a, \mu_{Adv})$ be this transition.

We establish the step condition by considering cases based on the value of $T$. In each case we define a probability measure $p$ on an index set $I$, and for each $j \in I$, two probability measures $\epsilon'_{1j}, \epsilon'_{2j}$, on execution fragments of $RS||Env$ and $IntI||Env$ respectively. The rest of the proof consists of showing, for each $j \in I$, that $(\epsilon'_{1j}, \epsilon'_{2j}) \in R$, and that

\[
\epsilon'_1 = \sum_{j \in I} p(j) \epsilon'_{1j} \quad \text{and} \quad \epsilon'_2 = \sum_{j \in I} p(j) \epsilon'_{2j}.
\]

In each case, the two summations will follow easily from the definition of \text{apply}(\cdot, \cdot) and the definitions of $p(j), \epsilon'_{1j}, \text{ and } \epsilon'_{2j}$, so we will not mention them within the individual cases. More specifically, in each proof case, $p$ satisfies one of the following conditions: (1) $p$ is the Dirac measure on $I = \{1\}$, (2) $p$ is the uniform probability distribution on a finite set $I$ of indices, or (3) $p$ is a probability distribution on a countable set $I$ such that, for every $j \in I$, $p(j) = \mu(x_j)$, where $\mu$ is a fixed probability distribution and $x_j$ is an element in $\text{supp}(\mu)$ that is defined within the proof case. Whenever (1) holds, $\epsilon'_1$ and $\epsilon'_2$ are defined to be $\epsilon'_{11}$ and $\epsilon'_{21}$, respectively, so the summation clearly holds. Whenever (2) holds, the first summation follows from the following facts: (a) Each execution fragment $\alpha \in \text{supp}(\epsilon'_{1j})$ is in $\text{supp}(\epsilon'_{1j})$ for a unique $j$; for every $j \neq j', \epsilon'_{1j'}(\alpha) = 0$. (b) For each execution fragment $\alpha \in \text{supp}(\epsilon'_{1j})$, $\epsilon'_1(\alpha) = p(j)\epsilon'_{1j}(\alpha)$ for the unique $j$ in property (a); this is because \text{apply}(\cdot, \cdot) causes a choice from a uniform distribution and because of the way $\epsilon'_{1j}$ is defined. The second summation holds for similar reasons. The reasoning for case (3) is similar to that for case (2), but using $\mu$ instead of the uniform distribution.
1. \( T = \{ \text{choose} - \text{rand}_{\text{dpp}} \} \).

We first show that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). Fix any pair of states \( s \in \text{supp}(\text{Istate}(e_1)) \) and \( u \in \text{supp}(\text{Istate}(e_2)) \). Task \( T = \text{corr\text{tasks}}(\rho_1, T) \) is enabled in \( s \) (resp. \( u \)) iff \( s.\text{Src}_{\text{dpp}},\text{chosenval} = \bot \) (resp. \( u.\text{Src}_{\text{dpp}},\text{chosenval} = \bot \)). Property 1j implies that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \), as needed.

(a) \( T \) is disabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

Let \( I \) be the singleton index \( \{1\} \), let \( p \) be the Dirac measure on 1 and let \( \epsilon_1' = \epsilon_2' = \epsilon_1 = \epsilon_2 \). By Definition 3.3 we have \( \epsilon_1' = \epsilon_1, \epsilon_2' = \epsilon_2 \). Since \( e_1 R e_2 \), we have \( \epsilon_1' R \epsilon_2' \), as needed. The trace distribution equivalence condition \( tdist(\epsilon_1) = tdist(\epsilon_2) \) also holds since \( tdist(\epsilon_1) = tdist(\epsilon_2) \). The summation clearly holds.

(b) \( T \) is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

We define the probability measures needed to show the step correspondence. Let \( p \) be the uniform probability measure on the index set \( I = \{1 \cdots r\} \), where \( r = |Tap| \). That is, \( p(j) = 1/r \) for each \( j \in I \). For each \( i \in I \), we define probability measure \( \epsilon_i' \) as follows. The support \( supp(\epsilon_i') \) is the set of execution fragments \( \alpha \in supp(\epsilon_i') \) such that \( \text{Istate}(\alpha),\text{Src}_{\text{dpp}},\text{chosenval} \) is the \( i \)th element in domain \( Tap \). For each \( \alpha \in supp(\epsilon_i') \) of the form \( \alpha' \text{choose} = \alpha'_{\text{rand}_{\text{dpp}}}, q \), let \( \epsilon_i'(\alpha) = \epsilon_i'(\alpha') \). We define \( \epsilon_i' \) analogously from \( \epsilon_i'' \).

Now fix \( j \in I \); we show that \( (\epsilon_1'_{ij}, \epsilon_2'_{ij}) \in R \). To do this, we establish Property 1 of \( R \) for \( \epsilon_1'_{ij} \) and \( \epsilon_2'_{ij} \), and show trace distribution equivalence for \( \epsilon_1'_{ij} \) and \( \epsilon_2'_{ij} \).

To establish Property 1, consider any states \( s' \in \text{supp}(\text{Istate}(\epsilon_1')) \) and \( u' \in \text{supp}(\text{Istate}(\epsilon_2')) \).

By Definitions of \( \epsilon_1'_{ij} \) and \( \epsilon_2'_{ij} \), we know that \( u'.\text{Src}_{\text{dpp}},\text{chosenval} = s'.\text{Src}_{\text{dpp}},\text{chosenval} \). Hence, Property 1j holds. Since no component other than \( \text{Src}_{\text{dpp}},\text{chosenval} \) is updated by the application of \( T \), we conclude that Property 1 holds for \( s' \) and \( u' \), and hence, for \( \epsilon_1' \) and \( \epsilon_2' \).

The fact that \( tdist(\epsilon_1') = tdist(\epsilon_2') \) follows from the fact that \( tdist(\epsilon_1) = tdist(\epsilon_2) \) and the definitions of \( \epsilon_1' \) and \( \epsilon_2' \).

2. \( T = \{ \text{rand}(\ast)_{\text{dpp}} \} \).

We first show that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). This part of the proof is identical to the case where \( T = \text{choose} - \text{random}_{\text{dpp}} \).

(a) \( T \) is disabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

This part of the proof is identical to the case where \( T = \text{choose} - \text{rand}_{\text{dpp}} \).

(b) \( T \) is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

We show that there is a unique action \( a \in T \) that is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). We know by Property 1j that the state of \( \text{Src}_{\text{dpp}} \) is the same in all states in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). Let \( q \) denote this state of \( \text{Src}_{\text{dpp}} \). By the next-action determinism property for \( \text{Src}_{\text{dpp}} \) we know that there is a unique action \( a \in T \) that is enabled in \( q \). Since \( T \) is an output task of \( \text{Src}_{\text{dpp}} \), \( a \) is also the unique action in \( T \) that is enabled in each state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

The probability measures for this case are trivial: Let \( I \) be the singleton index set \( \{1\} \), let \( p \) be the Dirac measure on 1, and let \( \epsilon_1' = \epsilon_1, \epsilon_2' = \epsilon_2 \). To show that \( (\epsilon_1', \epsilon_2') \in R \), we establish Property 1 of \( R \) for \( \epsilon_1' \) and \( \epsilon_2' \), and show trace distribution equivalence for \( \epsilon_1' \) and \( \epsilon_2' \).

To establish Property 1, consider any states \( s' \in \text{supp}(\text{Istate}(\epsilon_1')) \) and \( u' \in \text{supp}(\text{Istate}(\epsilon_2')) \). Let \( s \) be any state in \( \text{supp}(\text{Istate}(e_1)) \) such that \( s' \in \text{supp}(s, s, \mu_s) \) where \( (s, a, s, \mu_s) \in D_{\text{RS}, |E_{\text{w}}} \). Similarly, let \( u \) be any state in \( \text{supp}(\text{Istate}(e_2)) \) such that \( u' \in \text{supp}(u, u, \mu_u) \) where \( (u, a, s, \mu_u) \in D_{\text{INT}, |E_{\text{w}}} \).

By definitions of \( \text{RS} \) and \( \text{INT} \) we know that application of \( T \) updates \( \text{Src}_{\text{dpp}} \) in the \( \text{RS} \) system, and \( \text{TR1}_{\text{dpp}} \) in the \( \text{INT} \) system. We know by Property 1f that \( a.\text{TR1}_{\text{dpp}} = \ldots \)
s.Trans.Tdpp. By the effects of $T$ in Trans and TR1, we know that $\nu'.TR1.Tdpp = s'.Trans.Tdpp$; hence, Property 1 holds. Since no component other than Trans.Tdpp in the RS system and TR1.Tdpp in the Int1 system is updated by the application of $T$, we conclude that Property 1 holds for $s'$ and $\nu'$, and hence, for $\nu'_1$ and $\nu'_2$.

The fact that $tdist(e'_1) = tdist(e'_2)$ follows from the fact that $tdist(e_1) = tdist(e_2)$ and the definitions of $\nu'_1$ and $\nu'_2$.

3. $T = \{\text{choose} - rand_{\text{yield}}\}$.

This case is analogous to the case where $T = \{\text{choose} - random_{\text{tdpp}}\}$. In the argument for enabling we use Property 1k instead of Property 1j. In showing the step correspondence, we use the domain $\{0, 1\} \to D$ instead of $Tdp$ and also use Property 1k instead of Property 1j.

4. $T = \{\text{rand}(\ast)_{\text{yield}}\}$.

We show that $T$ is uniformly enabled or disabled in $supp(lstate(e_1)) \cup supp(lstate(e_2))$ using an argument analogous to the one for $T = \{\text{rand}(p)_{\text{tdpp}}\}$. Here we use Property 1k instead of Property 1j.

(a) $T$ is disabled in $supp(lstate(e_1)) \cup supp(lstate(e_2))$.

This part of the proof is identical to the case where $T = \text{choose} - random_{\text{tdpp}}$.

(b) $T$ is enabled in $supp(lstate(e_1)) \cup supp(lstate(e_2))$.

In this case the application of $T$ may cause probabilistic branching in Adv and Adv'. We define the probability measures needed to show the step correspondence. Suppose that $supp(\mu_{Adv})$ is the set $\{q_j : j \in I\}$ of states of Adv, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{Adv}(q_j)$. For each $j \in I$, we define probability measure $\nu'_j$ as follows. The support $supp(\nu'_j)$ is the set of execution fragments $\alpha \in supp(\nu'_j)$ such that $lstate(\alpha).Adv = q_j$. For each $\alpha \in supp(\nu'_j)$ of the form $\alpha' \in q_j$, let $\nu'_j(\alpha) = \alpha'(\alpha')$. We define $\nu'_j$ analogously from $\nu'_2$.

Now fix $j \in I$; it remains to show that $(\nu'_1, \nu'_2) \in R$. To do this, we establish Property 1 of R for $\nu'_1$ and $\nu'_2$, and show trace distribution equivalence for $\nu'_1$ and $\nu'_2$.

To establish Property 1, consider any states $s' \in supp(lstate(e'_1))$ and $u' \in supp(lstate(e'_2))$. Let $s$ be any state in $supp(lstate(e_1))$ such that $s' \in supp(\mu_s)$ where $(s, a, \mu_s) \in D_{RS[I]}_{INT}$. Similarly, let $u$ be any state in $supp(lstate(e_2))$ such that $u' \in supp(\mu_u)$ where $(u, a, \mu_u) \in D_{INT[I]}_{INT}$. If $s, \text{Rec}.\text{yield} \neq \bot$ then by Property 1g, $u'.TR1.\text{yield} \neq \bot$. In this case, task $T$ has no effect on any component other than Adv, Adv' in either system. Since $s'.Adv = q_j = u'.Adv'$ by definition, it is easy to see that Property 1 holds for $s'$ and $u'$, and hence, for $\nu'_1$ and $\nu'_2$.

5. $T = \{\text{fix} - zval_{\text{Rec}}\}$.

We first show that $T$ is uniformly enabled or disabled in $supp(lstate(e_1)) \cup supp(lstate(e_2))$. Fix any pair of states $s \in supp(lstate(e_1))$ and $u \in supp(lstate(e_2))$. First, assume that $T$ is enabled
in s. This implies that \( s.\text{Rec}.\text{yval} \neq \bot \), \( s.\text{Rec}.\text{inv} \neq \bot \), \( s.\text{Rec}.\text{tp} \neq \bot \), and \( s.\text{Rec}.\text{zval} = \bot \).
Since \( s.\text{Rec}.\text{yval} \neq \bot \), by Property 1g we have \( u.\text{TR}.\text{yval} \neq \bot \). Since \( s.\text{Rec}.\text{inv} \neq \bot \), by Property 1e, we have \( u.\text{TR}.1.\text{inv} \neq \bot \). Since \( s.\text{Rec}.\text{tp} \neq \bot \), by Lemma 5b, we have \( s.\text{Rec}.\text{tp} = s.\text{Trans}.\text{tp} \) and by Property 1f if we have \( u.\text{TR}.1.\text{tp} \neq \bot \). Since \( s.\text{Rec}.\text{tp} \neq \bot \), by Property 1h we have \( u.\text{TR}.1.\text{tp} \neq \bot \). Since \( s.\text{Rec}.\text{zval} = \bot \), by Property 1h we have \( u.\text{TR}.1.\text{zval} = \bot \). Hence, \( T \) is enabled in \( u \), as needed.

Now assume that \( T \) is disabled in \( s \). We need to show that if any of the preconditions of \( \text{fix} - \text{zval}_\text{RCS} \) is false in \( s \) then at least one of the preconditions in \( u \) is false. If \( s.\text{Rec}.\text{yval} = \bot \), then by Property 1g, we have \( u.\text{TR}.1.\text{yval} = \bot \). If \( s.\text{Rec}.\text{inv} = \bot \), then by Property 1e, we have \( u.\text{TR}.1.\text{inv} = \bot \). If \( s.\text{Rec}.\text{tp} = \bot \), then by Property 1h, we have \( u.\text{TR}.1.\text{tp} \neq \bot \). Since \( s.\text{Rec}.\text{zval} \neq \bot \), by Property 1h we have \( u.\text{TR}.1.\text{zval} \neq \bot \). Hence \( T \) is disabled in \( u \), as needed.

(a) \( T \) is disabled in every state in \( \text{supp}(\text{lstas}(e_1)) \cup \text{supp}(\text{lstas}(e_2)) \).
This part of the proof is identical to the case where \( T = \text{choose} - \text{rand}_{\text{tp}} \).

(b) \( T \) is enabled in every state in \( \text{supp}(\text{lstas}(e_1)) \cup \text{supp}(\text{lstas}(e_2)) \).
The rest of the proof is easy because \( \text{zval} \) is computed in the same way in both the RS and \( \text{Int}1 \) systems. The only difference is that in the \( \text{Int}1 \) system, the \( \text{func} \) component of a trap-door permutation pair is used, whereas in the RS system this pair is not available but only a function. The correspondence between the \( \text{tp} \) component of \( \text{TR} \) and the \( \text{tp} \) value of \( \text{Rec} \) is established using Lemma 5b.

6. \( T = \{ \text{fix} - \text{beval}_{\text{trans}} \} \). In this case, we cannot show uniform enabling or disabling of the corresponding task sequence as in previous cases. Let \( e_2' = \text{apply}(e_2, \text{out}(x)_{\text{Rec}}) \). We examine the following two cases:

(a) \( T \) is enabled in \( \text{supp}(\text{lstas}(e_1)) \).
We show that the sequence of tasks \( \{ \text{out}(x)_{\text{Rec}} \} \{ \text{fix} - \text{beval}_{\text{trans}} \} \) is enabled in \( \text{supp}(\text{lstas}(e_2)) \).
First, consider any state \( u \in \text{supp}(\text{lstas}(e_2)) \); we show that \( \{ \text{out}(x)_{\text{Rec}} \} \) is enabled in \( u \). Choose any \( s \in \text{supp}(\text{lstas}(e_1)) \). Since \( T \) is enabled in \( s \) and \( T \) is an internal task of \( \text{Trans} \), \( T \) is enabled in \( s.\text{Trans} \). By the precondition of \( \text{fix} - \text{beval}_{\text{trans}} \) in \( \text{Trans} \), we know that \( s.\text{Trans}.\text{tp} \neq \bot \), \( s.\text{Trans}.\text{zval} \neq \bot \), \( s.\text{Trans}.\text{inv} \neq \bot \), and \( s.\text{Trans}.\text{yval} = \bot \). By Properties 1a, 1b, and Lemma 10.3, we have \( u.\text{Func}.\text{inv} = \bot \) and \( u.\text{Func}.\text{inv} \neq \bot \). This implies that the action that \( \text{out}(x)_{\text{Rec}} \) is enabled in \( u \), as needed.

We now show that \( \text{fix} - \text{beval}_{\text{trans}} \) is enabled in \( \text{supp}(\text{lstas}(e_2')) \). So consider any state \( u' \in \text{supp}(\text{lstas}(e_2')) \). Choose any state \( u \in \text{supp}(\text{lstas}(e_2)) \) such that \( u' \in \text{supp}(\mu_u) \) where \( (u, \text{fix} - \text{beval}_{\text{trans}}, \mu_u) \in D_{\text{RS}} |_{\text{Env}} \). Choose any \( s \in \text{supp}(\text{lstas}(e_1)) \). Since \( \text{fix} - \text{beval}_{\text{trans}} \) is enabled in \( s \), we have \( s.\text{Trans}.\text{tp} \neq \bot \), \( s.\text{Trans}.\text{zval} \neq \bot \), \( s.\text{Trans}.\text{inv} \neq \bot \), and \( s.\text{Trans}.\text{yval} = \bot \). Then we have \( u.\text{TR}.1.\text{tp} \neq \bot \), by Property 1f if applied to \( s \) and \( u \). And \( u.\text{TR}.1.\text{zval} \neq \bot \), by Property 1h and Lemma 7b. And \( u.\text{TR}.1.\text{inv} = \bot \), by Property 1d. And \( u.\text{TR}.1.\text{inv} = \bot \), by Property 7b and 6 and Property 1e. And \( u.\text{TR}.1.\text{tp} \neq \bot \), by Property 1a. And finally, \( u.\text{TR}.1.\text{tp} \neq \bot \), by Property 1h. Since the only effect of \( \text{out}(x)_{\text{Rec}} \) is to set \( \text{inv} = \bot \) in \( \text{TR} \) if \( \text{inv} = \bot \), we know that \( u'.\text{TR}.\text{inv} = \bot \) and also that \( u'.\text{TR}.1.\text{tp} \neq \bot \), \( u'.\text{TR}.1.\text{zval} \neq \bot \), \( u'.\text{TR}.1.\text{inv} = \bot \), \( u'.\text{TR}.1.\text{tp} \neq \bot \), \( u'.\text{TR}.1.\text{tp} \neq \bot \), \( u'.\text{TR}.1.\text{tp} \neq \bot \), and \( u'.\text{TR}.1.\text{tp} \neq \bot \). Combining all these conditions, we see that \( \text{fix} - \text{beval}_{\text{trans}} \) is enabled in \( u' \), as needed. Next, we define the probability measures. Let \( I \) be the singleton index set \( \{1\} \), let \( p \) be the Dirac measure on \( 1 \), and let \( \epsilon'_{11} = \epsilon'_{1} \) and \( \epsilon'_{21} = \epsilon'_{2} \). To show that \( (\epsilon'_1, \epsilon'_2) \in \mathcal{R} \), we establish Property 1 of \( \mathcal{R} \) for \( \epsilon'_1 \) and \( \epsilon'_2 \), and show trace distribution equivalence.

To establish Property 1, consider any states \( s' \in \text{supp}(\text{lstas}(\epsilon'_1)) \) and \( u' \in \text{supp}(\text{lstas}(\epsilon'_2)) \).
Let \( s \) be any state in \( \text{supp}(\text{lstas}(\epsilon'_1)) \) such that \( s' \in \text{supp}(\mu_s) \) where \( (s, \text{fix} - \text{beval}_{\text{trans}}, \mu_s) \in D_{\text{RS}} |_{\text{Env}} \). Let \( u' \) be any state in \( \text{supp}(\text{lstas}(\epsilon'_2)) \) such that \( u' \in \text{supp}(\mu'_u) \) where \( (u', \text{out}(x)_{\text{Rec}}, \mu'_u) \in D_{\text{RS}} |_{\text{Env}} \).
Let $u$ be any state in $\text{supp}(\text{state}(e_2))$ such that $u'' \in \text{supp}(\mu_u)$ where $(u, \text{out}(x)\text{Rec}, \mu_u) \in D_{\text{ival}}(\text{Env})$.

We first show that $s.'\text{Trans.ival} = u.'\text{TR1.ival}$. By the effect of $T$, we know that for $i \in \{0, 1\}$, $s.'\text{Trans.ival}(i) = B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i)$. All state variables other than $\text{ival}$ are unchanged in moving from $s$ to $s.'$.

Also, by the effects of the $\text{out}(x)\text{Rec}$ and $\text{fix - beval} \text{trans}$ actions and by Lemma 10.3 (for the second equality),

$$u.'\text{TR1.ival}(u.'\text{TR1.ival}(\text{Rec})) = B(u.'\text{TR1.yval}(u.'\text{TR1.ival}(\text{Rec}))) \oplus u.'\text{TR1.ival}(\text{Trans}) = B(u.'\text{TR1.yval}(u.'\text{TR1.ival}(\text{Rec}))) \oplus u.'\text{Trans.ival}(u.'\text{Trans.yval}(\text{Rec}))$$

Also, we have

$$u.'\text{TR1.ival}(1 - u.'\text{TR1.ival}(\text{Rec})) = B(u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(1 - u.'\text{TR1.ival}(\text{Rec})))) \oplus u.'\text{TR1.ival}2(\text{Trans})(1 - u.'\text{TR1.ival}(\text{Rec}))$$

In moving from $u$ to $u'$, $\text{TR1.ival}(\text{Trans})$ is updated to a non-$\bot$ value and all other state variables except $\text{ival}$ are unchanged.

To show that $s.'\text{Trans.ival} = u.'\text{TR1.ival}$, we consider the two indices separately:

1. $i = s.'\text{Rec.ival}$

   Then by Property 1e, $i = u.'\text{TR1.ival}(\text{Rec})$. In this case, we must show that $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(u.'\text{TR1.yval}(u.'\text{TR1.ival}(\text{Rec}))) \oplus u.'\text{Trans.ival}(\text{Trans})(u.'\text{Trans.yval}(\text{Rec}))$, that is, that $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(u.'\text{TR1.yval}(i)) \oplus u.'\text{Trans.ival}(\text{Trans})(u.'\text{Trans.yval}(\text{Rec}))$.

   Now, $s.'\text{Trans.ival}(i) = s.'\text{Trans.ival}(s.'\text{Rec.ival})$, which is in turn equal to $u.'\text{Trans.ival}(\text{Trans})(u.'\text{Trans.yval}(\text{Rec}))$, by Properties 1a and 1b for $s$ and $u$. And $s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i)) = s.'\text{Rec.yval}(i)$, by Lemma 10, which is equal to $u.'\text{TR1.yval}(i)$ by Property 1g. Thus, $s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i)) = u.'\text{TR1.yval}(i)$, and so $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) = B(u.'\text{TR1.yval}(i))$. Combining the equations yields the needed equation $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus u.'\text{Trans.ival}(\text{Trans})(u.'\text{Trans.yval}(\text{Rec}))$.

2. $i = 1 - s.'\text{Rec.ival}$

   Then $i = 1 - u.'\text{TR1.ival}(\text{Rec})$ by Property 1e. In this case, we must show that $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(1 - u.'\text{TR1.ival}(\text{Rec})))) \oplus u.'\text{TR1.ival}2(\text{Trans})(1 - u.'\text{TR1.ival}(\text{Rec}))$, that is, that $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(1 - u.'\text{TR1.ival}(\text{Rec})))) \oplus u.'\text{TR1.ival}2(\text{Trans})(i)$.

   Now, $s.'\text{Trans.ival}(i) = u.'\text{TR1.ival}2(\text{Trans})(i)$ by Property 1d. And $s.'\text{Trans.tdpp} = u.'\text{TR1.tdpp}$ by Property 1f. And $s.'\text{Trans.zval} = u.'\text{TR1.zval}$ by Property 1h and Lemma 7. It follows that $s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i)) = u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(i))$, and so $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) = B(u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(i)))$. Combining the equations yields $B(s.'\text{Trans.tdppinverse}(s.'\text{Trans.zval}(i))) \oplus s.'\text{Trans.ival}(i) = B(u.'\text{TR1.tdppinverse}(u.'\text{TR1.zval}(i))) \oplus u.'\text{TR1.ival}2(\text{Trans})(i)$, as needed.

Thus, we have shown that $s.'\text{Trans.ival} = u.'\text{TR1.ival}$. To see that Property 1 holds for $s.'$ and $u'$, note that it holds for $s$ and $u$, and the only changes are in the new assignments to $\text{ival}$ (which are equal, as just shown), and in setting $u.'\text{TR1.ival}(\text{Trans})$ to a non-$\bot$ value. The only part of Property 1 that mentions $u.'\text{TR1.ival}(\text{Trans})$ is 1c; thus, to see that Property 1 holds for $s.'$ and $u'$ (and hence for $e_1'$ and $e_2'$, it suffices to show that Property 1c holds for $s.'$ and $u'$.

So, suppose that $s.'\text{Rec.ival} \neq \bot$. Then $s.'\text{Rec.ival} = s.'\text{Rec.ival}$, which is equal to $s.'\text{Trans.ival}(s.'\text{Rec.ival})$ by Lemma 9b.
This in turn equals \( u.\text{Funct.inval}(\text{Trans})(u.\text{Funct.inval}(\text{Rec})) \) by Properties 1a and 1b for \( s \) and \( u \), which is equal to \( u'.\text{Funct.inval}(\text{Trans})(u'.\text{Funct.inval}(\text{Rec})) \).

Since we know that \( u'.\text{TRone.inval}(\text{Trans}) \neq \perp \), Lemma 103 implies that \( u'.\text{TRone.inval}(\text{Trans}) = u'.\text{Funct.inval}(\text{Trans})(u'.\text{Funct.inval}(\text{Rec})). \)

Combining all the equations, we obtain that \( s'.\text{Rec.outval} = u'.\text{TRone.inval}(\text{Trans}) \), as needed for 1c.

The fact that \( tdist(e_1') = tdist(e_2') \) follows from the fact that \( tdist(e_1) = tdist(e_2) \) and the definitions of \( e_1' \) and \( e_2' \).

(b) \( T \) is disabled in \( \text{supp}(\text{Istate}(e_1)) \).
In this case, the enabling of \( out'(x)_{\text{Rec}} \) in \( \text{supp}(\text{Istate}(e_2)) \) cannot be deduced by looking at the precondition of \( fix - \text{beal}_{\text{trans}} \) of \( \text{Trans} \) and using \( R \). If \( Trans.inval = \perp \) and \( Rec.inval = \perp \), then by Property 1a and Property 1b, we have \( \text{Funct.inval}(\text{Trans}) = \perp \) and \( \text{Funct.inval}(\text{Rec}) = \perp \), and hence \( out'(x)_{\text{Rec}} \) is disabled in \( \text{supp}(\text{Istate}(e_2)) \). However, if it is not the case that \( Trans.inval = \perp \) and \( Rec.inval = \perp \), Property 1a and Property 1b are not sufficient to determine whether \( out'(x)_{\text{Rec}} \) is enabled or disabled in \( \text{supp}(\text{Istate}(e_2)) \).

First suppose that \( out'(x)_{\text{Rec}} \) is disabled in \( \text{supp}(\text{Istate}(e_2)) \). Let \( e_2' = \text{aply}(e_2, out'(x)_{\text{Rec}}). \)
We know by Definition 3.3 that \( e_2' = e_2 \). We can show that \( fix - \text{beal}_{\text{trans}} \) is disabled in \( \text{supp}(\text{Istate}(e_2')) \). This follows from Properties 1f, 1h, 1o, 1a, 1d, 1i, since the negation of any of the preconditions of \( fix - \text{beal}_{\text{trans}} \) in \( \text{Trans} \), implies the negation of one of the preconditions of \( fix - \text{beal}_{\text{trans}} \) in \( TR_1 \). Then we can show Property 1 and trace distribution equivalence condition by letting \( J \) be the singleton index \( \{1\} \), as in the first case for \( \text{choose} - \text{random}_{\text{dpp}} \).

Now suppose that \( out'(x)_{\text{Rec}} \) is enabled in \( \text{supp}(\text{Istate}(e_2)) \). Let \( e_2' = \text{aply}(e_2, out'(x)_{\text{Rec}}). \)
We can show that \( fix - \text{beal}_{\text{trans}} \) is disabled in \( \text{supp}(\text{Istate}(e_2')) \). Consider any state \( u'' \in \text{supp}(\text{Istate}(e_2')). \) Choose \( u \in \text{supp}(\text{Istate}(e_2)) \) such that \( u'' \in \text{supp}(\mu_u) \) where \( (u, out'(x)_{\text{Rec}}, \mu_u) \in D_{\text{Tra1}}||E_{\text{Tra1}} \). Choose any \( s \in \text{supp}(\text{Istate}(e_1)) \). By applying Properties 1f, 1h, 1o, 1a, 1d, 1i to \( s \) and \( u \), we can show that the negation of any of the preconditions of \( fix - \text{beal}_{\text{trans}} \) in \( \text{Trans} \), implies the negation of one of the preconditions of \( fix - \text{beal}_{\text{trans}} \) in \( TR_1 \). Note that we do not make use of \( TR_1\text{inval}(\text{Trans}) \) in showing this, which is the only variable that may be updated by \( out'(x)_{\text{Rec}} \) in moving from \( e_2 \) to \( e_2' \).

Next, we define the probability measures. Let \( I \) be the singleton index set \( \{1\} \), let \( p \) be the Dirac measure on 1, and let \( e_1' = e_1 \) and \( e_2' = e_2 \). The only part of Property 1 that mentions \( u'.TR_1.inval(\text{Trans}) = 1c \) thus, to see that Property 1 holds for \( s' \) and \( u' \) (and hence for \( e_1' \) and \( e_2' \)), it suffices to show that Property 1c holds for \( s' \) and \( u' \).

So, suppose that \( s'.\text{Rec.outval} \neq \perp \). Then \( s'.\text{Rec.outval} = s.\text{Rec.outval} \), which is equal to \( s.\text{Trans.inval}(s.\text{Rec.outval}) \) by Lemma 9b.
This in turn equals \( u.\text{Funct.inval}(\text{Trans})(u.\text{Funct.inval}(\text{Rec})) \) by Properties 1a and 1b for \( s \) and \( u \), which is equal to \( u'.\text{Funct.inval}(\text{Trans})(u'.\text{Funct.inval}(\text{Rec})). \)
Since we know that \( u'.\text{TRone.inval}(\text{Trans}) \neq \perp \), Lemma 103 implies that \( u'.\text{TRone.inval}(\text{Trans}) = u'.\text{Funct.inval}(\text{Trans})(u'.\text{Funct.inval}(\text{Rec})). \)
Combining all the equations, we obtain that \( s'.\text{Rec.outval} = u'.\text{TRone.inval}(\text{Trans}) \), as needed for 1c.

The fact that \( tdist(e_1') = tdist(e_2') \) follows from the fact that \( tdist(e_1) = tdist(e_2) \) and the definitions of \( e_1' \) and \( e_2' \).

7. \( T = \{ \text{send}(1,*) \}_{\text{Trans}} \).
We first show that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). This is analogous to case for \( T = \text{choose} - \text{random}_{\text{dpp}} \). We use Property 1f to show that \( \text{Trans}_{\text{dpp}} = TR_1_{\text{dpp}} \) for all states in \( \text{supp}(\text{Istate}(e_1)) \) and \( \text{supp}(\text{Istate}(e_2)) \).

(a) \( T \) is disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

Identical to the corresponding part in the case for \( T = \text{choose} - \text{random}_{\text{dpp}} \).
(b) $T$ is enabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

First, we show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. We know by Property 1f that variables $\text{Trans}.\text{lup}$ and $\text{TRI}.\text{ldpp}$ have the same unique value in all states in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

Since the parameter $f$ in $\text{send}(1,f)_{\text{Trans}}$ is defined to be $\text{Trans}.\text{ldpp}.\text{func}$, we conclude that the action $\text{send}(1,\text{Trans}.\text{ldpp}.\text{func})$ is the unique action in $T$ that is enabled in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. We use $a$ as a shorthand for $\text{send}(1,\text{Trans}.\text{ldpp}.\text{func})$ in the rest of the proof for this case.

Let $I$ be the singleton index set $\{1\}$, let $p$ be the Dirac measure on $1$, and let $\epsilon'_1, \epsilon'_2 \in R$. To show that $(\epsilon'_1, \epsilon'_2) \in R$, we establish Property 1 of $R$ for $\epsilon'_1$ and $\epsilon'_2$, and show trace distribution equivalence for $\epsilon'_1$ and $\epsilon'_2$. To establish Property 1, consider any state $s' \in \text{supp}(\text{lsate}(e'_1))$ and $u' \in \text{supp}(\text{lsate}(e'_2))$. Let $s$ be any state in $\text{supp}(\text{lsate}(e_1))$ such that $s' \in \text{supp}(\mu_{ss})$ where $(s', a, \mu_{ss}) \in D_{\text{RS}||\text{Env}}$. Similarly, let $u$ be any state in $\text{supp}(\text{lsate}(e_2))$ such that $u' \in \text{supp}(\mu_{uu})$ where $(u', a, \mu_{uu}) \in D_{\text{Int}||\text{Env}}$.

By definitions of $\text{RS}$ and $\text{Int}!$, we know that application of $T$ updates only $\text{Adv}.\text{messages}$ in the $\text{RS}$ system and $\text{Adv}'$.messages in the $\text{Int}!$ system. By Property 1f, $u.\text{Adv}' = s.\text{Adv}$. It is obvious that $u'.\text{Adv}' = s'.\text{Adv}$ and that Property 1f holds, since $\text{Adv}$ and $\text{Adv}'$ are the same automaton (except for renaming of the $\text{out}$ actions). Since no component other than $\text{Adv}.\text{messages}$ and $\text{Adv}'$.messages is updated, we conclude that Property 1 holds.

The fact that $\text{tdist}(e'_1) = \text{tdist}(e'_2)$ follows from the fact that $\text{tdist}(e_1) = \text{tdist}(e_2)$ and the definitions of $\epsilon'_1$ and $\epsilon'_2$.

8. $T = \{\text{send}(2,*)_{\text{Rec}}\}$.

We first show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. This is analogous to case for $T = \text{choose} - \text{random}_{\text{ldpp}}$. We use Property 1f to show that $\text{Rec}.\text{zval} = \text{TRI}.\text{zval}$ for all states in $\text{supp}(\text{lsate}(e_1))$ and $\text{supp}(\text{lsate}(e_2))$.

(a) $T$ is disabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

Identical to the corresponding part in the case for $T = \text{choose} - \text{random}_{\text{ldpp}}$.

(b) $T$ is disabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

Next, we show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. We know by Property 1f that variables $\text{Rec}.\text{zval}$ and $\text{TRI}.\text{zval}$ have the same unique value in all states in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$, and there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. Note that here $a$ is $\text{send}(2,z)_{\text{Rec}}$ for a fixed value of $z$.

The rest is identical to the proof for $T = \{\text{send}(1,f)_{\text{Trans}}\}$.

9. $T = \{\text{send}(3,*)_{\text{Trans}}\}$.

We first show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. This is analogous to case for $T = \text{choose} - \text{random}_{\text{ldpp}}$. We use Property 1f to show that $\text{Trans}.\text{zval} = \text{TRI}.\text{zval}$ for all states in $\text{supp}(\text{lsate}(e_1))$ and $\text{supp}(\text{lsate}(e_2))$.

(a) $T$ is disabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

Identical to the corresponding part in the case for $T = \text{choose} - \text{random}_{\text{ldpp}}$.

(b) $T$ is enabled in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$.

We show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$, arguing as in the case for $T = \{\text{send}(1,f)_{\text{Trans}}\}$. Here, the unique action is determined by fixing the value of parameter $b$ to the value of variables $\text{Trans}.\text{beval}$ and $\text{TRI}.\text{beval}$, which is the same in every state in $\text{supp}(\text{lsate}(e_1)) \cup \text{supp}(\text{lsate}(e_2))$. The rest of the proof is identical to the proof for $T = \{\text{send}(1,f)_{\text{Trans}}\}$.

10. $T = \{\text{out}''(*)_{\text{Rec}}\}$. We first show that the corresponding task $\{\text{out}''(x)\}$ is enabled in every state in $\text{supp}(\text{lsate}(e_2))$ if and only if $\{\text{out}''(x)\}$ is enabled in every state in $\text{supp}(\text{lsate}(e_1))$. Fix any state
u ∈ \text{supp}(\text{Istate}(e_2)). Note that \{\text{out}(x)_{Rec}\} is an output task of TR1 in the Int1 system. Choose any s ∈ \text{supp}(\text{Istate}(e_1)). First, suppose T is enabled in s. Since T is an output task of Rec in the RS system, T is enabled in s. Rec and therefore s. Rec. outval ≠ ⊥. Then by Properties 1c and 1p u. TR1. inval(Trans) ≠ ⊥ and u. TR1. receivedb ≠ ⊥. So, \{\text{out}(x)_{Rec}\} is enabled in u. TR1, and hence in u, as needed. Now suppose that T is disabled in s. This implies Rec. outval = ⊥. By Property 1p, we get u. receivedb = ⊥ which is sufficient to show that \text{out}(x)_{Rec} is disabled in u, as needed.

(a) T is disabled in \text{supp}(\text{Istate}(e_1)) ∪ \text{supp}(\text{Istate}(e_2)).

Identical to the corresponding part in the case for \(T = \text{choose} - \text{random}_{I_{app}}\).

(b) T is enabled in \text{supp}(\text{Istate}(e_1)) ∪ \text{supp}(\text{Istate}(e_2)).

Let I be the singleton index set \{1\}, let p be the Dirac measure on 1, and let \(ε_{11} = ε_1\) and \(ε_{21} = ε_2\). In showing Property 1, we use the fact that applications of T in the RS system and \{\text{out}(x)_{Rec}\} in the Int1 system update only the outval(Rec) state variables in both Adv and Adv', which preserves Property 1.

The fact that tdist(ε_1) = tdist(ε_2) follows from the fact that tdist(e_1) = tdist(e_2) and the definitions of ε_1 and ε_2.

11. T is a task of Env.

Claim 2 implies that T is uniformly enabled or disabled in every state in \text{supp}(\text{Istate}(e_1)) ∪ \text{supp}(\text{Istate}(e_2)). If T is disabled, we simply define I = \{1\}, ε_{11} = ε_1, ε_{21} = ε_2, and we have that ε_{11} R ε_{21} since ε_1 R ε_2. Suppose now that T is enabled in every state in \text{supp}(\text{Istate}(e_1)) ∪ \text{supp}(\text{Istate}(e_2)). Claim 2 now implies that there is a unique action α enabled in every state in \text{supp}(\text{Istate}(e_1)) ∪ \text{supp}(\text{Istate}(e_2)) and that there is a unique transition of Env from q_{Env} with action α; let tr_{Env} = (q_{Env}, α, μ_{Env}) be this transition. We distinguish several cases, according to the possible values for α.

(a) α is an input action of Trans. This means that \(α = \text{in}(x)_{Trans}\) for some fixed x.

We define the probability measures needed to show the step correspondence. Suppose that supp(μ_{Env}) is the set \{q_j : j ∈ J\} of states of Env, where I is a countable index set. Let p be the probability measure on the index set I such that, for each j ∈ I, p(j) = μ_{Env}(q_j).

For each j ∈ I, we define probability measure ε_{1j} as follows. The support supp(ε_{1j}) is the set of execution fragments \(α ∈ \text{supp}(ε_{1j})\) such that \text{Istate}(α).Env = q_j. Each α ∈ supp(ε_{1j}) of the form \(α' = α_{j} q_j\), let ε_{1j}(α) = ε_{1j}(α'). We define ε_{2j} analogously from ε_2.

Now fix \(j ∈ J\); it remains to show that \((ε_{1j}, ε_{2j}) ∈ R\). To do this, we establish Property 1 of R for ε_{1j} and ε_{2j}, and show trace distribution equivalence for ε_{1j} and ε_{2j}.

To establish Property 1, consider any states \(s' ∈ \text{supp}(\text{Istate}(e_{1j}))\) and \(u' ∈ \text{supp}(\text{Istate}(e_{2j}))\). Let s be any state in \text{supp}(\text{Istate}(e_1)) such that s' ∈ supp(μ_s) where \((s, a, μ_s) ∈ D_{RS_{Env}}\).

Similarly, let u be any state in \text{supp}(\text{Istate}(e_2)) such that u' ∈ supp(μ_u) where \((u, a, μ_u) ∈ D_{Int_{Env}}\).

If s. Trans. inval ≠ ⊥ then by Properties 1a and 1d, u. Trans. inval(Trans) ≠ ⊥ and u. TR1. inval2(Trans) ≠ ⊥. In this case, task T has no effect on any component other than Env, in either system. Since s'. Env = q_j = u'. Env by definition, it is easy to see that Property 1 holds for s' and u', and hence, for ε_{1j} and ε_{2j}.

Now suppose that s. Trans. inval = ⊥. Then again by Properties 1a and 1d u. Trans. inval(Trans) = u. TR1. inval2(Trans) = ⊥. Then by the definitions of RS and Int1, we know that application of T updates Trans. inval in the RS system, and Trans. inval(Trans) and TR1. inval2(Trans) in the Int1 system. It also updates the state of Env in both systems.

We know by Property 1a that u. Trans. inval(Trans) = s. Trans. inval, by 1d that u. TR1. inval2(Trans) = s. Trans. inval, and by 1m that u. Env = s. Env. By the effects of T in definitions of Trans, Funct. and TR1, we know that u'. Trans. inval(Trans) = s'. Trans. inval, and u'. TR1. inval2(Trans) = s'. Trans. inval; hence, Properties 1a and 1d hold for s' and u'.
We also know that $1m$ holds by definition of $e_{1j}$ and $e_{2j}$. Since no component other than $\text{Trans.INVAL}$ and $\text{Env}$ in the $\text{RS}$ system, and $\text{Funct.INVAL}(\text{Trans})$, $\text{TR1.INVAL2(Trans)}$, and $\text{Env}$ in the $\text{Int1}$ system, is updated by the application of $T$, we conclude that Property 1 holds for $s'$ and $u'$, and hence, for $e_1'$ and $e_2'$.

The fact that $\text{tdist}(e_{1j}) = \text{tdist}(e_{2j})$ follows from the fact that $\text{tdist}(e_1) = \text{tdist}(e_2)$ and the definitions of $e_{1j}$ and $e_{2j}$.

(b) $a$ is an input action of $\text{Rec}$ and $\text{Adv}$. This means that $a = \text{in}(i)_{\text{Rec}}$ for some fixed $i$.

Here, $T$ is shared between $\text{Env}$ and $\text{Adv}$ in both systems. In addition, it is an input to $\text{Rec}$ in the $\text{RS}$ system and to $\text{TR1}$ in the $\text{Int1}$ system. We must consider the probabilistic branching of $\text{Adv}$ as well as $\text{Env}$ in this case.

Recall from Claim 1 that the state of $\text{Adv}$ or $\text{Adv}'$ is the same in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$, and we let $q_{\text{Adv}}$ denote this state. Claim 2 states that there is a unique transition of $\text{Adv}$ with action $a$ from $q_{\text{Adv}}$. Let $t_{\text{Adv}} = (q_{\text{Adv}}, a, \mu_{\text{Adv}})$ be this transition.

Next we define the probability measure needed to show the step correspondence. Suppose that $\text{supp}(\mu_{\text{Env}} \times \mu_{\text{Adv}})$ is the set $\{(q_{j1}, q_{j2}) : j \in I\}$ of pairs of states, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{\text{Env}} \times \mu_{\text{Adv}})(q_{j1}, q_{j2})$. For each $j \in I$, we define probability measure $e_{1j}'$ as follows. The $\text{supp}(e_{1j}')$ is the set of execution fragments $\alpha \subseteq \text{supp}(e_1)$ such that $\text{Istate}(\alpha).\text{Env} = q_{j1}$ and $\text{Istate}(\alpha).\text{Adv} = q_{j2}$. For each $\alpha \in \text{supp}(e_{1j}')$ of the form $\alpha' a q$, let $e_{1j}(\alpha) = e_1(\alpha')$. We construct $e_{2j}'$ analogously from $e_2$.

The rest of the proof for this case follows the proof for $a = \text{in}(x)_{\text{Trans}}$. The only difference is that in showing Property 1 for $e_{1j}'$ and $e_{2j}'$, for a fixed $j$, we use the fact that application of $T$ affects only $\text{Rec.INVAL}$, $\text{Adv}$, and $\text{Env}$ in the $\text{RS}$ system, and $\text{Funct.INVAL}(\text{Rec})$, $\text{TR1.INVAL}(\text{Rec})$, $\text{Adv}'$, and $\text{Env}$ in the $\text{Int1}$ system, and use Properties 1b, 1e, 1f and 1m, instead of 1a, 1d and 1m.

(c) $a$ is an input of $\text{Adv}$ but not an input of $\text{Rec}$.

Claim 2 implies that there is a unique transition of $\text{Adv}$ with action $a$ from $q_{\text{Adv}}$. Let $t_{\text{Adv}} = (q_{\text{Adv}}, a, \mu_{\text{Adv}})$ be this transition.

Suppose that $\text{supp}(\mu_{\text{Env}} \times \mu_{\text{Adv}})$ is the set $\{(q_{j1}, q_{j2}) : j \in I\}$ of pairs of states, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{\text{Env}} \times \mu_{\text{Adv}})(q_{j1}, q_{j2})$. For each $j \in I$, we define probability measure $e_{1j}'$ as follows. The support $\text{supp}(e_{1j}')$ is the set of execution fragments $\alpha \subseteq \text{supp}(e_1)$ such that $\text{Istate}(\alpha).\text{Env} = q_{j1}$ and $\text{Istate}(\alpha).\text{Adv} = q_{j2}$. For each $\alpha \in \text{supp}(e_{1j}')$ of the form $\alpha' a q$, let $e_{1j}(\alpha) = e_1(\alpha')$. We construct $e_{2j}'$ analogously from $e_2$.

In the rest of the proof we proceed as for $a = \{\text{in}(x)_{\text{Trans}}\}$. The only difference is that in showing Property 1 for $e_{1j}'$ and $e_{2j}'$, for a fixed $j$, we use the fact that application of $T$ affects only the states of $\text{Adv}$, $\text{Adv}'$, and $\text{Env}$ (by definition of the $\text{RS}$ and $\text{Int1}$ systems) and use Properties 1f and 1m.

(d) $a$ is an internal action of $\text{Env}$ or an output action of $\text{Env}$ that is not an input of $\text{Trans}$, $\text{Rec}$, or $\text{Adv}$.

To show the step correspondence, we proceed as for $a = \{\text{in}(x)_{\text{Trans}}\}$. The only difference is that in showing Property 1 for $e_{1j}'$ and $e_{2j}'$, for a fixed $j$, we use the fact that application of $T$ affects only the state of $\text{Env}$, and use Property 1m.

For each index $j$ in the decomposition, the fact that $\text{tdist}(e_{1j}) = \text{tdist}(e_{2j})$ follows from the fact that $\text{tdist}(e_1) = \text{tdist}(e_2)$ and the definitions of $e_{1j}$ and $e_{2j}$.

12. $T$ is a task of $\text{Adv}$.

Claim 2 implies that $T$ is either simultaneously enabled or disabled in every state in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. If $T$ is disabled, we simply define $I = \{1\}, e_{11} = e_1, e_{21} = e_2$, and we have that $e_{11}Re_{21}$ since $e_1Re_2$. Suppose now that $T$ is enabled in every state in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. 
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supp(lstate(e2)). Claim 2 now implies that there is a unique action \( a \) enabled in every state in supp(lstate(e1)) \( \cup \) supp(lstate(e2)) and that there is a unique transition of \( Adv \) from \( q_{Adv} \) with action \( a \); let \( tr_{Adv} = (q_{Adv}, a, \mu_{Adv}) \) be this transition. We distinguish several cases, according to possible values for \( a \).

(a) \( T = \{ \text{out}(x) \}_{Rec} \) for a fixed \( x \).

Since \( T \) is an output task of \( Adv \), Claim 2 implies that \( T \) is enabled in every state in supp(lstate(e2)), that there is a unique action \( a \in T \) that is enabled in every state in supp(lstate(e1)) \( \cup \) supp(lstate(e2)), and that there is a unique transition \( tr_{Adv} = (q_{Adv}, a, \mu_{Adv}) \) of \( Adv \) from \( q_{Adv} \) with action \( a \). (Here \( \mu_{Adv} \) is a Dirac distribution.) Also, by next-transition determinism, it follows that there is a unique transition of \( Env \) with action \( a \) from \( q_{Env} \). Let \( tr_{Env} = (q_{Env}, a, \mu_{Env}) \) be this transition.

To show the step correspondence, we proceed as for the case where \( T \) is a task of \( Env \) which consists of the action \( a = \text{in}(x) \) Trans, decomposing the measures generated by the application of \( T \) according to the resulting state in \( Env \), and using Property 1m to show that Property 1 holds for each component measure.

For each index \( j \) in the decomposition, the fact that \( tdist(e'_{1j}) = tdist(e'_{2j}) \) follows from the fact that \( tdist(e_1) = tdist(e_2) \) and the definitions of \( e'_{1j} \) and \( e'_{2j} \).

(b) \( a \) is an input action of \( Env \) that is different from \( \text{out}(x) \).

Claim 2 states that the state of \( Env \) is the same in every state in supp(lstate(e1)) \( \cup \) supp(lstate(e2)), let \( q_{Env} \) be this unique state. Also, there is a unique transition of \( Env \) with action \( a \) from \( q_{Env} \). Let \( tr_{Env} = (q_{Env}, a, \mu_{Env}) \) be this transition.

To show the step correspondence, we proceed as in proof case where \( T \) is a task of \( Env \) and the unique action in this task is an input of \( Adv \), using Properties 11 and 1m.

For each index \( j \) in the decomposition, the fact that \( tdist(e'_{1j}) = tdist(e'_{2j}) \) follows from the fact that \( tdist(e_1) = tdist(e_2) \) and the definitions of \( e'_{1j} \) and \( e'_{2j} \).

(c) \( a \) is an input action of \( Rec \).

This means that \( a = \text{receive}(1, f)_{Rec} \) for some \( f \), or \( a = \text{receive}(3, b)_{Rec} \) for some \( b \). Suppose first that \( a = \text{receive}(1, f)_{Rec} \) for some \( f \). The action \( a \) is an output of \( Adv \)' and input of \( TR1 \) in \( Int1 \).

The rest is similar to the proof for \( T = \{ \text{send}(1, f) \}_{Trans} \). The only difference is that in showing that Property 1 holds, we must show that Property 1em holds. We use the fact that application of \( T \) updates only \( Rec \) and \( TR1 \) effects only \( Rec \) and \( TR1 \) effects. When these variables are not \( \bot \) value if they are \( \bot \), and Property 1em can be easily seen to hold if there are none.

Suppose now that \( a = \text{receive}(3, b)_{Rec} \) for some \( b \).

The rest of the proof differs from that for \( T = \{ \text{receive}(1, f)_{Rec} \} \) in that in showing that Property 1 holds, we must show that Properties 1c and 1p are preserved. Thus, consider any state \( s' \in \text{supp}(lstate(e'_1)) \) and \( u' \in \text{supp}(lstate(e'_2)) \). Let \( s \) be some state in \( \text{supp}(lstate(e_1)) \) such that \( s' \in \text{supp}(\mu_s) \) where \( (s, a, \mu_s) \in D_{RS||Env} \). Similarly, let \( u \) be some state in \( \text{supp}(lstate(e_2)) \) such that \( u' \in \text{supp}(\mu_u) \) where \( (u, a, \mu_u) \in D_{Int1||Env} \).

If \( s, \text{Rec外出} \neq \bot \) from the effect of \( \text{receive}(3, b)_{Rec} \). Then \( s, \text{Rec外出} = s, \text{Trans.inval}(s', \text{Rec.inval}) \) by Lemma 9b, which is equal to \( s, \text{Trans.inval}(s, \text{Rec.inval}) \).

This in turn equals \( u, \text{Funct.inval}(\text{Trans})(u, \text{Funct.inval}(\text{Rec})) \) by Properties 1a and 1b for \( s \) and \( u \). Now, \( s, \text{Trans.inval} \neq \bot \), by Lemma 4, so by Property 1i, \( u, \text{TR1.inval} \neq \bot \). Therefore, by Lemma 103, \( u, \text{TR1.inval}(\text{Trans}) \neq \bot \), and again by Lemma 103, \( u, \text{TR1.inval}(\text{Trans}) = u, \text{Funct.inval}(\text{Trans})(u, \text{Funct.inval}(\text{Rec})) \). Combining the equations, we obtain \( s', \text{Rec外出} = u, \text{TR1.inval}(\text{Trans}) \). Since \( u', \text{TR1.inval}(\text{Trans}) = u, \text{TR1.inval}(\text{Trans}) \), we obtain \( s', \text{Rec外出} = u', \text{TR1.inval}(\text{Trans}) \) which shows Property 1c.

For \( s \) and \( u \) we have \( s, \text{Rec外出} \neq \bot \) if \( u, \text{TR1.received} \neq \bot \). Moreover by Property 1g, we have \( s, \text{Rec外出} = u, \text{TR1.inval} \). From the effects of \( \text{receive}(3, b)_{Rec} \) actions we know that
Property 1n is preserved.

(d) $a$ is an input action of $Trans$. This means that $a = receive(2, z)_{Trans}$ for some $z$.

The rest of the proof differs from the case for $T = \{ receive(1, f)_{Rec} \}$ only in showing that Property 1 holds here we have to show that Property 10 holds, which is easy by observing that the application of $T$ updates $Trans_z\text{val}$ in and $TR1_{\text{received}}_{z}$ in the same way.

(e) $a$ is either an output action of $Adv$ that is not an input action of $Env$, $Trans$, or $Rec$, or is an internal action of $Adv$.

To show the step correspondence, we proceed as for $a = in(x)_{Trans}$, in the case where $T$ is an output task of $Env$, but using $Adv$ instead of $Env$. In showing Property 1 for $e'_{1j}$ and $e'_{2j}$, for a fixed $j$, we use the fact that application of $T$ affects only the state of $Adv$ (by definition of $RS$ and $Int1$) and use Property 11.

For each index $j$ in the decomposition, the fact that $tdist(e'_{1j}) = tdist(e'_{2j})$ follows from the fact that $tdist(e_1) = tdist(e_2)$ and the definitions of $e'_{1j}$ and $e'_{2j}$.

Proof. (Of Lemma 10.4.)

By Lemma 10.4, $R$ is a simulation relation from $RS_k||Env$ to $Int1_k||Env$. Then Theorem 3.29 implies that $tdist(RS_k||Env) \subseteq tdist(Int1_k||Env)$. Since $Env$ was chosen arbitrarily, this implies (by definition of $\leq$) that $RS_k \leq Int1_k$.

Proof. (Of Lemma 10.5.)

By Lemma 10.6, $R$ is a simulation relation from $RS_k||Env$ to $Int1_k||Env$ for which $\mid cor\text{tasks}(\rho, T)\mid \leq 2$ for every $\rho$ and $T$. Since that lemma holds for every $k$ and every $Env$, Theorem 4.31 implies that $RS \leq neg\text{sh} Int1$.

10.5 Int1 implements Int2

We show:

Lemma 10.7 Assume that $\overline{Adv}$ is a polynomial-time-bounded family of adversary automata. Then $Int1 \leq neg\text{sh} Int2$.

In order to prove this lemma, we consider the following two task-PIOA families, $STInt1$ and $STInt2$, which are subsystems of the $Int1$ and $Int2$ families respectively:

- $STInt1 = hide(\overline{TR1}||\text{Src}_{\text{app}}||\text{Src}_{\text{zval}}, \{\text{rand}(\ast)_{\text{app}}, \text{rand}(\ast)_{\text{zval}}\})$,
- $STInt2 = hide(\overline{TR2}||\text{Src}_{\text{app}}||\text{Src}_{\text{zval}}|\text{Src}_{\text{val}}, \{\text{rand}(\ast)_{\text{app}}, \text{rand}(\ast)_{\text{zval}}, \text{rand}(\ast)_{\text{val}}\})$.

The only difference between these two systems is in the way the $\text{beal}$ state variable is computed: a hard-core bit used in $TR1$ is replaced by a random bit. This is exactly the difference between the $SH$ and $SHR$ systems we defined in Section 6.3, and we stated that $SH \leq neg\text{sh} SHR$ (as definition of hard-core predicates).

So, in order to use this relation, we define a new polynomial time-bounded task-PIOA family $Int'$ which we compose to $SH$ and $SHR$ in order to mimic $STInt1$ and $STInt2$ respectively.

10.5.1 Using hard-core predicate definition

We define new $SHOT'$ and $SHROT'$ families.

Definition 10.8 The task-PIOA family $SHOT'$ is defined as

$$\text{hide}(SH||\text{Src}_{\text{app}}||\text{Int'}, \{\text{rand}(\ast)_{\text{app}}, \text{rand}(\ast)_{\text{zval}}, \text{rand}(\ast)_{\text{val}}, \text{rand}(\ast)_{\text{zval}}\})$$

where
• $SH$ is given in Def. 6.2,
• $Src_{yval'} = \{(Src_{yval'})_k\}_{k \in \mathbb{N}}$, where each $(Src_{yval'})_k$ is isomorphic to $Src(D_k)$,
• $\mathcal{IF}'$ is defined in Fig. 18 and 19.

$\mathcal{IF}'(Tdp, D)$:

**Signature:**

**Input:**
- $\text{rand}(f)_{Tdp}, f \in Tdp$
- $\text{rand}(z)_{zval}, z \in D$
- $\text{rand}(y)_{yval'}, y \in D$
- $\text{rand}(b)_{val'}, b \in \{0, 1\}$
- $\text{in}(x)_{\text{trans}}, x \in \{0, 1\} \rightarrow \{0, 1\}$
- $\text{in}(t)_{\text{Rec}}, t \in \{0, 1\}$
- $\text{out}^i(x)_{\text{Rec}}, x \in \{0, 1\}$
- $\text{receive}(1, f)_{\text{Rec}}, f \in Tdp$
- $\text{receive}(2, z)_{\text{Trans}}, z \in \{0, 1\} \rightarrow D$
- $\text{receive}(3, b)_{\text{Rec}}, b \in \{0, 1\} \rightarrow \{0, 1\}$

**Output:**
- $\text{send}(1, f)_{\text{trans}}, f \in Tdp$
- $\text{send}(2, z)_{\text{Rec}}, z \in \{0, 1\} \rightarrow D$
- $\text{send}(3, b)_{\text{Rec}}, b \in \{0, 1\} \rightarrow \{0, 1\}$
- $\text{out}^i(x)_{\text{Rec}}, x \in \{0, 1\}$

**Internal:**
- $fix = \text{zval}_{\text{Rec}}$
- $fix = \text{val'}_{\text{Trans}}$

**State:**
- $fval \in (Tdp \cup \bot)$, initially $\bot$
- $zval' \in (D \cup \bot)$, initially $\bot$
- $yval' \in (D \cup \bot)$, initially $\bot$
- $zval \in \{0, 1\} \rightarrow \{0, 1\}$, initially $\bot$
- $bval' \in \{0, 1\}$, initially $\bot$
- $bval \in \{0, 1\} \rightarrow \{0, 1\}$, initially $\bot$
- $\text{inval}(\text{trans}) \land \text{inval}(\text{Rec}) \in \{0, 1\}$, initially $\bot$
- $\text{inval}(\text{Trans}) \in \{0, 1\} \rightarrow \{0, 1\}$, initially $\bot$
- $\text{received}_{\text{Tdp}} \in \{\bot, \top\}$, initially $\bot$
- $\text{received}_{\text{Rec}} \in \{\bot, \top\}$, initially $\bot$
- $\text{received}_{\text{yval'}} \in \{\bot, \top\}$, initially $\bot$

Figure 18: Interface, $\mathcal{IF}'(Tdp, D)$ (Part I)

**Definition 10.9** The task-PIOA family $\textit{SHTOT}'$ is defined as

\[
\text{hide}(\textit{SHT}) |\!| \text{Src}_{yval'} |\!| \mathcal{IF}' \in \{\text{rand}(*_{Tdp}), \text{rand}(*_{zval}), \text{rand}(*_{yval'}), \text{rand}(*_{val'})\},
\]

where $\textit{SHT}$ is given in Def. 6.3 while $\text{Src}_{yval'}$ and $\mathcal{IF}'$ are as in Def. 10.8.

Given these two definitions, we have:

**Lemma 10.10** $\textit{SHOT}' \leq_{\text{neg-ptime}} \textit{SHTOT}'$.

**Proof.** By Definition 6.4, $\textit{SH} \leq_{\text{neg-ptime}} \textit{SHT}$. The task-PIOA families $\mathcal{IF}'$ and $\text{Src}_{yval'}$ are polynomial-time-bounded. Therefore, since the $\leq_{\text{neg-ptime}}$ relation is preserved when the related automata are composed with polynomial-time-bounded task-PIOA families (Lemma 4.29),

\[
\textit{SH} |\!| \mathcal{IF}' |\!| \text{Src}_{yval'} \leq_{\text{neg-ptime}} \textit{SHT} |\!| \mathcal{IF}' |\!| \text{Src}_{yval'}.
\]

Now, if we define $\mathcal{U} = \{\text{rand}(*_{Tdp}), \text{rand}(*_{zval}), \text{rand}(*_{val'}), \text{rand}(*_{yval'})\}$, we have that

\[
\text{hide}(\textit{SH} |\!| \mathcal{IF}' |\!| \text{Src}_{yval'}, \mathcal{U}) \leq_{\text{neg-ptime}} \text{hide}(\textit{SHT} |\!| \mathcal{IF}' |\!| \text{Src}_{yval'}, \mathcal{U}),
\]

since hiding output tasks of polynomial-time-bounded task-PIOA families preserves the $\leq_{\text{neg-ptime}}$ relation (Lemma 4.30).

This is equivalent to say that $\textit{SHOT}' \leq_{\text{neg-ptime}} \textit{SHTOT}'$, as needed. \qed
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**Ifc’(Tdp, D):**

**Transitions:**

\[
\text{out'}(x)_{\text{rec}} \\
\text{Effect:} \\
\text{if } \text{inval}(\text{Trans}) = \perp \text{ then } \text{inval}(\text{Trans}) := x
\]

\[
in(i)_{\text{rec}} \\
\text{Effect:} \\
\text{if } \text{inval}(\text{Rec}) = \perp \text{ then } \text{inval}(\text{Rec}) := i
\]

\[
in(x)_{\text{trans}} \\
\text{Effect:} \\
\text{if } \text{inval}2(\text{Trans}) = \perp \text{ then } \text{inval}2(\text{Trans}) := x
\]

\[
\text{rand}(f)_{\text{dtp}} \\
\text{Effect:} \\
\text{if } \text{fval} = \perp \text{ then } \text{fval} := f
\]

\[
\text{rand}(y)_{\text{val}} \\
\text{Effect:} \\
\text{if } \text{yval} = \perp \text{ then } \text{yval} := y
\]

\[
\text{rand}(z)_{\text{val}} \\
\text{Effect:} \\
\text{if } \text{zval} = \perp \text{ then } \text{zval} := z
\]

\[
\text{rand}(b)_{\text{bool}} \\
\text{Effect:} \\
\text{if } \text{bool} = \perp \text{ then } \text{bool} := b
\]

\[
\text{receive}(1,f)_{\text{rec}} \\
\text{Effect:} \\
\text{if } \text{received}_{\text{dtp}} = \perp \text{ then } \text{received}_{\text{dtp}} := \top
\]

\[
\text{receive}(2,z)_{\text{trans}} \\
\text{Effect:} \\
\text{if } \text{received}_{z} = \perp \text{ then } \text{received}_{z} := \top
\]

\[
\text{receive}(3,b)_{\text{rec}} \\
\text{Effect:} \\
\text{if } \text{yval} = \perp \text{ and } \text{received}_{y} = \perp \text{ then } \text{received}_{y} := \top
\]

\[
\text{fix} = \text{zval}_{\text{rec}} \\
\text{Precondition:} \\
\text{yval}', \text{zval}', \text{inval}(\text{Rec}), fval \neq \perp \\
\text{received}_{\text{dtp}} \neq \perp \\
\text{zval} = \perp \\
\text{Effect:} \\
\text{zval}(\text{inval}(\text{Rec})) := fval(\text{yval}') \\
\text{zval}(1 - \text{inval}(\text{Rec})) := \text{zval}'
\]

\[
\text{fix} - \text{inval}_{\text{trans}} \\
\text{Precondition:} \\
bval', \text{yval}', \text{zval} \neq \perp \\
\text{inval}(\text{Trans}), \text{inval}(\text{Rec}) \neq \perp \\
\text{received}_{z} \neq \perp \\
bval = \perp \\
\text{Effect:} \\
bval(\text{inval}(\text{Rec})) := bval(\text{yval}') \\
bval(1 - \text{inval}(\text{Rec})) := bval' \oplus \text{inval}(\text{Rec})(1 - \text{inval}(\text{Rec}))
\]

\[
\text{out''}(x)_{\text{rec}} \\
\text{Precondition:} \\
x = \text{inval}(\text{Trans}) \neq \perp, \text{received}_{d} \neq \perp \\
\text{Effect:} \\
\text{none}
\]

\[
\text{send}(1,f)_{\text{trans}} \\
\text{Precondition:} \\
tdp = \perp, f = \text{tdp}, \text{funct} \\
\text{Effect:} \\
\text{none}
\]

\[
\text{send}(2,z)_{\text{rec}} \\
\text{Precondition:} \\
z = \text{zval} \neq \perp \\
\text{Effect:} \\
\text{none}
\]

\[
\text{send}(3,b)_{\text{trans}} \\
\text{Precondition:} \\
b = \text{bool} \neq \perp \\
\text{Effect:} \\
\text{none}
\]

**Tasks:** \{send(1,*)_{\text{trans}}, send(2,*)_{\text{rec}}, send(3,*)_{\text{trans}}, out''(*)_{\text{rec}}, \text{fix} = \text{zval}_{\text{rec}}, \text{fix} = \text{bool}_{\text{trans}}\.

Figure 19: Interface, Ifc’(Tdp, D) (Part II)
Some invariants will be helpful in the later proofs:

**Lemma 10.11** In all reachable states of $H$:

1. If $H.zval \neq \bot$ then $H.fval \neq \bot$, $H.zval \neq \bot$ and $H.zval = H.fval(H.zval)$.
2. If $H.bval \neq \bot$ then $H.yval \neq \bot$ and $H.bval = B(H.yval)$.

**Lemma 10.12** In all reachable states of $Ifc'$:

1. If $Ifc'.zval \neq \bot$ then $Ifc'.yval' \neq \bot$, $Ifc'.fval \neq \bot$, and $Ifc'.zval' \neq \bot$.

**Lemma 10.13** In all reachable states of $SHOT'$:

1. $Ifc'.fval = H.fval$.
2. If $Ifc'.fval \neq \bot$ then $Ifc'.fval = Src_{bdp}.chosenval$.
3. If $H.yval \neq \bot$ then $H.yval = Src_{yval}.chosenval$.
4. If $Ifc'.yval' \neq \bot$ then $Ifc'.yval' = Src_{yval}.chosenval$.
5. If $Ifc'.zval' \neq \bot$ then $Ifc'.zval' = H.zval$.
6. If $Ifc'.bval' \neq \bot$ then $Ifc'.bval' = H.bval$.

**Lemma 10.14** In all reachable states of $SHROT'$:

1. If $Ifc'.fval \neq \bot$ then $Ifc'.fval = Src_{bdp}.chosenval$.
2. If $Ifc'.zval' \neq \bot$ then $Ifc'.zval' = Src_{zval}.chosenval$.
3. If $Ifc'.yval' \neq \bot$ then $Ifc'.yval' = Src_{yval}.chosenval$.
4. If $Ifc'.bval' \neq \bot$ then $Ifc'.bval' = Src_{bval}.chosenval$.

### 10.5.2 The $Shat1$ subsystem implements $SHOT'$

Now, using mappings of the sort we used in Section 10.4.2, we show that $Shat1 \leq_{\text{ex}} SHOT'$ and, in the next subsection, we will prove that $SHROT' \leq_{\text{ex}} Shat2$. Finally, in Section 10.5.4, we will prove that $Int1 \leq_{\text{neg map}} Int2$ by using the properties of the mappings we defined and the different properties of the $\leq_{\text{neg map}}$ relation.

In order to prove $Shat1 \leq_{\text{ex}} SHOT'$, we show that $Shat1_k \leq_{\text{ex}} SHOT'_k$ and $SHROT'_k \leq_{\text{ex}} Shat2_k$ for every $k$. In the rest of this section, we remove the mention of $k$ everywhere.

Fix any environment $Em'$ for both $Shat1$ and $SHOT'$. We define a simulation relation $R$ from $Shat1||Em'$ to $SHOT'||Em'$.

Let $e_1$ and $e_2$ be discrete probability measures on finite execution fragments of $Shat1||Em'$ and $SHOT'||Em'$, respectively, satisfying the trace distribution equivalence and state equivalence properties. Then we say that $(e_1, e_2) \in R$ if and only if all of the following hold:

For every $s \in supp(istate(e_1))$ and $u \in supp(istate(e_2))$:

1. $u.Ifc'.ival(Trans) = s.TRI.ival(Trans)$.
2. $u.Ifc'.ival2(Trans) = s.TRI.ival2(Trans)$.
3. $u.Ifc'.ival(Rec) = s.TRI.ival(Rec)$.
4. if $s.Src_{bdp}.chosenval = \bot$ then $u.Src_{bdp}.chosenval = \bot$.
5. if $s.Src_{bdp}.chosenval \neq \bot$ then $u.Src_{bdp}.chosenval = s.Src_{bdp}.chosenval$.funct.
6. if \( \text{STTr} \neq \bot \) then \( u.\text{Ich} \cdot fval = \text{STTr} \cdot \text{func} \) else \( u.\text{Ich} \cdot fval = \bot \).
7. if \( u.\text{Src} \cdot \text{choseval} = \bot \) then \( u.\text{Src} \cdot \text{choseval} = u.\text{Src} \cdot \text{choseval} = \bot \)
8. if \( u.\text{Src} \cdot \text{choseval} \neq \bot \) then \( \text{Istate}(e_2) \cdot \text{Src} \cdot \text{choseval} \) and \( \text{Istate}(e_2) \cdot \text{Src} \cdot \text{choseval} \) are the uniform distribution on \( D \).
9. \( u.\text{Src} \neq \bot \) iff \( u.\text{Hg} \neq \bot \) and \( u.\text{Ich} \cdot \text{gval} \neq \bot \).
10. if \( \text{STTr} \cdot zval = \bot \) then \( u.\text{Ich} \cdot zval = \bot \) else
    - \( u.\text{Ich} \cdot zval(u.\text{Ich} \cdot i\text{val}(\text{Rec})) = \text{STTr} \cdot zval(\text{STTr} \cdot i\text{val}(\text{Rec})) \) and
    - \( u.\text{Ich} \cdot zval(1 - u.\text{Ich} \cdot i\text{val}(\text{Rec})) = \text{STTr} \cdot zval(1 - \text{STTr} \cdot i\text{val}(\text{Rec})) \).
11. if \( \text{STTr} \cdot bval = \bot \) then \( u.\text{Ich} \cdot bval = \bot \) else
    - \( u.\text{Ich} \cdot bval(u.\text{Ich} \cdot i\text{val}(\text{Rec})) = \text{STTr} \cdot bval(\text{STTr} \cdot i\text{val}(\text{Rec})) \) and
    - \( u.\text{Ich} \cdot bval(1 - u.\text{Ich} \cdot i\text{val}(\text{Rec})) = \text{STTr} \cdot bval(1 - \text{STTr} \cdot i\text{val}(\text{Rec})) \).
12. \( u.\text{Ich} \cdot \text{received}_\text{hdp} = \text{STTr} \cdot \text{received}_\text{hdp} \).
13. \( u.\text{Ich} \cdot \text{received}_\text{z} = \text{STTr} \cdot \text{received}_\text{z} \).
14. \( u.\text{Ich} \cdot \text{received}_\text{b} = \text{STTr} \cdot \text{received}_\text{b} \).
15. \( u.\text{Env}^\prime = e.\text{Env}^\prime \).

**Lemma 10.15** The relation \( R \) defined above is a simulation relation from \( S\text{Intl}||\text{Env}' \) to \( S\text{hot}||\text{Env}' \). Furthermore, for each step of \( S\text{Intl}||\text{Env}' \), the step correspondence yields at most three steps of \( S\text{hot}||\text{Env}' \), that is, there is a mapping \( \text{corrtasks} \) that can be used with \( R \) such that, for every \( \rho, T, |\text{corrtasks}(\rho, T)| \leq 3 \).

**Proof.** We prove that \( R \) is a simulation relation from \( S\text{Intl}||\text{Env}' \) to \( S\text{hot}||\text{Env}' \) using the mapping \( \text{corrtasks}(R^s_{S\text{Intl}||\text{Env}} \times R^s_{S\text{hot}||\text{Env}}) \rightarrow R^s_{S\text{hot}||\text{Env}}' \), which is defined as follows:

For any \((\rho, T) \in (R^s_{S\text{Intl}||\text{Env}} \times R^s_{S\text{hot}||\text{Env}})\):

- If \( T \in \{\text{out}^\prime(\star)_\text{Rec}, \{\text{send}(1, \star)_\text{Trans}, \{\text{send}(2, \star)_\text{Rec}, \{\text{send}(3, \star)_\text{Trans}\} \) then \( \text{corrtasks}(\rho, T) = \).
- If \( T \) is an output or internal task of \( \text{Env}' \), then \( \text{corrtasks}(\rho, T) = T \).
- If \( T = \{\text{choose} - \text{rand}_\text{hdp} \) then \( \text{corrtasks}(\rho, T) = \{\text{choose} - \text{rand}_\text{hdp} \).
- If \( T = \{\text{choose} - \text{rand}_\text{val} \) then \( \text{corrtasks}(\rho, T) = \{\text{choose} - \text{rand}_\text{val} \{\text{choose} - \text{rand}_\text{val} \).
- If \( T = \{\text{rand}(*)_\text{hdp} \) then \( \text{corrtasks}(\rho, T) = \{\text{rand}(*)_\text{hdp} \).
- If \( T = \{\text{rand}(*)_\text{val} \) then \( \text{corrtasks}(\rho, T) = \{\text{rand}(*)_\text{val} \{\text{rand}(*)_\text{val} \).
- If \( T = \{\text{fix} - \text{zval}_\text{Rec} \) then \( \text{corrtasks}(\rho, T) = \{\text{fix} - \text{zval}_\text{Rec} \{\text{rand}(*)_\text{zval} \{\text{fix} - \text{zval}_\text{Rec} \.
- If \( T = \{\text{fix} - \text{bval}_\text{Trans} \) then \( \text{corrtasks}(\rho, T) = \{\text{fix} - \text{bval}_\text{Trans} \{\text{rand}(*)_\text{bval} \{\text{fix} - \text{bval}_\text{Trans} \.

We prove that \( R \) satisfies the two conditions in Lemma 3.31.

**Start condition:** It is obvious that the Dirac measure on execution fragments consisting of the unique start states \( s \) and \( u \) of \( S\text{Intl}||\text{Env}' \) and \( S\text{hot}||\text{Env}' \), respectively, are \( R \)-related: all properties of \( R \) holds because the state components of \( s \) and \( u \) on which \( R \) depends are all \( \bot \).

**Step condition:** Suppose \((e_1, e_2) \in R \) and \( T \) is a task of \( S\text{Intl}||\text{Env}' \).

Let \( e_1 = \text{apply}(e_1, T) \) and \( e_2 = \text{apply}(e_2, \text{corrtasks}(\text{Istate}(e_1), T)) \).

The proof follows the same outline as that of Lemma 10.6. Identical versions of Claim 1 and Claim 2 in that proof carry over for \( \text{Env}' \) to this case. We again consider cases based on the values of \( T \).
1. $T = \{ \text{out}^{\ast}(\ast)_{\text{Rec}} \}$. Property 1 and Property 14 of $R$ guarantee that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. If $T$ is uniformly disabled, then this case is similar to the corresponding one in the treatment of the $\{\text{choose} - \text{rand}_{\text{App}}\}$-task in Lemma 10.6.

Suppose now that $T$ is uniformly enabled in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. Property 1 implies that there is only one action $a$ enabled in every state of $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. We distinguish two cases, according to possible environments $E^\prime$.

(a) $a$ is not an input action of $E^\prime$.

The probability measures for this case are trivial: Let $I$ be the singleton index set $\{1\}$, let $p$ be the Dirac measure on 1, and let $e_{11} = e_1$ and $e_{21} = e_2$. To show that $(e_{11} e_{21}) \in R$, we observe that executing $a$ does not change any state variable in $\text{Shntt}(E^\prime)$. The trace distribution equivalence for $e_1$ and $e_2$ follows from the fact that $\text{tdist}(e_1) = \text{tdist}(e_2)$ and the definitions of $e_1$ and $e_2$.

(b) $a$ is an input action of $E^\prime$. Claim 1 states that the state of $E^\prime$ is the same in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. Let $q_{E^\prime}$ be this state, and $\tau_{E^\prime} = (q_{E^\prime}, a, \mu_{E^\prime})$ be the unique transition with action $a$ from $q_{E^\prime}$.

Suppose that $\text{supp}(\mu_{E^\prime})$ is the set $\{q_j : j \in I\}$ of states of $E^\prime$, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{E^\prime}(q_j)$. For each $j \in I$, we define probability measure $\epsilon_{1j}$ as follows. The support $\text{supp}(\epsilon_{1j})$ is the set of execution fragments $\alpha \in \text{supp}(\epsilon_j)$ such that $\text{Istate}(\alpha).E^\prime = q_j$. For each $\alpha \in \text{supp}(\epsilon_{1j})$ of the form $\alpha' q_j$, let $e'_{1j}(\alpha) = e_1(\alpha')$. We define $e'_{2j}$ analogously from $e_2$.

Now, we see that $(e'_{1j}, e'_{2j}) \in R$ because the only modified state variable when applying $a$ are those of $E^\prime$, our definition of $e'_{1j}$ and $e'_{2j}$ keeps Property 15 true, and the fact that $\text{tdist}(e'_{1j}) = \text{tdist}(e'_{2j})$ follows from the fact that $\text{tdist}(e_1) = \text{tdist}(e_2)$ and the definitions of $e'_{1j}$ and $e'_{2j}$.

2. $T = \{ \text{send}(1, \ast)_{\text{trans}} \}$. Property 6 of $R$ guarantees that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. The rest of this case can be treated in the same way as the previous one.

3. $T = \{ \text{send}(2, \ast)_{\text{Rec}} \}$. Property 10 of $R$ guarantees that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. The rest of this case can be treated in the same way as the previous one.

4. $T = \{ \text{send}(3, \ast)_{\text{trans}} \}$. Property 11 of $R$ guarantees that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. The rest of this case can be treated in the same way as the previous one.

5. $T$ is an output or internal task of $E^\prime$.

Claim 2 implies that $T$ is uniformly enabled or disabled in every state in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. If $T$ is disabled, we simply define $I = \{1\}$, $e_{11} = e_1$, $e_{21} = e_2$, and we have that $e_{11} \in R e_{21}$ since $e_1 \not\in R e_2$. Suppose now that $T$ is enabled in every state in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$. Claim 2 now implies that there is a unique action $a$ enabled in every state in $\text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2))$ and that there is a unique transition of $E^\prime$ from $q_{E^\prime}$ with action $a$; let $\tau_{E^\prime} = (q_{E^\prime}, a, \mu_{E^\prime})$ be this transition. We distinguish several cases, according to the possible values for $a$. 
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(a) \( a = \text{in}(x)_{\text{trans}} \) for some fixed \( x \).
This case is similar to the corresponding one in Lemma 10.6: we use the properties 2 and 15 of the definition of \( R \).

(b) \( a = \text{in}(i)_{\text{sec}} \) for some fixed \( i \).
This case is similar to the corresponding one in Lemma 10.6: we use the properties 3 and 15 of \( R \), and check the properties 10 and 11.

(c) \( a = \text{out}(x)_{\text{sec}} \) for some fixed \( x \).
This case is similar to the previous one: we use the properties 1 and 15 of \( R \).

(d) \( a = \text{receive}(1, f)_{\text{sec}} \) for some fixed \( f \).
This case is similar to the previous one: we use the properties 12 and 15 of \( R \).

(e) \( a = \text{receive}(2, z)_{\text{trans}} \) for some fixed \( z \).
This case is similar to the previous one: we use the properties 13 and 15 of \( R \).

(f) \( a = \text{receive}(3, b)_{\text{sec}} \) for some fixed \( b \).
This case is similar to the previous one: we use the properties 9, 14 and 15 of \( R \).

6. \( T = \{ \text{choose} - \text{rand}_{\text{tftp}}, \text{rand}_{\text{tftp}} \} \).
Property 4 and Property 5 of \( R \) guarantee that either \( T \) is uniformly enabled in all states in \( \text{supp}(\text{state}(e_2)) \) and \( \text{corrtasks}(\rho, T) \) is uniformly enabled in all states in \( \text{supp}(\text{state}(e_2)) \), or they are uniformly disabled in all these states.

The rest of this case is similar to the corresponding one in Lemma 10.6, except that we rely on an ordering of the elements of \( T_{\ell p} \) and \( T_{d p p} \) such that the \( j \)-th permutation of \( T_{\ell p} \) is equal to the \( \text{funct} \) field of the \( j \)-th permutation pair of \( T_{d p p} \).

7. \( T = \{ \text{choose} - \text{rand}_{\text{yval}} \} \).
Property 7 and Property 8 of \( R \) guarantee that either \( T \) is uniformly enabled in all states in \( \text{supp}(\text{state}(e_1)) \) and the tasks in \( \text{corrtasks}(\rho, T) \) are enabled in all states in \( \text{supp}(\text{state}(e_2)) \), or they are uniformly disabled in all these states.

Property 7 and Property 8 of \( R \) are the only properties containing variables modified by the effect of \( T \) and \( \text{corrtasks}(\rho, T) \), and they remain verified after applying those tasks.

8. \( T = \{ \text{rand}(\ast)_{\text{tftp}} \} \).
Property 4 and Property 5 of \( R \) guarantee that either \( T \) is uniformly enabled in all states in \( \text{supp}(\text{state}(e_1)) \) and \( \text{corrtasks}(\rho, T) \) is enabled in all states in \( \text{supp}(\text{state}(e_2)) \), or they are uniformly disabled in all these states.

Property 6 of \( R \) is the only one containing variables modified by the effect of \( T \) and \( \text{corrtasks}(\rho, T) \), and it remains verified after applying those tasks.

9. \( T = \{ \text{rand}(\ast)_{\text{yval}} \} \).
Property 7 and Property 8 of \( R \) guarantee that either \( T \) is uniformly enabled in all states in \( \text{supp}(\text{state}(e_1)) \) and the tasks in \( \text{corrtasks}(\rho, T) \) are enabled in all states in \( \text{supp}(\text{state}(e_2)) \), or they are uniformly disabled in all these states.

Property 9 of \( R \) is the only one containing variables modified by the effect of \( T \) and \( \text{corrtasks}(\rho, T) \), and it remains verified after applying those tasks.

10. \( T = \{ \text{fix} - \text{zval}_{\text{sec}} \} \).
Properties 9, 3, 6, 12, and 10 guarantee that either \( T \) is uniformly enabled or disabled in all states in \( \text{supp}(\text{state}(e_1)) \).
Suppose first that \( T \) is uniformly enabled in those states. Let \( u \) be any state in \( \text{supp}(\text{state}(e_2)) \).
(a) Property 9 implies that \( u.H.yval \neq \perp \) and \( u.Ifc'.yval' \neq \perp \).

(b) Property 3 implies that \( u.Ifc'.inval(Rec) \neq \perp \).

(c) Property 6 and Lemma 10.13 imply that \( u.Ifc'.fval = u.H.fval \neq \perp \).

(d) Property 12 implies that \( u.Ifc'.received_{dp} \neq \perp \).

(e) Property 10 implies that \( u.Ifc'.zval = \perp \).

(f) Items (a) and (c) imply that the \( \{fix - zval\} \)-task is enabled. After executing this task, we have that \( u.H.zval \neq \perp \).

(g) Item (f) implies that the \( \{rand(z)_{zval}\} \)-task is enabled. After executing this task, we have that \( u.Ifc'.zval' \neq \perp \).

(h) Items (a), (g), (b), (c), (d) and (e) imply that the \( \{fix - zval_{Rec}\} \)-task is enabled.

So, all tasks in the sequence \( corrtasks(\rho, T) \) are uniformly enabled. We can verify that \( \epsilon'_1 R_2 \) by using the same properties.

Suppose now that \( T \) is uniformly disabled in all states in \( supp(Istate(e_1)) \). Let \( s \) be any state in \( supp(Istate(e_1)) \) and \( u \) be any state in \( supp(Istate(e_2)) \). We distinguish several cases, according to the variables responsible of disabling \( T \).

- \( s.TR1.yval = \perp \). Then, by Property 9, \( u.H.yval = \perp \) and, by Lemma 10.13, \( u.H.zval = \perp \) and \( u.H.bval = \perp \). Therefore, the \( \{fix - zval\} \), \( \{rand(z)_{zval}\} \), \( \{fix - bval\} \) and \( \{rand(b)_{bval}\} \) tasks are disabled. Furthermore, by Property 9, \( u.Ifc'.yval' = \perp \), which implies that the \( \{fix - zval_{Rec}\} \)-task is disabled too. So, nothing happens when we apply \( T \) and \( corrtasks(\rho, T) \) in that case.

- \( s.TR1.inval(Rec) = \perp \). In this case:
  
  (a) The \( \{fix - zval\} \)-task is either uniformly enabled or disabled. If it is uniformly enabled, the only effect of this task is to change the \( u.H.zval \) variable, which preserves \( R \) since this variable does not appear in its definition. If it is uniformly disabled, then nothing happens and \( R \) is preserved too.

  (b) The \( \{rand(z)_{zval}\} \)-task is either uniformly enabled or disabled. If it is uniformly enabled, the only effect of this task is to change the \( u.Ifc'.zval' \) variable, which preserves \( R \) since this variable does not appear in its definition. If it is uniformly disabled, then nothing happens and \( R \) is preserved too.

  (c) The \( \{fix - zval_{Rec}\} \)-task is always disabled, by Property 3.

- \( s.TR1.dp = \perp \). Property 6 and Lemma 10.13 imply that \( u.Ifc'.fval = \perp \), \( u.H.fval = \perp \). Therefore, the \( \{fix - zval\} \), \( \{rand(z)_{zval}\} \), and \( \{fix - bval\} \) tasks are disabled.

- \( s.TR1.received_{dp} = \perp \). This case can be treated in the same way as the \( inval(Rec) = \perp \) case, if we note that Property 12 implies that \( u.Ifc'.received_{dp} = \perp \).

- \( s.TR1.zval \neq \perp \). Property 10 and Lemma 10.13, we know that \( u.Ifc'.zval \neq \perp \), \( u.Ifc'.fval \neq \perp \), \( u.Ifc'.zval' \neq \perp \), \( u.H.fval \neq \perp \), \( u.H.yval \neq \perp \). This implies that the \( \{fix - zval\} \) and \( \{rand(z)_{zval}\} \) tasks have no effect, and that the \( \{fix - zval_{Rec}\} \) task is disabled.

11. \( T = \{fix - bval\}_{\text{Trans.}} \).

Properties 6, 10, 1, 2, 3, 13, and 11 guarantee that either \( T \) is uniformly enabled or disabled in all states in \( supp(Istate(e_1)) \).

Suppose first that \( T \) is uniformly enabled in those states. Let \( u \) be any state in \( supp(Istate(e_2)) \).

(a) Property 10 and Lemma 10.13 imply that \( u.Ifc'.zval \neq \perp \), \( u.Ifc'.yval' \neq \perp \), and \( u.Ifc'.bval' \neq \perp \).

(b) Properties 1, 2 and 3 imply that \( u.Ifc'.inval(Trans), u.Ifc'.inval'2(Trans), u.Ifc'.inval(Rec) \neq \perp \).
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(c) Property 13 implies that $u.Ifc.received_z \neq \perp$.

(d) Property 11 implies that $u.Ifc.val = \perp$.

(e) Items (a) implies that the $\{fix - beal\}$-task is enabled. After executing this task, we have that $u.Hhval \neq \perp$.

(f) Item (e) implies that the $\{rand(b)beal\}$-task is enabled. After executing this task, we have that $u.Ifc.val' \neq \perp$.

(g) Items (f), (a), (b), (c) and (d) imply that the $\{fix - bealRec\}$-task is enabled. So, all tasks in the sequence corrtasks($\beta, T$) are uniformly enabled. We can verify that $e_1^T R e_2^T$ by using the same properties.

Suppose now that $T$ is uniformly disabled in all states in $supp(lstate(e_1))$. Let $s$ be any state in $supp(lstate(e_1))$ and $u$ be any state in $supp(lstate(e_2))$. We distinguish several cases, according to the variables responsible of disabling $T$.

(a) $s.TR1.tdp = \perp$. Lemma 10.3 implies that $s.TR1.val = \perp$ too. We refer to that case.

(b) $s.TR1.val = \perp$. Property 10 implies that $u.Ifc.val = \perp$.

i. The $\{fix - beal\}$-task is either uniformly enabled or disabled (by Property 9). If it is uniformly enabled, the only effect of this task is to change the $u.Hhval$ variable, which preserves $R$ since this variable does not appear in its definition. If it is uniformly disabled, then nothing happens and $R$ is preserved too.

ii. The $\{rand(b)beal\}$-task is either uniformly enabled or disabled. If it is uniformly enabled, the only effect of this task is to change the $u.Ifc.val'$ variable, which preserves $R$ since this variable does not appear in its definition. If it is uniformly disabled, then nothing happens and $R$ is preserved too.

iii. The $\{fix - beal_{trans}\}$ task is uniformly disabled.

(c) $s.TR1.inval(Trans) = \perp$. Idem, but using Property 1.

(d) $s.TR1.inval2(Trans) = \perp$. Idem, but using Property 2.

(e) $s.TR1.inval(Rec) = \perp$. Idem, but using Property 3.

(f) $s.TR1.received_z = \perp$. Idem, but using Property 13.

(g) $s.TR1.beal \neq \perp$. Idem, but using Property 11.

\[\square\]

10.5.3 $SHROT'$ implements the $Sim2$ subsystem

Fix any environment $Env'$ for both $SHROT'$ and $Sim2$. We define a simulation relation $R$ from $SHROT'||Env'$ to $Sim2||Env'$.

Let $e_1$ and $e_2$ be discrete probability measures on finite execution fragments of $SHROT'||Env'$ and $Sim2||Env'$, respectively, satisfying the trace distribution equivalence and state equivalence properties. Then we say that $(e_1, e_2) \in R$ if and only if all of the following hold:

For every $s \in supp(lstate(e_1))$ and $u \in supp(lstate(e_2))$:

1. $u.TR2.inval(Trans) = s.Ifc'.inval(Trans)$.

2. $u.TR2.inval2(Trans) = s.Ifc'.inval2(Trans)$.

3. $u.TR2.inval(Rec) = s.Ifc'.inval(Rec)$.

4. if $s.Srcldp.chosenval = \perp$ then $u.Srcldp.chosenval = \perp$.

5. if $s.Srcldp.chosenval \neq \perp$ then $u.Srcldp.chosenval.funct = s.Srcldp.chosenval$.
6. if $s.Ifc'.fval \neq \bot$ then $u.TR2.tdp.funct = s.Ifc'.fval$ else $u.TR2.tdp = \bot$.
7. if $s.Src_{val}.chosenval = \bot$ or $s.Src_{tval}.chosenval = \bot$ then $u.Src_{val}.chosenval = \bot$.
8. if $s.Src_{val}.chosenval \neq \bot$ and $s.Src_{tval}.chosenval \neq \bot$ then $lstate(e2).Src_{val}.chosenval$ is the uniform distribution on $(\{0,1\} \to D)$.
9. if $s.Ifc'.zval = \bot$ or $s.Ifc'.yval = \bot$ then $u.TR2.yval = \bot$ else $u.TR2.yval \neq \bot$.
10. $s.Src_{tval}.chosenval = u.Src_{val}.chosenval$.
11. if $s.Ifc'.yval = u.TR2.zval1$.
12. if $s.Ifc'.zval = \bot$ then $u.TR2.zval = \bot$ else
   - $u.TR2.zval(u.TR2.inval(Rec)) = s.Ifc'.zval(s.Ifc'.inval(Rec))$ and
   - $u.TR2.zval(1 - u.TR2.inval(Rec)) = s.Ifc'.zval(1 - s.Ifc'.inval(Rec))$.
13. if $s.Ifc'.bval = \bot$ then $u.TR2.bval = \bot$ else
   - $u.TR2.bval(u.TR2.inval(Rec)) = s.Ifc'.bval(s.Ifc'.inval(Rec))$ and
   - $u.TR2.bval(1 - u.TR2.inval(Rec)) = s.Ifc'.bval(1 - s.Ifc'.inval(Rec))$.
14. $u.Ifc'.received_{adp} = s.TR1.received_{adp}$.
15. $u.Ifc'.received_{z} = s.TR1.received_{z}$.
16. $u.Ifc'.received_{b} = s.TR1.received_{b}$.
17. $u.Enw' = s.Enw'$.

**Lemma 10.16** The relation $R$ defined above is a simulation relation from $SHROT||Env'$ to $SInt2||Env'$. Furthermore, for each step of $SHROT||Env'$, the step correspondence yields at most one step of $SInt2||Env'$, that is, there is a mapping $corrtasks$ that can be used with $R$ such that, for every $\rho, T, |corrtasks(\rho, T)| \leq 1$.

**Proof.** We prove that $R$ is a simulation relation from $SHROT||Env'$ to $SInt2||Env'$ using the mapping $corrtasks(R_{SHROT||Env'} \times R_{SHROT||Env'}) \to R_{SInt2||Env'}$, which we define as follows:

For any $(\rho, T) \in (R_{SHROT||Env'} \times R_{SHROT||Env'})$:

- If $T \in \{\text{out}(*), \text{fix->zval}_\text{Rec}, \text{fix->bval}_\text{Trans}, \text{send}(1, \ast)_\text{Trans}, \text{send}(2, \ast)_\text{Rec}, \text{send}(3, \ast)_\text{Trans}\}$ then $corrtasks(\rho, T) = \{T\}$.
- If $T$ is an output or internal task of $Enw'$, then $corrtasks(\rho, T) = T$.
- If $T = \{\text{choose - rand}_{adp}\}$ then $corrtasks(\rho, T) = \{\text{choose - rand}_{adp}\}$.
- If $T = \{\text{rand}(\ast)_{adp}\}$ then $corrtasks(\rho, T) = \{\text{rand}(\ast)_{adp}\}$.
- If $T = \{\text{choose - rand}_{yval}\}$ then
  - if $\rho$ does not contain $\{\text{choose - rand}_{yval}\}$ then $corrtasks(\rho, T) = \lambda$,
  - else $corrtasks(\rho, T) = \{\text{choose - rand}_{yval}\}$.
- If $T = \{\text{rand}(\ast)_{yval}\}$ then
  - if $\{\text{choose - rand}_{yval}\}, \{\text{rand}(\ast)_{yval}\}$ is a subsequence of $\rho$ then $corrtasks(\rho, T) = \{\text{choose - rand}_{yval}\}$,
  - else $corrtasks(\rho, T) = \lambda$.
• If $T = \{\text{choose} - \text{rand}_{\text{eval}}\}$ then
  - if $\rho$ does not contain $\{\text{choose} - \text{rand}_{\text{eval}}\}$ then $\text{corrtasks}(\rho, T) = \lambda$
  - else $\text{corrtasks}(\rho, T) = \{\text{choose} - \text{rand}_{\text{eval}}\}$.

• If $T = \{\text{rand}(\ast)_{\text{eval}}\}$ then
  - if $\{\text{choose} - \text{rand}_{\text{eval}}\}, \{\text{rand}(\ast)_{\text{eval}}\}$ is a subsequence of $\rho$ then $\text{corrtasks}(\rho, T) = \{\text{choose} - \text{rand}_{\text{eval}}\}$
  - else $\text{corrtasks}(\rho, T) = \lambda$.

• If $T = \{\text{choose} - \text{rand}_{\text{eval}}\}$ then $\text{corrtasks}(S, T) = \{\text{choose} - \text{rand}_{\text{eval}}\}$.

• If $T = \{\text{rand}(\ast)_{\text{eval}}\}$ then $\text{corrtasks}(\rho, T) = \{\text{rand}(\ast)_{\text{eval}}\}$.

We show that $R$ satisfies the two conditions in Lemma 3.31.

Start condition: It is obvious that the Dirac measures on execution fragments consisting of the unique start states $s$ and $u$ of $\text{SH\text{R}OIT} || \text{Env}'$ and $\text{S\text{Int}2} || \text{Env}'$, respectively, are $R$-related. All properties of $R$ hold because the state components of $s$ and $u$ on which $R$ depends are all $\perp$.

Step condition: Suppose $(e_1, e_2) \in R$ and $\rho$ be a task scheduler for $\text{S\text{Int}2} || \text{Env}'$, $T$ is a task of $\text{S\text{Int}2} || \text{Env}'$, and let $s$ be any state in $\text{supp}(\text{Istate}(e_1))$.

Let $\epsilon'_1 = \text{apply}_T(e_1, T)$ and $\epsilon'_2 = \text{apply}_T(e_2, \text{corrtasks}(\rho, T))$.

The proof follows the same outline as that of Lemma 10.6 and 10.15. Identical versions of Claim 1 and Claim 2 in that proof carry over for $\text{Env}'$ to this case. We again consider cases based on the values of $T$.

1. $T = \{\text{out}''(\ast)_{\text{Rec}}\}$.

   We proceed as for the same task in Lemma 10.15.

2. $T = \{\text{fix} - \text{zval}_{\text{Rec}}\}$.

   Properties 9, 3, 6, 14 and 12 guarantee that either $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_2))$.

   Suppose first that $T$ is uniformly enabled in those states. Let $u$ be any state in $\text{supp}(\text{Istate}(e_2))$.

   (a) Property 9 implies that $u.\text{TR2.yval} \neq \perp$.
   (b) Property 3 implies that $u.\text{TR2.inval} (\text{Rec}) \neq \perp$.
   (c) Property 6 implies that $u.\text{TR2.tdpp} \neq \perp$.
   (d) Property 14 implies that $u.\text{TR2.received}_{\text{dpp}} \neq \perp$.
   (e) Property 12 implies that $u.\text{TR2.zval} = \perp$.

   So, $\text{corrtasks}(\rho, T)$ is uniformly enabled. We can verify that $\epsilon'_1 Re \epsilon'_2$ by using the same properties.

   The same five properties can be used to check that $\text{corrtasks}(\rho, T)$ is uniformly disabled when $T$ is uniformly disabled.

3. $T = \{\text{fix} - \text{zval}_{\text{trans}}\}$

   Properties 11, 9, 12, 1, 2, 3, 15 and 13 guarantee that either $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1))$.

   Suppose first that $T$ is uniformly enabled in those states. Let $u$ be any state in $\text{supp}(\text{Istate}(e_2))$.

   (a) Property 11 implies that $u.\text{TR2.zval1} \neq \perp$.
   (b) Property 9 and Lemma 10.12 imply that $u.\text{TR2.yval} \neq \perp$.
   (c) Property 12 implies that $u.\text{TR2.zval} = \perp$.
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(d) Properties 1, 2 and 3 imply that $u.\text{TR2.\text{invalid}}(\text{Trans}), u.\text{TR2.\text{invalid2}}(\text{Trans}), u.\text{TR2.\text{invalid}}(\text{Rec}) \neq \bot$

(e) Property 15 implies that $u.\text{TR2.\text{received}}_z \neq \bot$.

(f) Property 13 implies that $u.\text{TR2.\text{eval}} = \bot$.

So, $\text{corrtasks}(\rho, T)$ is uniformly enabled. We can verify that $\epsilon_1' \text{Rec}_2'$ by using the same properties.

The same eight properties can be used to check that $\text{corrtasks}(\rho, T)$ is uniformly disabled when $T$ is uniformly disabled.

4. $T = \{\text{send}(1, \ast)_{\text{Trans}}\}$ We proceed as for the same task in Lemma 10.15.

5. $T = \{\text{send}(2, \ast)_{\text{Rec}}\}$ We proceed as for the same task in Lemma 10.15.

6. $T = \{\text{send}(3, \ast)_{\text{Trans}}\}$ We proceed as for the same task in Lemma 10.15.

7. $T = \{\text{choose} \rightarrow \text{rand}_{\text{dip}}\}$ We proceed as for the $\{\text{choose} \rightarrow \text{rand}_{\text{dip}}\}$ task in Lemma 10.15.

8. $T = \{\text{rand}(\ast)_{\text{dip}}\}$ We proceed as for the $\{\text{rand}(\ast)_{\text{dip}}\}$ task in Lemma 10.15.

9. $T = \{\text{choose} \rightarrow \text{rand}_{\text{gamma}}\}$ and $\{\text{choose} \rightarrow \text{rand}_{\text{zval}}\} \not\in \rho$

   The condition on $\rho$ implies that $s.\text{Src}_{\text{zval}}.\text{choose}_{\text{eval}} = \bot$. Property 7 implies that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1))$.

   The condition on $\rho$ implies that Property 7 and Property 8 remain verified after applying $T$.

10. $T = \{\text{choose} \rightarrow \text{rand}_{\text{gamma}}\}$ and $\{\text{choose} \rightarrow \text{rand}_{\text{zval}}\} \in \rho$

    The condition on $\rho$ implies that $s.\text{Src}_{\text{zval}}.\text{choose}_{\text{eval}} \neq \bot$. Property 7 and Property 8 imply that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1))$.

    Suppose first that $T$ is uniformly enabled. Then, Property 7 implies that $\text{corrtasks}(\rho, T)$ is uniformly enabled too. Applying $T$ makes the condition in this property become false, and makes the one in Property 8 become true. The effect of $\text{corrtasks}(\rho, T)$ guarantees that Property 8 is verified after applying $T$ and $\text{corrtasks}(\rho, T)$.

    Suppose next that $T$ is uniformly disabled. Then, Property 8 implies that $\text{corrtasks}(\rho, T)$ is uniformly disabled too.

11. $T = \{\text{rand}(\ast)_{\text{gamma}}\}$ and $\{\text{choose} \rightarrow \text{rand}_{\text{zval}}\}, \{\text{rand}(\ast)_{\text{zval}}\}$ is a subsequence of $\rho$

    The condition on $\rho$ implies that $s.\text{Src}_{\text{zval}} \neq \bot$. Property 9 implies that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1))$.

    Suppose first that $T$ is uniformly enabled. Then, Property 7 and the condition on $\rho$ imply that $\text{corrtasks}(\rho, T)$ is uniformly enabled too. The effect of $\text{corrtasks}(\rho, T)$ guarantees that Property 9 is verified after applying $T$ and $\text{corrtasks}(\rho, T)$.

    Suppose next that $T$ is uniformly disabled. Then, Property 7 implies that $\text{corrtasks}(\rho, T)$ is uniformly disabled too.

12. $T = \{\text{rand}(\ast)_{\text{gamma}}\}$ and $\{\text{choose} \rightarrow \text{rand}_{\text{zval}}\}, \{\text{rand}(\ast)_{\text{zval}}\}$ is not a subsequence of $\rho$

    The condition on $\rho$ implies that $s.\text{Src}_{\text{zval}} = \bot$. Property 9 implies that $T$ is uniformly enabled or disabled in all states in $\text{supp}(\text{Istate}(e_1))$.

    Suppose first that $T$ is uniformly enabled. Then, Property 9 remains verified after applying $T$.

13. $T = \{\text{choose} \rightarrow \text{rand}_{\text{zval}}\}$. This case is similar to the one of the $T = \{\text{choose} \rightarrow \text{rand}_{\text{gamma}}\}$-task.

14. $T = \{\text{rand}(\ast)_{\text{zval}}\}$. This case is similar to the one of the $T = \{\text{rand}(\ast)_{\text{gamma}}\}$-task.
15. $T = \{\text{choose} - \text{rand}_{\text{real}}\}$. This case is similar to the one of the $T = \{\text{choose} - \text{rand}_{\text{tdep}}\}$-task, but using Property 10.

16. $T = \{\text{rand}(\text{real})\}$. This case is similar to the one of the $T = \{\text{rand}(\text{tdep})\}$-task, but using Property 11.

\[\square\]

10.5.4 \textit{Int1 implements Int2}

\textbf{Proof.} (of Lemma 10.7)

In Lemma 10.15 and 10.16, we proved that $\text{ShtrI} \preceq \text{SHOT}$ and $\text{SHROT} \preceq \text{ShtrI}$. Furthermore, the corrtasks mappings we used in these proofs only increase the length of the schedules by a constant factor. So, we can use the soundness result of our simulation relation given in Thm. 4.31 to deduce that $\text{ShtrI} \preceq_{\text{negpt}} \text{SHOT}$ and $\text{SHROT} \preceq_{\text{negpt}} \text{ShtrI}$.

Now, since $\text{SHOT} \preceq_{\text{negpt}} \text{SHROT}$ (see Lemma 10.10) and since the $\preceq_{\text{negpt}}$ implementation relation is transitive (see Lemma 4.28), we obtain $\text{ShtrI} \preceq_{\text{negpt}} \text{ShtrI}$.

Now, by composing $\text{ShtrI}$ and $\text{ShtrI}$ with the polynomial-time bounded task-PIOA families $\text{Adv}$ and $\text{Funct}$, and using Lemma 4.29, we obtain:

$$\text{Funct}||\text{Adv}||\text{ShtrI} \preceq_{\text{negpt}} \text{Funct}||\text{Adv}||\text{ShtrI}.$$ 

Now, coming back to the definitions of $\text{ShtrI}$ and $\text{ShtrI}$, we observe that this is equivalent to saying that:

$$\text{hide}(\text{Funct}||\text{Adv}||\text{TRI}||\text{Src}_{\text{tdep}}||\text{Src}_{\text{zval}}, \{\{\text{rand}(\text{tdep})\}, \{\text{rand}(\text{zval})\}) 
\preceq_{\text{negpt}} \text{hide}(\text{Funct}||\text{Adv}||\text{TRI}||\text{Src}_{\text{tdep}}||\text{Src}_{\text{zval}}, \{\{\text{rand}(\text{tdep})\}, \{\text{rand}(\text{zval})\})$$

or, in other words, $\text{ShtrI} \preceq_{\text{negpt}} \text{ShtrI}$, as needed.

\[\square\]

10.6 \textit{Int2 implements SIS}

We show:

\textbf{Lemma 10.17} For every $k$, $\text{Int2}_k \preceq_{\text{SI}} \text{SIS}_k$.

We prove Lemma 10.17 by choosing an arbitrary environment $\text{Env}$ for $\text{Int2}_k$ and $\text{SIS}_k$, establishing a simulation relation from $\text{Int2}_k||\text{Env}$ to $\text{SIS}_k||\text{Env}$, and appealing to Theorem 3.29, the soundness result for simulation relations.

The only differences between $\text{Int2}$ and $\text{SIS}$ are that $\text{Int2}$ uses $\text{TRI}$ and $\text{Src}_{\text{val}}$ whereas $\text{SIS}$ uses $\text{TR}$ and $\text{Src}_{\text{val}}$. The key difference here is that $\text{TRI}$ calculates the $\text{val}$ value for the non-selected index as the $\oplus$ of a random $\text{val}$ bit and the real input bit, whereas $\text{TR}$ chooses it randomly (using $\text{val}$). Either way, it’s a random bit.

We also show:

\textbf{Lemma 10.18} $\text{Int2} \preceq_{\text{negpt}} \text{SIS}$.

10.6.1 \textit{State correspondence}

Here we define the correspondence $R$ from the states of $\text{Int2}||\text{Env}$ to states of $\text{SIS}||\text{Env}$, which we will show to be a simulation relation in Section 10.6.2.

Let $e_1$ and $e_2$ be discrete probability measures on finite execution fragments of $\text{Int2}$ and $\text{SIS}$, respectively, satisfying the following property:

1. Trace distribution equivalence: $\text{tdist}(e_1) = \text{tdist}(e_2)$.
Then we say that \((e_1, e_2) \in R\) if and only if all of the following hold:

1. For every \(s \in \text{supp}(lstate(e_1))\) and \(u \in \text{supp}(lstate(e_2)):\n
   (a) \(u.Funct = s.Funct\).
   (b) \(u.Funct.invval(\text{Trans}) = s.TR2.invval2(\text{Trans})\).
   (c) \(u.TR.invval(\text{Trans}) = s.TR2.invval(\text{Trans})\).
   (d) \(u.TR.invval(\text{Rec}) = s.TR2.invval(\text{Rec})\).
   (e) \(u.TR.tdp = s.TR2.tdp\).
   (f) \(u.TR.yval = s.TR2.yval\).
   (g) \(u.TR.xval = s.TR2.xval\).
   (h) If \(u.TR.yval \neq \bot\) then \(s.TR2.xval \neq \bot\), \(s.TR2.invval(\text{Trans}) \neq \bot\), \(s.TR2.invval(\text{Rec}) \neq \bot\), and \(u.TR.yval \neq s.TR2.xval \oplus s.TR2.invval2(\text{Trans})(1 - s.TR2.invval(\text{Rec}))\).
       That is, the high-level \(xval\) value is calculated as the \(\oplus\) of the low-level \(xval\) value and the transmitter’s input bit.
   (i) \(u.TR.yval = s.TR2.yval\).
   (j) \(u.Src.tdp = s.Src.tdp\).
   (k) \(u.Src.yval = s.Src.yval\).
   (l) \(u.Srcxval = s.Srcxval\).
   (m) \(Adv’ = s.Adv’\).
   (n) \(u.Env = s.Env\).
   (o) \(u.TR.receive\) = \(TR2.receive\).
   (p) \(u.TR.receive\_d = TR2.receive\_d\).
   (q) \(u.TR.receive\_o = TR2.receive\_o\).

2. For \(e_1\) and \(e_2\), if for every \(u \in \text{supp}(lstate(e_2))\) \(u.TR.yval = \bot\), then one of the following holds:

   (a) For every \(s \in \text{support}(lstate(e_1))\) and \(u \in \text{support}(lstate(e_2))\), \(s.Srcxval = u.Srcxval = \bot\).
   (b) For every \(s \in \text{support}(lstate(e_1))\) and \(u \in \text{supp}(lstate(e_2))\), \(u.TR.yval = s.TR2.xval = \bot\) and \(lstate(e_1)\) projected on \(Src\) and \(lstate(e_2)\) projected on \(Src\) is the uniform distribution on \(\{0, 1\}\).
   (c) \(lstate(e_1)\) projected on \(TR2.xval\) is the uniform distribution on \(\{0, 1\}\) and \(lstate(e_2)\) projected on \(TR2.xval\) is the uniform distribution on \(\{0, 1\}\).

10.6.2 The mapping proof

**Lemma 10.19** The relation \(R\) defined in Section 10.6.1 is a simulation relation from \(\text{Int2}||\text{Env}\) to \(\text{SIS}||\text{Env}\). Furthermore, for each step of \(\text{Int2}||\text{Env}\), the step correspondence yields at most three steps of \(\text{SIS}||\text{Env}\), that is, there is a mapping corrtasks that can be used with \(R\) such that, for every \(\rho, T\), \(\{|\text{corrtasks}(\rho, T)|\} \leq 3\).

**Proof.** We prove that \(R\) is a simulation relation from \(\text{RS}||\text{Env}\) to \(\text{Int1}||\text{Env}\) using the mapping corrtasks: \(R^*_{\text{Int2}||\text{Env}} \times R^*_{\text{Int2}||\text{Env}} \rightarrow R^*_{\text{SIS}||\text{Env}}\), which is defined as follows:

For any \((\rho, T) \in (R^*_{\text{Int2}||\text{Env}} \times R^*_{\text{Int2}||\text{Env}})\):
• If \( T \in \{ \text{choose} - \text{rand}_{\lambda_{dpp}}, \text{rand}(*), \text{choose} - \text{rand}_{\text{real}}, \{ \text{rand}(*), \text{out}(*), \text{out}'(*), \text{out}''(*), \text{send}(1, *), \text{send}(2, *), \text{send}(3, *), \text{fix} - \text{beal}_{\text{trans}} \} \) then \( \text{corrtasks}(\rho, T) = T \).

• If \( T \) is an output or internal task of \( \text{Env} \) or \( \text{Adv} \), then \( \text{corrtasks}(\rho, T) = T \).

• If \( T = \{ \text{choose} - \text{rand}_{\text{eval}} \} \) then \( \text{corrtasks}(\rho, T) = \{ \text{choose} - \text{rand}_{\text{eval}} \} \).

• If \( T = \{ \text{rand}(*), \text{eval} \} \) then \( \text{corrtasks}(\rho, T) = \{ \text{rand}(*), \text{eval} \} \).

We show that \( R \) satisfies the two conditions in Lemma 3.31.

**Start condition:** It is obvious that the Dirac measures on execution fragments consisting of the unique start states \( s \) and \( u \) of \( \text{Int2}[\text{Env}] \) and \( \text{SIS}[\text{Env}] \), respectively, are \( R \)-related. Property 1 holds because the state components of \( s \) and \( u \) on which \( R \) depends are all \( \perp \). Property 2 holds because \( s, \text{Src}_{\text{eval}}, \text{chosenval} = u, \text{Src}_{\text{eval}}, \text{chosenval} = \perp \).

**Step condition:** Suppose \( (e_1, e_2) \in R, \rho_1, \rho_2 \in \text{Int2}[\text{Env}], e_1 \) is consistent with \( \rho_1 \), \( e_2 \) is consistent with \( \text{full}(\text{corrtasks}(\rho_2)) \) and \( T \) is a task of \( \text{Int2}[\text{Env}] \). Let \( e'_1 = \text{apply}(e_1, T) \) and \( e'_2 = \text{apply}(e_2, \text{corrtasks}(\rho_1, T)) \).

**Claim 1:**

1. The state of \( \text{Env} \) is the same in all states in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \). Let \( q_{\text{Env}} \) denote this state of \( \text{Env} \).
   
   This follows from Property 1.

2. The state of \( \text{Adv}' \) is the same in all states in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \). Let \( q_{\text{Adv}} \) denote this state of \( \text{Adv}' \).
   
   This follows from Property 1.

**Claim 2:**

1. If \( T \) is an output or internal task of \( \text{Env} \), then \( T \) is either enabled or disabled in every state in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \) (simultaneously). Furthermore, if \( T \) is enabled in all states in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \), then:
   
   a. There is a unique action \( a \in T \) that is enabled in every state in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \).
   
   b. There is a unique transition of \( \text{Env} \) from \( q_{\text{Env}} \) with action \( a \); let \( tr_{\text{Env}} = (q_{\text{Env}}, a, \mu_{\text{Env}}) \) be this transition.

2. If \( T \) is an output or internal task of \( \text{Adv} \), then \( T \) is either enabled or disabled in every state in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \) (simultaneously). Furthermore, if \( T \) is enabled in all states in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \), then:
   
   a. There is a unique action \( a \in T \) that is enabled in every state in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \).
   
   b. There is a unique transition of \( \text{Adv} \) from \( q_{\text{Adv}} \) with action \( a \); let \( tr_{\text{Adv}} = (q_{\text{Adv}}, a, \mu_{\text{Adv}}) \) be this transition.

1. \( T = \{ \text{choose} - \text{rand}_{\text{eval}} \} \).

   We first show that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \). Fix any pair of states \( s \in \text{supp}(\text{lstate}(e_1)) \) and \( u \in \text{supp}(\text{lstate}(e_2)) \). Task \( T = \text{corrtasks}(\rho_1, T) \) is enabled in \( s \) (resp. \( u \)) iff \( s.Src_{\text{eval}}, \text{chosenval} = \perp \) (resp. \( u.Src_{\text{eval}}, \text{chosenval} = \perp \)). Property 1 holds because the state components of \( s \) and \( u \) on which \( R \) depends are all \( \perp \).

   a. \( T \) is disabled in every state in \( \text{supp}(\text{lstate}(e_1)) \cup \text{supp}(\text{lstate}(e_2)) \).

   Let \( I \) be the singleton index \( \{ e_1 \} \), let \( p \) be the Dirac measure on \( I \), and let \( e'_{11} = e_1' \) and \( e'_{21} = e_2' \). By Definition 3.2 we have \( e_1' = e_1, e_2' = e_2 \). Since \( e_1 R e_2 \), we have \( e'_{11} R e'_{21} \), as needed. The trace distribution equivalence condition \( \text{tdist}(e_1') = \text{tdist}(e_2') \) also holds since \( \text{tdist}(e_1) = \text{tdist}(e_2) \).
(b) \( T \) is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

We define the probability measures needed to show the step correspondence. Let \( p \) be the uniform probability measure on the index set \( I = \{1, \ldots, r\} \) where \( r = |Tlep| \). That is, \( p(j) = 1/r \) for each \( j \in I \). For each \( j \in I \), we define probability measure \( \epsilon_j \) as follows. The support \( \text{supp}(\epsilon_j) \) is the set of execution fragments \( \alpha \in \text{supp}(\epsilon_j) \) such that \( \text{Istate}(\alpha), \text{Src}_\text{tdpp}, \text{chosenval} \) is the \( j \)-th element in domain \( Tlep \). For each \( \alpha \in \text{supp}(\epsilon_j) \) of the form \( \alpha' \text{choose} = \text{rand}_\text{tdpp} q \), let \( \epsilon_j(\alpha) = e_1(\alpha') \). We define \( \epsilon_j' \) analogously from \( e_2' \).

Now fix \( j \in I \); we show that \( (\epsilon_j', \epsilon_j') \in R \). To do this, we establish Property 1 of \( R \) for \( \epsilon_j' \) and \( \epsilon_j' \), and show trace distribution equivalence for \( \epsilon_j' \) and \( \epsilon_j' \).

To establish Property 1, consider any states \( s' \in \text{supp}(\text{Istate}(\epsilon_j')) \) and \( u' \in \text{supp}(\text{Istate}(\epsilon_j')) \). By definitions of \( \epsilon_j' \) and \( \epsilon_j' \), we know that \( u', \text{Src}_\text{tdpp}, \text{chosenval} = s', \text{Src}_\text{tdpp}, \text{chosenval} \). Hence, Property 1 holds. Since no component other than \( \text{Src}_\text{tdpp}, \text{chosenval} \) is updated by the application of \( T \), we conclude that Property 1 holds for \( \epsilon_j' \) and \( \epsilon_j' \), and hence, for \( \epsilon_j' \) and \( \epsilon_j' \).

To establish Property 2, we need to show that for \( \epsilon_j' \) and \( \epsilon_j' \), if for every \( u' \in \text{supp}(\text{Istate}(\epsilon_j')) \) \( u', \text{TR} = \bot \), then one of the following holds:

i. For every \( s' \in \text{supp}(\text{Istate}(\epsilon_j')) \) and \( u' \in \text{supp}(\text{Istate}(\epsilon_j')) \), \( s', \text{Src}_\text{cval}, \text{chosenval} = u', \text{Src}_\text{cval}, \text{chosenval} = \bot \).

ii. For every \( s' \in \text{supp}(\text{Istate}(\epsilon_j')) \) and \( u' \in \text{supp}(\text{Istate}(\epsilon_j')) \), \( u', \text{TR} = \bot \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{Src}_\text{cval}, \text{chosenval} \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{Src}_\text{cval}, \text{chosenval} \) is the uniform distribution on \( \{0,1\} \).

iii. \( \text{Istate}(\epsilon_j') \) projected on \( \text{TR} \text{cval} \) is the uniform distribution on \( \{0,1\} \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{TR} \text{cval} \) is the uniform distribution on \( \{0,1\} \).

Suppose for every \( u' \in \text{supp}(\text{Istate}(\epsilon_j')) \) \( u', \text{TR} = \bot \). Let \( u \) be any state in \( \text{supp}(\text{Istate}(\epsilon_j')) \) such that \( u \in \text{supp}(e_2) \) where \( (u, e, \mu_e) \in D_{\text{杜}} \). Since \( T \) does not update \( \text{TR} \text{cval} \) and by Property 1, we know that for every \( u \in \text{supp}(\text{Istate}(\epsilon_j')) \) \( u', \text{TR} = \bot \). Then by Property 2 one of the following is true.

i. For every \( s \in \text{supp}(\text{Istate}(\epsilon_j')) \) and \( u \in \text{supp}(\text{Istate}(\epsilon_j')) \), \( s, \text{Src}_\text{cval}, \text{chosenval} = u, \text{Src}_\text{cval}, \text{chosenval} = \bot \).

ii. For every \( s \in \text{supp}(\text{Istate}(\epsilon_j')) \) and \( u \in \text{supp}(\text{Istate}(\epsilon_j')) \), \( u, \text{TR} = \bot \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{Src}_\text{cval}, \text{chosenval} \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{Src}_\text{cval}, \text{chosenval} \) is the uniform distribution on \( \{0,1\} \).

iii. \( \text{Istate}(\epsilon_j') \) projected on \( \text{TR} \text{cval} \) is the uniform distribution on \( \{0,1\} \) and \( \text{Istate}(\epsilon_j') \) projected on \( \text{TR} \text{cval} \) is the uniform distribution on \( \{0,1\} \).

We can show that if (a) holds for \( \epsilon_j \) and \( \epsilon_j \), then since \( T \) modifies neither \( \text{Src}_\text{cval}, \text{chosenval} \) nor \( \text{Src}_\text{cval}, \text{chosenval} \) Property (a) holds for \( \epsilon_j' \) and \( \epsilon_j' \) as well. If Property (b) holds for \( \epsilon_j \) and \( \epsilon_j \), recall that we have defined \( \epsilon_j \) such that for each \( \alpha \in \text{supp}(\epsilon_j) \), where \( \alpha \) is of the form \( \alpha' a \), \( \epsilon_j(\alpha) = e_1(\alpha') \). Since \( T \) transitions modify only \( \text{TR} \text{cval} \), \( \text{Src}_\text{cval}, \text{chosenval} \), \( \text{Src}_\text{cval}, \text{chosenval} \) (b) holds for \( s, u', \epsilon_j', \) and \( \epsilon_j' \). If (c) holds for \( \epsilon_j \) and \( \epsilon_j' \), we can argue as in the case for (b) to show that (c) holds for \( \epsilon_j' \) and \( \epsilon_j' \).

2. \( T = \{\text{rand}^{(*)}_{\text{tdpp}}\} \).

We first show that \( T \) is uniformly enabled or disabled in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). This part of the proof is identical to the case where \( T = \text{choose} - \text{rand}_{\text{tdpp}} \).

(a) \( T \) is disabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

This part of the proof is identical to the case where \( T = \text{choose} - \text{rand}_{\text{tdpp}} \).

(b) \( T \) is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \).

We show that there is a unique action \( \alpha \in T \) that is enabled in every state in \( \text{supp}(\text{Istate}(e_1)) \cup \text{supp}(\text{Istate}(e_2)) \). We know by Property 1 that the state of \( \text{Src}_{\text{tdpp}} \) is the same in all states
in $supp(Istate(e_1)) \cup supp(Istate(e_2))$. Let $q$ denote this state of $Src_{tdpp}$. By the next-action determinism property for $Src_{tdpp}$ we know that there is a unique action $a \in T$ that is enabled in $q$. Since $T$ is an output task of $Src_{tdpp}$, $a$ is also the unique action in $T$ that is enabled in each state in $supp(Istate(e_1)) \cup supp(Istate(e_2))$.

The probability measures for this case are trivial: Let $I$ be the singleton index set $\{1\}$, let $p$ be the Dirac measure on 1, and let $e'_{11} = e'_1$ and $e'_{21} = e'_2$. To show that $(e'_1, e'_2) \in R$, we establish Properties 1 and 2 of $R$ for $e'_1$ and $e'_2$, and show trace distribution equivalence for $e'_1$ and $e'_2$.

To establish Property 1, consider any states $s' \in supp(Istate(e'_1))$ and $u' \in supp(Istate(e'_2))$. Let $s$ be any state in $supp(Istate(e'_1))$ such that $s' \in supp(\mu_s)$ where $(s, a, \mu_s) \in D_{Int2} \parallel Env$. Similarly, let $u$ be any state in $supp(Istate(e'_2))$ such that $u' \in supp(\mu_u)$ where $(u, a, \mu_u) \in D_{Int2} \parallel Env$

By definitions of Int2 and SIS we know that application of $T$ updates TR2,tdpp in the Int2 system, and TR1,tdpp in the SIS system. We know by Property 1e that $u.TR2,tdpp = s.TR2,tdpp$. By the effects of $T$ in TR1 and TR2, we know that $u'.TR1,tdpp = s'.TR1,tdpp$; hence, Property 1e holds. Since no component other than TR1,tdpp in the Int2 system and TR1,tdpp in the SIS system is updated by the application of $T$, we conclude that Property 1 holds for $s'$ and $u'$, and hence, for $e'_1$ and $e'_2$.

To establish Property 2, we proceed as in the case for $T = choose\_random_{tdpp}$.

3. $T = \{choose\_random_{tdpp}\}$

This case is analogous to the case where $T = \{choose\_random_{tdpp}\}$. In the argument for enabling we use Property 1k instead of Property 1j. In showing the step correspondence, we use the domain $\{0, 1\} \rightarrow D$ instead of Tdp and also use Property 1k instead of Property 1j.

4. $T = \{rand(\star)_{real}\}$

This case is analogous to the case where $T = \{rand(\star)_{tdpp}\}$. In the argument for enabling we use Property 1k instead of Property 1j. In showing the step correspondence, we use the domain $\{0, 1\} \rightarrow D$ instead of Tdp and also use Property 1k instead of Property 1e.

5. $T = \{choose\_random_{eval1}\}$

We show that $T$ is uniformly enabled or disabled in $supp(Istate(e_1))$. We know by Property 11 that $Src_{eval1}.choosenval$ has the same value in all states in $supp(Istate(e_1))$. If $Src_{eval1}.choosenval = \perp$ in for each $s \in supp(Istate(e_1))$ then $T$ is enabled, otherwise it is disabled.

(a) $T$ is disabled in $supp(Istate(e_1))$. This implies for each $s \in supp(Istate(e_1))$ we have $s.Src_{eval1}.choosenval \neq \perp$. We use Property 11 to show that the corresponding task sequence $\{choose\_random_{eval1}\}$ is also disabled.

(b) $T$ is enabled in $supp(Istate(e_1))$. This implies for each $s \in supp(Istate(e_1))$ we have $s.Src_{eval1}.choosenval = \perp$. We use Property 11 to show that the corresponding task sequence $\{choose\_random_{eval1}\}$ is also enabled.

Let $I$ be the singleton index $\{1\}$, let $p$ be the Dirac measure on 1, and let $e'_{11} = e'_1$ and $e'_{21} = e'_2$.

In showing $(e'_{11}, e'_{21}) \in R$, Property 1 is easy to show, since all we do is update $Src_{eval1}.choosenval$ and $Src_{eval1}.choosenval$ to a non-\perp value. Property 11 is preserved.

For Property 2, suppose for every $u' \in supp(Istate(e'_{21}))$, $u'.TR1.\perp$. $u \in supp(Istate(e'_{11}))$ such that $u' \in supp(\mu_u)$ where $(u, a, \mu_u) \in D_{Int2} \parallel Env$. Since $T$ does not update TR1,\perp and by Property 11, we know that for every $u \in supp(Istate(e'_{21}))$, $u.TR1.\perp$. Then by Property 2, we know that (2a) holds for $e_1$ and $e_2$ since $\{choose\_random_{eval1}\}$ is enabled in $supp(Istate(e_1))$. Now, we can show that (2b) holds, since the application of $\{choose\_random_{eval1}\}$ to $e_1$ results in a distribution such that $Istate(e'_1)$ projected on
$\text{Src}_{\text{eval1}.\text{chosenval}}$ is the uniform distribution on $\{0, 1\}$. Similarly, application of $\{\text{choose} - \text{rand}_{\text{eval1}}\}$ results in a distribution such that $\text{Istate}(e'_2)$ projected on $\text{Src}_{\text{eval1}.\text{chosenval}}$ is the uniform distribution on $\{0, 1\}$.

6. $T = \{\text{rand}(\star)_{\text{eval1}}\}$.

We show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{Istate}(e_1))$. We know by Property 11 that $\text{Src}_{\text{eval1}.\text{chosenval}}$ has the same value in all states in $\text{supp}(\text{Istate}(e_1))$. If $\text{Src}_{\text{eval1}.\text{chosenval}} = \bot$ in for each $s \in \text{supp}(\text{Istate}(e_1))$ then $T$ is enabled, otherwise it is disabled.

(a) $T$ is disabled in $\text{supp}(\text{Istate}(e_1))$.

This implies for each $s \in \text{supp}(\text{Istate}(e_1))$ we have $s.\text{Src}_{\text{eval1}.\text{chosenval}} = \bot$. We use Property 11 to show that the corresponding task sequence is also disabled. The rest of the proof is identical to the case where $T = \text{choose} - \text{random}_{\text{eval1}}$.

(b) $T$ is enabled in $\text{supp}(\text{Istate}(e_1))$.

This implies for each $s \in \text{supp}(\text{Istate}(e_1))$ we have $s.\text{Src}_{\text{eval1}.\text{chosenval}} \neq \bot$. We use Property 11 to show that the corresponding task sequence is also enabled.

Let $I$ be the singleton index $\{1\}$, let $p$ be the Dirac measure on 1, and let $e'_{11} = e'_1$ and $e'_{21} = e'_2$.

In showing $(e'_{11}, e'_{21}) \in R$, we have to consider Properties 1h and 2. To show Property 1h, consider any $u' \in \text{supp}(\text{Istate}(e'_2))$ and suppose $u'.\text{TR}_{\text{eval1}} = \bot$. Let $u$ be any state in $\text{supp}(\text{Istate}(e'_2))$ such that $u' \in \text{supp}(\mu_u)$ where $(u, a, \mu_u) \in D_{\text{SIS}||\text{Eval}}$. By the effects of $\text{rand}(b)_{\text{eval1}}$ transitions we know that for any $u.\text{TR}_{\text{eval1}} = \bot$. By Property 1 we have that for any $s \in \text{supp}(\text{Istate}(e_1))$, $s.\text{TR}_{2.\text{eval1}} = \bot$, $s.\text{TR}_{2.\text{invalid}(\text{Trans})} = \bot$, $s.\text{TR}_{2.\text{invalid}(\text{Rec})} = \bot$, and $s.\text{TR}_{\text{eval1}} = s.\text{TR}_{2.\text{eval1}} \oplus s.\text{TR}_{2.\text{invalid}(\text{Trans})}(1 - s.\text{TR}_{2.\text{invalid}(\text{Rec})})$. Since the $\text{rand}(b)_{\text{eval1}}$ and $\text{rand}(c)_{\text{eval1}}$ update $\text{TR}_{\text{eval1}}$ and $\text{TR}_{2.\text{eval1}}$ only if they are $\bot$, we infer that $\text{TR}_{\text{eval1}}$ and $\text{TR}_{2.\text{eval1}}$ are unchanged by the application of $\{\text{rand}(b)_{\text{eval1}}\}$ and $\{\text{rand}(c)_{\text{eval1}}\}$. So, Property 1h continues to hold.

For Property 2, suppose for every $u' \in \text{supp}(\text{Istate}(e'_2))$ $u'.\text{TR}_{\text{eval1}} = \bot$. Let $u$ be any state in $\text{supp}(\text{Istate}(e'_2))$ such that $u' \in \text{supp}(\mu_u)$ where $(u, a, \mu_u) \in D_{\text{SIS}||\text{Eval}}$. Since $T$ does not update $\text{TR}_{\text{eval1}}$ and by Property 1i, we know that for every $u \in \text{supp}(\text{Istate}(e'_2))$ $u.\text{TR}_{\text{eval1}} = \bot$. Then by Property 2, we know that either 2(b) or 2(c) holds for $e_1$ and $e_2$, since $\{\text{random}(c)_{\text{eval1}}\}$ is enabled. If 2(b) holds for $e_1$ and $e_2$, then we can show that 2(c) holds for $e'_1$ and $e'_2$. That is, if a value has been chosen but not output yet in $\text{Src}_{\text{eval1}}$ and $\text{Src}_{\text{eval1}}$, the application of $\{\text{random}(c)_{\text{eval1}}\}$ and $\{\text{random}(c)_{\text{eval1}}\}$, updates $\text{TR}_{2.\text{eval1}}$ and $\text{TR}_{\text{eval1}}$ so that $\text{Istate}(e'_{11})$ projected on $\text{TR}_{2.\text{eval1}}$ is the uniform distribution on $\{0, 1\}$ and $\text{Istate}(e'_{21})$ projected on $\text{TR}_{\text{eval1}}$ is the uniform distribution on $\{0, 1\}$. If 2(c) holds, we know that the projection of $\text{Istate}(e_1)$ and $\text{Istate}(e_2)$ on $\text{TR}_{\text{eval1}}$ and $\text{TR}_{2.\text{eval1}}$ are uniform distributions of $\{0, 1\}$. That is, the chosen values have already been output. Hence, the application of $\{\text{random}(c)_{\text{eval1}}\}$ and $\{\text{random}(c)_{\text{eval1}}\}$ have no effect and 2(c) holds for $e'_1$ and $e'_2$.

7. $T = \{\text{fix} - \text{eval}_{\text{Trans}}\}$.

By definition of $R$, Properties 1f, 1g, 1b, 1c, 1d, 1i, 1p, 1h and 2, we know that $T$ is uniformly enabled or disabled in $\text{supp}(\text{Istate}(e_1))$.

We examine the following two cases:

(a) $T$ is disabled in $\text{supp}(\text{Istate}(e_1))$.

We show that $T$ is uniformly disabled in $\text{supp}(\text{Istate}(e_2))$. Fix any $s \in \text{supp}(\text{Istate}(e_1))$ and $u \in \text{supp}(\text{Istate}(e_2))$. If $s.\text{TR}_{2.\text{eval}} = \bot$ the by Property 11 $u.\text{TR}_{2.\text{eval}} = \bot$. If $s.\text{TR}_{2.\text{eval}} = \bot$ the by Property 1g $u.\text{TR}_{2.\text{eval}} = \bot$. If $s.\text{TR}_{2.\text{eval}} = \bot$ then by Property 1h $u.\text{TR}_{\text{eval}} = \bot$. Since $s.\text{TR}_{2.\text{eval}} = \bot$ then by Property 1h $u.\text{TR}_{\text{eval}} = \bot$. If $s.\text{TR}_{2.\text{invalid}(\text{Trans})} = \bot$ then by Property 1c $u.\text{TR}_{\text{invalid}(\text{Trans})} = \bot$. If $s.\text{TR}_{2.\text{invalid}(\text{Trans})} = \bot$ then by Property 1b $u.\text{Funct.\text{invalid}(\text{Trans})} = \bot$, and by Lemma 10.2, $u.\text{TR}_{\text{invalid}(\text{Trans})} = \bot$.
⊥. If \( s.TR2.inval(Rec) = \perp \) then by Property 1d \( u.TR2.inval(Rec) = \perp \). Finally if \( s.TR2.val \neq \perp \) then by Property 1f \( u.TR2.val = \perp \). Hence, \( T \) is uniformly disabled in \( supps(Istate(e_2)) \).

Let \( I \) be the singleton index \( \{1\} \), let \( p \) be the Dirac measure on \( 1 \), and let \( e_{11}^1 = e_1' \) and \( e_{21}^1 = e_2' \). By Definition 3.3 we have \( e_1' \preceq_1 e_1 \), \( e_2' \preceq_2 e_2 \). Since \( e_1 R e_2 \), we have \( e_{11}^1 R e_{21}^1 \), as needed. The trace distribution equivalence condition \( tdist(e_1') = tdist(e_2') \) also holds since \( tdist(e_1) = tdist(e_2) \).

(b) \( T \) is enabled in \( supps(Istate(e_1)) \).

By preconditions of \( fix\bdash beval_{\text{trans}} \), we know that for any \( s \in supp(Istate(e_1)) \), \( s.TR2.yval \neq \perp \), \( s.TR2.xval1 \neq \perp \), \( s.TR2.inval(Trans) \neq \perp \), \( s.TR2.inval2(Trans) \neq \perp \), \( s.TR2.inval(Rec) \neq \perp \), \( s.TR2.received \neq \perp \), \( s.TR2.yval = \perp \). Let \( u \) be any state from \( supp(Istate(e_2)) \). By Properties 1f, refl: case2: int2-sis: 1g: 1c, 1d, 1i, 1p, we know that \( u.TR2.yval \neq \perp \), \( u.TR2.xval1 \neq \perp \), \( u.TR2.inval(Trans) \neq \perp \), \( u.TR2.inval(Rec) \neq \perp \), \( u.TR2.received \neq \perp \), \( u.TR2.yval = \perp \). Since \( u.TR2.xval = \perp \) and \( s.TR2.xval1 = \perp \), we know that Property 2(c) holds and therefore, \( Istate(e_2) \) projected onto \( TR2.val \) is the uniform distribution on \( \{0, 1\} \). Hence \( u.TR2.val = \perp \) and \( T \) is enabled in \( supps(Istate(e_1)) \).

Next, we define the probability measures. Let \( p \) be the uniform probability measure on the index set \( I = \{1, 2\} \). That is, \( p(j) = 1/2 \) for each \( j \in I \). For each \( j \in I \), we define probability measure \( e_{1j}^1 \) as follows. The support \( supp(e_{11}^1) \) is the set of execution fragments \( \alpha \in supp(e_1') \) such that

\[
Istate(\alpha).TR2.val(1 - inval(Rec)) = 0 \quad \text{and} \quad supp(e_{12}^1) \]

is the set of execution fragments \( \alpha \in supp(e_1') \) such that \( Istate(\alpha).TR2.val(1 - inval(Rec)) = 1 \). For each \( \alpha \in supp(e_{1j}^1) \) of the form \( \alpha' \BDASH fix\bdash beval_{\text{trans}} q \), let \( e_{1j}^1(\alpha) = e_1(\alpha') \). We define \( e_{2j}^1 \) analogously from \( e_2' \).

Now fix \( j \in I \); we show that \( (e_{1j}^1, e_{2j}^1) \in R \). To do this, we establish Property 1 of \( R \) for \( e_{1j}^1 \) and \( e_{2j}^1 \) and show trace distribution equivalence for \( e_{1j}^1 \) and \( e_{2j}^1 \).

To establish Property 1, consider any states \( s' \in supp(Istate(e_{1j}^1)) \) and \( u' \in supp(Istate(e_{2j}^1)) \). By definitions of \( e_{1j}^1 \) and \( e_{2j}^1 \), Properties 1f, 1c, 1d, and Definition 3.3, we know that \( u'.TR2.val = s'.TR2.val \).

Hence, Property 1 holds. We also need to show that Property 1f holds. This is immediate from the effects of \( T \) in \( TR2 \) and \( TR1 \) and the definitions of \( e_{1j}^1 \) and \( e_{2j}^1 \). Since no component other than \( beval \) is updated by the application of \( T \), we conclude that Property 1 holds for \( s' \) and \( u' \), and hence, for \( e_{1j}^1 \) and \( e_{2j}^1 \).

Since we know that for every \( u' \in supp(Istate(e_{2j}^1)) \), \( u'.TR2.val \neq \bot \), Property 2 trivially holds.

8. \( T = \{fix\BDASH beval_{Rec}\} \).

We first show that \( T \) is uniformly enabled or disabled in \( supp(Istate(e_1)) \cup supp(Istate(e_2)) \).

Fix any pair of states \( s \in supp(Istate(e_1)) \) and \( u \in supp(Istate(e_2)) \). First, assume that \( T \) is enabled in \( s \). This implies that \( s.TR2.yval \neq \perp \), \( s.TR2.inval(Rec) \neq \perp \), \( s.TR2.tdp \neq \perp \), \( s.TR2.received \neq \perp \), \( s.TR2.xval1 \neq \perp \). Since \( s.TR2.yval \neq \perp \), by Property If we have \( u.TR2.yval \neq \perp \). Since \( s.TR2.inval(Rec) \neq \perp \), by Property 1d, we have \( u.TR2.inval(Rec) \neq \perp \). Since \( s.TR2.tdp \neq \perp \), by Property 1e we have \( u.TR2.tdp \neq \perp \). Since \( s.TR2.received \neq \perp \), by Property 1g we have \( u.TR1.xval = \perp \). Hence, \( T \) is enabled in \( u \), as needed.

Now assume that \( T \) is disabled in \( s \). We need to show that if any of the preconditions of \( fix\BDASH beval_{Rec} \) is false in \( s \) then at least one of the preconditions in \( u \) is false. If \( s.TR2.yval = \perp \) then by Property If, we have \( u.TR2.yval = \perp \). If \( s.TR2.inval(Rec) = \perp \), then by Property 1d, we have \( u.TR2.inval(Rec) = \perp \). If \( s.TR2.tdp = \perp \), then by Property 1e, we have \( u.TR2.tdp = \perp \). If \( s.TR2.received = \perp \), then by Property 1g we have \( u.TR2.received = \perp \). Hence \( T \) is disabled in \( u \), as needed.
(a) $T$ is disabled in every state in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
This part of the proof is identical to the case where $T = \text{choose} - \text{rand}_\text{tdpp}$.

(b)

(c) $T$ is enabled in every state in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
The rest of the proof is easy because $zval$ is computed in the same way in both the TR2 and SIS systems. We let $p$ be the Dirac measure in the singleton index set $\{1\}$, and use Property 1g.

9. $T = \{\text{out}'(*)_{\text{Rep}}\}$.
$T$ is output from $\text{Funct}$ to TR2 in Int2 and from $\text{Funct}$ to TR in SIS. We can show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$, by using Property 1a.

(a) $T$ is disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   Identical to the corresponding part in the case for $T = \text{choose} - \text{rand}_\text{tdpp}$.

(b) $T$ is enabled $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   We can let $p$ be the Dirac measure on the singleton index set $\{1\}$, and use Properties 1c and 1a to show that Property 1 holds. To show Property 2, we proceed as in case for $T = \text{choose} - \text{rand}_\text{tdpp}$.

10. $T = \{\text{out}''(*)_{\text{Rep}}\}$.
$T$ is output from TR2 to $\text{Adv}'$ in Int2 and from TR to $\text{Adv}'$ in SIS. We can show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$, by using Properties 1c and 1g.

(a) $T$ is disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   Identical to the corresponding part in the case for $T = \text{choose} - \text{rand}_\text{tdpp}$.

(b) $T$ is enabled $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   We can let $p$ be the Dirac measure on the singleton index set $\{1\}$, and use Property 1m to show that Property 1 holds. To show Property 2, we proceed as in case for $T = \text{choose} - \text{rand}_\text{tdpp}$.

11. $T = \{\text{send}(1,*)_{\text{Trans}}\}$.
We first show that $T$ is uniformly enabled or disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$. This is analogous to case for $T = \text{choose} - \text{rand}_\text{tdpp}$. We use Property 1e to show that TR$_\text{tdpp}$ = TR2.$\text{tdpp}$ for all states in $\text{supp}(\text{Lstate}(e_1))$ and $\text{supp}(\text{Lstate}(e_2))$.

(a) $T$ is disabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   Identical to the corresponding part in the case for $T = \text{choose} - \text{rand}_\text{tdpp}$.

(b) $T$ is enabled in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$.
   First, we show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$. We know by Property 1e that variables Trans.$\text{tdpp}$ and TR1.$\text{tdpp}$ have the same unique value in all states in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$. Since the parameter $f$ in send$(1,f)_{\text{Trans}}$ is defined to be TR2.$\text{tdpp}$.func, we conclude that the action send$(1,\text{TR2}.\text{tdpp}.\text{func})$ is the unique action in $T$ that is enabled in every state in $\text{supp}(\text{Lstate}(e_1)) \cup \text{supp}(\text{Lstate}(e_2))$. We use $a$ as a shorthand for send$(1,\text{TR2}.\text{tdpp}.\text{func})$ in the rest of the proof for this case.

Let $I$ be the singleton index set $\{1\}$, let $p$ be the Dirac measure on 1, and let $e_{11} = e_1'$ and $e_{21} = e_2'$. To show that $(e_1', e_2') \in R$, we establish Property 1 of $R$ for $e_1'$ and $e_2'$, and show trace distribution equivalence for $e_1'$ and $e_2'$. To establish Property 1, consider any state $s' \in \text{supp}(\text{Lstate}(e_1'))$ and $u' \in \text{supp}(\text{Lstate}(e_2'))$. Let $s$ be any state in $\text{supp}(\text{Lstate}(e_1))$ such that $s' \in \text{supp}(\mu_s)$ where $(s, a, \mu_s) \in D_{\text{Int2}}.\text{Env}$, Similarly, let $u$ be any state in $\text{supp}(\text{Lstate}(e_2))$ such that $u' \in \text{supp}(\mu_u)$ where $(u, a, \mu_u) \in D_{\text{SIS}}.\text{Env}$. By definitions of Int2 and SIS we know that application of $T$ updates only Adv messages in the Int2 system and Adv messages in the TR system. By Property 1m, $u.\text{Adv}' = s.\text{Adv}'$. 88
It is obvious that $u'.Adv' = s'.Adv$ and that Property 1m holds. Since no component other than $Adv'messages$ is updated, we conclude that Property 1 holds.

To show Property 2, we proceed as in case for $T = \text{choose} - \text{randdibpp}$. The fact that $tdist(e'_1) = tdist(e'_2)$ follows from the fact that $tdist(e_1) = tdist(e_2)$ and the definitions of $e'_1$ and $e'_2$.

12. $T = \{\text{send}(2, *)\}_\text{Rec}$. We first show that $T$ is uniformly enabled or disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. This is analogous to case for $T = \text{choose} - \text{randdibpp}$. We use Property 1g to show that $TR2.zval = TR.zval$ for all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$.

   (a) $T$ is disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Identical to the corresponding part in the case for $T = \text{choose} - \text{randdibpp}$.

   (b) $T$ is disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Next, we show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. We know by Property 1g that variables $TR2.zval$ and $TR.zval$ have the same unique value in all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$, and there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Note that here $a$ is $\text{send}(2, z)_{\text{Rec}}$ for a fixed value of $z$.

   The rest is identical to the proof for $T = \{\text{send}(1, *)\}_\text{Trans}$.

13. $T = \{\text{send}(3, *)\}_\text{Trans}$. We first show that $T$ is uniformly enabled or disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. This is analogous to case for $T = \text{choose} - \text{randomdibpp}$. We use Property 1i to show that $TR2.bval = TR.bval$ for all states in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$.

   (a) $T$ is disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Identical to the corresponding part in the case for $T = \text{choose} - \text{randdibpp}$.

   (b) $T$ is enabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. We show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$, arguing as in the case for $T = \{\text{send}(1, f)\}_\text{Trans}$. Here, the unique action is determined by fixing the value of parameter $b$ to the value of variables $TR2.bval$ and $TR.bval$, which is the same in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. The rest of the proof is identical to the proof for $T = \{\text{send}(1, f)\}_\text{Trans}$.

14. $T = \{\text{out}'(*)\}_\text{Rec}$. $T$ is output from $\text{Funct}$ to $TR2$ in the $\text{Int2}$ system and from $\text{Funct}$ to $TR$ in the $\text{SIS}$ system. We first show that $T$ is uniformly enabled or disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. This is analogous to case for $T = \text{choose} - \text{randdibpp}$. We use Property 1a.

   (a) $T$ is disabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. Identical to the corresponding part in the case for $T = \text{choose} - \text{randdibpp}$.

   (b) $T$ is enabled in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. We first show that there is a unique action $a \in T$ that is enabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$, and as in the case for $T = \{\text{send}(1, f)\}_\text{Trans}$. Let $I$ be the singleton index set {1}, let $p$ be the Dirac measure on 1, and let $e'_1 = e'_1$ and $e'_2 = e'_2$. To show that $(e'_1, e'_2) \in R$, we establish Property 1 of $R$ for $e'_1$ and $e'_2$, and show trace distribution equivalence for $e'_1$ and $e'_2$. To establish Property 1, we use Property 1c. To show Property 2, we proceed as in the case for $T = \text{choose} - \text{randdibpp}$.

15. $T$ is a task of $\text{Env}$. Claim 2 implies that $T$ is uniformly enabled or disabled in every state in $\text{supp}(lstate(e_1)) \cup \text{supp}(lstate(e_2))$. If $T$ is disabled, we simply define $I = \{1\}$, $e'_1 = e_1$, $e'_2 = e_2$, and we have
that $e'_1 \equiv_1 R e'_2$ since $e_1 \equiv_1 R e_2$. Suppose now that $T$ is enabled in every state in supp($lstate(e_1)$) $\cup$ supp($lstate(e_2)$). Claim 2 now implies that there is a unique action $a$ enabled in every state in supp($lstate(e_1)$) $\cup$ supp($lstate(e_2)$) and that there is a unique transition of $Env$ from $q_{Env}$ with action $a$; let $tr_{Env} = (q_{Env}, a, \mu_{Env})$ be this transition. We distinguish several cases, according to the possible values for $a$.

(a) $a$ is an input action of $TR2$ and $Funct$ in $Int2$ and only $Funct$ in $SIS$. This means that $a = in(x)_{\text{trans}}$ for some fixed $x$.

We define the probability measures needed to show the step correspondence. Suppose that supp($\mu_{Env}$) is the set $\{q_j : j \in I\}$ of states of $Env$, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{Env}(q_j)$. For each $j \in I$, we define probability measure $e'_1(j)$ as follows. The support supp($e'_1(j)$) is the set of execution fragments $\alpha \in supp(e'_1)$ such that $lstate(\alpha).Env = q_j$. For each $\alpha \in supp(e'_1)$ of the form $\alpha' \equiv_1 q_j$, let $e'_1(\alpha) = e_1(\alpha')$. We define $e'_2$ analogously from $e'_2$.

Now fix $j \in I$; it remains to show that $(e'_1(j), e'_2(j)) \in R$. To do this, we establish Property 1 of $R$ for $e'_1(j)$ and $e'_2(j)$, and show that distribution equivalence for $e'_1(j)$ and $e'_2(j)$.

To establish Property 1, consider any states $s' \in supp(lstate(e'_1))$ and $u' \in supp(lstate(e'_2))$. Let $s$ be any state in supp($lstate(e_1)$) such that $s' \in supp(\mu_s)$ where $(s, a, \mu_s) \in D_{Int2}.Env$. Similarly, let $u$ be any state in supp($lstate(e_2)$) such that $u' \in supp(\mu_u)$ where $(u, a, \mu_u) \in D_{SIS}.Env$.

By Property 1a, $s.\text{Funct} = u.\text{Funct}$. By the effects of $in(x)_{\text{trans}}$, we have $s'.\text{Funct} = u'.\text{Funct}$. By Property 1b $u.\text{Funct}.\text{inval}(\text{Trans}) = s.\text{TR2}.\text{inval2}(\text{Trans})$. By the effects of $in(x)_{\text{trans}}$, we have $u'.\text{Funct}.\text{inval}(\text{Trans}) = s'.\text{TR2}.\text{inval2}(\text{Trans})$. We also know that $\text{in}$ holds by definition of $e'_1(j)$ and $e'_2(j)$. Since no component other than $\text{Funct}.\text{inval}(\text{Trans})$, $\text{TR2}.\text{inval2}(\text{Trans})$ and $\text{Env}$ are updated, we conclude that Property 1 holds for $s'$ and $u'$, and hence, for $e'_1(j)$ and $e'_2(j)$.

We can show that Property 2 holds as in the case for $\text{choose} = \text{rand}_{\text{dapp}}$.

The fact that $tdist(e'_1) = tdist(e'_2)$ follows from the fact that $tdist(e_1) = tdist(e_2)$ and the definitions of $e'_1(j)$ and $e'_2(j)$.

(b) $a$ is an input action of $TR2$, $\text{Funct}$, and $\text{Adv}'$ in $Int2$, and $TR$, $\text{Funct}$, and $\text{Adv}'$ in $SIS$. This means that $a = in(i)_{\text{Rec}}$ for some fixed $i$.

Here, $a$ is shared between $Env$ and $\text{Adv}'$ in both systems. We must consider the probabilistic branching of $\text{Adv}'$ as well as $Env$ in this case.

Recall from Claim 1 that the state of $\text{Adv}'$ is the same in all sates in supp($lstate(e_1)$) $\cup$ supp($lstate(e_2)$), and we let $q'_{Adv}$ denote this state. Claim 2 states that there is a unique transition of $\text{Adv}'$ with action $a$ from $q'_{Adv}$. Let $tr'_{Adv} = (q'_{Adv}, a, \mu'_{Adv})$ be this transition.

Next we define the probability measures needed to show the step correspondence. Suppose that supp($\mu_{Env} \times \mu'_{Adv}$) is the set $\{(q_1, q_2) : j \in I\}$ of pairs of states, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = \mu_{Env}(q_1) \times \mu'_{Adv}(q_2)$. For each $j \in I$, we define probability measure $e'_1(j)$ as follows. The support supp($e'_1(j)$) is the set of execution fragments $\alpha \in supp(e'_1)$ such that $lstate(\alpha).Env = q_{1j}$ and $lstate(\alpha).\text{Adv}' = q_{2j}$. For each $\alpha \in supp(e'_1)$ of the form $\alpha' \equiv_1 q_{1j}$, let $e'_1(\alpha) = e_1(\alpha')$. We construct $e'_2(j)$ analogously from $e'_2$.

The rest of the proof for this case follows the proof for $a = in(x)_{\text{trans}}$. The only difference is that in showing Property 1 for $e'_1(j)$ and $e'_2(j)$, for a fixed $j$, we use the fact that the application of $T$ affects only $\text{Funct}.\text{inval}(\text{Rec})$, $\text{TR2}.\text{inval}(\text{Rec})$, $\text{Adv}'$, and $\text{Env}$ in the $Int2$ system, and only $\text{Funct}.\text{inval}(\text{Rec})$, $\text{TR2}.\text{inval}(\text{Rec})$, $\text{Adv}'$, and $\text{Env}$ in the $SIS$ system, and use Properties 1a, 1d, 1m, and 1n.

(c) $a$ is an input of $\text{Adv}'$ but not an input of $\text{Funct}$, $TR2$, or $TR$. 
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Claim 2 implies that there is a unique transition of $Adv'$ with action $a$ from $q'_{Adv}$. Let $tr'_{Adv} = (q'_{Adv}, a, \mu'_{Adv})$ be this transition.

Suppose that $supp(\mu_{Env} \times \mu_{Adv})$ is the set $\{(q_{j1}, q_{j2}) : j \in I\}$ of pairs of states, where $I$ is a countable index set. Let $p$ be the probability measure on the index set $I$ such that, for each $j \in I$, $p(j) = (\mu_{Env} \times \mu_{Adv})(q_{j1}, q_{j2})$. For each $j \in I$, we define probability measure $\epsilon'_{1j}$ as follows. The support $supp(\epsilon'_{1j})$ is the set of execution fragments $\alpha \in supp(\epsilon'_{1})$ such that $lstate(\alpha).Env = q_{j1}$ and $lstate(\alpha).Adv = q_{j2}$. For each $\alpha \in supp(\epsilon'_{1j})$ of the form $\alpha' a q$, let $\epsilon'_{1j}(\alpha) = \epsilon_1(\alpha')$. We construct $\epsilon'_{2j}$ analogously from $\epsilon'_{2}$.

In the rest of the proof we proceed as for $a = \{\text{in}(x)_{\text{trans}}\}$. The only difference is that in showing Property 1 for $\epsilon'_{1j}$ and $\epsilon'_{2j}$, for a fixed $j$, we use the fact that application of $T$ affects only the states of $Adv'$, and $Env$ and use Properties 1m and 1n.

(d) $a$ is an internal action of $Env$ or an output action of $Env$ that is not an input of $\text{Funct}$, $TR2$ or $TR$.

To show the step correspondence, we proceed as for $a = \text{in}(x)_{\text{trans}}$. The only difference is that in showing Property 1 for $\epsilon'_{1j}$ and $\epsilon'_{2j}$, for a fixed $j$, we use the fact that application of $T$ affects only the state of $Env$, and use Property 1n.

For each index $j$ in the decomposition, the fact that $tdist(\epsilon'_{1j}) = tdist(\epsilon'_{2j})$ follows from the fact that $tdist(\epsilon_1) = tdist(\epsilon_2)$ and the definitions of $\epsilon'_{1j}$ and $\epsilon'_{2j}$.

16. $T$ is a task of $Adv'$.

Claim 2 implies that $T$ is either simultaneously enabled or disabled in every state in $supp(lstate(\epsilon_1)) \cup supp(lstate(\epsilon_2))$. If $T$ is disabled, we simply define $I = \{1\}$, $\epsilon'_{11} = \epsilon_1$, $\epsilon'_{21} = \epsilon_2$, and we have that $\epsilon'_{11} R \epsilon'_{21}$ since $\epsilon_1 R \epsilon_2$. Suppose now that $T$ is enabled in every state in $supp(lstate(\epsilon_1)) \cup supp(lstate(\epsilon_2))$. Claim 2 now implies that there is a unique action $a$ enabled in every state in $supp(lstate(\epsilon_1)) \cup supp(lstate(\epsilon_2))$ and that there is a unique transition of $Adv'$ from $q'_{Adv}$ with action $a$; let $tr'_{Adv} = (q'_{Adv}, a, \mu'_{Adv})$ be this transition. We distinguish several cases, according to possible values for $a$.

(a) $a = \{\text{out}(x)_{\text{Rec}}\}$ for a fixed $x$.

Note that $a$ does not cause any branching in $Adv'$ but it may cause branching in $Env$.

Recall from Claim 1 that the state of $Env$ is the same in all states in $supp(lstate(\epsilon_1)) \cup supp(lstate(\epsilon_2))$, and we let $q_{Env}$ denote this state. Claim 2 states that there is a unique transition of $Env$ with action $a$ from $q_{Env}$. Let $tr_{Env} = (q_{Env}, a, \mu_{Env})$ be this transition.

To show the step correspondence, we proceed as for the case where $T$ is a task of $Env$ which consists of the action $a = \text{in}(x)_{\text{trans}}$, decomposing the measures generated by the application of $T$ according to the resulting state in $Env$, and using Property 1n to show that Property 1 holds for each component measure.

For each index $j$ in the decomposition, the fact that $tdist(\epsilon'_{1j}) = tdist(\epsilon'_{2j})$ follows from the fact that $tdist(\epsilon_1) = tdist(\epsilon_2)$ and the definitions of $\epsilon'_{1j}$ and $\epsilon'_{2j}$.

(b) $a$ is an input action of $Env$ that is different from $\text{out}(x)$.

Claim 2 states that the state of $Env$ is the same in every state in $supp(lstate(\epsilon_1)) \cup supp(lstate(\epsilon_2))$, let $q_{Env}$ be this unique state. Also, there is a unique transition of $Env$ with action $a$ from $q_{Env}$. Let $tr_{Env} = (q_{Env}, a, \mu_{Env})$ be this transition.

To show the step correspondence, we proceed as in proof case where $T$ is a task of $Env$ and the unique action in this task is an input of $Adv$, using Properties 1m and 1n to show Property 1.

(c) $a$ is an input action of $TR$ and $TR2$.

This means that $a = \text{receive}(1, f)_{\text{Rec}}$ for some $f$, $a = \text{receive}(2, z)_{\text{trans}}$ for some $z$, or
\( a = receive(3, b)_{Rec} \) for some \( f \). Suppose first that \( a = receive(1, f)_{Rec} \) for some \( f \). The action \( a \) is an output of \( Adv' \) and input of \( TR2 \) in Int2 and \( TR \) in SIS.

The rest is similar to the proof for \( T = \{send(1, f)_{Trans}\} \). The only difference is that in showing that Property 1 holds, we must show that Property 1p holds. We use the fact that application of \( T \) updates only \( TR2.receive_{Adp} \) in Int2 and \( TR.receive_{Adp} \) in SIS, and its effect is to set these variables to a non-\( \bot \) value if they are \( \bot \), and Property 1p can be easily seen to hold in this case.

Suppose now that \( a = receive(2, z)_{Trans} \) for some \( z \). The rest is similar to the proof for \( T = \{send(1, f)_{Trans}\} \). The only difference is that in showing that Property 1 holds, we must show that Property 1p holds. We use the fact that application of \( T \) updates only \( TR2.receive_{z} \) in Int2 and \( TR.receive_{z} \) in SIS, and its effect is to set these variables to a non-\( \bot \) value if they are \( \bot \), and Property 1p can be easily seen to hold in this case.

Suppose now that \( a = receive(3, b)_{Rec} \) for some \( b \). The rest is similar to the proof for \( T = \{send(1, f)_{Trans}\} \). The only difference is that in showing that Property 1 holds, we must show that Property 1q holds. We use the fact that application of \( T \) updates only \( TR2.receive_{b} \) in Int2 and \( TR.receive_{b} \) in SIS, and its effect is to set these variables to a non-\( \bot \) value if they are \( \bot \), and Property 1q can be easily seen to hold in this case.

(d) \( a \) is either an output action of \( Adv \) that is not an input action of \( Env, TR, \) or \( TR2 \), or is an internal action of \( Adv \).

To show the step correspondence, we proceed as for \( a = in(x)_{Trans} \) in the case where \( T \) is an output task of \( Env \), but using \( Adv' \) instead of \( Env \). In showing Property 1 for \( e_j \) and \( e_j' \), for a fixed \( j \), we use the fact that application of \( T \) affects only the state of \( Adv' \) and use Property 1m.

\( \square \)

11 Conclusions

We believe that our task-PIOA model, which allows both nondeterministic and probabilistic system descriptions, and includes explicit treatment of computational issues provides a suitable framework for rigorous and systematic analysis of a wide range of cryptographic protocols. It allows one to use multiple levels of abstraction in doing the proofs and to isolate computational reasoning to certain stages in the analysis.

Our plans for the near future include application of our methods to the analysis of protocols that have more powerful adversaries (active rather than passive; adaptive). We also plan to establish general composition theorems in the style of the universal composition theorem of Canetti [Can01], and to use these results for the analysis of a key exchange protocol based on more sophisticated computational assumptions.

Acknowledgements We thank Silvio Micali for encouraging us to make a generalization in the definition of task-PIOAs that enhances the branching power of adversaries.
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A  Comparison of task-PIOAs with existing frameworks

In this section we compare the task-PIOA framework with existing frameworks for modeling cryptographic protocols. In particular, we discuss the Secure Asynchronous Reactive Systems of [PW01, BPW04b] and the Probabilistic Polynomial-Time Process Calculus of [LMM98, MMS03, RMST04].

A.1  Secure Asynchronous Reactive Systems

We first discuss the relations between task-PIOAs and another extension of PIOAs introduced by Backes, Pfitzmann and Waldner [PW01, BPW03, BPW04a, BPW04b].

A.1.1  System Types

The reactive systems in [PW01, BPW04b] are given by collections of machines. Each machine $M$ is specified (in part) by a transition function of the following form:

$$\Delta : S \times I \rightarrow \text{Disc}(S \times O),$$

Here $S$ is the state space and $I$ and $O$ denote the set of input and output signals, respectively. Each signal is a tuple of finite strings over a fixed finite alphabet $\Sigma$. Every tuple in $I$ has a fixed arity, which is determined by the number of input ports associated with $M$. Similarly for $O$.

The transition function of a PIOA defined here has a very different form (cf. Section 3):

$$\Delta : S \times (I \cup O \cup H) \rightarrow (\downarrow) + \text{Disc}(S).$$

If $\Delta(s,a) = \downarrow$, then $a$ is not enabled in $s$; otherwise, $\Delta(s,a)$ specifies a probability distribution on the resulting state after the execution of $a$.

We highlight three differences,

- Machines in [PW01, BPW04b] are of a decidedly functional character: given a tuple of input strings, some randomized computation is performed, producing a tuple of output strings. In contrast, the representation of a PIOA is entirely operational: the actions in $I \cup O \cup H$ are abstractions of activities of a system, rather than values manipulated by the system. Thus, in a PIOA, inputs and outputs need not correspond as tightly as they do in machines.

- Machines in [PW01, BPW04b] do not have internal/hidden transitions. This is because internal computations are abstracted away (provided the computation does not exceed certain limits on time and space).

- The only form of nondeterminism in a machine resides in the choices between inputs. In other words, nondeterminism can only be used to model uncertainties in the external environment. PIOAs, on the other hand, allow nondeterministic choices within a system (e.g., between different output actions enabled in the same state). Therefore, a closed system of machines is completely specified (up to coin tosses), whereas a closed system of PIOAs may contain many nondeterministic choices.

A.1.2  Communication

In [PW01, BPW04b], machines are divided into three classes: simple machines, master schedulers and buffers. These machines communicate with each other via ports, which are classified as: simple, buffer and clock.

Each buffer $B$ specifies a high-level connection between a unique pair of non-buffer machines. Messages placed in $B$ are delivered only when $B$ is scheduled via its clock port. This scheduling is designated to a unique non-buffer machine (one that “owns” the clock port of $B$), which also determines the order in which messages in $B$ are delivered.
Notice, both low-level (based on port names) and high-level (based on buffers) connections are “handshakes”. That is, at most two machines are involved in a synchronization (barring the machine responsible for scheduling the buffer).

In the case of PIOAs, communications may be “broadcasts”. Each action $a$ is “owned” by a unique PIOA $P$ (i.e., $a$ is an output action of $P$), but any number of other PIOAs can have $a$ as an input action. A hiding operation is available, which reclassifies certain output actions as hidden actions, thus preventing synchronization with PIOAs outside the scope of hiding.

Also, actions in our setting need not represent messages. They can be used to model synchronized steps of different processes.

### A.1.3 Modeling

**Channels** In [PW01, BPW04b], three kinds of communication channels are considered: secure, authenticated and insecure.

By default, a communication channel between two machines is secure: no third party can access message contents. Another party might still be able to schedule the buffer for this channel. Authenticated channels are modeled by creating a copy of the out-port corresponding to the authenticated channel, and by connecting this new port to the adversary. Insecure channels are directly connected to the adversary.

In the case of PIOAs, the basic communication channels correspond to authenticated channels: every output action may correspond to several input actions, including adversarial ones. As for machines, insecure channels are modeled by routing messages through the adversary. We use two techniques to define secure channels: the first one consists in hiding output actions in the composition of the PIOAs corresponding to the sending and receiving ends of the channels, while the second one consists in specifying constraints on the signature of specific (adversarial) PIOAs to prevent them from synchronizing on the corresponding output actions.

In our analysis of the OT protocol, we consider a slightly different kind of communication channels: all protocol messages are routed through the adversary, but we define the adversary in such a way that it can only send messages it received before. In the [PW01, BPW04b] communication model, this would correspond to an authenticated channel with buffer scheduled by the adversary.

**Composition** In [PW01, BPW04b], collections of machines are defined as sets of machines, with the intuition that machines in a collection will interact. These interactions can be the transmission of a message (through a buffer) or the scheduling of buffers.

In the case of PIOAs, we can compose several PIOAs, yielding a new PIOA. This enables, for instance, defining the role of a protocol participant through several simple PIOAs, each of these PIOAs describing a different aspect of this protocol role. So, considering several PIOAs can also be used as a way to analyze systems in a more modular way.

### A.1.4 Scheduling

In [PW01, BPW04b], scheduling is distributed: it is performed collectively by all machines via scheduling of buffers. The following algorithm is used.

1. The current active machine $M$ reads all of its inputs and carries out changes dictated by its transition function.

2. All of the outputs produced in step (1) are copied to corresponding buffers.

3. If in step (1) $M$ schedules at least one buffer, then let $B$ be the first such buffer and $M'$ be the receiving machine of $B$. (This is possible because an ordering of ports is given in the specification of $M$.) The message scheduled by $M$ is delivered to $M'$ and $M'$ is the next active machine. If no such message exists, then the unique master scheduler is the next active machine.
(4) If in step (1) $M$ does not schedule a buffer, then the unique master scheduler is the next active machine.

Under this algorithm, every closed collection of machines induces a unique probability space on the set of runs. In essence, there is no "real" scheduling to be done once a collection is closed, because all scheduling decisions are already specified by machines in the collection.

In the present paper, scheduling for task-PIOAs is centralised: it is determined by a global task sequence. Each task determines a unique component and at most one transition in that component. If such a transition is not enabled, then no changes take place.

In our setting, we distinguish between two kinds of nondeterministic choices:

1. High-level choices, such as timing of messages. These are resolved algorithmically by the adversary, which acts as the network.

2. Low-level choices representing inessential ordering of events. In the underlying semantics, these are resolved by a global task sequence.

However, since we have defined a sound notion of simulation relation, these choices can remain unresolved throughout our proofs. That is, it is sufficient to define a simulation relation between two systems, rather than first resolving all nondeterministic choices in one and then trying to mimic the same behavior in the other.

Thus, PIOAs are (purposely) under-specified, so that inessential ordering of events can be abstracted away from our proofs. We think this is a major difference between [PW01, BPW04b] and our work.

A.1.5 Security Properties

In [PW01, BPW04b], the notions of reactive simulatability compare views of a user for complete, closed systems, that is, systems with purely probabilistic behavior.

More precisely, a structure $(M_1, S)$ (that is, a set of simple machines with specified service ports available for the user) is said (at least) as secure as another structure $(M_2, S)$, if for every adversary $A_1$ for $(M_1, S)$, there is an adversary $A_2$ for $(M_2, S)$ such that the views of any user $H$ in the configurations $(M_1, S, H, A_1)$ and $(M_2, S, H, A_2)$ cannot be distinguished. (The quantifiers we use here are those of the universal simulatability notion, which is closest to the one we use.) Different indistinguishability notions can be used here requiring the views to be equal for perfect security, or computationally indistinguishable for computational security for instance.

Even though the security properties we prove in our task-PIOA model are very similar to those described in [PW01, BPW04b], an important difference lies in the fact that our definitions involve comparing task-PIOAs before resolving the non-determinism. As a result, our implementation definitions quantify over all possible task schedules.

A second difference is that, in our computational definition of implementation, we do not compare the views of the user, but the probabilities that the environment (which is the task-PIOA corresponding to the user) outputs a specific accept flag. This choice, which sticks more closely to the formulation in the UC framework [Can01], simplified the statement of some properties of our computational implementation notion (see the composition property for instance).

A.1.6 Complexity

In [PW01, BPW04b], a computational realization in terms of interactive probabilistic Turing machines is proposed for the machines presented. A machine is said to be polynomial-time iff it has a realization as a polynomial-time probabilistic Turing machine. Other complexity measures are defined, always using the notion of computational realization.

Our notion of time-bounded task-PIOAs uses a bit-strings encoding of actions, tasks and states, and requires bounds on different probabilistic Turing machines used to decode these actions. It also requires
bounds on the time needed for determining the enabled action in a given task, and for computing the next state from the current state and an action.

Machines have a security parameter \( k \) as input, and their computational realization provides a single (uniform) Turing machine used for every value of the security parameter. We conjecture that this notion is equivalent to our notion of uniformly polynomial-time-bounded task-PIOA family.

Our notion of (non-uniform) polynomial-time-bounded task-PIOA family, which is the one we use in practice, is more closely related to the notion of parameterized systems defined in [BPW04a]. The correspondence is not immediate however: systems are sets of structures, which are pairs of machines and service ports.

### A.1.7 Proof techniques

In [BPW03], simulatability is proved by using bisimulation with error sets. More precisely, a mapping between states of the two considered systems is defined, and one show that the same input in corresponding states leads to the same output and corresponding states again, except in some specific error cases. Then, it is proved that the probability of these error cases to occur is negligible via reductions on attacks against the underlying cryptographic primitives.

We establish our security proofs in a different way. We use two implementation relations. The first one, \( \leq_0 \), guarantees that every trace distribution of the first related task-PIOA is also a trace distribution of the second related task-PIOA (without any error probability). We prove this by establishing simulation relations, then by using a soundness result stating that the existence of a simulation relation between two systems guarantees that they are \( \leq_0 \)-related. Rather than relating states, our simulation relation relates probability distributions of execution fragments. Also, we do not prove that probability distributions of execution fragments are related before and after executing any input action, but that, starting from related probability distributions of execution fragments, we reach a countable number of related probability distributions of execution fragments when we execute any task on the first system and a corresponding sequence of tasks in the second system. This type of relation allows us to relate systems with random choices performed at different times, for example. It also allows us to manage the quantifier over all possible task-schedulers in a natural way.

This technique is only used for relating systems in the absence of any computational assumption. Besides this, we define computational assumptions in terms of our approximate implementation relation \( \leq_{negpt} \) (and prove the equivalence between the standard, computational, formulation of these assumptions and our PIOA version of it). Then, using the composition properties of the \( \leq_{negpt} \) relation, we prove that the larger task-PIOAs corresponding to the whole protocol model are also \( \leq_{negpt} \)-related. This step does not involve any argument "by contradiction".

### A.2 Probabilistic Polynomial-Time Process Calculus

This section is still under construction. It should be available shortly.