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ABSTRACT

Consider the problem of minimizing, over a polyhedral set, the composition of an affine mapping with a strictly convex essentially smooth function. There exist many well-known descent methods for solving this problem (or special cases of), such as the gradient projection algorithm of Goldstein and Levitin and Polyak, a matrix splitting algorithm using regular splitting, and the coordinate descent method, whose rate of convergence remain poorly understood. Rate of convergence analysis for these methods typically require restrictive assumptions such as the cost function be strongly convex. We show, under very mild assumptions on the cost function, that the aforementioned algorithms converge at least linearly. Our results do not require that the cost function be strongly convex or that the optimal solution set be bounded. The key to our analysis lies in a new bound for estimating the distance from a point to the optimal solution set.
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1 Introduction

Consider the problem of minimizing a strictly convex essentially smooth function subject to linear constraints. This problem contains a number of important optimization problems as special cases, including (strictly) convex quadratic programs, \( "x \ln(x)" \) entropy minimization problems \([Fri75], [Her80], [Jay82], [JoS84], [LaS81], [Pow88], \) and \("- \ln(x)" \) minimization problems \([FiM68], [GMSTW86], [JoS84], [Son88]\). A popular approach to solving this problem is to dualize the linear constraints to obtain a dual problem of minimizing, over a box, the composition of a strictly convex essentially smooth function with an affine mapping; then apply a feasible descent method to solve the dual problem (see \([Cen88], [CeL87], [CoP82], [Hil57], [Kru37], [LaS81], [LiP87], [MaD87], [MaD88a], [Tse90], [TsB87a], [TsB87b] \) and references therein). Popular choices for the descent method include a gradient projection algorithm of Goldstein \([Gol64]\) and Levitin and Poljak \([LeP65]\), the coordinate descent method, and a matrix splitting algorithm using regular splitting \([Kel65], [OrR70], [Pan82]\).

An outstanding theoretical question associated with the above solution approach concerns the rate of convergence of the iterates generated by it. Existing rate of convergence results all require very restrictive assumptions on the problem, such as the cost function be strongly convex (see \([Dun81], [Dun87], [LeP65]\)). Unfortunately, these assumptions do not hold for most applications. In fact, even the convergence of the iterates has been very difficult to establish, owing to the possible unboundedness of the optimal solution set (see \([Che84], [LuT89a], [LuT89b]\)).

Recently, the rate of convergence question for the coordinate descent method was resolved by Luo and Tseng \([LuT89b]\), using a new proof idea based on estimating the distance from each iterate to the optimal solution set. In this paper, we extend their proof idea and results to general descent methods and a more general problem class. In particular, we consider an extension of the above dual problem in which the constraint set is any polyhedral set, not just a box; we give general conditions for a descent method, applied to solve this problem, to be linearly convergent and show that all the aforementioned algorithms (gradient projection, etc.) satisfy these conditions. Thus our results resolve the rate of convergence question for both the gradient projection algorithm and the matrix splitting algorithm using regular splitting. In fact, the line of analysis which we develop here is applicable not only to convex programs, but also to non-convex programs such as symmetric (non-monotone) linear complementarity problems. The key to our results lies in a new bound for estimating the distance from a feasible point to the optimal solution set which, unlike many existing bounds, holds even when the cost function is not strongly convex.

We now formally describe our problem. Let \( f : \mathbb{R}^n \mapsto (-\infty, +\infty] \) be a function of the form
\[
f(x) = g(E x) + \langle q, x \rangle, \quad \forall x,
\]
where \( g : \mathbb{R}^m \mapsto (-\infty, +\infty] \) is some function, \( E \) is some \( m \times n \) matrix (possibly with zero columns).
and \( q \) is some vector in \( \mathbb{R}^n \), the \( n \)-dimensional Euclidean space. In our notation, all vectors are column vectors and \( \langle \cdot, \cdot \rangle \) denotes the usual Euclidean inner product.

We make the following standing assumptions regarding the function \( g \):

**Assumption 1.1.**
(a) The effective domain domain of \( g \), denoted by \( C_g \), is nonempty and open;
(b) \( g \) is strictly convex twice continuously differentiable on \( C_g \);
(c) \( g(t) \rightarrow \infty \) as \( t \) approaches any boundary point of \( C_g \).

Assumption 1.1 implies that \( g \) is, in the terminology of Rockafellar [Roc70], a strictly convex essentially smooth function. Such a function has a number of interesting theoretical properties. For example, its conjugate function is also strictly convex essentially smooth (see [Roc70, Chap. 26]).

It is easily seen from Assumption 1.1 and (1.1) that \( C_f \neq \emptyset \), \( f \) is convex twice continuously differentiable on \( C_f \), and \( f \) tends to \( \infty \) at any the boundary of \( C_f \). Hence, \( f \) is convex essentially smooth but, unlike \( g \), not necessarily strictly convex. Also notice that if \( q \) is in the row span of \( E \), then \( f \) depends on \( x \) through \( Ex \) only. In general, however, this needs not be the case.

Let \( X \) be a polyhedral set in \( \mathbb{R}^n \). Consider the following convex program associated with \( f \) and \( X \):

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in X.
\end{align*}
\tag{1.2}
\]

We make the following standing assumptions regarding \( f \) and \( X \):

**Assumption 1.2.**
(a) The set of optimal solutions for (1.2), denoted by \( X^* \), is nonempty.
(b) \( \nabla^2 g(Ex^*) \) is positive definite for every \( x^* \in X^* \).

Part (b) of Assumption 1.2 states that \( g \) has a positive curvature on the image of \( X^* \) under the affine transformation \( x \mapsto Ex \). This condition is guaranteed to hold if \( g \) has a positive curvature everywhere on \( C_g \). [There are many important functions that satisfy this latter condition (in addition to Assumption 1.1), the most notable of which are the quadratic function, the exponential function, and the negative of the logarithm function.] Of course, if \( g \) is strongly convex and twice differentiable everywhere, then Assumptions 1.1 and 1.2 (b) hold automatically. We remark that the twice differentiability of \( g \) is not necessary for our results to hold, but it makes for a simpler statement of the assumptions. In general it suffices that \( g \) be differentiable on \( C_g \) and that \( \nabla g \) be "locally" strongly monotone and Lipschitz continuous.

The problem (1.2) contains a number of important problems as special cases. For example, if \( E \) is the null matrix, then (1.2) reduces to a linear program. If \( g \) is a strictly convex quadratic
function, then (1.2) reduces to the symmetric monotone linear complementarity problem [Man77], [LiP87] (also see Section 5). If \( g \) is the function given by \( g(t) = \sum_{j} \ln(t_j) \) for all \( t \in (0, \infty)^m \) and \( g(t) = \infty \) otherwise, where \( \ln(\cdot) \) denotes the natural logarithm, and \( X \) is the non-negative orthant, then (1.2) reduces to the Lagrangian dual of a certain linearly constrained logarithmic penalty problem (see, e.g., [CeL87]).

For any \( x \in \mathbb{R}^n \), let \([z]^+\) denote the orthogonal projection of \( z \) onto \( X \), i.e.,
\[
[z]^+ = \arg\min_{y \in X} ||z - y||,
\]
where \( || \cdot || \) denotes the Euclidean norm (i.e., \( ||z|| = \sqrt{z, z} \) for all \( z \)). Since \( C_f \) is nonempty, and \( f \) is differentiable on \( C_f \), it is easily seen from the Kuhn–Tucker conditions for (1.2) that \( X^* \) comprises all \( x \in X \cap C_f \) for which the orthogonal projection of \( x - \nabla f(x) \) onto \( X \) is \( x \) itself, i.e.,
\[
X^* = \{ x \in \mathbb{R}^n \mid x = [z - \nabla f(z)]^+ \}.
\]
Notice that, since both \( f \) and \( X \) are closed and convex, then so is \( X^* \) (in fact, \( X^* \) is a polyhedral set). However, \( X^* \) may be unbounded.

This paper proceeds as follows: In Section 2 we derive a new bound on the distance from a point near \( X^* \) to \( X^* \). In Section 3 we use this bound to establish general conditions under which a sequence of points converge at least linearly to an optimal solution of (1.2). In Sections 4 to 6 we show that the iterates generated by, respectively, the gradient projection algorithm, the matrix splitting algorithm using regular splitting, and the coordinate descent method all satisfy the convergence conditions outlined in Section 3. In Section 7 we give our conclusion and discuss possible extensions.

We adopt the following notations throughout. For any \( l \times k \) matrix \( A \), we denote by \( A^T \) the transpose of \( A \), by \( ||A|| \) the matrix norm of \( A \) induced by the vector norm \( || \cdot || \) (i.e., \( ||A|| = \max_{||x||=1} ||Ax|| \)), by \( A_i \) the \( i \)-th column of \( A \) and, for any nonempty \( I \subseteq \{1, \ldots, k\} \), by \( A_I \) the submatrix of \( A \) obtained by removing all columns \( i \notin I \) of \( A \). Analogously, for any \( k \)-vector \( x \), we denote by \( x_i \) the \( i \)-th coordinate of \( x \) and, for any nonempty subset \( I \subseteq \{1, \ldots, k\} \), by \( x_I \) the vector with components \( x_i, i \in I \) (with the \( x_i \)'s arranged in the same order as in \( x \)). Also, for any \( i \in \{1, \ldots, n\} \) we denote by \( \nabla_i f \) the \( i \)-th coordinate of \( \nabla f \) and, for any \( I \subseteq \{1, \ldots, n\} \), we denote by \( \nabla_I f \) the vector function comprising \( \nabla_i f, i \in I \).
2 A New Error Bound

In this section we prove a key result that, for all \( x \in X \) sufficiently close to the optimal solution set \( X^* \), the distance from \( x \) to \( X^* \) is of the order \( \|x - [x - \nabla f(x)]^+\| \). This result will be used in the rate of convergence analysis of Section 3.

We first need the following lemma which says that the affine mapping \( x \rightarrow Ex \) is invariant over \( X^* \). This lemma is a simple consequence of the strict convexity of \( g \).

**Lemma 2.1.** There exists a \( t^* \in \mathbb{R}^m \) such that

\[
Ex^* = t^*, \quad \forall x^* \in X^*.
\]

**Proof.** For any \( x^* \in X^* \) and \( y^* \in X^* \), we have by the convexity of \( X^* \) that \( \frac{1}{2}(x^* + y^*) \in X^* \). Then, \( f(x^*) = f(y^*) = f(\frac{1}{2}(x^* + y^*)) \), so that (using (1.1)) \( g(\frac{1}{2}(Ex^* + Ey^*)) = \frac{1}{2}(g(Ex^*) + g(Ey^*)) \). Since both \( g(Ex^*) \) and \( g(Ey^*) \) are finite, so that \( Ex^* \in C_g \) and \( Ey^* \in C_g \), this together with the strict convexity of \( g \) on \( C_g \) yields \( Ex^* = Ey^* \). Q.E.D.

As an immediate corollary of Lemma 2.1, we have, by using the observation [cf. (1.1)]

\[
\nabla f(x) = E^T \nabla g(Ex) + q, \quad \forall x \in C_f,
\]

that \( \nabla f \) is invariant over \( X^* \). In fact, it is easily seen that

\[
\nabla f(x^*) = d^*, \quad \forall x^* \in X^*;
\]

where we denote

\[
d^* = E^T \nabla g(t^*) + q.
\]

The above invariant property of \( \nabla f \) on \( X^* \) is quite well-known (see, e.g., [Man88]) and in fact holds for more general convex programs.

Since \( \nabla^2 g(t^*) \) is positive definite [cf. Assumption 2.2], it follows from the continuity property of \( \nabla^2 g \) [Assumption 1.1 (b)] that \( \nabla^2 g \) is positive definite in some open neighborhood of \( t^* \). This in turn implies that \( g \) is strongly convex near \( t^* \), i.e., there exist a positive scalar \( \sigma > 0 \) and a closed ball \( U^* \subseteq C_g \) around \( t^* \) such that

\[
g(z) - g(y) - \langle \nabla g(y), z - y \rangle \geq \sigma \|z - y\|^2, \quad \forall z \in U^*, \forall y \in U^*.
\]

By interchanging the role of \( y \) with that of \( z \) in (2.4) and adding the resulting relation to (2.4), we also obtain

\[
\langle \nabla g(z) - \nabla g(y), z - y \rangle \geq 2\sigma \|z - y\|^2, \quad \forall z \in U^*, \forall y \in U^*.
\]
Since $\nabla^2 g$ is bounded on $\mathcal{U}^*$ [cf. Assumption 1.1 (b)], then $\nabla g$ is Lipschitz continuous on $\mathcal{U}^*$, i.e., there exists a scalar constant $\rho > 0$ such that

$$||\nabla g(z) - \nabla g(w)|| \leq \rho ||z - w||, \quad \forall z \in \mathcal{U}^*, \forall w \in \mathcal{U}^*. \quad (2.6)$$

We next state a lemma on the Lipschitz continuity of the solution of a linear system as a function of the right hand side. This lemma, originally due to [Hof52] (also see [Rob73], [MaS87]), will be used in the proof of Lemmas 2.4, 2.6 and 3.1.

**Lemma 2.2.** Let $B$ be some $k \times l$ matrix and let $S = \{ y \in \mathbb{R}^l \mid Cy \geq d \}$, for some $h \times l$ matrix $C$ and some $d \in \mathbb{R}^h$. Then, there exists a scalar constant $\theta > 0$ depending on $B$ and $C$ only such that, for any $\bar{x} \in S$ and any $e \in \mathbb{R}^k$ such that the linear system $By = e$, $y \in S$ is consistent, there is a point $\bar{y} \in S$ satisfying $B\bar{y} = e$ and $||\bar{x} - \bar{y}|| \leq \theta ||B\bar{x} - e||$.

By using Lemma 2.2 and Assumption 1.1, we can show the following technical fact:

**Lemma 2.3.** For any $\zeta \in \mathbb{R}$, the set $\{ Ex \mid x \in X, \; f(x) \leq \zeta \}$ is a compact subset of $C_g$.

**Proof.** See Lemma 9.1 in [Tse89].
Lemma 2.4. For any $\zeta \in \mathbb{R}$, there exists an $\epsilon > 0$ such that, for any $x \in X$ with $f(x) \leq \zeta$ and $||z - [z - \nabla f(x)]^+|| \leq \epsilon$, $I(x)$ is active at some $x^* \in X^*$.

Proof. We argue by contradiction. If the claim does not hold, then for some $\zeta \in \mathbb{R}$, there would exist an $I \subseteq \{1, \ldots, n\}$ and a sequence of vectors $\{x^r\}$ in $X$ satisfying $f(x^r) \leq \zeta$ for all $r$, $x^r - x^r \to 0$, where we let $z^r = [x^r - \nabla f(x^r)]^+$ for all $r$, and $I(x^r) = I$ for all $r$, and yet there is no $x^* \in X^*$ for which $I$ is active at $x^*$.

Since $\{f(x^r)\}$ is bounded, it follows from Lemma 2.3 that $\{Ex^r\}$ lies in a compact subset of $C_g$. Let $t^\infty$ be any such limit point of $\{Ex^r\}$ (so $t^\infty \in C_g$) and let $\mathcal{R}$ be a subsequence of $\{0, 1, \ldots\}$ such that
\[
\{Ex^r\}_\mathcal{R} \to t^\infty. \tag{2.11}
\]
We show below that $t^\infty$ is equal to $t^*$.

Let $d^\infty = E^T \nabla g(t^\infty) + q$. Then, since $t^\infty \in C_g$ so $\nabla g$ is continuous in an open set around $t^\infty$, we obtain from (2.11) (and using the fact $\nabla f(x^r) = E^T \nabla g(Ex^r) + q$ for all $r$) that $\{\nabla f(x^r)\}_\mathcal{R} \to d^\infty$. For each $r \in \mathcal{R}$, consider the following linear system in $z, x, z^r, \lambda$:
\[
z - z - A^T \lambda = -\nabla f(x^r), \quad Az \geq b, \quad \lambda \geq 0,
\]
\[
\lambda_i = 0, \quad \forall i \notin I, \quad A_i z = b_i, \quad \forall i \in I, \quad Ex = Ex^r, \quad z - z = z^r - z^r.
\]
The above system is consistent since, by $I(x^r) = I$ and (2.7)-(2.8), $(z^r, z^r)$ together with some $\lambda^r \in \mathbb{R}^k$ is a solution of it. Then, by Lemma 2.2, it has a solution $(\hat{z}^r, \hat{z}^r, \hat{\lambda}^r)$ whose size is bounded by some constant (depending on $A$ and $E$ only) times the size of the right hand side. Since the right hand side of the above system is clearly bounded as $r \to \infty$, $r \in \mathcal{R}$, we have that $\{(\hat{z}^r, \hat{z}^r, \hat{\lambda}^r)\}_\mathcal{R}$ is bounded. Moreover, every one of its limit points, say $(x^\infty, z^\infty, \lambda^\infty)$, satisfies [cf. $z^r - x^r \to 0$ and (2.11)]
\[
z^\infty - z^\infty - A^T \lambda^\infty = -d^\infty, \quad Az^\infty \geq b, \quad \lambda^\infty \geq 0,
\]
\[
\lambda_i^\infty = 0, \quad \forall i \notin I, \quad A_i z^\infty = b_i, \quad \forall i \in I, \quad Ex^\infty = t^\infty, \quad z^\infty - x^\infty = 0.
\]
This shows $x^\infty = [x^\infty - \nabla f(x^\infty)]^+$ [cf. (2.7), (2.8) and $d^\infty = E^T \nabla g(Ex^\infty) + q$], so $x^\infty \in X^*$ [cf. (1.3)] and, by Lemma 2.1, $t^\infty = t^*$. Moreover, $I$ is active at $x^\infty$, so a contradiction is established. Q.E.D.

Also, the proof of Lemma 2.4 shows the following:

Lemma 2.5. For any $\zeta \in \mathbb{R}$ and any $\eta > 0$, there exists an $\epsilon > 0$ such that $||Ex - t^*|| \leq \eta$ for all $x \in X$ with $f(x) \leq \zeta$ and $||x - [x - \nabla f(x)]^+|| \leq \epsilon$.
By using Lemmas 2.2, 2.4 and 2.5, we can prove the following intermediate lemma:

**Lemma 2.6.** For any $\zeta \in \mathbb{R}$, there exist scalar constants $\delta > 0$ and $\omega > 0$ such that, for any $x \in X$ with $f(x) \leq \zeta$ and $||x - [z - \nabla f(x)]^+|| \leq \delta$, the following hold:

(a) $Ex \in U^*$.
(b) There exists an $\lambda \in [0, \infty)^k$ satisfying

$$z - x + \nabla f(x) - (A_I)^T \lambda_I = 0,$$

and an $x^* \in X^*$ and an $\lambda^* \in [0, \infty)^k$ satisfying

$$\nabla f(x^*) - (A_I)^T \lambda^*_I = 0, \quad A_I x^* = b_I,$$

$$||(x, \lambda) - (x^*, \lambda^*)|| \leq \omega(||Ex - t^*|| + ||x - z||),$$

where $I = I(x)$ and $z = [x - \nabla f(x)]^+$.

**Proof.** Fix any $\zeta \in \mathbb{R}$. By Lemma 2.5, there exists some $\epsilon' > 0$ such that $Ex \in U^*$ for all $x \in X$ satisfying $f(x) \leq \zeta$ and $||x - [z - \nabla f(x)]^+|| \leq \epsilon'$. Choose $\delta$ to be the minimum of this $\epsilon'$ and the $\epsilon$ given in Lemma 2.4.

Consider any $x \in X$ satisfying the hypothesis of the lemma (with the above choice of $\delta$), and let $z = [x - \nabla f(x)]^+$. Then, by (2.7) and (2.8), there exists some $\lambda \in \mathbb{R}^k$ satisfying, together with $x$ and $z$,

$$z - x + \nabla f(x) - A^T \lambda = 0, \quad Ax \geq b + A(x - z), \quad \lambda \geq 0,$$

$$\lambda_i = 0, \forall i \not\in I(x), \quad A_i x = b_i + A_i (x - z), \forall i \in I(x).$$

By Lemma 2.4, there exists an $x^* \in X^*$ such that $I(x)$ is active at $x^*$, so the following linear system in $(x^*, \lambda^*)$

$$d^* - A^T \lambda^* = 0, \quad Ax^* \geq b, \quad \lambda^* \geq 0, \quad Ex^* = t^*,$$

is consistent. Moreover, every solution $(x^*, \lambda^*)$ of this linear system satisfies $x^* \in X^*$. Upon comparing the above two systems, we see that, by Lemma 2.2, there exists a solution $(x^*, \lambda^*)$ to the second system such that

$$||(x^*, \lambda^*) - (x, \lambda)|| \leq \theta(||z - x + \nabla f(x) - d^*|| + ||Ex - t^*|| + ||A(x - z)||),$$

where $\theta$ is some scalar constant depending on $A$ and $E$ only. Since our choice of $\delta$ also implies that $Ex \in U^*$, so (2.1) and the Lipschitz condition (2.6) yields $||\nabla f(x) - d^*|| = ||E^T \nabla g(Ex) - E^T \nabla g(t^*)|| \leq \rho ||E|| ||Ex - t^*||$, then the above relation implies

$$||(x^*, \lambda^*) - (x, \lambda)|| \leq \theta (||A|| + 1)||z - x|| + (\rho ||E|| + 1)||Ex - t^*||.$$
For any $x \in \mathbb{R}^n$, let $\phi(x)$ denote the Euclidean distance from $x$ to $X^*$, i.e.,

$$\phi(x) = \min_{x^* \in X^*} ||x - x^*||.$$ 

By using Lemmas 2.1 and 2.6, we can establish the main result of this section, which roughly says that, for all $x \in X \cap C_f$ sufficiently close to $X^*$, $\phi(x)$ can be upper bounded by $||x - [x - \nabla f(x)]^+||$, the "deficit" of $x$.

**Theorem 2.1.** For any $\zeta \in \mathbb{R}$, there exist scalar constants $\tau > 0$ and $\delta > 0$ such that

$$\phi(x) \leq \tau ||x - [x - \nabla f(x)]^+||,$$  \hspace{1cm} (2.12)

for all $x \in X$ with $f(x) \leq \zeta$ and $||x - [x - \nabla f(x)]^+|| \leq \delta$.

**Proof.** Fix any $\zeta \in \mathbb{R}$ and let $\delta$ and $\omega$ be the corresponding scalars given in Lemma 2.6.

Consider any $x \in X$ satisfying the hypothesis of the lemma (with the above choice of $\delta$), and let $z = [x - \nabla f(x)]^+$, $I = I(x)$. By Lemma 2.6, $Ex \in U^*$ and there exists an $\lambda \in [0, \infty)^k$ satisfying

$$z - x + \nabla f(x) - (A_I)^T \lambda = 0, \quad A_I z = b_I,$$  \hspace{1cm} (2.13)

and an $x^* \in X^*$ and an $\lambda^* \in [0, \infty)^k$ satisfying

$$\nabla f(x^*) - (A_I)^T \lambda^*_I = 0, \quad A_I x^* = b_I,$$  \hspace{1cm} (2.14)

$$||(x, \lambda) - (x^*, \lambda^*)|| \leq \omega(||Ex - t^*|| + ||x - z||).$$  \hspace{1cm} (2.15)

Also, since $Ex \in U^*$, we have from (2.5) that

$$2\sigma ||Ex - t^*||^2 \leq \langle Ex - t^*, \nabla g(Ex) - \nabla g(t^*) \rangle.$$  \hspace{1cm} (2.16)

We claim that (2.13)–(2.16) are sufficient to establish our claim. To see this, notice that $Ex^* = t^*$ [cf. Lemma 2.1] and $\nabla f(x) - \nabla f(x^*) = ET \nabla g(Ex) - ET \nabla g(t^*)$ [cf. (2.1)], so (2.16) and (2.13)–(2.14) yield

$$2\sigma ||Ex - t^*||^2 \leq \langle Ex - t^*, \nabla g(Ex) - \nabla g(t^*) \rangle$$

$$= \langle x - x^*, \nabla f(x) - \nabla f(x^*) \rangle$$

$$= \langle x - x^*, (A_I)^T \lambda - z + x - (A_I)^T \lambda^*_I \rangle$$

$$= \langle A_I(x - x^*), \lambda - \lambda^*_I \rangle + \langle x - x^*, x - z \rangle$$

$$= \langle A_I(x - z), \lambda - \lambda^*_I \rangle + \langle x - x^*, x - z \rangle$$

$$= O (||x - z||(||\lambda - \lambda^*|| + ||x - x^*||)), $$
where for convenience we use the notation $\alpha = O(\beta)$ to indicate that $\alpha \leq \kappa \beta$ for some scalar $\kappa > 0$ depending on $\zeta$ and the problem data only. Combining the above relation with (2.15) then gives

$$
||x - x^*||^2 = O \left( ||Ex - t^*|| + ||z - x|| \right)^2
$$

$$
= O \left( ||Ex - t^*||^2 + ||z - x||^2 \right)
$$

$$
= O \left( ||x - z||(||\lambda - \lambda^*|| + ||x - x^*||) + ||z - x|| \right)^2
$$

$$
= O \left( 2||x - z||(||Ex - t^*|| + ||z - x||) + ||z - x||^2 \right)
$$

Hence $||Ex - t^*||^2$, which is clearly $O(||x - x^*||^2)$, must be $O(||x - z||||Ex - t^*|| + ||z - x||^2)$, i.e., there exists a scalar constant $\kappa > 0$ (depending on $\zeta$ and the problem data only) such that

$$
||Ex - t^*||^2 \leq \kappa(||x - z||||Ex - t^*|| + ||z - x||^2).
$$

This is a quadratic inequality of the form $a^2 \leq \kappa(ab + b^2)$, which implies $a \leq \frac{1}{2}(\kappa + \sqrt{\kappa^2 + 4\kappa})b$. Hence we obtain that

$$
||Ex - t^*|| \leq \frac{1}{2}(\kappa + \sqrt{\kappa^2 + 4\kappa})||x - z||,
$$

which when combined with (2.15) shows $||x - x^*|| = O(||x - z||)$. Since $x^* \in X^*$ so clearly $\phi(x) \leq ||x - x^*||$, this then completes our proof. Q.E.D.

We remark that computable error bounds like the one given in Theorem 2.1 have been quite well studied. In fact, a bound identical to that given in Theorem 2.1 was proposed by Pang for the special case where $f$ is strongly convex [Pan85]. Alternative bounds have also been proposed, for strongly convex programs [MaD88b] and for monotone linear complementarity problems [MaS86]. However, it is unclear whether these alternative bounds are useful for analyzing the rate of convergence of algorithms. On the other hand, notice that the bound in Theorem 2.1 holds only locally, and it would be interesting to see whether this bound can be extended to hold globally on $X \cap C_f$. 

9
3 A General Linear Convergence Result

In this section we give general conditions for a sequence of points in $X \cap C_f$ to converge at least linearly to an optimal solution of (1.2). This result, based in large part on the error bound developed in Section 3, will be used in Sections 4–6 to establish, in some cases for the first time, the linear convergence of a number of well-known algorithms.

The general linear convergence result is the following:

Theorem 3.1. Let $v^*$ denote the optimal value of (1.2). Let $\{x^r\}$ be a sequence of vectors in $X \cap C_f$ satisfying the following two conditions:

\[
\begin{align*}
    f(x^r) - v^* &\leq \kappa_1 \phi(x^r)^2, \quad \forall r \geq r_0, \\
    ||x^r - [x^r - \nabla f(x^r)]^+||^2 &\leq \kappa_2 \left(f(x^r) - f(x^{r+1})\right), \quad \forall r \geq r_0,
\end{align*}
\]

where $\kappa_1, \kappa_2$ and $r_0$ are some positive scalar constants. Then, $\{f(x^r)\}$ converges at least linearly to $v^*$. If, in addition, there holds

\[
    ||x^r - x^{r+1}||^2 \leq \kappa_3 (f(x^r) - f(x^{r+1})), \quad \forall r \geq r_0,
\]

for some $\kappa_3 > 0$, then $\{x^r\}$ converges at least linearly to an element of $X^*$.

**Proof.** By (3.2), $\{f(x^r)\}$ is monotonically decreasing. Since $f$ is also bounded from below on $X$ [cf. Assumption 1.2 (a)], then $f(x^r) - f(x^{r+1}) \to 0$, so (3.2) yields $||x^r - [x^r - \nabla f(x^r)]^+|| \to 0$. Hence, by Theorem 2.1, there exist scalar constants $\tau > 0$ and $r_1 \geq r_0$ such that

\[
    \phi(x^r) \leq \tau ||x^r - [x^r - \nabla f(x^r)]^+||, \quad \forall r \geq r_1.
\]

By combining (3.1), (3.2) and (3.4), we obtain that, for each $r \geq r_1$, there holds

\[
\begin{align*}
    f(x^r) - v^* &\leq \kappa_1 \phi(x^r)^2 \\
    &\leq \kappa_1 (\tau)^2 ||x^r - [x^r - \nabla f(x^r)]^+||^2 \\
    &\leq \kappa_1 \kappa_2 (\tau)^2 \left(f(x^r) - f(x^{r+1})\right).
\end{align*}
\]

Upon rearranging terms in (3.5), we then obtain

\[
f(x^{r+1}) - v^* \leq \left(1 - \frac{1}{\kappa_1 \kappa_2 (\tau)^2}\right) (f(x^r) - v^*),
\]

so $\{f(x^r)\}$ converges at least linearly to $v^*$. If (3.3) holds, then $||x^{r+1} - x^r||$ also converges at least linearly, so $\{x^r\}$ converges at least linearly. Let $x^\infty$ denote the limit point of $\{x^r\}$. Then, $x^\infty \in X$ (since $X$ is closed) and, by the lower semicontinuity of $f$, $f(x^\infty) \leq v^*$. Therefore $x^\infty \in X^*$. **Q.E.D.**
[Roughly speaking, condition (3.1) says that the difference in cost between an iterate and the optimal solution nearest to him should grow at most quadratically in the distance between them; and condition (3.2) says that the decrease in the cost at each iteration should grow at least quadratically in the "deficit" of the current iterate.]

It turns out that, for our applications (see Sections 4–6), conditions (3.2) and (3.3) are relatively easy to verify. The difficulty lies in verifying that (3.1) holds. To help us with this endeavor, we develop below, by using Lemmas 2.2, 2.3 and 2.5, a sufficiency condition for (3.1) to hold. This condition, though more restrictive than (3.1), is much easier to verify for the algorithms considered in this paper.

**Lemma 3.1.** Suppose that \( \{x^r\} \) satisfies (3.2) and (3.3) for some scalars \( \kappa_1, \kappa_2 \) and \( r_0 \), and the following holds

\[
x^{r+1} = [x^r - \alpha^r \nabla f(x^r) + e^r]^+, \quad \forall r \geq r_1,
\]

for some scalar \( r_1 \), some bounded sequence of scalars \( \{\alpha^r\} \) bounded away from zero and some sequence of \( n \)-vectors \( e^r \to 0 \). Then \( \{x^r\} \) also satisfies (3.1) (possibly with a different value for \( r_0 \)).

**Proof.** Since \( f \) is bounded from below on \( X \) [cf. Assumption 1.2 (a)] and (3.3) and (3.2) hold, then we must have

\[
x^r - x^{r-1} \to 0, \hspace{1cm} (3.7)
\]

\[
x^r - [x^r - \nabla f(x^r)]^+ \to 0. \hspace{1cm} (3.8)
\]

We claim that there exists an \( r_2 \geq r_1 \) such that

\[
\langle \nabla f(x^r), x^r - x^* \rangle = 0, \quad \forall x^* \in X^*,
\]

for all \( r \geq r_2 \). To see this, let \( X \) be expressed as \( X = \{ x \in \mathbb{R}^n \mid Ax \geq b \} \), for some \( k \times n \) matrix \( A \) and some \( k \)-vector \( b \), and, for every \( r \geq r_1 \), let \( I^r \) denote the set of indices \( i \in \{1, \ldots, n\} \) such that \( A_i x^r = b_i \). Consider an \( I \subseteq \{1, \ldots, n\} \) for which the index set \( \mathcal{R}_I = \{ r \in \{1, 2, \ldots \} \mid I^r = I \} \) is infinite. Then, there exists an \( r_2 \geq r_1 \) such that every integer \( r \geq r_2 \) belongs to \( \mathcal{R}_I \) for some such \( I \). Hence it suffices to show that (3.9) holds for all \( r \in \mathcal{R}_I \), for any \( I \) with \( \mathcal{R}_I \) infinite. We show this below.

Fix any \( I \) such that \( \mathcal{R}_I \) is infinite. Our argument will follow closely the proof of Lemma 2.4. Since \( \{f(x^r)\} \) is monotonically decreasing [cf. (3.3)] so that it is bounded, we have by Lemma 2.3 that \( \{Ex^r\} \) lies in a compact subset of \( C_g \). Let \( t^\infty \) be any limit point of \( \{Ex^{r-1}\}_{\mathcal{R}_I} \) (so \( t^\infty \in C_g \)) and let \( \mathcal{R}' \) be any subsequence of \( \mathcal{R}_I \) such that

\[
\{Ex^{r-1}\}_{\mathcal{R}'} \to t^\infty. \hspace{1cm} (3.10)
\]

Let \( d^\infty = E^T \nabla g(t^\infty) + q \). Then, since \( t^\infty \in C_g \) so \( \nabla g \) is continuous in an open set around \( t^\infty \), we obtain from (3.10) (and using the fact \( \nabla f(x^r) = E^T \nabla g(Ex^r) + q \) for all \( r \)) that \( \{\nabla f(x^{r-1})\}_{\mathcal{R}'} \to d^\infty. \)
For each \( r \in \mathcal{R}' \), consider the following system of linear equations in \( x \), \( z \), and \( \lambda \):

\[
\begin{align*}
    z - x - A^T \lambda &= e^{r-1} - \alpha^{r-1} \nabla f(x^{r-1}), & A z \geq b, & \lambda \geq 0, \\
    \lambda_i &= 0, \quad \forall i \notin I, & A_i z &= b_i, \quad \forall i \in I, \\
    E x &= E x^{r-1}, & z - x &= z^r - x^{r-1}.
\end{align*}
\]

The above system is consistent since, by \( I^* = I \) and (3.6), it is satisfied by \( x = x^{r-1}, \ z = z^r, \) and some \( \lambda \) in \( \mathbb{R}^k \) [cf. (2.7)-(2.8)]. Then, by Lemma 2.2, it has a solution \((\tilde{z}^r, \tilde{z}^r, \tilde{\lambda}^r)\) whose size is bounded by some constant (depending on \( A \) and \( E \) only) times the size of the right hand side. Since the right hand side of the above system is clearly bounded as \( r \to \infty, r \in \mathcal{R}' \) [cf. (3.7), (3.10), \( e^r \rightarrow 0 \), and the boundedness of \( \{\alpha^r\} \)], we have that \( \{(\tilde{z}^r, \tilde{z}^r, \tilde{\lambda}^r)\}_{\mathcal{R}'} \) is also bounded. Moreover, every one of its limit points, say \((x^\infty, z^\infty, \lambda^\infty)\), satisfies together with some \( \alpha^\infty > 0 \) the following conditions [cf. (3.7), \( e^r \rightarrow 0 \), and the boundedness hypothesis on \( \{\alpha^r\} \)]

\[
\begin{align*}
    z^\infty - x^\infty - A^T \lambda^\infty &= -\alpha^\infty d^\infty, & A z^\infty &\geq b, & \lambda^\infty \geq 0, \\
    \lambda^\infty_i &= 0, \quad \forall i \notin I, & A_i z^\infty &= b_i, \quad \forall i \in I, \\
    E x^\infty &= t^\infty, \quad z^\infty - x^\infty = 0.
\end{align*}
\]

This shows \( x^\infty = [z^\infty - \alpha^\infty \nabla f(x^\infty)]^+ \) [cf. (2.7), (2.8) and \( d^\infty = E^T \nabla g(t^\infty) + q \), so \( x^\infty \in X^* \) [cf. (1.3)]. Fix any \( r \in \mathcal{R}_I \). From (3.11)-(3.13) we also have that \( A_I x^\infty = b_I \) and \( \alpha^\infty \nabla f(x^\infty) = (A_I)^T \lambda^\infty \). Since \( A_I x^r = b_I \) (cf. \( I = I^r \)), we thus obtain

\[
\langle \nabla f(x^\infty), x^r - x^\infty \rangle = \frac{1}{\alpha^\infty} \langle \lambda^\infty, A_I (x^r - x^\infty) \rangle = 0.
\]

Since \( x^\infty \) belongs to the convex set \( X^* \) and \( f \) is constant on \( X^* \), then we must also have

\[
\langle \nabla f(x^\infty), z^* - x^\infty \rangle = 0, \quad \forall z^* \in X^*,
\]

which when combined with (3.14) and (2.2) yields (3.9).

Now, since (3.8) holds, then Lemma 2.5 implies \( E x^r \rightarrow t^* \), so there exists an \( r_3 \geq r_2 \) such that \( E x^r \in U^* \) for all \( r \geq r_3 \). Fix any \( r \geq r_3 \). By the Mean Value Theorem, there exists a \( \xi \) lying on the line segment joining \( x^r \) with any \( z^* \in X^* \) such that \( f(x^r) - f(z^*) = \langle \nabla f(\xi), x^r - z^* \rangle \). This combined with (3.9) then yields

\[
\begin{align*}
    f(x^r) - f(z^*) &= \langle \nabla f(\xi), x^r - z^* \rangle \\
    &= \langle \nabla f(\xi) - \nabla f(z^*), x^r - z^* \rangle + \langle \nabla f(z^*), x^r - z^* \rangle \\
    &\leq \rho \|E\|^2 \|x^r - z^*\|^2 + \langle \nabla f(z^*), x^r - z^* \rangle \\
    &= \rho \|E\|^2 \|x^r - z^*\|^2,
\end{align*}
\]

which is the desired result.
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where the inequality follows from (2.1) and the Lipschitz condition (2.6) [recall that \(Ex^r \in U^*\)]. Since the above relation holds for all \(x^* \in X^*\), then by choosing \(x^*\) to be the one nearest to \(x^r\) (in the Euclidean norm) then yields (3.1) (with \(\kappa_1 = \rho \|E\|^2\)). \(\text{Q.E.D.}\)

A few remarks about the condition (3.6) are in order. Condition (3.6) roughly says that the iterates \(\{x^r\}\) should eventually identify those constraints that are active at some optimal solution. To see why this helps us to show (3.1), consider the case when \(X\) is simply a box (i.e., bound constraints). In this case, (3.6) translates to say that, for all \(r\) sufficiently large, those coordinates \(x^*_i\) of \(x^r\) for which \(d^*_i > 0\) (respectively, \(d^*_i < 0\)) become fixed at the upper (respectively, lower) bound of \(x_i\), which is also the bound which is active for any optimal solution. Then, it follows that, for each such \(r\), there holds \(\langle d^*_i, x^r - x^* \rangle = 0\), for all \(x^* \in X^*\) [compare with (3.9)] from which (3.1) readily follows. The scalars \(\{\alpha^r\}\) can be thought of as stepsizes and are introduced to take care of algorithms which incorporate stepsizes into their iterations (such as the gradient projection algorithm and algorithms that employ a line search step). The vectors \(e^r\) carry no meaning in themselves and are introduced mainly as a convenient tool to simplify the analysis.

By using Lemma 3.1, we immediately obtain the following useful corollary of Theorem 3.1:

**Corollary 3.1.** Suppose that \(\{x^r\}\) satisfies the conditions (3.2), (3.3) and (3.6) for some scalars \(\kappa_1, \kappa_2, r_0, r_1\), some bounded sequence of scalars \(\{\alpha^r\}\) bounded away from zero and some sequence of \(n\)-vectors \(e^r \to 0\). Then \(\{f(x^r)\}\) converges at least linearly to the optimal value of (1.2) and \(\{x^r\}\) converges at least linearly to an element of \(X^*\).
4 Linear Convergence of Gradient Projection Algorithm

In this section, we make (in addition to Assumptions 1.1 and 1.2) the following assumptions on \( f \):

**Assumption 4.1.**
(a) \( C_f = \mathbb{R}^n \).
(b) \( \nabla f \) is Lipschitz continuous on \( \mathbb{R}^n \), i.e.,
\[
\| \nabla f(y) - \nabla f(x) \| \leq \lambda \| y - x \|, \quad \forall x, \forall y,
\]  (4.1)
where \( \lambda \) is some Lipschitz constant.

Consider the following algorithm of Goldstein [Gol64] and of Levitin and Polyak [LeP65] applied to solve this special case of (1.2):

**Gradient Projection Algorithm**
At the \( r \)-th iteration we are given an \( x^r \in X \) (\( x^0 \) is chosen arbitrarily), and we compute a new iterate \( x^{r+1} \) in \( X \) given by:
\[
x^{r+1} = [x^r - \alpha^r \nabla f(x^r)]^+, \quad \alpha^r
\]  (4.2)
where \( \alpha^r \) is some positive stepsize.

For convenience we will assume that \( \{\alpha^r\} \) satisfies the condition given in [Gol64] and in [LeP65]:
\[
\epsilon \leq \alpha^r \leq \frac{2}{\lambda + 2\epsilon}, \quad \forall r,
\]  (4.3)
where \( \epsilon \) is some positive scalar constant (see discussion after Theorem 4.1 on extension of our result to more general stepsize rules).

The gradient projection algorithm has been studied very extensively (see, e.g., [Ber76], [CaM87], [Che84], [Dun84], [Dun87], [GaB84], [Gol64], [Gol74], [LeP65], [McT72]) but very little is known about its rate of convergence. Typically, some type of strong convexity assumption must be imposed on \( f \) to establish a rate of convergence result for this algorithm (see [Dun81], [Dun87], [LeP65]). We show below, by using the results of Section 3, that such assumptions are not necessary for our problem. More precisely, we show, under no additional assumption, that the iterates generated by (4.2)–(4.3) converge at least linearly to an optimal solution of (1.2). To the best of our knowledge, this is the first rate of convergence result for the gradient projection algorithm that does not require \( f \) to be strongly convex in any sense. (The convergence of the iterates has been shown by [Che84].) Our argument is based on showing that the iterates satisfy the convergence conditions outlined in Corollary 3.1.
Theorem 4.1. The iterates \( \{x^r\} \) generated by the gradient projection algorithm (4.2)-(4.3) satisfy the hypothesis of Corollary 3.1 and hence converge at least linearly to an element of \( X^* \).

Proof. It is well-known (and not difficult to show) that \( \{x^r\} \) satisfies

\[
f(x^r) - f(x^{r+1}) \geq \varepsilon ||x^r - x^{r+1}||^2, \quad \forall r,
\]

(see, for example, [Gol64], [LeP65]) so (3.3) holds with \( \kappa_3 = 1/\varepsilon \).

Now we show that (3.2) holds. It is well-known that, for any \( x \in X \) and any \( d \in \mathbb{R}^n \), the quantity \( ||x - [x - \alpha d]^+|| \) is monotonically increasing with \( \alpha > 0 \) and the quantity \( ||x - [x - \alpha d]^+||/\alpha \) is monotonically decreasing with \( \alpha > 0 \) (see Lemma 1 in [GaB84] or Lemma 2.2 in [CaM87]), so that

\[
||x - [x - \alpha d]^+|| \geq \min\{1, \alpha\}||x - [x - d]^+||, \quad \forall \alpha > 0.
\]

Applying the above bound with \( x = x^r \) and \( d = \nabla f(x^r) \) to (4.2) then yields

\[
||x^r - x^{r+1}|| = ||x^r - [x^r - \alpha^r \nabla f(x^r)]^+|| \geq \min\{1, \alpha^r\}||x^r - [x^r - \nabla f(x^r)]^+||, \quad \forall r.
\]

Since \( \alpha^r \geq \varepsilon \) for all \( r \) [cf. (4.3)], this together with (3.3) implies that (3.2) holds.

Finally, it is easily seen from (4.2) that (3.6) holds with \( \alpha^r \) as given and with \( \varepsilon^r = 0 \) for all \( r \).

Q.E.D.

We remark that Theorem 4.1 still holds when (4.3) is replaced by the more general condition that

\[
(\nabla f(x^r), x^r - [x^r - \alpha^r \nabla f(x^r)]^+) \leq \kappa (f(x^r) - f([x^r - \alpha^r \nabla f(x^r)]^+)), \quad \forall r,
\]

and

\[
\varepsilon \leq \alpha^r \leq \beta, \quad \forall r,
\]

for some positive scalar constants \( \kappa, \varepsilon, \) and \( \beta \). This is an important generalization since the stepsize rules used in practice, such as the Armijo-like rule of Bertsekas [Ber76], do not satisfy (4.3) but they do satisfy the condition above (see [Ber76], [Dun81]).
5 Linear Convergence of Matrix Splitting Algorithm

In this section we make (in addition to Assumptions 1.1 and 1.2) the following assumption on \( f \):

**Assumption 5.1.** \( f \) is a convex quadratic function, i.e.,

\[
 f(x) = \frac{1}{2} \langle x, Mx \rangle + \langle q, x \rangle, \quad \forall x,
\]

where \( M \) is some \( n \times n \) symmetric positive semi-definite matrix, and \( q \) is some \( n \)-vector.

Such \( f \) is of the form (1.1) because it is well-known that any symmetric positive semi-definite matrix can be expressed as \( E^T E \) for some matrix \( E \). If in addition \( X \) is the non-negative orthant in \( \mathbb{R}^n \), then the problem (1.2) reduces to the well-known symmetric monotone linear complementarity problem.

Let \((B, C)\) be a regular splitting of \( M \) (see, e.g., [OrR70], [Kel65], [LiP87]), i.e.,

\[
 M = B + C, \quad B - C \text{ is positive definite},
\]

and consider the following algorithm for solving this special case of (1.2):

**Matrix Splitting Algorithm**

At the \( r \)-th iteration we are given an \( x^r \in X \) (\( x^0 \) is chosen arbitrarily), and we compute a new iterate \( x^{r+1} \) in \( X \) satisfying

\[
 x^{r+1} = [x^{r+1} - Bx^{r+1} - Cx^r - q + h^r]^+,
\]

where \( h^r \) is some \( n \)-vector.

[One simple choice for \((B, C)\) is \( B = \mu I \) and \( C = M - \mu I \), where \( \mu \) is a fixed scalar greater than \( \|M\|/2 \).]

The problem of finding an \( x^{r+1} \) satisfying (5.3) may be viewed as an affine variational inequality problem, whereby \( x^{r+1} \) is the vector \( y \in X \) which satisfies the variational inequality:

\[
 (By + Cx^r + q - h^r, z - y) \geq 0, \quad \forall z \in X.
\]

Because \( B \) is positive definite (\( 2B \) is the sum of a positive definite matrix \( B - C \) and a positive semi-definite matrix \( M \)), the above variational inequality problem always admits a unique solution (see, e.g., [BeT89], [KiS80]). Thus, the iterates \( \{x^r\} \) are well-defined. [Methods for solving the above variational inequality problem can be found in, for example, [BeT89]. In the special case where \( X \) is a box, one can choose \( B \) so that the problem can be solved very easily (see, e.g., [LiP87]).]
The vector $h^r$ can be thought of as an "error" vector arising as a result of an inexact computation of $x^{r+1}$. [This idea of introducing an error vector is taken from Mangasarian [Man90].] Let $\gamma$ denote the smallest eigenvalue of the symmetric part of $B - C$ (which by hypothesis is positive) and let $\epsilon$ be a fixed scalar in $(0, \gamma/2]$. We will consider the following restriction on $h^r$ governing how fast $h^r$ tends to zero:

$$||h^r|| \leq (\gamma/2 - \epsilon)||x^r - x^{r+1}||, \quad \forall r.$$  \hspace{1cm} (5.5)

[Notice that the above restriction on $h^r$ is practically enforceable and, in fact, can be used as a termination criterion for whatever method being used to compute $x^{r+1}$.]

In the special case where $X$ is a box, the above matrix splitting algorithm has been very well studied (see [Man77], [Pan82], [Pan84], [Pan86], [LuT89a]). But, even in this case, very little is known about its convergence or its rate of convergence. Only very recently was it shown, under no additional assumption on the problem, that the iterates generated by this algorithm indeed converge (see [LuT89a]). Below we improve on the result of [LuT89a] by showing that these iterates converge at least linearly. Moreover, our result holds for the general case where $X$ is any polyhedral set, not just a box. We remark that, from a theoretical standpoint, the general polyhedral case is no harder to treat (using our analysis) than the box case. However, from a practical standpoint, the box case is typically easier to work with.

**Theorem 5.1.** Let $\{x^r\}$ be iterates generated by the matrix splitting algorithm (5.2)-(5.3), (5.5). Then $\{x^r\}$ satisfies the hypothesis of Corollary 3.1 and hence converges at least linearly to an element of $X^*$.

**Proof.** We first verify that (3.3) holds. Fix any $r$. Since $x^{r+1}$ satisfies the variational inequality (5.4), then, by plugging in $x^r$ for $z$ and $x^{r+1}$ for $y$ in (5.4), we obtain

$$\langle x^{r+1} - x^r, Bx^{r+1} + Cx^r + q - h^r \rangle \leq 0.$$  \hspace{1cm} (5.6)

Also, from $M = B + C$ [cf. (5.2)] and our choice of $f$ [cf. (5.1)] we have that

$$f(x^{r+1}) - f(x^r) = \langle x^{r+1} - x^r, Bx^{r+1} + Cx^r + q \rangle + \langle x^{r+1} - x^r, (C - B)(x^{r+1} - x^r) \rangle/2.$$  \hspace{1cm} (5.7)

Combining the above two relations then gives

$$f(x^{r+1}) - f(x^r) \leq \langle x^{r+1} - x^r, h^r \rangle + \langle x^{r+1} - x^r, (C - B)(x^{r+1} - x^r) \rangle/2$$  \hspace{1cm} (5.8)

$$\leq ||x^{r+1} - x^r|| ||h^r|| - \gamma ||x^{r+1} - x^r||^2/2$$  \hspace{1cm} (5.9)

$$\leq -\epsilon||x^{r+1} - x^r||^2,$$

where the last inequality follows from (5.5). Hence (3.3) holds with $\kappa_3 = 1/\epsilon$.

We now show that (3.2) holds. From (5.3) we have that

$$||x^r - [x^r - \nabla f(x^r)]^+|| = ||x^r - [x^r - Mx^r - q]^+||$$  \hspace{1cm} (5.10)

where the last inequality follows from (5.5). Hence (3.2) holds with $\kappa_3 = 1/\epsilon$.
\[ \begin{align*}
&= ||x^r - [x^r - Mx^r - q]^+ + [x^r + 1 - Bz^r + 1 - Cz^r - q + h^r]^+|| \\
&\leq ||x^r - x^{r+1}|| + ||[x^r - Mx^r - q]^+ - [x^r + 1 - Bz^r + 1 - Cz^r - q + h^r]^+|| \\
&\leq 2||x^r - x^{r+1}|| + ||Mx^r - Bz^r + 1 - Cz^r + h^r|| \\
&\leq 2||x^r - x^{r+1}|| + ||B(x^r - x^{r+1})|| + ||h^r|| \\
&\leq (2 + ||B|| + \gamma/2)||x^r - x^{r+1}||,
\end{align*} \]

where the second inequality follows from the nonexpansive property of the projection operator \([\cdot]^+\), the third inequality follows from \(M = B + C\), and the last inequality follows from (5.5). This together (3.3) shows that (3.2) holds.

Finally, we show that (3.6) holds with \(\alpha^r = 1\) for all \(r\) and some sequence of \(n\)-vectors \(e^r \to 0\). From (5.3), \(\nabla f(x^r) = Mx^r + q\) [cf. (5.1)] and \(M = B + C\) [cf. (5.2)] we have
\[ x^{r+1} = [x^r - \nabla f(x^r) + B(x^r - x^{r+1}) + h^r]^+, \quad \forall r, \]
so (3.6) holds with \(\alpha^r = 1\) and \(e^r = B(x^r - x^{r+1}) + h^r\) for all \(r\). Since \(f\) is bounded from below on \(X\) (cf. Assumption 1.2 (a)), then (3.3) implies \(x^r - x^{r+1} \to 0\). Hence \(h^r \to 0\) [cf. (5.5)] and therefore \(e^r \to 0\). \(\text{Q.E.D.}\)

Notice that we can allow the matrix splitting \((B, C)\) to vary from iteration to iteration, provided that the eigenvalues of the symmetric part of \(B - C\) are bounded away from zero.
6 Linear Convergence of Coordinate Descent Methods

In this section we make (in addition to Assumptions 1.1 and 1.2) the following assumption:

**Assumption 6.1.**
(a) $E$ has no zero column.
(b) $X$ is a box in $\mathbb{R}^n$, i.e., $X = \prod_{i=1}^n [l_i, c_i]$, for some $l_i \in [-\infty, \infty)$ and some $c_i \in (-\infty, \infty]$, $i = 1, \ldots, n$.

Let $[\cdot]^+$ denote the orthogonal projection onto the $i$-th interval $[l_i, c_i]$, for all $i$. Consider the classical coordinate descent method for solving this special case of (1.2):

**Coordinate Descent Method**

At the $r$-th iteration we are given an $x^r \in X \cap C_f$ ($x^0$ is chosen arbitrarily), we choose some coordinate index $i \in \{1, \ldots, n\}$ and compute a new iterate $x^{r+1}$ satisfying

\[
\begin{align*}
x_i^{r+1} &= [x_i^{r+1} - \nabla_i f(x^{r+1})]^+ = x_i^r, \\
x_j^{r+1} &= x_j^r, \quad \forall j \neq i.
\end{align*}
\]

The above method may be viewed as a Gauss-Seidel method whereby the cost function $f$ is minimized with respect to a coordinate $x_i$ over $[l_i, c_i]$ (with the other coordinates held fixed) at each iteration, that is,

\[
x_i^{r+1} = \arg \min_{x_i \leq x_i \leq c_i} f(x_i^r, \ldots, x_{i-1}^r, x_i, x_{i+1}^r, \ldots, x_n^r).
\]

General discussions of coordinate descent methods can be found in, for example, the books [Aus76], [BeT89], [Glo84], [Lue73], [OrR70], [Pol71], [Zan69].

We claim that (6.3) [or, equivalently, (6.1)] is well-defined. To see this, suppose that, for some $r$ and $i$, the minimum in (6.3) is not attained. Let $e^i$ denote the $i$-th coordinate vector in $\mathbb{R}^n$. Then since $f$ is convex, either (i) $l_i = -\infty$ and $f(x^r - \alpha e^i)$ is monotonically decreasing with increasing $\alpha$ or (ii) $c_i = \infty$ and $f(x^r + \alpha e^i)$ is monotonically decreasing with increasing $\alpha$. Suppose that case (i) holds. [Case (ii) may be treated analogously.] Then, since the set \{ $Ex \mid x \in X, f(x) \leq f(x^r)$ \} is bounded by Lemma 2.3, there must hold $Ee^i = 0$, a contradiction of Assumption 6.1 (a).

To ensure that the iterates generated by the coordinate descent method (6.1)-(6.2) are convergent, we need to impose some rule on the order in which coordinates are iterated upon. Consider the following two popular rules (see, e.g., [Lue73], [SaS73], [Tse88]):

**Almost Cyclic Rule.** There exists an integer $B \geq n$ such that every coordinate is iterated upon at least once every $B$ successive iterations.
Gauss–Southwell Rule. The index $i$ of the coordinate chosen for iteration at the $r$–th iteration satisfies

$$|x_i^r - [x_i^r - \nabla_i f(x^r)]_i^r| \geq \beta \max_j |x_j^r - [x_j^r - \nabla_j f(x^r)]_j^r|,$$

where $\beta$ is a fixed constant in the interval $(0, 1]$.

It has been shown (see [LuT89]) that $\{x^r\}$ generated by the coordinate descent method (6.1)–(6.2), using either the almost cyclic or the Gauss–Southwell rule, is linearly convergent. Below we will prove this same result, but using a different and, in some sense, simpler argument. In particular, we will show that $\{x^r\}$ satisfies the convergence conditions of Corollary 3.1.

We first need the following technical lemma (also see [LuT89, Lemma A.3] or [Tse89, proof of Proposition 4.1]):

**Lemma 6.1.** Let $\{x^r\}$ be iterates generated by the coordinate iterations (6.1)–(6.2). Then the following hold:

(a) $\{Ex^r\}$ lies in a compact subset of $C_g$.
(b) $x^{r+1} - x^r \to 0$.
(c) $\nabla f(x^{r+1}) - \nabla f(x^r) \to 0$.

[For completeness, a proof of Lemma 6.1 is given in Appendix A.]

**Theorem 6.1.** Let $\{x^r\}$ be iterates generated by the coordinate descent method (6.1)–(6.2) according to the Gauss–Southwell rule. Then, $\{x^r\}$ satisfies the hypothesis of Corollary 3.1 and hence converges at least linearly to an element of $X^*$.

**Proof.** For any $r$ we have from (6.1) and the description of the Gauss–Southwell rule that

$$x_s^{r+1} = [x_s^{r+1} - \nabla_s f(x^{r+1})]_s^+,$$

where $s$ is some coordinate index for which

$$|x_s^r - [x_s^r - \nabla_s f(x^r)]_s^+| \geq \beta |x_j^r - [x_j^r - \nabla_j f(x^r)]_j^+|, \quad \forall j.$$

Upon squaring both sides in the above relation and summing over all $j = 1, ..., n$, we obtain

$$\frac{\beta}{\sqrt{n}} ||x^r - [x^r - \nabla f(x^r)]^+|| \leq |x_s^r - [x_s^r - \nabla_s f(x^r)]_s^+| = |x_s^r - [x_s^r - \nabla_s f(x^r)]_s^+| - [x_s^{r+1} - \nabla_s f(x^{r+1})]_s^+| + |\nabla_s f(x^r) - \nabla_s f(x^{r+1})| \leq 2|x_s^r - x_s^{r+1}| + ||\nabla f(x^r) - \nabla f(x^{r+1})||, \quad (6.4)$$
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for all \( r \), where the second inequality follows from the triangle inequality and the nonexpansive property of the projection operator \([\cdot]^+\), so parts (b) and (c) of Lemma 6.1 imply that \( x^r - [x^r - \nabla f(x^r)]^+ \to 0 \). Then, since \( \{f(x^r)\} \) is also bounded, we have from Lemma 2.5 that

\[
Ex^r \to t^*,
\]

so there exists a scalar \( r_1 \) such that

\[
Ex^r \in U^*, \quad \forall r \geq r_1,
\]

where \( U^* \) is the closed ball around \( t^* \) given in (2.4).

We first show that (3.3) holds. Fix any \( r \geq r_1 \). Since \( x^{r+1} \) is obtained from \( x^r \) by minimizing \( f \) along the \( i \)-th coordinate for some \( i \in \{1, ..., n\} \) [cf. (6.3) and (6.2)], there holds

\[
(\nabla f(x^{r+1}), x^{r+1} - x^r) \leq 0,
\]

so (1.1) and (2.1) yield

\[
f(x^r) - f(x^{r+1}) \geq f(x^r) - f(x^{r+1}) + (\nabla f(x^{r+1}), x^{r+1} - x^r) \\
= g(Ex^r) - g(Ex^{r+1}) - (\nabla g(Ex^{r+1}), E(x^r - x^{r+1})) \\
\geq \sigma \|E(x^r - x^{r+1})\|^2 \\
= \sigma \|E_i\|^2 |x_i^r - x_i^{r+1}|^2 \\
\geq \sigma \min_j \|E_j\|^2 \|x^r - x^{r+1}\|^2,
\]

where the second inequality follows from the Lipschitz condition for \( \nabla g \) on \( U^* \) [cf. (6.6), (2.6)]. This together with (3.3) shows that (3.2) holds.

Finally, we show that (3.6) holds. Let

\[
I^* = \{ i \in \{1, ..., n\} \mid d_i^* = 0 \},
\]

and, for each \( r \), we define \( e^r \) to be the \( n \)-vector whose \( i \)-th coordinate is \( \nabla_i f(x^r) + x_i^{r+1} - x_i^r \) if \( i \in I^* \) and 0 otherwise. We claim that (3.6) holds with this choice of \( \{e^r\} \) and \( \alpha^r = 1 \) for all \( r \). To
see this, notice from (6.5) and the continuity of \( \nabla g \) at \( t^* \) [also using (2.1)-(2.2)] that \( \nabla f(x^r) \to d^* \), which together with the definition of \( e^r \) and Lemma 6.1 (b) implies that

\[
\begin{align*}
e^r_i - \nabla_i f(x^r) &= x^r_{i+1} - x^r_i & \forall r, \quad \forall i \in I^*, \\
e^r_i - \nabla_i f(x^r) &> 0, & \forall r \geq r_2, \quad \forall i \text{ with } d^r_i < 0, \\
e^r_i - \nabla_i f(x^r) &< 0, & \forall r \geq r_2, \quad \forall i \text{ with } d^r_i > 0,
\end{align*}
\]

for some \( r_2 \geq r_1 \). Eq. (6.8) implies that, for every \( i \in I^* \), there holds

\[
x^r_{i+1} = [x^r_i - \nabla_i f(x^r) + e^r_i]_i^+,
\]

for all \( r \). What about those \( i \not\in I^* \) ? It can be seen from (6.9)–(6.10) that each coordinate of \( x^r \) not index by \( I^* \) is eventually fixed at one of its two bounds. More precisely, there exists an \( r_3 \geq r_2 \) such that, for all \( i \) with \( d^r_i < 0 \) (\( d^r_i > 0 \)), there holds \( x^r_i = c_i < \infty \) (\( x^r_i = l_i > -\infty \)) for all \( r \geq r_3 \). This, combined with (6.9) and (6.10), then implies that (6.11) holds for all \( i \not\in I^* \) and all \( r \geq r_3 \). Hence (3.6) holds, with \( \alpha^r = 1 \) and the above choice of \( e^r \), for all \( r \geq r_3 \). Also, since \( \nabla_i f(x^r) \to d^r_i = 0 \) for all \( i \in I^* \) and [cf. Lemma 6.1 (b)] \( x^r - x^{r+1} \to 0 \), we have that \( e^r \to 0 \). **Q.E.D.**

**Theorem 6.2.** Let \( \{x^r\} \) be generated by the coordinate descent method (6.1)-(6.2) according to the almost cyclic rule. Then, the sequence of vectors \( \{y^k\} \) given by

\[
y^k = x^kB, \quad \forall k,
\]

satisfies the hypothesis of Corollary 3.1 and hence converges at least linearly to an element of \( X^* \).

**Proof.** Fix any coordinate index \( i \in \{1, \ldots, n\} \) and, for each iteration index \( r \), let \( \tau(r) \) denote the smallest integer \( h \) greater than or equal to \( r + 1 \) such that \( x_i \) is iterated on at the \( (h - 1) \)-th iteration. Then, by (6.1),

\[
x^r_i = \left[ x^r_i - \nabla_i f(x^r) \right]_i^+,
\]

for all \( r \), so that

\[
| x^r_i - [x^r_i - \nabla_i f(x^r)]_i^+ | = | \sum_{h=r}^{\tau(r)-1} (x^h_i - [x^h_i - \nabla_i f(x^h)]_i^+) - (x^{h+1}_i - [x^{h+1}_i - \nabla_i f(x^{h+1})]_i^+) | \\
\leq | \sum_{h=r}^{\tau(r)-1} (x^h_i - [x^h_i - \nabla_i f(x^h)]_i^+) - (x^{h+1}_i - [x^{h+1}_i - \nabla_i f(x^{h+1})]_i^+) | \\
\leq | \sum_{h=r}^{\tau(r)-1} 2|x^h_i - x^{h+1}_i| + | \nabla_i f(x^h) - \nabla_i f(x^{h+1}) | \\
\leq | \sum_{h=r}^{r+B-1} 2|x^h_i - x^{h+1}_i| + | \nabla_i f(x^h) - \nabla_i f(x^{h+1}) |, \tag{6.12}
\]
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where the last inequality follows from the almost cyclic rule (so \( \tau(r) \leq r + B \)). The above relation together with parts (a) and (b) of Lemma 6.1 yields \( x_i^r - [x_i^r - \nabla_i f(x^r)]_{i}^{+} \to 0 \). Since our choice of \( i \) was arbitrary, this holds for all \( i \) and hence

\[
x^r - [x^r - \nabla f(x^r)]_{i}^{+} \to 0.
\]

This together with Lemma 2.5 shows that there exists a scalar \( r_1 \) such that (6.6) holds.

First we show that (3.3) holds. It is easily seen from (6.6) and the proof of Theorem 6.1 that (6.7) holds for all \( r \geq r_1 \), so that

\[
f(x^r) - f(x^{r+1}) \geq \sigma \min_j \| E_j \|^2 \| x^r - x^{r+1} \|^2,
\]

for all \( r \geq r_1 \), which when summed from \( r = kB \) to \( r = kB + B - 1 \) (\( k \) is any integer exceeding \( k_1 = r_1/B \)) gives

\[
f(y^k) - f(y^{k+1}) \geq \sigma \min_j \| E_j \|^2 \sum_{r = kB}^{kB + B - 1} \| x^r - x^{r+1} \|^2.
\]

Then, by applying the Cauchy–Schwartz inequality

\[
B \sum_{j=1}^{B} (a_j)^2 \geq \left( \sum_{j=1}^{B} a_j \right)^2,
\]

with \( a_j = \| x^{kB+j-1} - x^{kB+j} \| \), \( j = 1, \ldots, B \), we obtain

\[
f(y^k) - f(y^{k+1}) \geq \frac{\sigma \min_j \| E_j \|^2}{B} \left( \sum_{r = kB}^{kB + B - 1} \| x^r - x^{r+1} \| \right)^2 \\
\geq \frac{\sigma \min_j \| E_j \|^2}{B} \left( \sum_{r = kB}^{kB + B - 1} (x^r - x^{r+1}) \right)^2 \\
= \frac{\sigma \min_j \| E_j \|^2}{B} \| y^k - y^{k+1} \|^2.
\]

Hence (3.3) holds for \( y^k \).

Now we show that (3.2) holds for \( \{y^k\} \). By (6.6), there holds \( E y^k \in U^* \) for all \( k \geq k_1 \). Then, for each integer \( k \geq k_1 \) (so \( E x^r \in U^* \) for all \( r \geq kB \)), we have from (6.12) that

\[
|y^k_i - [y_i^k - \nabla_i f(y^k)]_i^+| \leq \sum_{h = kB}^{kB + B - 1} 2|x^h_i - x_i^{h+1}| + |\nabla_i f(x^h) - \nabla_i f(x^{h+1})| \\
\leq \sum_{h = kB}^{kB + B - 1} 2\| x^h - x^{h+1} \| + \rho \| E \|^2 \| x^h - x^{h+1} \| \\
= (2 + \rho \| E \|^2) \sum_{h = kB}^{kB + B - 1} \| x^h - x^{h+1} \|,
\]
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where the second inequality follows from (2.1) and the Lipschitz continuity property of $\nabla g$ on $\mathcal{U}^*$ [cf. (6.6), (2.6)]. Upon squaring both sides in the above relation and applying the bound (6.13) to the right hand side, we then obtain

$$|y_i^k - [y_i^k - \nabla_i f(y_i^k)]^+_i|^2 \leq B(2 + \rho ||E||^2)^2 \sum_{h=kB}^{kB+B-1} ||x^h - x^{h+1}||^2,$$

which together with (6.7) yields

$$|y_i^k - [y_i^k - \nabla_i f(y_i^k)]^+_i|^2 \leq \frac{B(2 + \rho ||E||^2)^2}{\sigma \min_j ||E_j||^2} \sum_{h=k}^{kB+B-1} (f(x^h) - f(x^{h+1}))$$

Since the choice of $i$ was arbitrary, the above relation holds for all $i \in \{1, ..., n\}$, which when summed over all $i$ yields

$$||y_k^k - [y_k^k - \nabla f(y_k^k)]^+||^2 \leq n \frac{B(2 + \rho ||E||^2)^2}{\sigma \min_j ||E_j||^2} (f(y_k^k) - f(y_k^{k+1})).$$

Hence (3.2) holds for $\{y_k\}$.

Finally, we claim that (3.6) holds for $\alpha^r = 1$ for all $r$ and some sequence of $n$-vectors $e^r \to 0$. The proof of this is analogous to that given in the proof of Theorem 6.1 and for brevity is omitted.

Q.E.D.
7 Conclusion and Extensions

In this paper we have presented a general framework for establishing the linear convergence of descent methods for solving (1.2) and have applied it to three well-known algorithms: the gradient projection algorithm of Goldstein and Levitin and Polyak, the matrix splitting algorithm using regular splitting, and the coordinate descent method. The key to this framework lies in a new bound for estimating the distance from a point to the optimal solution set.

There are a number of directions in which our results can be extended. For example, the bound of Theorem 2.1 can be shown to hold (locally) for any quadratic (possibly non-convex) function $f$, which enables us to extend the results of Section 5 to symmetric non-monotone linear complementarity problems. In fact, the same bound can be shown to hold (locally) for non-symmetric linear complementarity problems as well. [An example given by Mangasarian and Shiau [MaS86, Example 2.10] shows that this bound does not hold globally for non-symmetric problems.] We hope to report on these extensions in the future. Finally, it would be worthwhile to find other descent methods, other than those treated here, to which our linear convergence framework can be fruitfully applied.
8 Appendix A

In this appendix we prove Lemma 6.1. Let \( \{x^r\} \) be a sequence of iterates generated by the coordinate descent method (6.1)-(6.2). Since \( \{f(x^r)\} \) is monotonically decreasing and, by Assumption 1.2 (a), bounded from below, then it converges. Let
\[
f^\infty = \lim_{r \to \infty} f(x^r).
\]

(a) Since \( \{f(x^r)\} \) is bounded, Lemma 2.3 implies that \( \{Ex^r\} \) lies in a compact subset of \( C_g \).

(b) We will argue by contradiction. If the claim does not hold, then there would exist an \( \epsilon > 0 \), an \( i \in \{1, \ldots, n\} \), and a subsequence \( \mathcal{R} \subseteq \{0, 1, \ldots\} \) such that \( |x^r_i + 1 - x^r_i| \geq \epsilon \) for all \( r \in \mathcal{R} \). Then, the \( i \)-th coordinate of \( x \) must be iterated upon at the \( r \)-th iteration for all \( r \in \mathcal{R} \) and so \( ||Ex^r + 1 - Ex^r|| = ||E_i|| \cdot |x^r_i + 1 - x^r_i| \geq ||E_i|| \epsilon \) for all \( r \in \mathcal{R} \). Since both \( \{Ex^r\} \) and \( \{Ex^r + 1\} \) are bounded [cf. part (a)], we will (by further passing into a subsequence if necessary) assume that \( \{Ex^r\}_\mathcal{R} \) and \( \{Ex^r + 1\}_\mathcal{R} \) converge to, say, \( t' \) and \( t'' \) respectively. Then, \( t' \neq t'' \) and, by part (a), both \( t' \) and \( t'' \) are in \( C_g \).

Since \( t' \) and \( t'' \) are in \( C_g \) and \( g \) is continuous on \( C_g \) (see [Roc70, Theorem 10.1]), we have that \( \{g(Ex^r)\}_\mathcal{R} \to g(t') \) and \( \{g(Ex^r + 1)\}_\mathcal{R} \to g(t'') \) or, equivalently (since \( f(x) = g(Ex) + \langle q, x \rangle \) for all \( x \) and \( f(x^r) \to f^\infty \)),
\[
\{(g, x^r)\}_\mathcal{R} \to f^\infty - g(t'), \quad \{(g, x^r + 1)\}_\mathcal{R} \to f^\infty - g(t'').
\]

Also, for each \( r \in \mathcal{R} \), since \( x^r + 1 \) is obtained by performing a line minimization of \( f \) along the \( i \)-th coordinate direction from \( x^r \) [cf. (6.3)], the convexity of \( f \) then yields
\[
f(x^r + 1) \leq f((x^r + 1 + x^r)/2) = g((Ex^r + 1 + Ex^r)/2) + \langle q, x^r + 1 + x^r \rangle / 2 \leq f(x^r), \quad \forall r \in \mathcal{R}.
\]

Upon passing into the limit as \( r \to \infty \), \( r \in \mathcal{R} \), and using (8.1) and the continuity of \( g \) on \( C_g \), we obtain
\[
f^\infty \leq g(\frac{1}{2}(t'' + t')) + f^\infty - \frac{1}{2}(g(t'') + g(t')) \leq f^\infty,
\]
a contradiction of the strict convexity of \( g \) on \( C_g \), i.e., \( g(\frac{1}{2}(t' + t'')) < \frac{1}{2}(g(t') + g(t'')) \). Hence \( x^r - x^r + 1 \to 0 \).

(c) Since \( \{Ex^r\} \) lies in a compact subset of \( C_g \) and, by Assumption 1.1 (b), \( \nabla g \) is uniformly continuous on this subset, we then obtain from part (b) that \( \nabla g(Ex^r + 1) - \nabla g(Ex^r) \to 0 \), so (2.1) yields
\[
\nabla f(x^r + 1) - \nabla f(x^r) \to 0.
\]
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