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Abstract

Simultaneous recording of electroencephalogram (EEG) and functional magnetic resonance imaging (fMRI) is an important emerging tool in functional neuroimaging with the potential to reveal new mechanisms for brain function by combining the high spatial resolution of fMRI with the high temporal resolution of EEG. Applications for this technique include studies of sleep, epilepsy, and anesthesia, as well as basic sensory, perceptual, and cognitive processes. Unlike methods that combine these modalities from separate recordings, simultaneous recordings can reveal temporal correlations between EEG and fMRI. Simultaneous recordings also eliminate environmental confounds inherent with separate recordings. MRI systems produce electromagnetic interference that can corrupt sensitive electrophysiological recordings, making simultaneous recordings challenging. Gradient switching and RF pulses can saturate EEG amplifiers, and cardiac pulsation within the static magnetic field produces large artifact signals ("ballistocardiogram") that confound EEG analysis.

In this Ph.D. thesis, we develop an EEG acquisition system compatible with fMRI at 3 and 7 Tesla, a method for eliminating the ballistocardiogram artifact using adaptive filtering, and use these methods to study the 40-Hz auditory steady-state response (ASSR). The adaptive filtering method outperforms existing standard methods by up to 600%. The ASSR is a sub-microvolt level auditory evoked potential related to sleep, consciousness, and anesthesia. Simultaneous recordings of ASSR and fMRI reveal that spontaneous fluctuations in the amplitude of the ASSR are represented throughout the auditory system, from cortex to brainstem, suggesting that brainstem structures play an important role in generating the 40-Hz ASSR and that integration of sensory information across multiple hierarchical scales, including the earliest portions of the central nervous system, may constitute an important component of awareness or arousal.
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Chapter 1

Introduction

1.1. Multimodal Functional Neuroimaging

The search for noninvasive methods for visualizing brain dynamics has fueled the imagination of scientists, physicians, and engineers ever since the first recording of human electroencephalogram in the early 20th century. Much of what is currently known in neuroscience comes from ex-vivo anatomy and lesion studies. However, questions relating to the mechanisms for consciousness, cognition, memory, and emotion require that we observe neural dynamics as they unfold in living beings in both normal and disease states. For the vast majority of human research, this implies that studies must be done non-invasively, particularly if the goal is to produce methods with future clinical diagnostic utility.

The noninvasive imaging techniques available to neuroscientists today span a broad range of spatio-temporal scales and biophysical coupling mechanisms, as depicted in Figure 1.1 (adapted from (Nunez, 1995b)). Nuclear medicine techniques such as positron emission tomography (PET) and single photon emission computed tomography
Figure 1.1. Spatio-temporal characteristics of different imaging techniques.

(SPECT) provide spatial resolution in the centimeter range and temporal resolution ranging from minutes to 10’s of minutes, but can also provide metabolic specificity with appropriate choice of radiopharmaceutical (Bronzino, 1999). Functional magnetic resonance imaging (fMRI) provides spatial resolution down to the millimeter range, but its temporal resolution is limited by the dynamics of the neurovascular response, which is capable of following changes in neural activity on the order of seconds (Buxton, 2001; Nunez and Silberstein, 2000). Electroencephalography (EEG) and magnetoencephalography (MEG) offer temporal resolution in the millisecond to 10’s of milliseconds range, but solutions to the ill-conditioned current-source localization problem are accurate only to the centimeter range, and may be strongly biased towards the cortex due to the distance scaling relationship of the magnetic and electric lead fields describing volume conduction within the brain (Hamalainen et al., 2005). Optical brain
imaging methods pose an ill-conditioned inverse problem similar to that of EEG or MEG, and are observed through neurovascular coupling like fMRI, but are able to separately quantify levels of oxy- and deoxy-hemoglobin, and thus offer the potential for much higher temporal resolution by observing small perturbations in hemoglobin prior to onset of the slower neurovascular response (Franceschini and Boas, 2004; Culver et al., 2003).

With this vast assortment of imaging tools, a natural thought is to combine information from different imaging modalities to improve upon the information provided by any single imaging modality alone. Co-registration of functional information from lower resolution PET or fMRI images to higher resolution anatomic MRI, either to a standard reference brain (Talairach and Tourneau, 1988), or within and across subjects (Fischl et al., 1999; Jenkinson and Smith, 2001), represents the most basic form of multimodal integration, and allows for precise localization of functional activity to specific brain regions. Anatomic and functional MRI have also been used as a constraint for the ill-conditioned EEG and MEG source localization problem, first as a constraint on the tissue layer (cortex) and orientation of sources based on cortical surface reconstructions from high-resolution anatomic MRI (Dale and Sereno, 1993), and then later as a position constraint phrased in terms of a Bayesian prior distribution formed from functional MRI activation maps (Liu et al., 1998), constituting a co-registration of anatomic, functional MRI, and electrophysiological information. Investigators have also adopted simpler forms of co-registration of EEG/MEG with functional MRI, where single or multiple dipoles are seeded in locations corresponding to fMRI response peaks, and fitted for strength and orientation (e.g., (Vanni et al., 2004a; Vanni et al., 2004b)). Anisotropy of brain tissue conductivity has also been incorporated into the forward model.
for EEG and MEG, and has been shown to improve source strength estimation for single
dipole models (Haueisen et al., 2002).

1.2. Biophysical Constraints of Multimodal Integration of EEG, MEG, and fMRI

While the intuition behind co-registration of functional MRI and EEG/MEG solutions is very appealing—i.e., that these disparate imaging modalities are somehow measuring “the same thing”—a closer examination of the biophysical mechanisms for generating each imaging modality reveals a more complicated situation. EEG and MEG signals are believed to come from post-synaptic potentials and currents (Hamalainen et al., 2005). They are heavily influenced by the geometry of local neural cyto-architecture, favoring highly parallelized current sources, such as pyramidal layer of the cortex, over “closed-field” cells and structures, such as radially-symmetric stellate cells, which are thought to generate minimal extra-cellular currents outside their immediate vicinity (Hamalainen et al., 2005). Meanwhile, the blood-oxygen level dependent (BOLD) contrast mechanism used in functional MRI relies upon the neurovascular response to task-related changes in oxygen consumption and metabolic demand. Temporally-varying image contrast is produced by flow-induced washout of paramagnetic deoxyhemoglobin, which increases T2* and results in a brighter MRI signal (Kwong et al., 1992; Ogawa et al., 1992; Ogawa et al., 1990).

Table 1.1 provides a comparison of many of the differences in the physiological coupling mechanisms for EEG/MEG vs. fMRI. Based on these differences, Nunez and
Silberstein (Nunez and Silberstein, 2000) suggested a number of cases where one imaging modality could produce a large signal, while the other might not:

1. The physics of current dipoles render certain source configurations difficult to observe with MEG or EEG: The Green’s functions describing the electro- and bio-magnetic forward problems scale as $1/R^2$, where R is the distance from the current dipole, attenuating signals from deep sources. Source detection is also sensitive to dipole orientation: MEG is less sensitive to radial dipoles and more sensitive to tangential dipoles, while synchronized tangential dipoles on neighboring faces of a sulcus can have a self-canceling effect for both MEG and EEG (Nunez, 1995b). Brain structures and cells whose shape or cyto-architecture resemble “closed fields” (e.g., the cylindrically-shaped hippocampus, or the radially-symmetric stellate cell) are thought to generate negligible scalp signals. Meanwhile, in all these cases the metabolic response producing the BOLD fMRI signal could be quite large, resulting in a discrepancy: small EEG/MEG signals, but large fMRI responses.

2. Frequency Response: The frequency response of EEG/MEG allows for millisecond resolution observations, while the fMRI BOLD response evolves at frequencies below ~1 Hz. It is believed that brief neural events observable by EEG and MEG may not elicit a measurable hemodynamic or metabolic signature. In such cases one could observe large EEG/MEG signals, but small fMRI signals.

3. Oscillatory EEG/MEG dynamics (LARGE EEG/MEG, small fMRI): Oscillatory EEG/MEG dynamics (such as the alpha-rhythm) are thought to
rely upon neural synchrony over a broad expanse of cortex several square centimeters in size, made possible by cortico-cortico connections. Because of synchrony, the number density of neurons required to generate a measurable signal can be small, resulting in small changes in metabolic demand and a small fMRI signal. Here again, one might observe large EEG/MEG signals, but small fMRI responses.

To this list of biophysical ambiguities, we add two conceptual problems:

4. Inhibition versus Excitation: EEG and MEG are generated primarily by post-synaptic potentials (Hamalainen et al., 2005), so in principle the concepts of excitation and inhibition are still interpretable as positive or negative potentials, if only in the context of a net potential averaged over a large portion of tissue. But the changes in metabolism detected by fMRI have an ambiguous interpretation, as both excitation and inhibition are energetically active processes, so predominantly excitatory or inhibitory processes can both result in an increased BOLD signal, with the reverse being true for processes that elicit a decrease in either excitation or inhibition or both.

5. Current sources versus Dynamical sources: The biophysics problem of EEG/MEG source localization is concerned with identifying electrical current sources that produce observed scalp electric or magnetic fields. However, considering the multiple mechanisms for “missing sources” (point 2), even if all “visible” current sources are correctly estimated, there may be numerous dynamical components of the overall neural system that are hidden from view, some of which may be critical to the physiology under investigation.
Depending on the experiment in question, this may also be a concern for fMRI as well, given its signal-to-noise ratio and frequency response.

<table>
<thead>
<tr>
<th>Modality</th>
<th>EEG/MEG</th>
<th>fMRI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency response</td>
<td>• 0 to 100 Hz</td>
<td>• 0 to 1 Hz</td>
</tr>
<tr>
<td>“Hidden” sources</td>
<td>• “Closed field” structures (stellate cells, hippocampus)</td>
<td>• Susceptibility artifact near air-tissue boundaries</td>
</tr>
<tr>
<td></td>
<td>• Sensitivity to tangential versus radial dipole orientation</td>
<td>• Masking by large-vein signals</td>
</tr>
<tr>
<td></td>
<td>• Distance-scaling of Green’s functions (~1/R²) diminish visibility of deep sources</td>
<td>• Cardiac-pulmonary pulsation, particularly of brainstem structures</td>
</tr>
<tr>
<td>Exitation vs. Inhibition</td>
<td>• Generated primarily by post-synaptic potentials, in principle can distinguish between excitation and inhibition in volume-averaged sense</td>
<td>• Ambiguity: Increases in metabolic demand can manifest from increased excitation or increased inhibition, and vice-versa</td>
</tr>
<tr>
<td>SNR</td>
<td>• Dependent on the number density of synchronous neurons involved in process</td>
<td>• Field-strength and coil dependent; e.g., 2% signal changes at 1.5 Tesla, up to 10% at 7 Tesla, potentially higher with phased array systems</td>
</tr>
<tr>
<td></td>
<td>• N~0(100-1000) observations for event-related designs</td>
<td>• N~0(10-100) observations for event-related designs</td>
</tr>
</tbody>
</table>

Table 1.1: A Comparison of Coupling Mechanisms for EEG/MEG vs. fMRI

These concerns paint a fairly pessimistic picture of the conceptual validity of multi-modal integration or co-registration methods for MEG/EEG and fMRI, as there may not be much overlap in the neural processes that are observable by these techniques.
The best of the currently available methods attempt to represent these ambiguities in terms of prior distributions on spatial locations either showing or not showing activation from fMRI (Liu et al., 2002), but thus far do not directly engage the underlying conceptual problems outlined above. In the sections that follow, we review recent experimental evidence clarifying these concerns, illustrating that there is considerable overlap in the types of processes that can be observed in both MEG/EEG and fMRI. We then introduce a conceptual framework for multi-modal integration that treats the multiple imaging modalities as separate observations of an underlying common dynamical system. We make the case for simultaneous recording of EEG and fMRI as an important tool for carrying out this framework in neuroscience studies, and outline experimental design issues and technical priorities towards realizing this objective.

1.3. Deep Sources, Source Orientation, Closed Fields, and fMRI Frequency Response

As discussed in Section 1, it is generally believed that deep sources cannot be localized with EEG or MEG, however theoretical calculations by Lutkenhoner suggest that deep sources can in fact be localized, though with lower precision (Lutkenhoner, 1996). A study of EEG and MEG dipole localization in a realistic head phantom by Leahy and colleagues provided empirical evidence of this, demonstrating that deep orbito-frontal and frontal-temporal sources could still be localized to within 20 mm using EEG combined with a three-layer boundary element model (Leahy et al., 1998). While MEG is less sensitive to radially-oriented sources, the degree of error this poses for physiologically-realistic sources that span as little as a square centimeter or so appears to
be limited: A recent computational study by Hillebrand, using realistic head models with
cortical surface reconstructions, showed that areas of cortex with poor resolvability due
to radial orientation were limited to $\sim 2$ mm strips on the crests of gyri, and were flanked
on either side by areas of high resolvability due to nominal tangential components and
close proximity to the scalp surface (Hillebrand and Barnes, 2002). The concern that
“closed-field” structures may be electromagnetically-invisible, while theoretically well-
motivated, is difficult to address experimentally. We note, however, that no structures in
the brain precisely obey the geometric constraints of a closed-field, and it is certainly
possible that slight deviations from the ideal geometry could result in detectable signals.
Furthermore, since neurons are highly interconnected, closed-field cells such as the
stellate cell would likely be connected to other cell types in the nearby vicinity capable of
generating an external field. Overall, these studies and observations illustrate that the
geometrical constraints on sources, while important, do not preclude source localization
and analysis (addressing concern 1 from Section 2).

The fact that the fMRI BOLD response is limited to less than $\sim 1$ Hz does not
imply that stimuli presented or neural events occurring at a faster rate cannot be detected.
For instance, a study by Burock, et al., showed that randomized event-related designs
featuring inter-stimulus intervals as short as 500 milliseconds could be resolved using
functional MRI (Burock et al., 1998). More recently, temporal correlations have been
found between the BOLD signal and EEG alpha and beta rhythms from simultaneously
recorded EEG and fMRI (Goldman et al., 2002; Laufs et al., 2003b; Laufs et al., 2003a),
between BOLD and LFPs (Logothetis et al., 2001), and between optically-measured
hemoglobin changes and both LFPs and MUA (Devor et al., 2003). These studies, to be
discussed in greater detail below, demonstrate that, despite its slow frequency response, changes in the BOLD signal can in fact be related to electrophysiological signals (addressing concern 2 from Section 2).

1.4. Oscillatory EEG dynamics and fMRI: Fluctuations in Alpha and Beta-2 Power are Temporally Correlated with BOLD fMRI in Distributed Cortical Networks

The alpha rhythm is an oscillatory rhythm observable in both EEG and MEG with a frequency range between 8 and 13 Hz (Nunez, 1995a). It is most readily observed in awake resting subjects with eyes closed, and disappears in the early stages of sleep. Given the slow frequency response of BOLD fMRI, one would not expect to see a relationship between the alpha rhythm and fMRI, but recent investigators have observed a temporal correlation between BOLD fMRI and alpha rhythms recorded from simultaneous EEG (Goldman et al., 2002; Laufs et al., 2003b; Laufs et al., 2003a). Goldman and colleagues recorded EEG interleaved with fMRI in awake subjects with eyes closed, estimated the alpha power from each interleaved EEG segment, and related the temporal fluctuations in alpha power to the fMRI BOLD signal by voxel-wise correlation (Goldman et al., 2002). This temporal correlation is possible because, apparently, the natural temporal modulation in alpha power is slow and within the frequency response of the fMRI BOLD response. A negative correlation was found between the BOLD signal and alpha power fluctuations (i.e., BOLD signal goes down as alpha power goes up) in several areas, including bilateral occipital, superior temporal, and inferior frontal cortices, as well as anterior cingulate gyrus. A positive correlation
between BOLD and alpha power was found in the thalamus and insula. A similar study by Laufs (Laufs et al., 2003a) used both interleaved and continuous EEG recordings during fMRI (with EPI artifact subtraction (Allen et al., 2000)) to correlate alpha power with the BOLD signal, and found negative correlations in large bilateral sections of parietal and frontal cortex. Positive correlations in this study were less consistent, and did not include the thalamus. A later study by Laufs (Laufs et al., 2003b) used a similar analysis on both alpha and beta-2 (17-23 Hz) power, revealing a positive correlation between beta-2 power and BOLD in posterior cingulate and adjacent precuneus, as well as the temporo-parietal junction and dorsomedial prefrontal cortex. Furthermore, significant cross-correlation between BOLD time-courses within these regions were noted, suggesting that previously studied resting-state spatiotemporal correlations are related to electrophysiological oscillations in alpha and beta-2 (Lowe et al., 1998; Biswal et al., 1995; Greicius et al., 2003).

A consistent theme in these studies is that increases in alpha power correspond to decreases in BOLD signal throughout distributed cortical networks spanning the occipital, parietal, and frontal regions. There are differences in the regions revealed by these two studies, however: Occipital activity was not identified in the Laufs paper, while parietal activity was absent in the work by Goldman. Furthermore, thalamic activity was noted by Goldman and colleagues, but not by Laufs. Some of these discrepancies may be related to differences in EEG/fMRI acquisition and processing methods. In Goldman’s work, EEG was interleaved with fMRI in a slice-wise fashion, rather than with clustered volumes: Each six-slice volume was acquired over a 2.5-second TR, requiring 90-milliseconds acquisition time for each slice, with slice
acquisitions spread uniformly over the 2.5-second TR. This interleaving scheme introduces a slice-dependent time-delay between each alpha power estimate and the observed BOLD response, which was not accounted for in the analysis, and could explain some of the brain regions missing from this study but present in Laufs. In both Laufs papers fMRI were acquired at 1.5 Tesla field strength, compared to 3 Tesla in the Goldman paper, which could have an impact since the signal-to-noise of the BOLD response is generally smaller at 1.5 T compared to 3 T. Furthermore, the pulse artifact and EPI artifact correction algorithms used in the Laufs papers could have influenced the estimated alpha power. These discrepancies highlight the need for improved acquisition methods, artifact removal, and the need to operate at higher field strengths to increase BOLD SNR.

Setting aside these methodological differences, Goldman points out that there are three possible interpretations for the observed correlation between BOLD and EEG oscillatory power (Goldman et al., 2002): 1) The identified brain regions represent the current sources responsible for the scalp potentials, 2) The identified regions represent part of the dynamical system generating the observed rhythms, but are not among the current sources responsible for the scalp potentials, or 3) The identified brain regions are correlated to the observed oscillatory signal, but not causally related (for instance, since alpha fluctuations are related to drowsiness, brain regions involved in drowsiness might show correlation, even if they do not generate the alpha rhythm dynamically or electrically). These interpretations apply equally well to the work by Laufs due to the similarity in study design. The first two possibilities taken together immediately offer an insight that is far more powerful than stand-alone current-source localization analysis.
done with EEG or MEG: While it is of interest to localize current-source generating regions, it is far more important to identify the larger neurophysiologic system responsible for generating the observed dynamics. The combined EEG/fMRI studies by Goldman and Laufs would appear to provide this, even if their results are not in complete agreement. The third possibility, that observed correlations may not be causative in their association, is a problem that is inherent to all empirical observations at some level, and can only be resolved by using prior knowledge of the systems being studied and with careful experimental design. In total, these studies emphasize that oscillatory EEG dynamics can be observed in BOLD fMRI through power modulations or fluctuations within the BOLD frequency response (addressing concern 3 in the previous section), and illustrate that the combination of EEG with fMRI provides greater insights in this case than either method alone by revealing a dynamic functional network, not just the electrical current generators (addressing concern 5 from the previous section).

1.5. The Neurovascular Response and Local Field Potentials are Correlated in Stimulus-Driven Experiments

The EEG and MEG signals recorded at the scalp are believed to originate from post-synaptic potentials (PSPs) (Hamalainen et al., 2005), which at larger spatial scales sum to produce local field potentials (LFPs) (Logothetis, 2004). Spiking activity, due to axonal firing, is less likely to produce a measurable scalp signal, since the radially-opposing axonal currents from a propagating action potential most closely resemble a quadrupole current source whose fields diminish as $1/R^3$ in distance, compared to $1/R^2$ for dipoles (Hamalainen et al., 2005). Furthermore, the bandwidth of LFPs is typically
below 300 Hz, similar to that of EEG and MEG signals, while action potential trains have a frequency response in the kilohertz range. Given the plausible relationship between EEG/MEG and LFPs, if one is interested in developing a paradigm for integrating EEG or MEG with fMRI, it is essential to consider how the LFP and the BOLD signal are related.

Studies by Logothetis suggest that the BOLD signal is more closely related to LFPs than multi-unit activity (MUA) (Logothetis et al., 2001). Simultaneous fMRI and microelectrode recordings were made from the primary visual cortex of macaque monkeys during visual stimulation with rotating checkerboards of varying durations and contrast levels. LFPs (10-130 Hz) and MUA (300-3000 Hz) were derived through band separation of the microelectrode recordings, and were related to the BOLD signal from a region of interest (ROI) in the immediate vicinity of the electrode (7.1 x 2.3 mm) by comparing the power in each signal to the BOLD signal as a function of time. For all stimulus durations, the LFP power was found to persist throughout the stimulation period, producing substantial temporal overlap with the BOLD signal, while MUA power decreased rapidly after stimulus onset. A linear transfer function analysis between LFP or MUA power and the BOLD time course revealed that the LFP was a better predictor of the BOLD response. A similar study by Devor and colleagues used simultaneous microelectrode recordings and spectroscopic optical measurements to examine the correlation between LFPs, MUA, and oxy-, deoxy-, and total hemoglobin in rat barrel cortex during somatosensory stimulation over a wide dynamic range of stimulus intensities (Devor et al., 2003). Strong correlations were found between all hemodynamic quantities and both LFPs and MUA. A nonlinear power law relationship
between changes in LFP/MUA and both total and oxy-hemoglobin was also observed: increasing stimulus intensities resulted in approximately linear increases in hemodynamic responses, while LFP/MUA response levels tended to saturate as stimulus intensity increased. Together, these studies suggest that there is a strong correlation between LFP power and the BOLD response.

EEG and MEG appear to be a macroscopic manifestation of the LFP, which results from the spatial summation of post-synaptic potentials within a millimeter-range neighborhood. The fMRI BOLD response, on the other hand, largely reflects energy consumption from synaptic neurotransmitter re-cycling (Sibson et al., 1998), and is therefore also connected to the magnitude of post-synaptic potentials. These studies support the idea that EEG and fMRI share a common physiological source, providing evidence for the validity of multimodal integration of EEG/MEG and fMRI.

1.6. A State-Observation Model For Multimodal Imaging

Having established that multimodal integration of EEG/MEG and fMRI is physiologically plausible, how do we design experiments to best take advantage of their complementary capabilities? At this juncture it is helpful to reconsider the models that underlie our view of multimodal imaging. In previous work, fMRI has been thought of as a “prior” for EEG/MEG source localization, and used either explicitly in the context of a linear Gaussian estimation procedure (Bonmassar et al., 2001; Liu et al., 1998; Dale et al., 2000; Ahlfors et al., 1999), or as a means of seeding current source dipoles (e.g., Vanni et al., 2004a; Vanni et al., 2004b). An alternative view, however, is to view EEG/MEG and fMRI as separate observations of the same underlying neural dynamical
system (Figure 1.2). This agrees with our intuition that, underneath the details of their biophysical coupling mechanisms, and given similar or identical experimental conditions, these imaging modalities should be measuring "the same thing." When the biophysical details are considered, this view is supported by the fact that both EEG/MEG and fMRI appear to be products of post-synaptic activity, as discussed earlier.

We propose here a state-observation model that has the following components: 1) A state evolution equation describing the dynamics of the underlying neural process, possibly driven by an external stimulus, 2) An observation equation for EEG/MEG, 3) A system of neuro-vascular coupling equations that links neural activity to changes in local vascular function, and 4) An fMRI observation equation. We specify and discuss each of these components below.

Figure 1.2. EEG/MEG and fMRI represent separate observations of the same underlying process.
1.6.1. State evolution for underlying neural process $x_p(t)$

We represent the underlying neural process $x_p(t)$ as a state-space system, whose general form is given by

$$x_p(t) = f\left(x_p(t-1),...,x_p(t-K),c(t),...,c(t-L)\right), \quad (1.1)$$

where $p$ indexes the spatial location of the neural source, $c$ represents the experimental stimulus, $K$ is the state order, and $L$ is the input order. Given that both EEG/MEG and fMRI appear to be related to post-synaptic or local field potentials, we will treat $x_p(t)$ as a mesoscopic current source on the resolution scale of fMRI. The specific state-space model chosen will depend on the experiment being modeled, and could consist of a random walk, a simple linear state-space model (such as an autoregressive process), or a more complicated nonlinear model, such as a second-order Volterra expansion coupled to a linear moving-average of the external stimulus,

$$x_p(t) = \sum_{k=0}^{K} h_{1,p}(k)x_p(t-k) + \sum_{j=1}^{K} \sum_{k=1}^{K} h_{1,p}(k,j)x_p(t-k)x_p(t-j) + \sum_{k=0}^{l} b(k)c(t-k) \quad (1.2)$$

where $h_{1,p}(t)$ and $h_{1,p}(t,\tau)$ represent the first and second order Volterra kernels, respectively, and $b(k)$ the moving average filter. If the number of independent processes $x_p(t)$ is known to be small, linear or nonlinear input-output relationships between spatial locations could be considered as well.
1.6.2. EEG observation $y_E(t)$

We use a realistic forward model for the EEG observation, whose lead field is represented by the matrix $A$, with each component of the neural process current $x_p(t)$ and assemble it into a vector $x(t)$, with observation noise $v_1(t)$:

$$y_E(t) = Ax(t) + v_1(t)$$

(1.3)

Note that $A$ produces a change in spatial coordinates from locations within the brain with activity $x_p(t)$ to scalp locations where $y_E(t)$ is recorded.

1.6.3. Neuro-vascular coupling for BOLD fMRI response $s_r(t)$

We present a neurovascular coupling equation relating the neural process $x_p(t)$ to the BOLD fMRI response $s_r(t)$ that models the local metabolic demand produced by neural activity, its spatial point-spread within the brain due to capillary beds with meso-scale spatial extent, and the temporal characteristics of the BOLD response.

1.6.3.a. Local metabolic demand due to neural activity

Numerous authors have used time-varying estimates of EEG, LFP, or MUA power (Logothetis et al., 2001; Goldman et al., 2002; Laufs et al., 2003b; Laufs et al., 2003a) or event-related potential (ERP) amplitudes (Liebenthal et al., 2003) as temporal covariates for fMRI analysis, successfully detecting fMRI activity in physiologically plausible locations within the brain. These studies used the time-varying power or amplitude time series as inputs or driving terms to a hemodynamic response kernel whose output was used for fMRI analysis. Recent work by Devor, et al., have identified a nonlinear relationship between hemodynamic response amplitude and both LFP and MUA power (Devor et al., 2003). Together, these studies suggest that the link between
local electrical activity and BOLD responses may include linear, quadratic, or higher-order powers of the neural process amplitude \( |x_p(t)| \). We postulate the existence of an instantaneous (on the time-scale of EEG) local metabolic demand \( z_p(t) \) that drives the BOLD neurovascular response. We represent \( z_p(t) \) as a power series on \( |x_p(t)| \),

\[
z_p(t) = \sum_{m=1}^{M} a_m |x_p(t)|^m ,
\]

which includes first, second, and perhaps higher-order powers of \( x_p(t) \).

1.6.3.b. Spatial point-spread due to capillary network

The instantaneous metabolic demand \( z_p(t) \) at each spatial location indexed by \( p \) is subserved by a local capillary network whose volume-averaged flow is distributed over a spatial region in the vicinity of the active neurons. We represent this spatial point-spread as a spatial convolution with a finite impulse response spatial kernel \( K_p \), resulting in a spatially-distributed BOLD input function \( b_r(t) \):

\[
b_r(t) = \sum_{p} z_p(t) K_{r-p} .
\]

1.6.3.c. BOLD signal dynamics

The BOLD response \( s_r(t) \) is modeled as the convolution * of the input function \( b_r(t) \) with a series of hemodynamic response kernels \( g_k(t) \), each representing different time-scales of the BOLD response:
1.6.4. BOLD fMRI observation $y_{B,r}(t)$

We define a drift term $d_r(t)$ consisting of either low-order polynomials or low frequency sinusoids, and an ARMA(1,1) noise term $w_r(t)$ as in (Purdon et al., 2001; Purdon and Weisskoff, 1998), and combine these components to yield an fMRI observation $y_{B,r}(t)$:

$$y_{B,r}(t) = s_r(t) + d_r(t) + w_r(t).$$

(1.7)

In the next section, we use this model and its conceptual basis to gain insights into experimental design for multimodal imaging.

1.7. Insights for Experimental Design: Making the Case for Simultaneous Recordings of EEG and fMRI

By combining equations 1.4 through 1.6, we see that the BOLD signal, as represented by this model, is the smoothed response of a linear combination of the m-th powers of the time-course of the underlying neural system:

$$s_r(t) = \sum_k g_k(t) \ast \left( \sum_p K_{r-p} \sum_{m=1}^{M} a_m \left| x_p(t) \right|^m \right).$$

(1.8)
From equation 1.8, we can see that dynamics in the m-th powers of the neural system can only be seen within the frequency response of the neurovascular system.

One approach to this dilemma is to simply ignore the temporal evolution in fMRI and take it as static spatial information. The “fMRI-prior” or source-seeding strategies discussed earlier do this. Following the conceptual framework laid out by event-related potential research, such studies essentially assume that the dynamical system represented in equation 1.1 is time-invariant, thereby allowing one to average response waveforms across many trials in both EEG/MEG and fMRI, only to combine them later. Such time-invariant EEG/MEG, static fMRI approaches have the advantage that either EEG or MEG can be recorded separately from the fMRI experiment and later combined.

Another approach is to acknowledge the limits of fMRI’s temporal resolution, but then design studies that can reveal interesting time-varying dynamics within these limits. Studies of this type naturally require simultaneous EEG and fMRI measurements, since simultaneous recordings of EEG and fMRI obey the “unities of place and time.” Simultaneous recordings eliminate any cognitive or perceptual variability between measurements, since the recording environment is identical (“unity of place”). Furthermore, simultaneous recordings exploit the temporal correlations between EEG and fMRI that are brought about because simultaneous recordings measure the same realization of the underlying process (“unity of time”). This temporal correlation, in an appropriately designed experiment, could allow for the localization of dynamical sources that would not be observable in stand-alone EEG/MEG source localization due to “missing sources” (e.g., deep, radial, or closed-field sources). Despite the technical challenges involved, there are numerous examples of studies that take advantage of these
properties to study EEG oscillations (Goldman et al., 2002; Laufs et al., 2003b; Laufs et al., 2003a), epilepsy (Lemieux et al., 2001), sleep (Portas et al., 2000; Tanaka et al., 2003), and arousal (Matsuda et al., 2002).

Each of these studies share a common feature: They make use of large EEG signals with high signal-to-noise such as oscillations, sleep spindles, or epileptic spikes to track time-varying changes in the physiology of interest. Measuring time-varying changes in *stimulus-driven ERPs* is equally important, in order to study sensory and perceptual coupling as a function of awareness, sleep, anesthesia, pain, epilepsy, neurologically active drugs, or learning. Studies of this nature pose a significant methodological challenge, however, due to the extremely low signal to noise in ERP measurements. Traditionally, several hundred observations are required to estimate ERPs from EEG due to low signal-to-noise, leading to long observation times for a given estimate (Regan, 1989). For instance, a visual-evoked potential (VEP) estimated from 200 observations at an inter-stimulus interval of 500 milliseconds would require data spanning at least 100 seconds, assuming all “epochs” are within the noise rejection threshold. So while the temporal response of the neurovascular system poses limits on the time scales of observable neural dynamics, the signal-to-noise and estimation of ERPs would seem to pose a much larger restriction due to the large number of repetitions required for estimation. This motivates one of the central questions for this thesis: *Is it possible to estimate components of event-related potentials simultaneously with functional MRI in a time-varying manner to relate temporal correlations between ERP and fMRI dynamics?*
The 40-Hz auditory steady state response (ASSR) is an event related potential to a periodic stimulus, usually a train of clicks or tones, that has been related to sleep and loss of consciousness under general anesthesia. During sleep, the ASSR has been observed to decrease by approximately 50% compared to awake levels (Linden et al., 1985), and is completely abolished by loss of consciousness under general anesthesia (Plourde, 1996; Meuret et al., 2000; Plourde, 1999; Plourde et al., 1998). Because the ASSR is a periodic response, it can be estimated with frequency domain methods that vastly improve signal to noise, particularly on short segments of data, allowing the possibility of time-varying estimation. Furthermore, changes in level of arousal, sleep, and loss of consciousness under general anesthesia are all phenomena that evolve over seconds, tens of seconds, and minutes, and are therefore within the bandwidth of the fMRI BOLD response. Consequently, the 40-Hz ASSR is an ideal candidate for time-varying estimation in conjunction with fMRI.

If the SNR of event-related potentials is a concern, so is that of fMRI. The SNR of the BOLD response can be enhanced through coil design using phased array systems (Frederick et al., 1999), but also increases dramatically with increased static field strength. While the majority of EEG/fMRI studies have been conducted at 1.5 Tesla, stand-alone fMRI studies are more commonly done at higher field strengths such as 3 or 4 Tesla. Several sites throughout the world have developed whole-body human scanners at 7 Tesla. Higher field strengths pose a tremendous challenge for simultaneous EEG recordings because the larger static field enhances electromechanical noise coupling due to study subject head motion and cardio-respiratory pulsation, and also increases the risk of electrode heating, since the radio-frequency pulses used at higher field strengths
typically deposit more energy into the body. Despite these challenges, when one considers the state-observation paradigm presented here, enhanced BOLD SNR increases the likelihood that subtle temporal correlations can be observed between EEG and BOLD. Accordingly, establishing EEG/fMRI methods that are able to handle the unique challenges of fMRI at 3 and 7 Tesla is a high priority.

1.8. Specific Aims

We present the following specific aims, to be developed in the remainder of the thesis:

**Aim 1:** Develop and construct acquisition hardware, electrode sets, and auditory stimulus delivery systems for recording simultaneous EEG and fMRI at 3 and 7 Tesla (Chapters 2 and 3).

**Aim 2:** Develop adaptive filtering methods for removing the ballistocardiogram artifact from EEG recorded during fMRI (Chapter 4).

**Aim 3:** Record 40-Hz auditory steady-state potentials (ASSRs) simultaneously with fMRI to establish a paradigm for studying correlations between time-varying changes in ERP amplitudes and fMRI BOLD responses (Chapter 5).

1.9. References


Chapter 2
Methodological Challenges For Electrophysiological Recording During Magnetic Resonance Imaging

Concurrent recording of electroencephalogram (EEG) during magnetic resonance imaging (MRI) holds promise for both basic neuroscience studies and clinical diagnostic and monitoring applications. However, in order to realize the full potential of this technique, a number of methodological challenges related to the physics of the MRI environment must first be solved. In this chapter, we review these challenges and identify design goals for EEG-fMRI hardware and software systems.

2.1. Noise Sources for Electrophysiological Recording in the MRI Environment

MRI systems present an electromagnetically hostile environment for electrophysiological recordings. In addition to the large static magnetic field $B_0$ (typically at 1.5 or 3 Tesla (T), but as large as 7 or 8 T), MRI systems produce radio-frequency (RF) interference from the $B_1$ field, as well as time-varying magnetic
gradients. These noise sources can severely compromise the quality of EEG recordings. One source of noise coupling comes from electromagnetic induction due to circuit-motion within the static field, illustrated in Figure 2.1. The amplitude of the induced noise is directly proportional to the loop size of the circuit, and the static field strength. Mechanical vibrations due to the MRI helium pump produce large, ~50 uV oscillatory artifacts located within the standard clinical EEG bandwidth of 0.5-50 Hz (Garreffa et al., 2004). As a point of reference, oscillatory EEG rhythms such as alpha (8-13 Hz) or delta (0.5-4 Hz) range from ~10-100 uV in amplitude, while event-related potentials (ERPs) vary in size from ~1 to 10 uV. Fortunately, this source of noise can be eliminated simply by turning off the helium pump during functional scanning. Physiological motion due to cardiac pulsation (“ballistocardiogram”) or respiration poses a more challenging problem, since there is a limit to how much that motion can be attenuated from immobilization or controlled breathing. The ballistocardiogram artifact can exceed $10^2$ uV at 1.5 T in many cases (Allen et al., 1998; Bonmassar et al., 2001a), and overlaps in frequency with important EEG bands such as delta, theta (4-8 Hz), and alpha, (Bonmassar et al., 2001a) as well as the event-related potentials which occupy those bands (e.g., (Makeig et al., 2002)). An example of the ballistocardiogram artifact is shown in Figure 2.2.

![Figure 2.1. Noise coupling ($\varepsilon$) from motion ($\vec{v}$) within the static magnetic field ($\vec{B}$).](image-url)
Beyond the static field, the RF and gradient fields introduce noise and present difficulties for instrumentation design. RF pulses can produce artifacts on the order of $10^2$ uV that arise from either demodulation within nonlinear portions of the amplifier/acquisition circuit, or due to aliasing (Anami et al., 2003). Amplifiers and acquisition units can be shielded from RF noise, but gradient switching noise cannot be shielded, since magnetic shielding requires ferromagnetic metals that are unsafe in the static magnetic field (Ott, 1988). The size of these artifacts is generally between $10^3$ to $10^4$ uV, and is proportional to the loop size of amplifier circuits and the gradient slew rate (Anami et al., 2003). This poses a particular problem for functional imaging at higher field strengths such as 3 or 7 T, since faster gradient read-outs (i.e., faster slew rates) are generally desired to reduce susceptibility-induced image warping during EPI. These large gradient artifacts can saturate the high-gain instrumentation amplifiers found in conventional EEG equipment (Ives et al., 1993;Huang-Hellinger et al., 1995). When combined with the standard practice of using low-frequency (~0.5 Hz) decoupling capacitors (~0.33 uF) at the input of EEG amplifiers (Ives et al., 1993;Mirsattari et al.,

![Ballistocardiogram Artifact](image)

**Figure 2.2.** Ballistocardiogram artifact from 1.5 T EEG-fMRI recording. Artifact pulses are denoted by arrows
2005), these gradient artifacts can corrupt the EEG signal for several seconds after MRI acquisition (Figure 2.3).

A number of acquisition strategies exist for integrating EEG and MRI recordings in a way that minimizes the influence of this MRI-induced noise. The simplest acquisition strategy is to interleave RF/gradient “silent” periods between fMRI slice or volume acquisitions, as illustrated in Figure 2.4 (Bonmassar et al., 1999; Bonmassar et al., 2001b; Goldman et al., 2000; Garreffa et al., 2004). With appropriate amplifier design to minimize post-EPI recovery time, this strategy results in excellent EEG SNR during the silent period, and is best suited for stimulus-driven experiments where ERP stimuli can be presented during the silent period, with volume acquisitions arranged relative to these stimuli to maximize the BOLD response (Liebenthal et al., 2003; Garreffa et al., 2004). Other applications such as epilepsy (Lemieux et al., 2001) or studies of

Figure 2.3. Saturation and recovery of high-gain EEG amplifier featuring low-frequency de-coupling capacitors. Approximately 2 seconds of data following EPI are lost due to saturation.
spontaneous oscillations (Laufs et al., 2003b; Laufs et al., 2003a), have employed fully continuous EEG during fMRI. In these studies, the neural events of interest occur at random intervals and cannot be constrained to occur within any particular time window. To remove the imaging artifact, a standard image artifact template from corrupted EEG is subtracted from the recordings (Allen et al., 2000). In these studies, a high sampling rate, dictated by the frequency of the gradient system, is required to minimize the presence of aliasing (Garreffa et al., 2003). Template subtraction methods rely on time-invariance of the imaging artifact waveform to achieve noise control, but this time-invariance is compromised if the waveform is undersampled and aliased (Vaidyanathan, 1993). In practice, the residual artifact after subtraction can be quite large (Mirsattari et al., 2005), rendering this technique less useful for ERP studies. This is particularly true when one considers the slow time constant of the fMRI BOLD response, since, beyond a certain point, higher temporal sampling of the BOLD response does not improve temporal resolution. A very clever hybrid of these two strategies has recently been proposed by Anami, et al. (Anami et al., 2003), where individual EEG samples are taken in synchrony with the gradient system, with a specially modified pulse-sequence that lengthens the duration of gradient plateaus to minimize induced signals. This system works well at 1.5 T, but may not work well at higher fields since, even with faster gradients, plateaus must be inserted into the gradient readout process, lengthening the readout time and introducing additional susceptibility warping. A similar, but alternative solution not requiring a special pulse sequence would be to simply synchronize the EEG ADC and scanner clocks in an attempt to preserve the time-invariance of the gradient artifact (Goldman et al., 2000).
From this discussion, we can identify a number of important design features for EEG-fMRI hardware. EEG-fMRI acquisition hardware should be designed to have: 1) small loop sizes prior to analog-to-digital conversion (ADC), 2) high dynamic range, achieved through lower front-end amplifier gain and/or higher ADC bit-resolution, and 3) either high-rate EEG sampling or sampling that is synchronized to the acquisition clocks that control gradient switching.

2.2. MRI Safety and Compatibility

Clinical devices for use in the MRI scanner are classified as either “MR-safe” or “MR-compatible.” Devices that pose no additional risk to the patient or other individuals, but which may compromise the quality of diagnostic information, are deemed “MR-safe,” whereas devices that are MR-safe yet preserve diagnostic
information are considered “MR-compatible” (Shellock and Crues, III, 2002). Special-purpose hardware for EEG-fMRI must meet the criteria for MR-safety, and to the extent that imaging-related EEG artifacts can be minimized or eliminated, should also meet the MR-compatible criterion as well.

At the most basic level, to meet the MR-safe criterion, construction materials for EEG-fMRI amplifiers and acquisition units must be non-ferromagnetic. For circuit boards and components, as well as chassis materials and cables, this is usually not difficult, since non-ferrous metals such as copper, aluminum, or brass can be used. Notable exceptions to this include mu-metals used for magnetic shielding, as well as ferrite-beads used for RF filtering. Connectors pose a more difficult problem. While plastic connectors can be used in many cases, metallic connectors are almost always preferred when electromagnetic interference (EMI, discussed below) is a concern, and non-ferrous metallic connectors are difficult to find. For instance, standard D-sub connectors used in personal computers (e.g., DB-9, 15, or 25) are unavailable in non-ferrous metals, leading some MR equipment manufacturers to employ standard ferrous-based connectors on the assumption that the connectors will be securely latched to a wall or penetration panel. Lapses in operator judgment or attention are always a possibility (e.g., (Colletti, 2004)). Since EEG-fMRI equipment is usually situated within or very close to the MRI bore, non-magnetic connectors such as the MIL-spec 83513 “micro-D” series should be used whenever a metallic connector is required.

As discussed in Section 2.1, circuit loops must be minimized to reduce noise coupling from both the static field, in the form of physiologic or environmental vibrations, or from the MRI gradient system. This implies that noise coupling can be
minimized by shortening the length of wires from electrode to pre-amplifier, and from amplifier to analog-to-digital conversion (ADC). Early commercially-available EEG-fMRI systems used amplifiers and ADC’s located outside the MRI room, with a large cabling system connecting the electrodes to the amplifier and ADC’s via the MRI penetration panel (e.g., the “Mag-link” system manufactured by Neuroscan-Compumedics, El Paso, TX). In addition to increasing environmental noise coupling, this system posed a potential subject safety risk since the long electrode wires had a potential to increase RF heating. This risk has only recently been recognized by researchers such as Angelone, et al., (Angelone et al., 2004), and will be discussed in Section 2.4. An alternative was to use analog optical circuits to multiplex and de-multiplex EEG signals after amplification (Ives et al., 1993;Mirsattari et al., 2005), but the high degree of nonlinearity present in these analog optical systems compromised EEG quality. More recently, a number of vendors (e.g., Brain Products GmbH, Munich, Germany; Schwarzer GmbH, Munich, Germany) have begun to offer EEG/fMRI acquisition units that perform both amplification and ADC within the MRI bore. With these systems, noise coupling from the static field and gradient is minimized, as is RF heating risk by way of shorter electrode wires, but RF noise coupling becomes a much larger problem, because the digital circuitry found within the ADC unit will both emit and receive RF energy to and from the MRI coil systems, potentially corrupting or disabling both.

Electromagnetic interference (EMI) between MRI and EEG systems can contaminate or disable measurements of both systems. We have already discussed how gradient and RF noise can corrupt EEG signals. In addition to this, digital EEG
acquisition hardware placed inside or in the vicinity of the MRI bore can transmit EMI to the MRI’s RF coils. If the EMI has significant power at the MRI system’s center (Larmor) frequency, the resulting image will be corrupted. Similarly, gradient and RF noise can disrupt the EEG system’s circuitry: Analog instrumentation amplifiers can be disrupted by gradient-induced fluctuations in power, while RF noise can disrupt digital acquisition circuits. The noise sensitivity of analog circuits can be reduced by minimizing the size of the circuit, and by choosing amplifiers with a high “VCC rejection-ratio” (i.e., amplifier integrated circuits that minimize coupling of power fluctuations to output noise). Minimizing EMI emissions and susceptibility requires careful design of circuits, print-circuitboards (PCBs), shielding enclosures, and cabling harnesses. We briefly review these elements in the next section.

2.3. Design Principles for Electromagnetic Compatibility (EMC)

Electromagnetic compatibility (EMC) refers to the ability of an electronic system to function properly in its intended electromagnetic environment, without being a source of interference to that environment. Control of EMI requires a number of critical design elements including: 1) Suppression of EMI with proper circuit design and PCB layout, 2) A well-designed power and grounding system, 3) Containment of emissions with a shielded enclosure, and 4) Filtering of input-output lines (Matthews, 2004;Archambeault, 2002). Because MRI is both RF sensitive, requiring RF shielded rooms to prevent EMI from external sources, as well as RF intensive, producing considerable RF power during the imaging process, the EMC design challenge for EEG-fMRI equipment is considerable.
2.3.1. Circuit and PCB Design For EMC

Control of EMI should always begin at the circuit and PCB level, but rarely does in most development processes. A more typical development path is to complete circuit design and PCB layout first, leaving EMC as an afterthought to be handled with aggressive shielding and filtering, resulting in time and cost overruns upwards of 200-500% (Matthews, 2004; Archambeault, 2002). The overall solution may or may not require a complete re-design of the circuit and PCB with EMC principles in mind. By conservation of current, any current flowing within a signal trace must have a return current, as depicted in Figure 2.5. If this return current flows directly underneath the signal trace, the electromagnetic fields from the opposing “differential mode” currents have a tendency to cancel one another, minimizing EMI radiation (Figure 2.5.a). This effect is termed “flux-cancellation.” However, if the return current takes a long circuitous return path due to poor routing choices, this self-cancellation effect will not occur, and EMI emissions will be high. RF return currents that flow over large portions of a PCB as

![Figure 2.5. PCB return currents: (a) Correctly routed with return current directly under source current and (b) Incorrectly routed over reference plane partition, forcing return current to make a large loop, emitting RF interference.](image-url)
in Figure 2.5.b are termed “common-mode” currents and are the major source of EMI (Montrose, 2000). Proper PCB design for EMC entails managing return currents to maximize flux-cancellation and minimize and common-mode RF currents: Every signal trace must have an unobstructed return current path in close proximity to minimize EMI. Mis-management of traces and return currents for high-speed, fast rise-time signals is the most common source of EMI at the PCB level. Typical culprits include clock signals, memory signals, or address bus signals. For a given frequency or harmonic \( f \) with wavelength \( \lambda = c/ f \) (where \( c \) is the speed of light), a PCB trace will begin to behave like a transmission-line when the PCB trace reaches a critical length of \( \lambda/20 \) or greater (Montrose, 2000). Table 2.1 gives \( \lambda/20 \) for a few frequencies in the MHz range. While most microprocessor systems used for data acquisition applications run at modest frequencies in the neighborhood of 50-100 MHz, the sharp transitions present in fast slew-rate clocks produce large harmonics. The Fourier coefficients \( a_n \) of a square wave scale as \( 1/n \), for instance, meaning that harmonics far above the fundamental will be present in most high-speed clock signals. Hence, signal traces as short as a few centimeters can show transmission-line behavior, and PCB layouts must be designed to prevent this.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>( \lambda/20 ) Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 MHz</td>
<td>23.4</td>
</tr>
<tr>
<td>128 MHz</td>
<td>11.7 cm</td>
</tr>
<tr>
<td>300 MHz</td>
<td>5.0 cm</td>
</tr>
<tr>
<td>600 MHz</td>
<td>2.5 cm</td>
</tr>
</tbody>
</table>

Table 2.1. \( \lambda/20 \) at Various Frequencies

PCB traces on multi-layer boards featuring power and ground planes (“reference” planes) can be modeled as either microstrips or striplines, as depicted in Figure 2.6. Ideally, these reference planes provide a low-impedance conduit for
current return along a path directly beneath and/or above the signal currents, thereby minimizing current flux and RF emissions. The microstrip configuration describes most surface traces with a single reference plane beneath (2.6.a), while the stripline configuration describes traces that are embedded between two reference planes (2.6.b). As suggested in the figure, the stripline provides the greatest protection from radiated EMI. Hence, critical signal lines such as clocks must be embedded between reference planes. These critical signal lines should be treated as transmission lines with impedance matching and termination to prevent reflections or standing waves. The impedance of the stripline or microstrip, given the dielectric constant and thickness of the PCB material, can be adjusted by varying the width of the trace, and can be terminated with different discrete component configurations, depending on the source and load impedances. To minimize cross-talk between traces, they should be separated by a minimum distance, typically twice the width of a trace (the “3W” rule), to avoid cross-talk (Montrose, 2000).

Different multi-layer stack-up configurations have been suggested for 4, 6, 8, or 10-layer boards (Matthews, 2004; Archambeault, 2002). Usually, these configurations

![Figure 2.6. Stripline and microstrip configurations, showing electric field distribution. The stripline configuration provides superior flux cancellation and should be used for high-speed lines whenever possible.](image)


embed critical signal layers between power and ground planes (Figure 2.7). Some authors have suggested that power planes provide inferior flux-cancellation performance due to transient power demands from digital circuits, indicating that only “ground” reference planes should be used for this purpose (Montrose, 2000), but this may provide an overly rigid constraint for trace routing and component placement. Other authors argue that the use of bulk capacitance, high-frequency ceramic capacitors, and the inherent capacitance of reference planes can minimize power plane voltage fluctuations to acceptable levels (Matthews, 2004;Archambeault, 2002).

EEG-fMRI amplifiers and acquisition systems require that both high-speed DAQ and low-noise analog amplification co-exist within the same circuit. This poses a challenging circuit design problem when combined with EMC requirements. In particular, noise from digital circuits must not couple with more sensitive analog circuits, both to prevent contamination of sensitive analog EEG data, as well as to limit EMI transmission along the PCB. This can be accomplished by introducing reference plane splits or “isolation zones” that prevent digital return currents from influencing more sensitive analog circuits. While establishing these isolation zones, care must be taken to provide return paths for signal traces that cross partitions by using “stitching capacitors” that provide high-frequency return paths (e.g., for digital control lines coming to or leaving a digital board, high-frequency signals should be placed between reference planes)

Figure 2.7. Example of a 10-layer PCB stack-up for EMI control, placing high-frequency signals between reference planes.
from ADC integrated circuits), as illustrated in Figure 2.8. Otherwise, return currents could be forced to take the “long way home,” paradoxically worsening the EMI problem (Figure 2.5.b).

**Figure 2.8.** Stitching capacitors allow return currents to cross plane splits without taking “the long way home.”

### 2.3.2. EMI Shielding

Shielded cables and enclosures must be used to prevent EMI transmission into the MRI environment, and to prevent MRI RF sequences from influencing EEG-fMRI hardware. Shielded cables and enclosures operate by either reflecting or absorbing electromagnetic energy. At frequencies above 10 MHz, the majority of shielding effectiveness comes from absorptive losses (Ott, 1988). When an electromagnetic wave passes through a conductive medium, its amplitude decreases exponentially as a function of the depth within that medium. The $1/e$ length constant is given by the skin depth

$$
\delta = \frac{2}{\sqrt{\omega \mu \sigma}},
$$

where $\omega$ is the frequency in radians/second, $\mu$ is the permeability of the metal, and $\sigma$ is its conductivity (Ott, 1988). Approximately 9dB of attenuation are provided per skin-depth of shielding thickness (Ott, 1988), and since most enclosure
systems must protect against both incident (external) and emitted (internal) EMI, the shielding material must be thick enough to simultaneously absorb both without significant overlap in shield currents.

Apertures within shielding enclosures limit their effectiveness since apertures can act as slot-radiators. Particular attention should be paid to how shield apertures are positioned relative to internal cables and microstrip lines, as these have a tendency to couple strongly with nearby apertures (Matthews, 2004; Archambeault, 2002). As a general rule, the greatest linear dimension of an aperture should be limited to less than \( \lambda/20 \) of the offending EMI frequency (Ott, 1988). For large apertures created by input-output lines or cabling, capacitor arrays can be embedded within output connectors to create a filtered connector that essentially seals the aperture at RF frequencies.

Connections between shielded enclosures, shielded cables, and circuit ground must all be made properly to ensure adequate shielding performance. Shielded cables should terminate circumferentially onto the chassis shield, without gaps or “pig-tails,” which degrade cable shield performance. The circuit ground must also be connected to the chassis shield to provide a return path for EMI radiated from components or traces. To ensure that the chassis shield is at the same potential as the circuit ground for frequencies greater than 1 MHz, the chassis shield must be connected to the circuit ground at multiple points, ideally spaced at less than \( \lambda/20 \) for the largest noise source (Montrose, 2000). Beyond these basic shield design principles, the shielding effectiveness obtained in practice is usually limited by leakage at seams or joints in the shielding chassis (Ott, 1988). Chassis elements must be tightly interlocking and highly conductive at seams and joints. Conductive gaskets can be used to seal joints with
surface irregularities, while sharp copper finger-stock can be used to cut past metal oxidation layers to improve contact. For laboratory research instruments with multiple modules interconnected by cables, checking the DC impedance between different points in the shielding system can help to identify poor connections between modules. As a general rule, the DC impedance measured with a voltmeter should be less than a few tenths of an ohm.

2.4. RF Safety: EEG Electrodes Influence the Specific Absorption Ratio

Tissue heating due to RF absorption during MRI presents a potential risk for patients and study subjects. The specific absorption rate (SAR) is a measure of tissue exposure to RF energy and is defined as the RF power absorbed per unit mass, in W/kg (NCRP, 1981). For an MRI study to be categorized as “non-significant risk,” the FDA stipulates that SAR values must be less than 3 W/kg averaged over the entire head for a period of up to 10 minutes, and less than 8 W/kg within 1 gram of tissue for a period of up to 5 minutes. EEG electrodes have the potential to increase SAR and cause local heating or burning since the electrode wires could act as RF “antennas,” channeling RF energy into the head or concentrating it into specific regions of the head or brain, as illustrated in Figure 2.9. Experience with electrocardiogram (ECG) recordings during clinical MRI support this concern: Since 1996 there have been numerous reports of MRI-related burns from ECG electrodes or wires used in clinical settings, usually during long-duration or high-power scanning with body-coils (FDA, 1991). Although gradient-echo fMRI sequences do not usually produce large SAR values, since the RF pulses are less powerful and less frequent compared to spin-echo sequences, many structural sequences
Functional MRI studies are being done at increasingly high field strengths, commonly with 3 or 4 T scanners, but with 7 and 8 T systems under development at many imaging centers throughout the world. At higher frequencies, the interaction between electrodes and SAR constitutes a greater risk, since the electrode wires are closer to the characteristic wavelength $\lambda/4$ for the system. If EEG-fMRI is to be used in clinical settings, electrode systems must be designed to withstand higher RF loads without increasing SAR, since it is difficult to predict the scanning requirements of any particular clinical case, particularly in patients with multiple medical problems. For these reasons, RF safety for EEG-fMRI is an important consideration, requiring modeling, experimental study, and design of electrode systems to limit increases in SAR.

Early work in EEG-fMRI RF-safety focused on establishing values for “current-limiting” resistors placed between the electrode body and electrode wire (Lemieux et al., 2004).
1997) (Figure 2.10.a). These resistors were used to prevent RF-induced current flow from reaching the scalp for use primarily at 1.5 T, where the system frequency is approximately 64 MHz. Commercially-produced EEG-fMRI electrode caps, such as those sold by Neuroscan and Brain Products, employ these “current-limiting” resistors in the 10-20 KOhm range (Neuroscan-Compumedics, El Paso, TX; Brain Products GmbH, Munich, Germany). Unfortunately, at RF frequencies, discrete resistors behave differently than expected due to parasitic capacitances (Figure 2.10.b). A tiny parasitic capacitance of even 1 pF can create a short circuit at RF frequencies that can negate the effect of a current-limiting resistor. For instance, at 64 MHz (1.5 T), the impedance of a 1 pF parasitic capacitance is approximately 2.5 KOhm, but this impedance drops to 1.2 KOhm at 128 MHz (3 T) and a mere 530 Ohms at 300 MHz (7T).

While the back-of-the-envelope calculations performed above are suggestive, the RF characteristics of EEG wires and electrodes connected to the head cannot be adequately modeled with simple discrete components, since the head is an inhomogeneous conductor, with multiple tissues possessing different conductivities, and since the source and load impedances of different RF coils relative to EEG leads depend heavily upon the geometry and

Figure 2.10. Current-limiting resistor: a) Ideal case, b) RF case. With a parasitic capacitance as low as 1 pF, the shunt impedance at 300 MHz (7T) is only 530 ohms.
layout of each component. Simulation methods are required to study this more complicated situation. The finite-difference time-domain (FDTD) method can be used to simulate electromagnetic fields from realistic computational models of the head, electrode wires, and RF coils. Angelone, et al., used this technique to estimate SAR increases due to high-density EEG montages at 3 and 7 T with both birdcage and surface coils (Angelone et al., 2004). For a 124-channel montage featuring perfectly conducting wires driven by a birdcage head coil, the peak 1 gram average SAR was found to increase by a factor of 61.62 at 3 T and 172.32 at 7 T. These increases were more modest when using a surface coil, with 15-fold increases for both 3 and 7 T. Fortunately, for both coils these increases were localized to hot spots on the skin, rather than the brain parenchyma, suggesting that heating and burning risk is greatest at the scalp. Lower-density EEG montages produced smaller SAR increases, but with a similar order of magnitude (e.g., a factor of 120 increase at 7 T with 31 electrodes).

Follow on studies using the same techniques suggest that discrete current-limiting resistors do not protect against SAR increases, while resistive wires whose resistance is distributed evenly across the length of EEG leads can bring SAR levels back to nominal levels (Angelone and Bonmassar, 2004; Vasios et al., 2005). A 31-channel EEG montage featuring 10 KOhm resistors at each electrode, driven by a surface coil at 7T, showed a 13.4-fold increase in peak 1-gram averaged SAR (Angelone and Bonmassar, 2004), slightly higher than EEG electrodes without the 10 KOhm resistors (Angelone et al., 2004). However, when resistive wires with a modest resistance of 166 Ohms/meter were used, equivalent to commercially-available carbon-fiber wires, the peak 1-gram averaged SAR increased only by a factor of 1.32. Use of discrete resistors in combination with
resistive leads did not influence the SAR. By using wires with higher levels of distributed resistance, the SAR observed under simulation could be brought down to nominal levels, as if the wires were not present at all (Vasios et al., 2005).

These studies highlight the need for careful attention to RF safety, particularly at higher field strengths such as 3 or 7 T. With use of appropriate materials, such as resistive carbon fiber wires, SAR levels can be brought close to nominal levels, and further research with simulation tools such as the FDTD methods described above could yield electrode montages with even better SAR performance. The use of discrete current-limiting resistors offers little or no protection against SAR increases. To provide an additional safety factor, high-power sequences should be avoided during EEG-fMRI studies.

2.5. Summary and Conclusions

1. EEG-fMRI acquisition hardware should be designed to have: 1) small loop sizes prior to analog-to-digital conversion (ADC), 2) high dynamic range, achieved through lower front-end amplifier gain and/or higher ADC bit-resolution, and 3) either high-rate EEG sampling or sampling that is synchronized to the acquisition clocks that control gradient switching.

2. EEG-fMRI hardware must be designed with electromagnetic compatibility in mind, starting at the circuit and PCB level, integrating digital circuits, analog circuits, and shielding systems to limit electromagnetic interference.

3. Standard EEG electrodes pose a safety risk by increasing the SAR of RF energy during imaging, particularly at higher field strengths such as 3 or 7 Tesla. The industry-
standard use of discrete current-limiting resistors offers little or no protection against SAR increases. EEG leads with distributed resistance can reduce the SAR to nominal levels, as if the EEG leads were not present at all.

2.6. References


Chapter 3
Design and Implementation of Hardware and Software Systems for EEG-fMRI

3.1. Introduction

In this chapter we describe the design and implementation of a hardware and software system for recording EEG during fMRI. The elements of this system include: 1) An EEG amplification and analog-to-digital conversion system featuring low-noise and high-dynamic range that is electromagnetically compatible for use within the MRI; 2) A computer hardware and software platform for EEG data acquisition that integrates EEG recordings with external signals such as event triggers and physiological monitoring, with a user-expandable software platform offering the capability to do real-time EEG signal processing; 3) An EEG electrode system that reduces MRI-related noise coupling and radio-frequency (RF) specific absorption rate (SAR) relative to conventional EEG electrodes; 4) A stimulus delivery system integrated with the EEG acquisition system featuring an MRI-compatible headphone system offering passive noise protection, high frequency response, and compatibility with ERP recordings. This system is fully compatible with 7 T MRI systems and can also be used for high-speed electrophysiological recordings with minor adjustments to the data acquisition software.
and the addition of a pre-amplifier buffer system. We describe the design and implementation of each component below.

3.2. An EEG Amplification and Analog-to-Digital Conversion (ADC) System for Use during MRI

In this section we describe an amplification and analog-to-digital conversion system for EEG-fMRI. This system is designed to have high dynamic range to prevent saturation from gradient-induced artifacts during MRI, with a frequency response down to DC to allow for a fast recovery after MRI image acquisition. ADC is performed in close proximity to the MRI bore to limit the loop size of electrode leads and amplifier cables, reducing environmental noise coupling from the static and gradient magnetic fields as well as RF-related increases in SAR.

3.2.1. First Stage Amplification

The first-stage amplification system was built around the Linear Technology LT1167 instrumentation amplifier (Linear Technology Corporation, Milpitas, CA), which possess a number of features particularly appropriate for the EEG-fMRI application. Its low gain nonlinearity (<10ppm), high bandwidth (120 kHz with gain of 100), wide power supply range ($V_s = +/-18V$) and output range (within 1.3V of $V_s$), allow for a high dynamic range (Linear Technology Corporation, 1998). Its low input bias current of <320pA allows for direct coupling to the source without the use of input bias resistors that reduce input impedance, facilitating the use of higher-impedance EEG electrode systems designed to reduce SAR. The LT1167 is also well-suited for reducing RF and gradient-induced noise coupling with its high common-mode rejection-ratio (CMMR;
>120 dB for gain of 100) and power-supply rejection-ratio (PSRR; >131 dB for gain of 100). Its availability in a small-outline integrated circuit package (SOIC; 3.9 X 4.9 mm) facilitates a compact PCB layout with small loop sizes to reduce RF and gradient pickup.

The LT1167 was used to provide 32 channels of EEG amplification, with a gain of 50, a power supply of +/-10V, and output coupling resistor of 3.6 kOhm, to provide a 4-kHz first-order low-pass pole when coupled to the 70nF filter capacitors at the input to the ADC unit (to be discussed in Section 3.2.3), as illustrated in Figure 3.1. Traditional AC-coupling capacitors were omitted to provide frequency response down to DC, and DC-coupling bias resistors were omitted to make full use of the amplifier CMMR. The amplifiers were laid out as four 8-channel modules on a double-sided four-layer PCB. The amplifiers received input from EEG electrodes via a custom-made filtered 21-pin micro-D connector, and amplifier outputs were connected to the ADC unit using a

![Diagram of first-stage amplifier circuit](image.png)

**Figure 3.1.** First-stage amplifier circuit, illustrating input filtered capacitor array, chassis connections, and output resistor interaction with feed-through capacitor in ADC unit.
double-shielded micro-D cable (to be described below in Section 3.2.3).

3.2.2. Analog-to-Digital Conversion

The analog-to-digital converter unit was designed to operate in close proximity to the MRI bore to reduce RF and gradient noise coupling, with high dynamic range to prevent saturation and facilitate removal of MRI-related EEG artifacts. While amplifier circuits possessing high CMRR and PSRR can function properly in the presence of RF and gradient-induced noise, ADC components contain sample-and-hold elements that behave as floating capacitors, rendering them sensitive to fluctuating magnetic fields that cannot be shielded. To balance the trade-off between low noise coupling from EEG/amplifier leads and ADC sensitivity to the gradients, we designed the ADC unit to operate just outside the MRI bore, connecting it to the amplifier system with a long shielded cable as described above. Communication and data transmission with external computers was accomplished by way of digital optical communications, which transmitted both EEG data and the scan clock used to sample the data. This scan clock (“SYNC”) was used to synchronize EEG acquisition with external signals such as event triggers or physiological data. The ADC process was controlled by a digital signal processing (DSP) microcontroller, which manages the ADC timing and data transfer to the optical communications hardware. These elements are illustrated in Figure 3.2.

To achieve high dynamic range, we selected the Burr-Brown ADS1254 ADC, a low-power, low-noise, high-speed ADC with 24-bit resolution (Burr-Brown, a division of Texas instruments, Dallas, TX). Each ADS1254 chip has four differential inputs, which can be multiplexed at a rate of up to 1 kHz per channel when operated with a system clock rate of 8 MHz (Burr-Brown Products, 2001). Alternatively, a single channel can be
sampled at up to 20 kHz. To provide 32 channels of EEG, an architecture using 8 ADS1254’s was chosen, each running with 4-channel multiplexing at 1 kHz. If higher-rate sampling were required, a single channel from each ADS1254 could be sampled, giving 8 channels at 20 kHz per channel. The ADS1254 chips were controlled by an SX48 DSP unit (Ubicom, Inc., Mountain View, CA) running at 48 MHz. To reduce RF noise coupling to the analog input stages of the ADC system, clock timing was provided by a single 48 MHz clock driving a programmable divide-by-six counter (DS1075; Dallas Semiconductor, a subsidiary of Maxim Integrated Products, Dallas, TX), which provided the 8 MHz clock for the ADS1254. The analog input to each ADS1254 unit was first anti-alias filtered and then re-scaled to a 0-to-5V reference range using an op-amp-based scaling and level-shift circuit recommended in the ADS1254 datasheet (Burr-Brown Products, 2001). Low-pass anti-aliasing filtration was provided by a one-pole RC divider

Figure 3.2. Layout of amplifier and ADC units relative to MRI bore. The amplifier is located within the bore, close to the head coil, to minimize inductive noise coupling through electrode lead wires. The ADC unit is located farther from the MRI bore to reduce the influence of the gradients on its more sensitive sample-and-hold elements.
whose capacitance was user-selectable via a transistor switch system controlled by the SX64 to provide a cutoff frequency of either 12 or 24 kHz. Two forms of optical communication are provided by the system. The first is a universal serial bus (USB) optical link that is used to control the acquisition device and to transmit the sampled EEG data. This is provided by the combination of a USB interface module (DLP-USB245M; DLP Design, Allen, TX) integrated into the ADC system circuit, which is then connected to an optical USB extension cable (Opticis M2-100; Opticis North America Ltd., Richmond Hill, Ontario, Canada). The second is a high-speed optical line (Agilent HFBR-1521; Agilent Technologies, Palo Alto, CA) that is driven by the channel selection portion of the SX48 processor, providing one clock pulse for every 8 channels sampled (4 kHz in 32 channel mode, 20 kHz in 8 channel mode), providing a synchronization (SYNC) signal for external signals such as event triggers and physiological recordings with the EEG. A block-diagram for these system components is provided in Figure 3.3.

![Figure 3.3. Detailed block diagram of ADC system components.](image)

The PCB layout for the ADC unit is divided into three isolation zones organized according to power requirements and noise sensitivity (Figure 3.4): 1) A 5V digital zone
supporting the SX64, USB, Versatile Link, and digital clock modules; 2) A 3.3V digital zone supporting the ADS1254 ADC chips; and 3) A 5V analog zone supporting the scaling and level-shift modules, and supplying +/-10V power for the amplifier system. Power was provided by a pair of 18A-h 12-V lead acid batteries (TR18-12; Tempest Battery Manufacturing Company, Ltd., Campbell, CA) connected in series and center-tapped to provide +12V, GND (center tap), and -12V terminals. A pair of Schottky diodes were used to provide accidental reverse battery protection (International Rectifier 20L15TS, International Rectifier, El Segundo, CA). PCB layout, DSP programming, DLP interface programming, and board population were performed by TechEn, Inc. (Milton, MA).

![Diagram of isolation zones for PCB layout of ADC unit.]

**Figure 3.4. Isolation zones for PCB layout of ADC unit.**

### 3.2.3. Shielding and Grounding for Electromagnetic Compatibility

A shielding and grounding system was constructed to achieve electromagnetic compatibility for MRI. The primary objectives were to: 1) Design and construct chassis
elements to provide circumferential contact and conductivity at all chassis seams or interconnects, in order to minimize slot radiators; 2) Use filtered interconnects to provide RF attenuation for all input-output lines; and 3) Make multiple low-impedance connections between the chassis and circuit “grounds,” in order to provide low impedance return paths for RF currents radiated from digital components or PCB traces.

Plastic enclosures were chosen for the amplifier and ADC units to fit the required PCB and external connector dimensions (Pactec LH-64-130 for amplifier unit, CM-69-240 for ADC unit; Pactec, Inc., Concordville, PA). The internal surfaces of the enclosures were coated with aluminum using a vacuum deposition technique giving a coating thickness of approximately 100 microns (Vacuum Technologies Inc., Reedsburg, WI), with care taken to coat the interlocking flanges of each chassis piece to ensure electrical contact. An important mechanical feature of these enclosure models was the

![Plastic end-plates replaced with custom machined copper PCB material to improve shielding performance](image)

Figure 3.5. Plastic chassis for ADC unit, illustrating chassis end-plates that were replaced with precision-cut copper-clad plates described in Appendix 3A.1. The internal surfaces of both chassis were vacuum deposited with 100 micron aluminum (Vacuum Technologies Incorporated, Reedsburg, WI), with care taken to coat all interlocking surfaces to ensure good contact and eliminate slot radiators. The amplifier chassis was constructed using similar materials and methods.
use of flat “endplates” for input-output connector attachment (Figure 3.5). The supplied plastic endplates were replaced with custom-made endplates designed to improve electrical contact with the rest of the chassis shell, and to provide precise circumferential contact with input-output connectors. Construction details for these custom-made endplates are provided in Appendix 3A.1. The ADC unit’s digital ground was connected to the chassis at the battery input terminal, while its analog ground was connected near the EEG input-output lines and the +/-10V regulators (Figure 3A.1.c). The shielded chassis for the amplifier unit was constructed using materials and methods identical to those used for the ADC unit, but with a different filtered interconnect system. In particular, each 8-channel amplifier module was coupled to EEG electrodes using hand-made 21-pin filtered micro-D connectors featuring 1nF capacitor arrays. The amplifier analog ground was terminated to the amplifier chassis at each of the filter-connector’s ground pins. Construction details for the micro-D filtered connector are provided in Appendix 3A.1.

The 32-EEG channel outputs were connected to the ADC unit using a non-ferromagnetic 9-foot 37-pin micro-D double-shielded cable featuring circumferentially-conductive backshells and circumferential termination to cable shields (Glenair 177-225; Glenair, Glendale, CA). At 9-feet, this cable is long enough to reach from the head coil to the bore edge in most MRI systems, including the Siemens Allegra 3T, Siemens Trio 3T, and Siemens Magnetom 7T. Like the ADC unit, connector holes in the conductive panels of the amplifier chassis were precision cut using the T-Tech QuickCircuit-7000 (T-Tech, Norcross, GA) to provide circumferential contact and conductivity for each connector. Cable-to-chassis connections were made robust by using jackpost and screw...
connections. In practice, DC impedance from the EEG connector shell to the ADC battery GND terminal was approximately 0.2 to 0.3 ohms when measured with a standard voltmeter.

### 3.2.4. System Performance

The LT1167-based amplifier system described above, with its gain of 50, its +/-10V power supply, and its output range of –VS+1.2 to VS-1.3 V, provides a dynamic range of -176 to +174 mV. The ADS1245 provides a 19-bit RMS effective resolution due to inherent noise within the integrated circuit, offering an effective resolution of 0.76μV in the least significant bit (LSB), given an amplifier gain of 50 and an amplifier output range of +/-10V. Typical traces are shown in both time and frequency domain, recorded in a shielded room with a 10Hz, ~10uV input signal provided by a function generator (Figure 3.6.a) and under quiescent conditions with all amplifier channels shorted to ground (Figure 3.6.b). The RMS noise calculated from the quiescent recordings was approximately 0.1517 uV/Hz^1/2 (bandwidth from 0 to 475 Hz, averaged across all channels). The recovery speed of the amplifier system during MRI is evident from Figure 3.7, which compares a traditional AC-coupled high-gain amplification system (Ives et al., 1993;Mirsattari et al., 2005) during EPI with the present system. Figure 3.8 illustrates the effectiveness of the shielded enclosure system. During one recording session, the cover to the ADC chassis was removed during imaging (middle column of Figure 3.8), resulting in poor image quality compared to images without EEG (left column of Figure 3.8). In a separate imaging session, with the shielding system in place, image noise levels are at nominal levels (right column of Figure 3.8.b).
Figure 3.6. Typical recording traces for EEG-fMRI amplification and ADC units: (a) Driven by function generator with 10Hz, ~10uV signal; (b) Quiescent signals with input grounded.
Figure 3.7. Amplifier recovery: (a) Traditional high-gain amplification system with AC-coupled input; (b) Low-gain DC amplifier.
3.3. Data Acquisition, External Signal Integration, and Real-Time Signal Processing

In this section we describe a computer hardware and software system for EEG acquisition, integration with external signals, graphical display, and real-time signal processing.

3.3.1. Acquisition and Integration of EEG with External Signals

In many EEG-fMRI applications, acquisition of external signals time-locked to the EEG signal is required. For instance, ERP studies require event triggers to mark when different stimuli are presented, while drug studies may require simultaneous physiological monitoring. We have devised a laptop-based data acquisition and integration architecture that draws EEG data from the USB interface, and either digital or
analog external signals from the PCMCIA bus, time-locked to the USB interface by way of the SYNC signal discussed in Section 3.2.2 (Figure 3.9). The USB EEG interface is based on the FTDI FT245BM chipset used in the DLP USB module (Future Technology Devices International, Ltd., Glasgow, Scotland, UK; DLP Design, Inc., Allen, TX). A National Instruments DAQCard 6533 high-speed 32-bit parallel digital I/O interface card is used for digital external signals such as event triggers, while a National Instruments DAQCard 6024E high-speed 12-bit analog acquisition card is used for analog acquisitions such as physiological monitoring (National Instruments, Austin, TX). Digital trigger information can be recorded on the 6024E interface by supplying individual trigger lines to one or more of the analog inputs. Acquisition of the external signals is clocked by the EEG-fMRI ADC unit’s optical SYNC line through an Agilent Versatile Link receiver (Agilent HFBR-2521, Agilent, Palo Alto, CA). A detailed description of interconnects required for both setups is provided in Appendix 3A.2.

Figure 3.9. Block diagram of data acquisition and external signal integration architecture.
3.3.2. Data acquisition software for display, recording, and real-time signal processing

The National Instruments (NI) LabView software development platform (National Instruments, Austin, TX), running within the Microsoft Windows 2000 operating system (Microsoft, Richmond, WA), was used to develop the data acquisition (DAQ) software for this application. LabView is a high-level graphical programming language featuring a wide assortment of built-in data-acquisition, hardware interface, data display, and data analysis functions to speed software development. The LabView development environment offers seamless integration with DAQ devices, either with built-in interfaces for National Instruments data acquisition cards, or with user-programmed DLL’s to interface with custom or 3rd party devices. Its modular graphical development system allows for rapid revision and inclusion of new functions, reducing software development cycles. DAQ programs are constructed as “virtual instruments” (VIs) controlled through an intuitive push-button graphical user interface, making the programs easily accessible to a wide range of end-users. Even with these graphical and hardware-integration conveniences, its features are sufficiently rich to retain the control, modularity, flexibility, and processing speed of traditional text-based languages.

DAQ applications in LabView can be constructed using a variety of interface functions spanning a range from high-level functions offering immediate implementation but minimal control, to low-level functions offering a high degree of control but greater development complexity. The data integration architecture described in Section 3.3.1 calls for two buffered data acquisition to run simultaneously: One buffered acquisition process for either the DAQCard 6533 or 6024E, and another for the USB-based EEG
ADC unit. In LabView Versions 6i through 7.1, buffered data acquisitions can be handled through a combination of built-in intermediate-level DAQ functions to configure, start, read, and clear the acquisition, arranged within a while-loop structure (Bishop, 2001). These intermediate-level DAQ functions offer control over acquisition timing, data size, trigger sources, and buffer sizes, among other details, but can be implemented easily within a single VI. **Figure 3.10** illustrates simple digital and analog buffered acquisitions using these intermediate-level DAQ functions. **Table 3.1** provides an overview of each of these intermediate-level DAQ functions. To integrate the USB EEG acquisition within this control structure, the USB DAQ commands were interfaced with LabView according to this intermediate-level VI formalism. In this way, the USB EEG acquisition could be run in parallel with the digital or analog acquisition using the

![Figure 3.10](image)

Figure 3.10. Block diagram for basic buffered acquisition LabView VI: (a) Digital buffered acquisition; (b) Analog buffered acquisition.
same while-loop control structure. Appendix 3A.3 contains a detailed discussion of each of these USB EEG acquisition VI’s and their underlying USB DLL commands.

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Description and Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>NI Intermediate-Level Digital DAQ</td>
<td></td>
</tr>
<tr>
<td>DIO Config</td>
<td>Set Buffer size, device number, port list, group direction (input, output, or both), handshaking parameters</td>
</tr>
<tr>
<td>DIO Start</td>
<td>Set number of scans to acquire or continuous, clock/handshake source, clock frequency</td>
</tr>
<tr>
<td>DIO Read</td>
<td>Buffered acquisition, tracking scan backlog, providing data output for display, file writing, and analysis</td>
</tr>
<tr>
<td>DIO Clear</td>
<td>Terminates acquisition</td>
</tr>
<tr>
<td>NI Intermediate-Level Analog DAQ</td>
<td></td>
</tr>
<tr>
<td>AI Config</td>
<td>Sets channel timing, number of channels, input coupling info, input limits, device number, channels, buffer size, group number, number of buffers</td>
</tr>
<tr>
<td>AI Start</td>
<td>Sets trigger type, edge or slope trigger, pretrigger scans, number of scans to acquire or continuous, scan rate, scan clock source, analog trigger settings</td>
</tr>
<tr>
<td>AI Read</td>
<td>Buffered acquisition, tracking scan backlog, providing data output in multiple formats for display, file writing, and analysis</td>
</tr>
<tr>
<td>AI Clear</td>
<td>Terminates acquisition</td>
</tr>
<tr>
<td>USB EEG Interface</td>
<td></td>
</tr>
<tr>
<td>AI Config 24Bits</td>
<td>Sets multiplexing mode (8 channels or 32 channels), channel number, anti-aliasing filter setting (12 or 24 kHz), and memory location in SX48 for storing configuration (“bank” number, similar in concept to “Process ID”)</td>
</tr>
<tr>
<td>AI Start 24Bits</td>
<td>Sets configuration “bank,” number of scans to acquire or continuous</td>
</tr>
<tr>
<td>AI Read 24Bits</td>
<td>Buffered acquisition, reads FIFO when data are present, data output converted to 4(time) x 32(channel) matrix in signed 32-bit integer (I32) for display, file writing, and analysis</td>
</tr>
<tr>
<td>AI Clear 24Bits</td>
<td>Terminates acquisition</td>
</tr>
</tbody>
</table>

Table 3.1. Overview of Intermediate-Level DAQ Functions for Digital, Analog, and USB EEG acquisitions.
Figure 3.1.1 Top-level block diagram of EEG acquisition VI with functional annotations.
Figure 3.12: Annotated block diagram of "Initialize acquisition 242b".
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Figure 3.13. Front panel of EEG acquisition VI.
Figure 3.11 shows the top-level block diagram of the EEG data acquisition VI. When end-user begins acquisition, temporary files and acquisition processes are configured and started for three separate data streams: 1) The USB EEG data, 2) The DAQCard process for recording external signals (code for the DAQCard 6533 is shown, but is similar for the 6024E) and 3) A keyboard-polling process to record real-time end-user annotations (e.g., “m” for subject movement, “o” for eyes open, “c” for eyes closed, etc.). The initialization process for these acquisitions is described in Figure 3.12. After initialization, all three processes run continuously within a “while-loop” structure, where data are read, displayed, and streamed to disk. Real-time processing modules, such as the low-pass filter module illustrated in Figure 3.10) can also be added within the while-loop structure. At the end of the acquisition, all files are closed and acquisition processes are cleared.

The EEG acquisition front panel is shown in Figure 3.13. The acquisition is started by pressing the “run button” in the upper left corner of the LabView window. The acquisition will start immediately, and the user can switch between four different 8-channel displays, and can examine the trigger display to ensure that stimulus triggers or external signals are being received properly. Amplitude scaling can be adjusted by using the up- or down-arrow keys, with the blue vertical bar indicating the scale for 100 uV, while time scaling can be adjusted using the left- or right-arrow keys, with the blue horizontal bar showing the scale for one second. Channel legends are displayed on the right-hand side of the front panel. At the end of the experiment, the acquisition is stopped by pressing the “STOP” button. At this point, a file-saving dialog box is displayed prompting the user to provide a filename. The temporary files created at the
beginning of the acquisition are then re-named accordingly. The application software, USB interface, and external acquisition DAQCards are run on a Dell Latitude 810C with a 1.7GHz Pentium IV processor, 400 MHz bus, 1 GB of RAM, and 80 GB hard disk. For digital external signals using the DAQCard 6533, assuming a 16-bit digital input running at the base SYNC rate of 4 kHz, approximately 8 MB of disk space are required per minute of recording. Analog external signals using the DAQCard 6024E, assuming 8-channels of external signals at 16-bits, requires approximately 11.5 MB of disk space per minute of recording. Figure 3.14 shows the complete system setup with amplifiers, EEG ADC acquisition unit, external signal card and cable assembly, and acquisition computer.

![Figure 3.14](image)

**Figure 3.14.** Complete system setup with amplifiers, EEG ADC acquisition unit, external signal card and cable assembly, and acquisition computer.

### 3.4. Electrode and Motion Sensor Systems for EEG-fMRI

As discussed in Chapter 2, heating due to increases in RF specific absorption rate from placement of scalp EEG electrodes is a potential problem for EEG-fMRI studies.
The de-facto standard to prevent electrode heating has been to place discrete resistors, 10 kOhm or larger, at the tip of each electrode (Lemieux et al., 1997), but simple direct calculations (Chapter 2) and RF simulations using realistic head models (Angelone and Bonmassar, 2004) illustrate that these resistors provide little or no power attenuation at the RF frequencies used for MRI, particularly at 3 or 7 Tesla. Modest resistances of as little as 4.2 Ohms/inch (166 Ohms/meter) distributed along the lead, achievable in practice using carbon fiber wires, can bring the SAR close to nominal levels (Angelone and Bonmassar, 2004). Another problem associated with EEG electrodes used during MRI is that motion or vibration within the static field will inductively couple noise signals through loops within the recording circuit. Since head motion, physiological pulsation, and vibration of the head and body are the largest source of this noise, loops formed from the EEG electrode leads provide the greatest opportunity for noise coupling.

We have designed a series of EEG electrodes to provide both RF protection and static field-induced noise attenuation. This system has been constructed from off-the-shelf components in two bipolar montage configurations, one spanning 8 channels along a coronal plane for auditory evoked potential (AEP) measurements, and a 19-electrode 10/20 montage designed for anesthesia and sleep studies (Figure 3.15). Since safety studies and experience at 3 or 7 Tesla had not been well-established at the time of design, the number of electrodes was chosen conservatively to limit RF heating risk. Carbon fiber wires ("Fiber-Ohm;" Marktek, Inc., Chesterfield, MO), with 7 Ohms/inch resistance (276 Ohms/meter), were used to limit increases in SAR, and were connected to Ag/Ag-Cl electrode bodies using conductive epoxy (Circuit Works CW2400, Chemtronics, Kennesaw, GA). These electrode bodies featured plastic housings to prevent direct
Figure 3.15. EEG-fMRI electrode montages: (a) Coronal AEP montage; (b) 10/20 montage.

electrode skin contact (Gereonics, Inc., Solana Beach, CA). To provide a reference signal for artifact removal using adaptive noise cancellation, a set of motion sensors were constructed from Murata PKM11-4A0 piezo-electric buzzers (Murata Electronics North America, Inc., Smyrna, GA) using similar methods, replacing soldered metallic leads with conductive epoxied carbon fiber leads (Figure 3.16).
To reduce motion-induced inductive noise coupling, the carbon fiber electrode wires were arranged in a "ribbon cable" fashion, with wire lengths cut to fit the appropriate electrode locations for average- to large-sized heads (Figure 3.17). The ribbon cable arrangement reduces motion-induced noise coupling by both reducing loop sizes between differential electrode pairs, and between electrodes and reference, and by holding these leads in a fixed relative position, which allows some of the noise coupling to be eliminated through common-mode rejection (Figure 3.18). The wires were bound together using silicone adhesive sealant, which served both to hold the wires together, and as a mass and damping material to reduce mechanical vibration. Construction details for these electrodes are provided in Appendix 3A.4. For complex montage arrangements such as the 10/20 system, the ribbon cable is more practical than twisted pair arrangements reported by some investigators (Goldman et al., 2000), and is likely to offer similar if not better performance due to the practical difficulty of braiding identically-sized loops from individual wires. Electrodes from the coronal montage can be held in
place with the combination of EEG paste, tape, and elastic surgical netting, while the 10/20 montage is best held in place with collodion glue and elastic surgical netting.

Figure 3.17. Ribbon cable EEG lead arrangements for (a) coronal montage and (b) 10/20 montage.
Wires moving independently = LARGE differential-mode currents

Wires bound together = small differential-mode currents

Figure 3.18. Ribbon cable EEG lead arrangement reduces electromechanical noise coupling.

Increased RF attenuation can be achieved with higher resistance levels, but there are practical limits on the resistance levels available with carbon fiber wires. Commercially available off-the-shelf wires come in two resistance ranges: a low resistance range of 4 to 7 Ohms/inch, and a higher resistance level of 3 M-Ohms/inch and beyond (Personal communication, Art Henn, Marktek, Inc., 2003). RF-attenuating EEG-
fMRI electrodes would likely require resistances in the 1 kOhm/inch range at most. Carbon fiber composite wires, blending high and low resistance fibers, could be used to obtain intermediate values in this range, but could be expensive to manufacture in the small quantities required for EEG electrodes (Personal communication, Art Henn, Marktek, Inc., 2003). We have developed an alternative strategy using carbon or silver conductive inks to print or silkscreen electrode wires onto flex-circuit material. With this strategy, it is possible to selectively tune the impedance for each electrode lead, by controlling the mixture of inks used in the electrode, and to precisely layout leads into ribbons to reduce motion-induced noise coupling. A prototype EEG cap using this conductive ink technology with integrated motion sensors has been constructed and is being developed for routine use in EEG-fMRI studies (Vasios et al., 2005) (Figure 3.19), particularly those at high field where RF safety is a major concern.

![Figure 3.19. EEG cap featuring conductive ink-based electrodes and integrated motion sensors.](image)

---

1 EEG leads from our applications have measured anywhere from 16 to 22 inches in length, and with 1 kOhm/inch resistance, this would give total electrode resistances in the range of 16 to 22 kOhm, resulting in a low-pass cutoff of 62 or 45 Hz, respectively, assuming a 1 nF parallel capacitance at input.
3.5. An Auditory Stimulus Delivery System for EEG-fMRI

Auditory stimulus presentation during fMRI or EEG-fMRI requires careful consideration of numerous design features, including timing precision, audio fidelity, MRI compatibility, and EEG compatibility. The inherent difficulty in meeting all these design challenges simultaneously is apparent when one examines the EEG-fMRI literature: Numerous groups have been successful at recording visual evoked potentials (VEPs) during fMRI (Bonmassar et al., 1999; Vanni et al., 2004; Garreffa et al., 2004), while relatively few have been able to record auditory evoked potentials (AEPs) during fMRI, achieving success mainly with simple tone stimuli at long inter-stimulus intervals (Liebenthal et al., 2003). Event-related potential (ERP) studies, regardless of the stimulus modality, require high-precision timing. Timing accuracy can be quantified in terms of average delay (or latency), which refers to the average time difference between the stimulus trigger onset and the actual stimulus onset, and the jitter about that average delay (Figure 3.20). Stimulus delays can be accounted for in ERP analysis simply by introducing an opposite delay prior to averaging, but large jitter values can compromise the ability to discern peaks within the ERP waveform. Audio fidelity, considered broadly, comprises many elements, including the frequency response of the headphone and amplification system, their total harmonic distortion, the maximum volume achievable by the system, and the degree of background noise, such as the notorious 60-Hz ground loop “hum.” Compatibility with the MRI environment requires electromagnetic compatibility, study subject protection from acoustic scanner noise, use of non-ferrous headphone elements, and portability to accommodate multi-user MRI facilities or use in multiple imaging facilities. Audio systems must also be compatible
Figure 3.20. Stimulus presentation timing accuracy in terms of average delay (or latency) and jitter.

with ERP studies: Auditory ERPs are best observed using stimuli with high bandwidth, such as click trains or noise bursts, and are typically presented using headphones whose frequency response extends to 15 or 20 kHz. Headphones for ERP studies must not introduce stimulus-related noise coupling into the EEG recordings, as this could confound ERP analysis, depending on the experimental paradigm.

Auditory presentation systems fulfilling all these requirements are not available commercially. The requirement to use only non-ferrous components rules out standard magnetic-coil headphones. Headphones using air-tube sound transmission with sound-attenuating earmuffs (e.g., Avotec SS-3100, Avotec, Inc., Stuart, FL, USA) are popular for fMRI studies, but provide a frequency response of only 4.5 kHz, inadequate for stimuli such as click-trains or noise-bursts that require a high frequency-response. Electrostatic headphones provide a frequency response in excess of 20 kHz, but commercially available models (e.g., Koss ESP-900, Koss Corp., Milwaukee, WI, USA) offer no hearing protection. In addition, as will be shown below, electrostatic headphones emit electromagnetic fields that couple to EEG recordings with an amplitude
that is orders of magnitude higher than the EEG signal itself. In the next two sections, we
describe a portable, electrically-isolated auditory stimulus presentation system capable of
achieving sub-millisecond timing precision, combined with an electrostatic MRI-
compatible headphone system with passive sound-attenuation and electrical shielding that
eliminates noise coupling with EEG.

3.5.1. Stimulus presentation

Stimuli were delivered using an IBM Thinkpad T40 laptop (1.6 GHz P4, 512MB
266 MHz RAM, 80GB 4500rpm hard drive; IBM, White Plains, NY) running Microsoft
Windows XP (Microsoft Corporation, Redmond, WA). To boost sound output levels and
signal to noise relative to the onboard sound card, an Echo Indigo Digital Audio
PCMCIA card (Echo Digital Audio Corp., Carpinteria, CA) was used as the sound
device. The stimulus presentation laptop was configured to deliver stimulus triggers
through its parallel port and was connected to the EEG acquisition computer as described
in Section 3.3 and Appendix 3A.2. Task-related button-press responses were recorded
using a USB button box configured as a keyboard device to send the numbers “1”
through “4” for each of the keypad buttons. With the headphone system (described
below), stimulus delivery and EEG acquisition computers connected and AC powered
with no stimulus, there was no audible background noise of any kind. When the USB
button box was added to this configuration, a faint 60-Hz hum could be perceived. This
background hum was eliminated by electrically isolating the USB button box from the
rest of the system using an Opticis M2-100 optical USB extension cable (Opticis North
America Ltd., Richmond Hill, Ontario, Canada). Stimuli were scripted and delivered
using NeuroBehavioral Systems Presentation 0.76 (NeuroBehavioral Systems, Albany,
Stimulus delay and jitter relative to recorded parallel port stimulus triggers were measured by recording stimuli and triggers under different hardware and scripting arrangements. Depending on the laptop and sound hardware used, the average delay could be brought to within 1 msec, with a jitter of less than 1 msec, sufficiently accurate for most ERP experiments. A detailed description of the testing protocol and results for different laptop, software, and audio hardware configurations is provided in Appendix 3A.5.

3.5.2. A high-fidelity headphone system for simultaneous EEG-fMRI studies

A set of headphones were constructed for EEG-fMRI studies, featuring the high-fidelity audio performance of electrostatic headphones, passive sound attenuation, and electrical shielding for compatibility with EEG and ERP studies. The electrostatic headphone elements were removed from a set of Koss ESP-950 headphones (Koss Corp., Milwaukee, WI), electrically shielded, and placed within a set of sound-attenuating earmuffs (Silenta Ergomax, Oy Silenta Ltd., Finland). Electrical shielding was accomplished by replacing the first 6 feet of headphone cable with double-shielded (braid over foil) computer cabling, and by enclosing each headphone element within a conductive fabric sock constructed from silver-coated sheer nylon mesh (Less EMF Cat. #A209, Less EMF Inc., Albany, NY). The conductive fabric mesh was chosen for its low resistivity (<5 Ohms/square) and because of its thin, light, porous structure, providing minimal absorption of acoustic energy. Shielded cabling was limited to 6 feet to reduce capacitive load on the electrostatic amplifier system (<600 pF). The cable shield was connected to the conductive sock using copper foil tape, and terminated on a copper mesh housing encasing the Koss amplifier unit via a single wire running along the remaining
length of the headphone cable. The conductive sock was electrically insulated from the 
headphone using a thin plastic membrane. The amplifier unit was powered from a 9.6V 
rechargeable battery placed outside the MRI room and routed through the penetration 
panel. Battery power was chosen over AC power to reduce the risk of electrical shock in 
ethe event that bodily fluids such as mucosal secretions or vomitus cause a short circuit 
within the headphone elements. The battery ground terminal and amplifier shield were 
connected at the penetration panel. Construction details for the headphone system are 
provided in Appendix 3A.6.

Acoustic attenuation recordings were made using an electret condenser mic 
(Shure SM-93, Shure, Niles, IL) by comparing scanner noise during gradient echo 
functional scanning (Siemens Trio) with the microphone placed inside and then directly 
outside the headphone earmuff, with the headphones in place on a human volunteer. 
Acoustic attenuation measurements were made for the electrostatic system as well as an 
off-the-shelf Avotec MRI-compatible audio system (Avotec SS-3100, Avotec, Inc., 
Stuart, FL). Electromagnetic noise coupling measurements were made by coating an 
MRI phantom in EEG paste (Elefix, Nihon Kohden, Japan), placing adjacent bipolar 
pairs of EEG electrodes in the coronal plane to simulate the M1/2, T7/8, C3/4, C1/2, and 
Cz positions, fixing the headphone earpieces over the phantom while presenting sound 
stimuli, and recording using the EEG/fMRI recording system described earlier. Sound 
stimuli consisted of noise-bursts (12.5 msec) and click-trains (1 msec) sampled at 44.1 
kHz, presented at 25 msec intervals, 30 seconds ON, 30 seconds OFF, using the stimulus 
presentation system described in Section 3.5.1. Recordings were made with the 
headphone shield disconnected and floating ("unshielded") and then with the shield
connected ("shielded"). Auditory ERPs and ASSRs were recorded from 24 human volunteers (similar stimuli and EEG setup) using the shielded-electrostatic headphone system. All studies were conducted with the approval of the Human Studies Committee at the Massachusetts General Hospital (Boston, MA), with informed consent from all volunteers.

Attenuation and noise coupling were studied by computing multi-taper power spectral estimates (Percival and Walden, 1993) for each condition, and taking ratios of the appropriate power spectra to determine attenuation or noise coupling. To quantify acoustic attenuation $A(e^{j\omega})$, the ratio of power spectra for sound recordings with microphones inside the earmuffs ($P_{\text{inside}}(e^{j\omega})$), were compared to the power spectra for recordings with microphones outside the earmuffs ($P_{\text{outside}}(e^{j\omega})$): 

$$A(e^{j\omega}) = \frac{P_{\text{inside}}(e^{j\omega})}{P_{\text{outside}}(e^{j\omega})}.$$ (1.9)

To quantify electromagnetic noise coupling $C(e^{j\omega})$ for each shielding condition ("unshielded" or "shielded"), the EEG power spectra with stimulus "ON" ($P_{\text{EEG,ON}}(e^{j\omega})$) was compared to that for with the stimulus "OFF" ($P_{\text{EEG,OFF}}(e^{j\omega})$): 

$$C(e^{j\omega}) = \frac{P_{\text{EEG,ON}}(e^{j\omega})}{P_{\text{EEG,OFF}}(e^{j\omega})}.$$ (1.10)

Acoustic attenuation for the shielded-electrostatic and Avotec systems were similar, 32.8 and 38.1 dB, respectively, averaged between 0.8 and 20 kHz. Figure 3.21 shows electromagnetic noise coupling $C(e^{j\omega})$ on a dB scale for the unshielded (solid) and shielded (dotted) cases, illustrating that the shielding reduces electromagnetic noise coupling by over 40dB throughout the bandwidth of the EEG recording device. To
quantify the shielding effectiveness with greater sensitivity, Figure 3.22 compares the shielded noise coupling (Phantom) with the 40-Hz ASSR from a human volunteer on a linear scale (perfect shielding corresponds to $C(e^{j\omega}) = 1$), illustrating that the shielded noise coupling is indistinguishable from background noise and is well below the level of the measured electrophysiological response (approx 1 uV p-p). For the human studies, there were no discernable image artifacts during MRI due to the headphones.

![Figure 3.21. Headphone noise coupling, with and without shielding, across full EEG bandwidth](image-url)

3.6. Summary

In this chapter we have described the design and implementation of a hardware and software system for recording EEG during fMRI consisting of: 1) An EEG amplification and analog-to-digital conversion system featuring low-noise and high-dynamic range that is electromagnetically compatible for use within the MRI; 2) A computer hardware and software platform for EEG data acquisition that integrates EEG recordings with external signals such as event triggers and physiological monitoring, with
a user-expandable software platform offering the capability to do real-time EEG signal processing; 3) An EEG electrode system that reduces MRI-related noise coupling and radio-frequency (RF) specific absorption rate (SAR) relative to conventional EEG electrodes; 4) A stimulus delivery system integrated with the EEG acquisition system featuring a headphone system for use during MRI offering passive noise protection, high frequency response, and compatibility with ERP recordings.

Figure 3.22. Comparison of auditory steady-state response (ASSR) to electrostatic headphone phantom recordings, illustrating that headphone shielding is effective

Appendix 3A.1. Construction details for shielded chassis endplates and 21-pin micro-D filtered connectors

Shielded chassis endplates were precision cut using a T-Tech CircuitWorks 7000 PCB milling machine (T-Tech, Norcross, GA), using FR4 PCB material featuring double-sided 0.5-ounce copper (T-Tech BM-FR4-1DS, T-Tech, Norcross, GA; Figure
3A.1.a). Endplate shielding was enhanced by using copper tape (3M 3324-1, 3M, St. Paul, MN) to connect the two copper faces, and by soldering a row of copper mesh “teeth” (50007G; Amaco, Inc., Indianapolis, IN) to each edge of the endplates, which provide a light abrasion to the oxidation layer of the aluminum coating to ensure good contact (Figure 3A.1b). A series of internal bulkheads were constructed, in a fashion similar to the endplates, in order to provide additional RF isolation for the ADC unit via filtered interconnects. Arrays of 70 nF feed-through filter capacitors (Tusonix 4404-002, Tusonix, Tuscon, AZ) were placed in each bulkhead to route critical input-output signal lines such as +/-12V power, amplified EEG signal lines, and +/-10V power, similar to those shown in Figure 3A.1b. The Tusonix 4404-002 feed-through capacitor is rated with a capacitance of 50nF guaranteed minimum value (GMV), but in practice the parts supplied had a capacitance of 70.6 +/- 3.4 nF (from random sample of N=20).

Non-ferromagnetic 21-pin MIL-SPEC-83513 micro-D connectors (Microdot 624-0021-0001, Tyco Electronics, Harrisburg, PA) were modified by installing custom-made 1nF micro-D planar capacitor arrays (Syfer A055101X, 1 nF +/-20%, X7R ceramic, 5GOhm at 40 VDC, Syfer Technology Limited, Norwich, UK; Figure 3A.2a). These capacitor arrays provide uniform pin-to-pin and pin-to-ground capacitance with low effective series resistance (ESR), and a geometry that provides input-output RF filtration as close to the chassis as possible, minimizing high-frequency RF susceptibility or radiation. The capacitor arrays were placed within approximately 2mm of the micro-D connector shell and soldered to each pin using indium solder (Indium Solder Research Kit, Alloy #4, Indium Corporation of America, Utica, NY) at approximately 185-degrees C to reduce the likelihood of temperature-related stress fractures in the capacitor arrays.
The gap between the micro-D connector shell and the edge of the capacitor array was filled using a bare 14-gauge copper braid wire wrapped and soldered circumferentially to provide a 360-contact between the connector shell and capacitor array (Figure 3A.2.b).

The amplifier analog ground was terminated to the amplifier chassis at pins 1, 10, 11, 12 and 21 of each micro-D input connector, with the corresponding pins on the capacitor arrays manufactured as ground pins (Figure 3A.2.c).

Figure 3A.1. Shielded Chassis Construction Details: (a) Double-sided copper endplates with precision-milled input-output connector ports; (b) RF bulkhead with feed-through capacitors and copper-mesh “teeth” to improve endplate-chassis connection.
Figure 3A.2. 21-pin Micro-D Filtered Connector: (a) Photo of connector and capacitor array; (b) Schematic of capacitor array construction; (c) Location of ground-chassis connection at connector. Prior to order and delivery of capacitor arrays, the author constructed two prototype filtered connectors by individually soldering 1 nF 0405 surface mount ceramic capacitors between each of the 21 connector leads shown in (a) and the connector shell (not shown).
Appendix 3A.2. Interconnects for integration of external digital or analog signals.

Adapter cable assemblies were constructed to provide interconnects for each external signal setup. Event triggers were recorded from the DB-25 parallel port of the stimulus presentation computer (described in Section 3.4). For the digital setup, the 8 parallel port data lines (D0-D7) were tied to the first 8 data lines of the 6533 (DIOA0-DIOA7). The optical SYNC signal from the ADC unit was received by an Agilent HFB2-2521 optical receiver (Agilent, Palo Alto, CA). The SYNC signal was connected to the REQ1 pin of the 6533 to drive externally-triggered acquisition. These connections were made using a National Instruments 68-pin backshell assembly (National Instruments 776832-01, National Instruments, Austin, TX). For the analog setup, the first four parallel port data lines (D0-D3) were connected to analog channels AI4-AI7, and the SYNC signal from the Agilent HFB2-2521 was tied to both PFI0 (TRIG1) and PFI7 (STARTSCAN) of the 6024E. Analog input channels AI0-AI3 were connected to pins 1 through 4 of a female DB-9 connector, to interface with the analog output lines from an Invivo Magnitude MRI-Compatible Patient Monitor (Invivo Research, Orlando, FL) corresponding to electrocardiogram (ECG), invasive pressure (P1), end-tidal CO2 (EtCO2), and pulse oximetry (SpO2) signals. A two-layer PCB board was constructed to integrate the optical receiver and input signals with a 68-pin connector to interface with the 6024E (National Instruments 777600-01, National Instruments, Austin, TX).
Appendix 3A.3. USB EEG interface functions.

3A.3.1. Overview of software drivers.

The software drivers for the USB EEG acquisition device consist of two pieces: A dynamic linked-library (DLL) for the FTDI FT245BM chipset used in the DLP USB interface (“FTD2XX.DLL”; Future Technology Devices International, Ltd., Glasgow, Scotland, UK; DLP Design, Inc., Allen, TX), and a second DLL written by Techen, Inc. (“TNusb.DLL” revision 110702; Milton, MA) to interface with the Ubicom SX48 (Ubicom, Inc., Mountain View, CA). Both files must be installed in the %SystemRoot%/System32 directory.

3A.3.2. Integration of USB DAQ functions from TNusb.DLL into LabView intermediate-level DAQ VI structure.

In Table 3A.3.1 below we describe four LabView intermediate-level DAQ VIs and their construction based on USB DAQ functions from TNusb.DLL. Most of these USB EEG VI’s are constructed from simple LabView library function call, except for “AI Read 24-Bits.vi,” which requires additional control structures to check the device status before reading data. A block diagram and description for “AI Read 24Bits.vi” is illustrated in Figure 3A.3.1.
<table>
<thead>
<tr>
<th>VI Name</th>
<th>AI Config 24Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Configure EEG acquisition</td>
</tr>
<tr>
<td>USB Commands Used</td>
<td>unsigned long _UsbConfig@16(unsigned long iBank, unsigned long iCount, unsigned long iadcCH, unsigned long iFilter);</td>
</tr>
<tr>
<td>Description</td>
<td>iBank (1-8): Specifies SX48 memory location where configuration setting will be stored. Operates much like the “process ID” used in NI DAQ VIs. iCount (0-65535): Number of samples to acquire. “0” corresponds to continuous recording. Set to “0” in AI Config 24Bits.</td>
</tr>
<tr>
<td></td>
<td>iadcCH (1-5): ADC channel to take data from. “5” corresponds to multiplexing through all four channels on each chip, resulting in 32 channels total.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI Name</th>
<th>AI Start 24Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Start EEG acquisition</td>
</tr>
<tr>
<td>USB Commands Used</td>
<td>unsigned long _UsbStart@8(unsigned long iBank, unsigned long iCount);</td>
</tr>
<tr>
<td>Description</td>
<td>iBank (1-8): Specifies SX48 memory location where configuration setting have been stored during “AI Config 24-Bits” process. Operates much like the “process ID” used in NI DAQ VIs. iCount (0-65535): Number of samples to acquire. “0” corresponds to continuous recording. Set to “0” in AI Config 24Bits.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI Name</th>
<th>AI Read 24Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Read EEG data in buffered acquisition</td>
</tr>
<tr>
<td>USB Commands Used</td>
<td>unsigned long _UsbStatus(unsigned long <em>AvailableBytes);(unsigned long _UsbRead@12(long _</em>Data, unsigned long *iReturned, unsigned long *AvailableBytes);</td>
</tr>
<tr>
<td>Description</td>
<td>AvailableBytes: Available bytes in buffer. Data: Data packet consisting of a 16x10 array of 32-bit signed integers. Only first 8 columns of array contain EEG data. In full multiplexing mode (iadcCH=5), each packet corresponds to 4 time points of 32 channels.</td>
</tr>
<tr>
<td></td>
<td>AI Read 24Bits.vi re-packages each packet into a 4 (time) x 32 (channel) array.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VI Name</th>
<th>AI Clear 24Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Stop EEG acquisition</td>
</tr>
<tr>
<td>USB Commands Used</td>
<td>Unsigned long _UsbStop@0(void);</td>
</tr>
<tr>
<td>Description</td>
<td>Required for proper acquisition termination. If VI is terminated without using this function, EEG ADC unit may have to be re-booted to resume normal operation.</td>
</tr>
</tbody>
</table>

Table 3A.3.1. LabView intermediate-level DAQ VIs and USB DAQ functions from TNusb.DLL
3A.3.3. Status Messages

The FTD2XX.DLL driver has a series of status messages ranging from 0 to 17.

The TNusb.DLL driver wrapper has an additional series of status messages ranging from 256 to 263 and 999. All the status message definitions are listed below.

<table>
<thead>
<tr>
<th>Message</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FTD2XX.DLL Status Messages:</strong></td>
<td></td>
</tr>
<tr>
<td>FT_OK</td>
<td>0</td>
</tr>
<tr>
<td>FT_INVALID_HANDLE</td>
<td>1</td>
</tr>
<tr>
<td>FT_DEVICE_NOT_FOUND</td>
<td>2</td>
</tr>
<tr>
<td>FT DEVICE NOT OPENED</td>
<td>3</td>
</tr>
<tr>
<td>FT IO ERROR</td>
<td>4</td>
</tr>
<tr>
<td>FT_INSUFFICIENT_RESOURCES</td>
<td>5</td>
</tr>
<tr>
<td>FT_INVALID_PARAMETER</td>
<td>6</td>
</tr>
<tr>
<td>FT_INVALID_BAUD_RATE</td>
<td>7</td>
</tr>
<tr>
<td>FT_DEVICE_NOT_OPENED_FOR_ERASE</td>
<td>8</td>
</tr>
<tr>
<td>FT DEVICE NOT OPENED FOR_WRITE</td>
<td>9</td>
</tr>
<tr>
<td>FT FAILED TO WRITE_DEVICE</td>
<td>10</td>
</tr>
<tr>
<td>FT EEPROM_READ_FAILED</td>
<td>11</td>
</tr>
<tr>
<td>FT EEPROM_WRITE_FAILED</td>
<td>12</td>
</tr>
<tr>
<td>FT EEPROM_ERASE_FAILED</td>
<td>13</td>
</tr>
<tr>
<td>FT EEPROM_NOT_PRESENT</td>
<td>14</td>
</tr>
<tr>
<td>FT EEPROM_NOT_PROGRAMMED</td>
<td>15</td>
</tr>
<tr>
<td>FT INVALID_ARGS</td>
<td>16</td>
</tr>
<tr>
<td>FT OTHER_ERROR</td>
<td>17</td>
</tr>
</tbody>
</table>

| **TNusb.DLL Status Messages:**               |      |
| TN_DeviceNotOpen                             | 256  |
| TN_ParameterLimit                            | 257  |
| TN_BytesWrittenError                         | 258  |
| TN_DeviceAlreadyOpened                       | 259  |
| TN_NoDataAvailable                           | 260  |
| TN_NumAvailableBusy                          | 261  |
| TN_SYNCBytesNotFound                         | 262  |
| TN_AlreadyProcessing                         | 263  |
| TN_BufferOverRun                             | 999  |

Table 3A.3.1. Status Messages.
Message 999 indicates that the TNusb.DLL internal 2 million byte buffer has over flown. If this status message is received, no additional data can be read from the buffer before a new “start” command has been issued.
Appendix 3A.4. Electrode construction details.

Carbon fiber wires ("Fiber-Ohm;" Marktek, Inc., Chesterfield, MO), with 7 Ohms/inch resistance (276 Ohms/meter), were bonded to Gereonics Ag/Ag-Cl electrode bodies (Gereonics, Inc., Solana Beach, CA) using conductive epoxy (Circuit Works CW2400; Chemtronics, Kennesaw, GA). These electrode-to-wire connections were mechanically reinforced by using an adhesive sealant (Shoe Goo, Eclectic Products, Inc., Pineville, LA) to form a protective sheath around the conductive epoxy joint (Figure 3A.4.a). Electrode wires were arranged into a ribbon and then bonded together with a double-sided coating of RTV silicone (MG Chemicals 1015-85, MG Chemicals, Surrey, British Columbia, Canada), as shown in Figure 3A.4.b. A PCB adapter was constructed to provide connections between the 21-pin MIL-SPEC-83513 micro-D connectors (Figure 3A.4.d; Microdot 8-1532027-4, Tyco Electronics, Harrisburg, PA) and short segments of ribbon cable, which were then bonded to the carbon fiber wires using standard cable crimp connectors (Figure 3A.4.c; Gardner Bender 10-123, Gardner Bender, Milwaukee, WI).
Appendix 3A.5. Stimulus Timing Accuracy

Stimulus timing accuracy for a variety of hardware and software configurations were tested using a modified version of the NeuroBehavioral Systems Sound Card Latency Analyzer (SCLA) software distribution (release date ca. January 2004, NeuroBehavioral Systems, Carpinteria, CA). For many of the experimental protocols used in our laboratory, precise timing between fMRI acquisitions and stimulus delivery were desired. If the MRI system and Presentation system operate independently during a
scan, small systematic differences between the MRI system timing and Presentation timing could produce large accumulated timing errors during longer fMRI scans. To enforce precise timing between fMRI acquisitions and stimulus delivery, presentation scripts were developed to provide an external trigger to the MRI system via the parallel port. Since Presentation handles port output (i.e., triggers) with interrupts, there was concern that use of multiple trigger types (e.g., stimulus triggers vs. scan triggers) might influence stimulus timing. For this reason the SCLA testing protocol was modified to give insight into how different configurations of stimulus and scan triggers might influence timing accuracy. Three trigger configurations were tested, as illustrated in Figure 3A.5.1: (1) Sending only stimulus triggers and no scan triggers (NO_SCAN); (2) Sending stimulus and scan triggers simultaneously (SIMULTANEOUS); (3) Delaying stimulus triggers by 200 msec after scan triggers (STIM_DELAY). In addition, since specific computer configurations can influence timing, several hardware and software configurations were tested: (1) Different laptops (an IBM Thinkpad T40 running Windows XP vs. a Dell Latitude C610 running Windows 2000), (2) Different versions of Presentation (0.47 vs. 0.76), and (3) Different sound cards (laptop built-in sound or external Echo Indigo PCMCIA card).

Recording hardware were set up according to the suggested SCLA protocol, with one computer used to provide the stimuli, and another to record the stimuli and triggers using its audio input jack: a 1/8" stereo audio jack was connected to the line-in input of recording computer, with one channel set to the audio channel and the other tied to the Data0 pin of the presentation computer (Figure 3A.5.2). A 10 msec 2 KHz sine wave was used as the stimulus, with a stimulus trigger duration of 5 msec. Each
stimulus/stimulus-trigger/scan-trigger packet was presented at an interval of 500 msec, with 100 trials per experimental condition. The stimulus and trigger outputs were recorded as WAV files from the sound input port using the Windows sound recorder utility. The data were analyzed using Matlab (Mathworks, Natick, MA). Onset timing for stimuli and stimulus triggers were detected by thresholding (threshold value of 0.2 for data values ranging from -1 to +1), and the mean (delay) and standard deviation (jitter) were computed for the difference between stimulus time and stimulus trigger time for each experimental condition. These results are summarized in Table 3A.1. A number of important inferences can be made from these data:

1. Stimuli should be delayed relative to scan triggers if possible. Across all conditions, both average delay and jitter were orders of magnitude larger when scan and stimulus triggers were delivered simultaneously. When stimuli were delayed relative to scan triggers, delay and jitter values were similar to those without scan triggers.

2. Use of the Echo Indigo PCMCIA sound device added approximately 1 msec to the average delay compared with onboard sound devices, but jitter values remained similar when averaged across laptops and remained below 1 msec. Occasional sound stimulus events were omitted when using this card with Presentation 0.76, but this occurred only for ~1% of trials presented with this card and software version.
Table 3A.1. Average delay and jitter (std. dev.) values for different presentation hardware and software configurations. “CrystalWDM” and “SoundMAX” refer to chipsets for built-in laptop sound.

* = On these trials, sound stimuli were missing for 2, 4, or 1 out of 100 stimuli presented.
Figure 3A.5.1. Timing configurations for stimulus and scan triggers.

Figure 3A.5.2. Hardware connections for SCLA protocol.
Appendix 3A.6. Construction details for electrically-shielded acoustically-
attenuating electrostatic headphones

3A.6.1. Modification of sound attenuating earmuffs

Sound-attenuating earmuffs (Silenta Ergomax, Oy Silenta Ltd., Finland) were
modified to enclose the electrostatic headphone elements from a set of Koss ESP-950
headphones (Koss Corp., Milwaukee, WI). Internal molding posts and sharp edges were
filed down to prevent abrasion or damage to the headphone elements. An aperture was
cut at the bottom of each headphone enclosure, approximately 1.5 x 4.5 cm in
dimensions, to allow the electrical contacts of the electrostatic headphone elements to fit
inside the enclosure. A plastic box enclosure, approximately 2 x 5 x 5 cm in dimensions,
was fused to the aperture using hot melt glue to protect the electrical contacts of the
headphone elements. A ¼” hole was drilled in the outer aspect of each plastic box to
allow cabling to pass through. The ear-cushion ring assembly was modified by placing a
hard plastic mesh backing material (with ~1/8” holes) over the ear aperture, covering the
external (ear side) of the hard plastic mesh with speaker cloth. This modification was
made to prevent direct contact between the study subject and headphone elements. The
modified enclosure is shown in Figure 3A.6.1.

3A.6.2. Replacing stock cables with double-shielded cables

The electrostatic headphone elements were removed from a set of Koss ESP-950
headphones (Figure 3A.6.2). The first 6 feet of stock cable attached to the headphone
elements were replaced with double-shielded (braid over foil) computer cabling, taking
care to leave approximately 1 cm of both braid and foil shield exposed near the
headphone elements. The double-shielded cables were threaded through the holes in the sound-attenuating enclosures, and then re-connected with headphone elements according to the wiring chart shown in Figure 3A.6.3. An additional 6 feet of stock headphone cable was spliced to the double-shielded cabling to provide connection with the amplifier unit, with a small plastic junction box to protect the cable splicing (Figure 3A.6.4). Heyco strain relief connectors (Bolt Products, Inc., City of Industry, CA) were also used to reinforce the cable connections. The computer cable shield was extended along the length of the stock headphone cable with a single 14-AWG wire, to allow for termination to the amplifier shield (described below). The stock headphone cable and ground cable were bound together and protected by a spiral cable wrap attached to the junction box with hot melt glue (Figure 3A.6.4).

3A.6.3. Electrical insulation for electrostatic headphone elements

Large diameter shrink-tubing was used to insulate the electrical connectors of the headphone elements. A single layered thin plastic membrane was wrapped around each headphone element and sealed to the large diameter shrink tubing using double-sided tape. A small 1 x 1 cm piece of electrician’s tape was used to reinforce the thin plastic over the upper portion of the headphone element’s electrical connector that remained unprotected by the large diameter shrink tubing. These elements are illustrated in Figure 3A.6.5.

3A.6.3. Conductive mesh fabric shield for electrostatic headphone elements

The electrostatic headphone elements were shielded by placing a conductive fabric sock constructed from silver-coated sheer nylon (Less EMF Cat. #A209, Less EMF Inc., Albany, NY) over the headphone element. The conductive fabric was chosen for its
low resistivity (<5 Ohms/square) and low acoustic absorption. The conductive mesh sock was sewn together circumferentially, except for a small hole where connector wires were allowed to pass. The fabric sock was carefully terminated to the double-shielded computer cable using copper tape applied in two stages. First, the open end of the fabric sock was wrapped circumferentially around the inner foil shield, which was secured with a wrapping of copper tape. Second, the braid shield was distributed circumferentially around that first layer of copper tape, and then secured in place with a second layer of copper tape. The shielded electrostatic elements were carefully inserted into the earmuff enclosure, a thin ring of plastic foam was placed around the outside edge of the electrostatic element to prevent abrasions from the ear cushion, and the ear cushion was snapped into place. Heyco strain relief connectors were used to secure the double-shielded computer cable to the earmuff enclosure.

3A.6.4. Power, grounding, sound input, and amplifier shield connections

Power was provided by a single 9.6V 1800 mA-hour Ni-Cd battery (Radio Shack Corp., Fort Worth, TX). Since the battery is ferromagnetic, it was kept outside the shielded room and brought in through the penetration panel through an unfiltered BNC port, connecting the positive terminal of the battery to the BNC signal conductor and the negative terminal of the battery to the BNC shield. In this way the power reference of the headphone amplifier was connected to the shielded room reference. A copper mesh shield was constructed for the Koss amplifier system with a interconnect system to connect the headphone shield cable to the amplifier shield, which was in turn connected to the battery/shielded-room reference. This arrangement is depicted in Figure 3A.6.6.
Sound was delivered using the 1/8” stereo jack at the front of the Koss amplifier unit, brought into the shielded room through a filtered DB-9 in the penetration panel.

Figure 3A.6.1. Sound-attenuating headphone enclosures: (a) Internal view with electrostatic headphone elements in place; (b) Plastic grille secured within ear cushion; (c) Detail of aperture and box for headphone element connectors; (d) External view of enclosures fully assembled.
Figure 3A.6.2. Extraction of electrostatic elements from Koss ESP-950 headphones: (a) Exposure and removal of enclosure screws; (b) Separation of enclosure halves; (c) Retainer ring and protective mesh; (d) Removal of retainer ring and protective mesh, revealing electrostatic element, which can be snapped out of enclosure.

Connector Numbering (facing pin connector):

<table>
<thead>
<tr>
<th>Pin #</th>
<th>Cable Color</th>
<th>Connection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Red</td>
<td>Right Inner Plate</td>
</tr>
<tr>
<td>2</td>
<td>Green</td>
<td>Right Outer Plate</td>
</tr>
<tr>
<td>3</td>
<td>Orange</td>
<td>Center Plate (R and L)</td>
</tr>
<tr>
<td>4</td>
<td>Yellow</td>
<td>Left Outer Plate</td>
</tr>
<tr>
<td>5</td>
<td>White</td>
<td>Left Inner Plate</td>
</tr>
</tbody>
</table>

(“Inner” = closest to ear, “outer” = farthest from ear)

Figure 3A.6.3. Wiring chart for re-connecting electrostatic headphone elements. Wire colors refer to colors of inner insulators of original Koss cabling.
Figure 3A.6.4. Junction box showing shielded cable strain relief with Heyco connectors and spiral wrap cable protection.

Figure 3A.6.5. Insulation for electrostatic headphone elements: Electrical connectors are protected by large-diameter shrink tubing (not shown); (a) Electrostatic element is sealed within thin single-layer plastic insulation and electrical tape is placed over conductors not covered by shrink tubing, illustrated by the arrow; (b) Edges of plastic insulation reinforced with electrical tape to protect against abrasion within headphone enclosure.
Figure 3A.6.6. Shield, ground, power, and audio inputs for modified Koss amplifier system.

3.7. References


Chapter 4

Adaptive filtering methods for removal of ballistocardiogram noise and motion artifacts

4.1. Introduction

Simultaneous recording of EEG and fMRI is an important, emerging tool in functional neuroimaging that combines the high spatial resolution of fMRI with the high temporal resolution of EEG. A fundamental limitation of this combined technique is the noise introduced in the EEG due to motion within the magnetic field, either from cardiac pulsation (ballistocardiogram) or from head movements (Huang-Hellinger et al., 1995). The ballistocardiogram noise obscures EEG activity at alpha frequencies (8-13 Hz) and below, with amplitudes sometimes in excess of 150 μV at 1.5 T field strength, much larger than the alpha waves seen in most subjects (~ 50μV). Head rotations and translations, present in longer recordings or in recordings of patients with certain neurological disorders, result in even larger disturbances to the EEG. In evoked-potential studies, these large-amplitude disturbances result in rejection of epochs, increasing the duration of such experiments due to lost data, and making recordings from subjects who
possess large ballistocardiogram waveforms practically impossible. In EEG-fMRI studies of epilepsy, it is essential to have clinically interpretable EEG from which to identify epileptic spikes, either in real-time for spike-triggered studies (Huang-Hellinger et al., 1995), or in post-processing to generate hemodynamic response waveforms for fMRI analysis (Lemieux et al., 2001). Ballistocardiogram and motion-induced noise can make these epileptic events difficult to detect with precision. In sleep or anesthesia studies, identification of delta (0.5-4 Hz) and alpha waves is essential (Portas et al., 2000; Rampil, 1998), yet the ballistocardiogram artifact directly obscures these frequency ranges. Because these sources of noise are the direct result of electromagnetic induction within the static magnetic field, the problem becomes worse at higher field strengths such as 3, 4, or 7T.

One method for removing the ballistocardiogram noise is to subtract an average ballistocardiogram template created from the EEG data itself (Allen et al., 1998; Sijbersa et al., 2000), using a limited window of past data to construct the averaged waveform. This template subtraction method relies heavily on accurate ECG peak detection: If ECG peak detection is inconsistent, accurate subtraction templates cannot be formed, and furthermore time epochs from which to subtract the template cannot be correctly identified, resulting in large residual noise signals. At higher field strengths such as 3, 4 or 7 Tesla, ECG recordings become increasingly difficult to record cleanly. Chest motion from respiration, chest vibration from cardiac pulsation, and Hall-effect artifacts from aortic flow produce signal artifacts that distort and obscure the R-wave. Furthermore, the “average-waveform” method cannot remove motion artifacts, and would be cumbersome to implement in real-time, which limits its potential usefulness in
EEG-triggered MRI applications. ICA-based methods have been developed recently to remove ballistocardiogram artifacts (Srivastava et al., 2005), but these methods are designed for short epochs of data, primarily for ERP studies, and are not suitable for continuous recordings for sleep, epilepsy, or anesthesia. Furthermore, if the EEG signals of interest are similar in amplitude to the ballistocardiogram noise, separation of independent signal components over noise components can be problematic, since noise components can no longer be identified solely by their large amplitudes.

In this chapter, we present a method for adaptive noise cancellation of the ballistocardiogram artifact employing a novel motion sensor system that functions robustly at 1.5, 3, and 7T. The proposed method is capable of removing both ballistocardiogram and motion-induced noise simultaneously in a way that lends itself naturally to real-time implementation. We demonstrate its efficacy in recordings and simulation studies in the static magnetic field or during interleaved EEG-fMRI at 1.5, 3 and 7T field strengths.

4.2. Materials and Methods

4.2.1 Overview of EEG-fMRI recordings

To evaluate the performance of our algorithm, we collected EEG data sets containing alpha waves, VEPs, and head motion, within the static magnetic field, during interleaved EEG/fMRI scanning at 1.5, 3, and 7 T (Siemens, Erlangen, Germany), and at earth magnetic field strength outside the MRI. In addition, we collected anatomic MRI images to confirm that the novel motion sensing hardware did not introduce imaging
artifacts. All study subjects provided informed consent in accordance with Massachusetts General Hospital policies (MGH IRB numbers 1999-P-010946/1 and 2002-P-001703).

4.2.1.a. EEG Acquisition

EEG recordings were performed at 3 and 7T using a 24-bit electrophysiological recording system featuring low noise and high dynamic range to prevent saturation during imaging, with a sampling rate of 957 Hz and a bandwidth of DC to 500 Hz. Data were displayed, recorded, and integrated with stimulus triggers using data acquisition software written in the LabView development environment (National Instruments). For 3T recordings, EEG electrodes were placed in adjacent bipolar pairs along a coronal plane (M2→T8, T8→C6, C6→C4, C4→Cz, Cz→C3, C3→C5, C5→T7, T7→M1) using Ag/Ag-Cl electrodes featuring a plastic housing (Gereonics, Inc., Solana Beach, CA) bonded to carbon fiber wires (“Fiber-Ohm” wires with 7 ohms/inch resistance; Marktek, Inc., Chesterfield, MO) with conductive epoxy. For 7T recordings, EEG was recorded using a 32-channel EEG cap featuring resistive EEG leads made from conductive inks printed onto flex-circuit material (Vasios et al., 2005), with a referential montage featuring a single reference on the left mastoid. EEG was recorded at 1.5 T using a 32-channel OptiLink EEG system (Neuro Scan Labs, Sterling, VA), amplified using SynAmps (Neuro Scan Labs), acquired using Scan 4.1 software at a rate of 1000 Hz with a bandwidth of 0.5 Hz to 35 Hz, using a 32-channel MRI compatible Quickcap (Neuro Scan Labs) modified to provide a short-chained bipolar montage (Schomer et al., 2000).

4.2.1.b. Motion Sensor Recordings

To provide a reference signal for adaptive noise cancellation, a set of motion sensors were constructed from Murata PKM11-4A0 piezo-electric sensors (Murata
Electronics North America, Inc., Smyrna, GA), replacing soldered metallic leads with carbon fiber leads (Marktek) bonded with conductive epoxy. To maximize mechanical coupling to the cardiac pulsation of the head, sensors were placed in the vicinity of the temporal artery, held in position either by tape, surgical netting, or the EEG cap material, with light pressure applied using small cushions placed between the head coil and the subject’s head. Motion sensor signals were acquired using the same amplification and acquisition system as the EEG.

4.2.2. Signal Processing Methods

4.2.2.a. Adaptive Filtering

We model the recorded EEG signal $y_t$ as the sum of a noise signal $n_t$ containing motion and ballistocardiogram components and a “true” underlying EEG signal $v_t$:

$$y_t = n_t + v_t$$  (4.1)

The relationship between the noise signal $n_t$ and the motion sensor signal $u_t$ is represented by a linear time-varying finite impulse response (FIR) model $x_t[k]$,

$$n_t = \sum_{k=0}^{N-1} x_t[k] u_{t-k} = u^T_t x_t$$  (4.2)

where $N$ is the order of the FIR kernel. The dynamics of the FIR system are modeled as a random walk

$$x_t = x_{t-1} + w_t$$  (4.3)

where $w_t$ represents a random state noise. We model the underlying EEG signal $v_t$ and state noise $w_t$ as independent jointly-Gaussian processes.
Given the observed signal $y_t$, reference signal $u_t$, and the noise variances $\sigma_v^2$ and $\sigma_w^2$, we estimate the terms of the FIR model recursively using the Kalman filter (Anderson and Moore, 1979; Haykin, 2002), discussed briefly in Appendix 4A. We use the prediction estimates $\hat{x}_{t|t-1}$ at each step to estimate the noise term $n_t$,

$$\hat{n}_t = u_t^T \hat{\chi}_{t|t-1},$$ \hspace{1cm} (4.5)

recovering an estimate of the true signal $\hat{v}_t$,

$$\hat{v}_t = y_t - \hat{n}_t.$$ \hspace{1cm} (4.6)

For studies at 1.5 T, signals were downsampled by a factor of 10 to 100 Hz prior to adaptive filtering. For studies at 3 and 7 T, signals were downsampled by a factor of 8 to approximately 120 Hz. Computational details are overviewed in Appendix 4A.

4.2.2.b. Adaptive Filter Parameter Estimation

The noise variances $\sigma_v^2$ and $\sigma_w^2$ are unknown parameters and must be set properly for effective adaptive filtering and noise cancellation. An EM algorithm (McLachlan and Krishnan, 1997) was developed to estimate these variances from a short segment of data (~17 sec) for each channel of EEG. The FIR filter components $x_t$ were treated as the unobserved component of a complete data likelihood consisting of both $x_t$ and $y_t$, parameterized by $\sigma_v^2$ and $\sigma_w^2$. The conditional expectations in the E-step of the EM algorithm were computed using the fixed-interval smoother (Appendix 4B). The derivation of the EM algorithm is presented in Appendix 4C.
4.2.2.c. Motion Sensor Selection Using Coherence Estimation

The performance of the adaptive noise cancellation algorithm depends strongly on the quality of the motion sensor reference signal. Poor mechanical contact with the study subject’s head can result in a noisy or low-amplitude motion signal, and physical damage to the piezoelectric element from repeated use can also reduce motion signal quality. In practice, 2 to 4 motion sensors are used for every recording to ensure that an adequate motion signal was available for every recording. Motion sensor signal quality was assessed by examining the coherence between the motion signal and EEG channels of interest. The coherence $C_{yy}(\omega)$ quantifies the correlation between the signals $u_t$ and $y_t$ as a function of frequency (Priestley, 1982), and is defined as

$$C_{yy}(\omega) = \frac{|P_{uy}(\omega)|^2}{P_{uu}(\omega)P_{yy}(\omega)}$$  (4.7)

where $P_{uy}(\omega)$ is the cross-spectral density, and $P_{uu}(\omega)$ and $P_{yy}(\omega)$ are the power spectral densities of $u_t$ and $y_t$. The coherence assumes values between 0 and 1 and can be thought of as a frequency-specific correlation coefficient. A large coherence between $u_t$ and $y_t$ at a given frequency indicates that there is a strong linear correlation between $u_t$ and $y_t$ at that frequency, while a small coherence suggests the opposite. Since the coupling between motion and ballistocardiogram is modeled as a linear relationship, the coherence in frequency bands with large ballistocardiogram noise should be predictive of adaptive filter performance. As a diagnostic metric, the coherence was useful for identifying misplaced or malfunctioning motion sensors during baseline recordings prior to fMRI scanning, and for selecting the best motion signal to use in adaptive filtering for a given EEG channel. The coherence method was estimated using a multi-taper method.
in order to precisely control the bandwidth of the spectral estimates (set to < 1 Hz in practice) (Percival and Walden, 1993). Computational details for coherence estimation are provided in Appendix 4D.

4.2.2.d. Performance Calculations

The most commonly used metric of adaptive filter performance is the residual mean-squared error (MSE) (Haykin, 2002):

\[
MSE = \sum_i (y_i - \hat{n}_i)^2.
\]  

(4.8)

While the MSE is convenient both computationally and analytically, in practical applications it can misrepresent filter performance: Filters that remove both "true" signal components as well as noise components will have a lower MSE than those that remove only noise components while preserving "true" signal components. An alternative is to quantify improvements in signal-to-noise (SNR) where the true underlying signal is known. This can be accomplished by analyzing simulated data sets where a known signal is added to resting-state EEG data containing ballistocardiogram artifacts.

For an oscillatory signal that modulates between periods of full amplitude ("ON") and zero amplitude ("OFF"), we define the signal to noise as

\[
SNR(\omega) = \frac{\overline{P_{ON}}(\omega)}{\overline{P_{OFF}}(\omega)},
\]

(4.9)

where \(\overline{P_{ON}}(\omega)\) represents the average power spectrum in the signal when the oscillatory signal is ON, and \(\overline{P_{OFF}}(\omega)\) represents the average power spectrum in the signal when the oscillatory signal is OFF. To calculate the SNR in a specific frequency band \(\Omega\), we compute the SNR in-band as:
where \( N_\Omega \) is the number of discrete frequency components within the band \( \Omega \). To assess filtering performance, we compare the SNR before and after filtering and compute the SNR gain in the band \( \Omega \) as:

\[
G_\Omega = \frac{SNR_\Omega \text{(BEFORE FILTERING)}}{SNR_\Omega \text{(AFTER FILTERING)}}.
\]

### 4.2.3. Simulation Studies

#### 4.2.3.a. SNR Performance Comparison Using Resting State EEG with Sinusoidal Test Signals

For investigations related to sleep, anesthesia, and resting-state brain activity, EEG-fMRI studies are designed to estimate time-varying fluctuations in oscillatory power in the delta, theta, alpha, beta, and gamma bands and their relationship to BOLD responses (Goldman et al., 2002; Laufs et al., 2003a; Laufs et al., 2003b). Ballistocardiogram noise corrupts signals in the alpha band and below (< 12 Hz). To study the signal-to-noise performance of the adaptive filtering algorithm, sinusoidal test signals were added to resting state EEG data and SNR calculations were performed as described in Section 4.2.2.e. Resting state EEG data were collected from two study subjects inside the 3T scanner with simultaneous ECG to provide data for comparison with the subtraction method. Each study subject was asked to lay awake and motionless in the scanner for approximately 5 minutes with eyes open. ECG was recorded with an InVivo Magnitude MRI-compatible patient monitor using the InVivo Quattrode electrode system (InVivo Research, Orlando, FL). The ECG signal was acquired using a National
Instruments DAQCard 6024E 16-bit analog acquisition card, integrated and synchronized with 24-bit EEG acquisition using LabView.

For each of the two study subjects, two simulated data sets were created, one with an alpha-band signal (10 Hz) and another with a delta-band signal (3 Hz). Each test signal was modulated in an ON-OFF pattern, 8.5 seconds ON, 8.5 seconds OFF, with a total of 16 ON-OFF repeats over a total of 274 seconds. For each channel of each data set, filter parameters were estimated using the EM algorithm described in Section 4.2.2.b and Appendix 4C from the first 17 second ON-OFF period. The adaptive filter was then applied using the corresponding estimated filter parameters. The data were also analyzed using the subtraction method (Allen et al., 1998), as implemented in Brain Vision Analyzer 1.05 (Brain Products GMBH, Munich, Germany), using R-wave peak detection and a 0.21 second delay between R-wave peak and ballistocardiogram artifact.

The power spectra for each 8.5 second block were estimated using the multitaper method with a bandwidth of 1 Hz and smoothing parameter of NW = 4.28 (Percival and Walden, 1993) and were used to calculate $\overline{P}_{ON}(\omega)$ and $\overline{P}_{OFF}(\omega)$ for the adaptive filtered data, the subtraction method data, and the original ballistocardiogram data. The SNR in-band $SNR_{\Omega}$ and SNR gain $G_{\Omega}$ were then computed and compared.

4.2.3.b Simulations of epileptic activity within EEG data corrupted by head motion

Time-domain identification of epileptic spikes is another important objective for EEG-fMRI studies, both as a way of spike-triggering fMRI scans in real-time (Huang-Hellinger et al., 1995), or for identifying spikes in post-processing in order to generate hemodynamic response waveforms for fMRI analysis (Lemieux et al., 2001). Since epileptic spikes are usually large ($\sim 10^2$ uV) compared to ballistocardiogram, head
movement-related EEG artifacts pose a larger challenge for time-domain spike identification. To test the efficacy of the adaptive filtering algorithm in removing head movement artifacts from epileptic spiking data, simulated biphasic epileptic spikes (Nunez, 1995) with approximately 400 μV peak-to-peak amplitude and 100 msec duration were randomly added to EEG data recorded in the magnet containing head movement. The head movement data was generated by asking two subjects to lie quietly in the 1.5 T scanner with eyes open while nodding his or her head slightly (a few millimeters displacement) once every 7 to 10 seconds over a five-minute period.

4.2.4. Real data examples

4.2.4.a. Evaluation of Motion Signal Quality Using Coherence Estimates

A broken motion sensor was identified from repeated recordings where the sensor produced a periodic signal time-locked to the heart beat, but with an altered morphology and visibly reduced adaptive filter performance. Five minutes of resting state EEG data were recorded at 3T using this broken motion sensor on one side of the head, and a normally-functioning motion sensor on the other side of the head. This data set was used to evaluate the use of coherence estimates for motion sensor selection and quality control. Adaptive filtering was performed on a single channel of EEG, using the broken motion sensor in one case, and the normal motion sensor in another. The power spectra of the original EEG data, filtered data using the broken sensor, and filtered data using the normal sensor were estimated using the multitaper method with a bandwidth of 1 Hz and a smoothing parameter NW of 8.5. Coherence spectra between the EEG data and each motion sensor were also calculated using identical multitaper parameters.
4.2.4.b. Visual EEG-fMRI

Visual evoked potential (VEP) measurements were performed at 1.5T during interleaved fMRI. A set of control VEP data was also recorded at earth magnetic field strength. Visual stimuli consisted of 15 seconds of a full-field black and white checkerboard pattern reversing at 2 Hz, followed by 15 seconds of uniform gray field, with a 100-msec jitter. In all conditions, a central fixation spot was present. The 10x10-checkerboard pattern (25° × 25°) was rear-projected by a LCD projector, through a collimating lens onto an acrylic screen (40° × 25°). An SGI-O2 workstation generated the visual stimulus and sent synchronized triggers to the scanner and to the SynAmps to tag the stimulus events for subsequent binning, temporal epoching and averaging. Epoch selection was performed by comparing the maximum voltage excursion of each epoch for each active channel to the ±50 μV threshold level, rejecting epochs that exceeded this threshold.

Anatomical MRI was performed using a quadrature birdcage receive-only head coil on a 1.5 T scanner. For each subject, three whole-head acquisitions were collected using a T1 weighted 3D-SPGR (TR/TE = 24 ms/8 ms) sequence with 124 slices, 1.3 mm thick (matrix size 256×192, FOV 25 cm). Functional MRI was performed with the same 1.5 T scanner and head coil used for the anatomical MRI acquisition. The first echo planar imaging (EPI) sequence was a T1-weighted spin-echo inversion recovery (TR/TE/T1 = 2s / 20 ms / 800 ms) used to acquire 10 slices (7 mm-thick, 1 mm gap, 1.56 mm × 1.56 mm in-plane resolution) oriented perpendicular to the calcarine fissure. These images were later used to coregister the functional data with the subject’s anatomical MRI set. Functional MRI data were acquired from those same slices using a gradient
echo sequence (TE/TR = 50 ms/1000 ms) with the same slice thickness and gap, but 3.1 mm × 3.1 mm in-plane resolution. EEG and fMRI were interleaved in alternating 30-second blocks of EEG followed by 30-seconds of continuous fMRI, with each 30-second block consisting of a 15-second fixation period and a 15-second flashing checkerboard period. Each EEG/fMRI run lasted 15 minutes, with two runs per subject. Two subjects were studied using this paradigm.

4.2.1.d. Alpha Wave Recordings

To record alpha waves, subjects were instructed to lie quietly in the magnet with eyes open for 10 seconds, followed by 20 seconds with eyes closed (Nunez, 1995). To produce an adequate visual stimulus during the eyes open segment, the lights in the room and within the magnet bore were turned on throughout the experiment. This paradigm was repeated over a 3-minute (1.5 T) or 4-minute (7 T) period to produce several alpha wave epochs. Additional alpha wave recordings were made outside the scanner (1.5 T) using the same paradigm. Five subjects were studied at 1.5 T and 4 subjects at 7 T.
4.3. Results

4.3.1. Simulation Studies

4.3.1.a. SNR Performance Comparison: Adaptive Filtering Improves SNR in-band by up to 676%

SNR gain calculations for both the adaptive filter and the subtraction method are presented in Table 4.1 for each channel of each data set studied. In some instances the adaptive filter produced small reductions in SNR (Worst case: Subject 2, channel C4→Cz, \( G_a = 0.78 \)), but the overwhelming effect of the filter was to improve SNR in-band by a large proportion, with greater than 600% improvement in some cases. Inspection of power spectra before and after filtering in cases with low SNR gain showed that these channels possessed low noise power in the frequency bands being studied, while those with high SNR gain had high noise power in those bands. In contrast, the subtraction method produced smaller improvements in SNR gain, with a maximum SNR improvement of 68%. In a large number of cases, the subtraction method reduced SNR in band by a large fraction (up to -64%). Visual inspection of ECG traces for these channels showed that poor performance could be attributed directly to mis-identification of ECG peaks, resulting in inaccurate estimation of ballistocardiogram template waveforms, as well as subtraction of those templates from inappropriate epochs of the data. Figure 4.1 illustrates the performance of both methods in time-frequency domain, showing spectrograms of simulated delta signals (Subject 1, channel M2→T8) before and after processing with both the adaptive filter and the subtraction algorithm. Prior to filtering, the delta-band test signal is difficult to identify, but after adaptive filtering, it is easy to discern, with a clear improvement in SNR in-band. The subtraction method
improves SNR over some segments of the test data, but fails to improve SNR in other sections, resulting in poor overall performance.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Subject 1 Alpha Waves</th>
<th>Subject 2 Alpha Waves</th>
<th>Subject 1 Delta Waves</th>
<th>Subject 2 Delta Waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR Gain</td>
<td>Adaptive Filter</td>
<td>0.93</td>
<td>1.44</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>Subtraction Alg.</td>
<td>0.36</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>0.93</td>
<td>1.44</td>
<td>1.78</td>
</tr>
<tr>
<td>Max</td>
<td></td>
<td>2.68</td>
<td>2.50</td>
<td>1.66</td>
</tr>
<tr>
<td>Min</td>
<td></td>
<td>0.36</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>SNR Gain</td>
<td>Adaptive Filter</td>
<td>3.53</td>
<td>2.55</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>Subtraction Alg.</td>
<td>1.02</td>
<td>0.94</td>
<td>0.90</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td>2.00</td>
<td>1.95</td>
<td>1.98</td>
</tr>
<tr>
<td>Max</td>
<td></td>
<td>3.53</td>
<td>2.55</td>
<td>1.99</td>
</tr>
<tr>
<td>Min</td>
<td></td>
<td>0.36</td>
<td>0.71</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 4.1. SNR Gain Comparison of Adaptive Filter vs. Subtraction Method.
Figure 4.1. Performance comparison of adaptive filter with template subtraction method, using spectrograms of simulated delta signals (Subject 1, channel M2→T8). A 10 uV simulated delta-band signal (3 Hz) was added to resting-state EEG data in an 8.5-second ON, 8.5-second OFF pattern. Prior to filtering (top), the delta-band test signal is difficult to identify, but after adaptive filtering (middle), it is easy to discern, with a clear improvement in SNR in-band. The subtraction method (bottom) improves SNR over some segments of the test data, but fails to improve SNR in other sections, resulting in poor overall performance.
4.3.1.b. Adaptive Filtering Can Recover Epileptic Spikes from Movement-Corrupted EEG Data

The adaptive filter can also be used to remove gross motion-artifacts on the EEG to reveal hidden simulated epileptic spikes, as demonstrated in Figure 4.2. Prior to adaptive filtering, the simulated epileptic spikes are hidden by head movement artifacts, but after filtering, the hidden spikes are recovered, as indicated by the arrows.

Figure 4.2. Adaptive filtering of movement artifacts in simulated epileptic spiking data. The adaptive filter can be used to remove gross motion-artifacts on the EEG to reveal hidden simulated epileptic spikes. Simulated biphasic epileptic spikes with approximately 400 μV peak-to-peak amplitude and 100 msec duration were randomly added to EEG data recorded in the magnet containing head movement. The head movement data was generated by asking two subjects to lie quietly in the 1.5 T scanner with eyes open while nodding his or her head slightly once every 7 to 10 seconds over a five-minute period. Prior to adaptive filtering (top), the simulated epileptic spikes are hidden by head movement artifacts, but after filtering (bottom), the hidden spikes are recovered, as indicated by the arrows.
4.3.2. Real Data Examples

4.3.2.a. Coherence Estimates Predict Adaptive Filtering Performance

Coherence estimates can be used to select motion sensors for use in adaptive noise cancellation, identifying both good and bad motion sensors, as illustrated in Figure 4.3. The broken ("bad") motion sensor shows a noticeable band of low coherence centered at 3 Hz (middle), a frequency that contains a substantial amount of ballistocardiogram noise power (top), as shown in the EEG power spectrum. In contrast, the "good" motion sensor has high coherence through the ballistocardiogram band (middle). Residual power after adaptive filtering with the "bad" motion sensor reveals a large residual peak centered at 3 Hz, while the good motion sensor had negligible residual power at this frequency (bottom). Inspection of the time-domain residuals shows the large low-frequency residual noise present after filtering with the "bad" motion sensor (Figure 4.4). These calculations demonstrate that coherence estimates can predict adaptive filtering performance and can be used to select motion sensors for noise cancellation, and to diagnose potential problems with motion sensor placement prior to commencing an EEG-fMRI scan.
Figure 4.3. Coherence estimates of motion signal quality. A broken motion sensor was identified from repeated recordings where the sensor produced a periodic signal time-locked to the heart beat, but with an altered morphology and visibly reduced adaptive filter performance. Five minutes of resting state EEG data were recorded at 3T using this broken motion sensor on one side of the head, and a normally-functioning motion sensor on the other side of the head. The broken ("bad") motion sensor shows a noticeable band of low coherence centered at 3 Hz (middle, dotted line), a frequency that contains a substantial amount of ballistocardiogram noise power (top), as shown in the EEG power spectrum. In contrast, the "good" motion sensor has high coherence through the ballistocardiogram band (middle, solid line). Residual power after adaptive filtering with the "bad" motion sensor reveals a large residual peak centered at 3 Hz, while the good motion sensor had negligible residual power at this frequency (bottom).
Figure 4.4. Coherence estimates predict adaptive filtering performance in time domain. Inspection of time-domain residuals show the large low-frequency residual noise present after filtering with the “bad” motion sensor (broad dotted line) compared with the “good” motion sensor (solid line).

4.3.2.b. VEPs Recorded During Interleaved EEG-fMRI Are Comparable to VEPs Recorded Outside The Magnet; Motion Sensors Produce No Visible MRI Artifacts

Figure 4.5 provides examples of visual evoked potentials taken during interleaved EEG/fMRI at 1.5 T (right side) and outside the MRI under normal conditions (left side). The first row presents the potentials of the five bipolar occipital channels used in this study (P3→O1, Pz→Oz, P4→O2, CP3→P3, CP4→P4). Equipotential plots of all the 32-channels are displayed in the second row, after transformation to a referential montage (denoted by black dots). Both the VEP waveforms and equipotential plots show good agreement between data collected inside and outside the magnet. The individual differences in peak onset and amplitude can be explained by the small differences in stimulus presentation (i.e., contrast, size, and luminosity) and brain state (i.e., state of
arousal, supine vs. sitting position). Note that the major positivity is concentrated over the right hemisphere, which is a common finding (Blumhardt et al., 1979). Our studies on human subjects indicate that no MR image artifacts are visible when using the proposed piezoelectric motion sensor (Figure 4.6).

Figure 4.5. An example of visual evoked potentials (VEPs) collected outside the magnet (left column) and during an interleaved EEG/fMRI study (right column) from the same subject. On the top are the potentials of the five bipolar occipital channels used in this study. Below are the equipotential plots of all the 32-channels, after transforming them back into a referential montage. The map collected outside the magnet (bottom left) is shown at the 168 ms maximum peak (P4→O2) and the map collected during interleaved EEG/fMRI (bottom right, same colorbar) is shown at the 164 ms maximum peak (P4→O2). The similarity in both VEP waveforms and equipotential plots suggests that the adaptive filtering method does not alter the true underlying EEG signal.
Figure 4.6. (a) The piezoelectric-transducer (muRata Inc., PKM11-4A0) with a silicon filling to reduce its sensitivity to acoustic noise. (b) The motion sensor was placed on the temporal artery. The motion sensor does not produce any visible artifact on the EPI T1-weighted (c) images and the T2*-weighted (d) images.

4.3.2.c. Adaptive Filtering Recovers Alpha Waves Recorded at 1.5 and 7 T

Raw EEG data collected outside the magnet during the eyes open/closed experiment are presented in Figure 4.7, for bipolar channel Pz→Oz. Figure 4.8 shows identical recordings from inside the 1.5T static field: during the initial 5 seconds the subject was instructed to have open eyes and during the last 5 seconds the eyes were closed. The adaptive filtered EEG traces (middle) unlike the raw traces (top) clearly show the presence of alpha waves (8-13 Hz). The bottom trace shows the motion sensor signal. In time-frequency domain the presence of alpha activity is even easier to detect in both the spectrograms of the filtered and non-filtered data (Figure 4.9). As in the simulation studies, adaptive filtering is able to improve signal to noise in band (top). Figure 4.10 shows alpha waves in time domain from channel P4→P8 from a recording at 7 T, before (top) and after (bottom) adaptive filtering. Figure 4.11 shows an EEG channel (T8→P8) with alpha waves at 7 T where ballistocardiogram noise substantially overlaps the alpha band in time-frequency, obscuring the eyes open, eyes closed pattern. Adaptive filtering recovers the eyes open, eyes closed pattern, producing a 60% increase in SNR in-band for the indicated time intervals.
Figure 4.7. (Top) Fragment of raw EEG data collected outside the magnet during an eyes open/closed experiment. (Bottom) Spectrogram of the entire experiment collected using the bipolar channel Pz→Oz. Alpha activity is observed during three 20 sec periods of the eyes closed.
Figure 4.8. (Top) Raw EEG data collected inside the 1.5T static field during an eyes open/closed experiment from bipolar channel Pz→Oz. (Middle) Filtered EEG data that clearly shows the alpha waves present during the eyes closed condition. (Bottom) Output of the piezoelectric motion sensor shows ballistocardiogram activity.
Figure 4.9. Spectrogram of the EEG with (right) and without (left) adaptive filtering during an eyes open/closed experiment from bipolar channel Pz→Oz recorded inside a 1.5T static field. The average amount of noise power removed by the adaptive filter in any 30 sec (i.e., a full cycle of eyes open/closed) window was approximately 70 dB. Note that the noise cancellation algorithm is capable of improving the SNR of the signal both inside and outside the alpha band (8-13 Hz).
Figure 4.10. Alpha wave recordings at 7T in time domain from channel P4→P8 before (top) and after (bottom) adaptive filtering. After filtering, the alpha waves present before the subject opens his or her eyes (arrow) are readily visible.
Figure 4.11. A time-frequency representation of alpha waves at 7T shows an EEG channel (T8→P8) where ballistocardiogram noise substantially overlaps the alpha band, obscuring the eyes open, eyes closed pattern. Adaptive filtering recovers the eyes open, eyes closed pattern, producing a 60% increase in SNR in-band for the indicated (*) time intervals.
4.4. Discussion

A number of methods have been proposed for ballistocardiogram artifact reduction. Template subtraction methods (Allen et al., 1998; Sijbersa et al., 2000) use ECG peak markers to identify temporal epochs containing heartbeats, and construct an average ballistocardiogram template waveform from the EEG that is subtracted from the EEG for each heartbeat interval. These methods are similar to the adaptive noise cancellation method proposed in this chapter in that they employ an external reference signal to inform the artifact removal process, but the reference signal and its processing are different. The SNR performance calculations presented in Section 4.3.1.a demonstrates that the adaptive filtering technique is able to provide much larger SNR gains than the subtraction method, by a margin of over 600% in some cases. Furthermore, in many cases, the subtraction method resulted in substantial reductions in SNR, by up to -64%. The poor performance of the subtraction method can be directly attributed to the difficulties associated with ECG acquisition and peak detection in the high field 3 T MRI environment. The template subtraction algorithms are highly sensitive to ECG peak mis-specifications: For instance, for an individual ECG epoch, if peak detection is translated by as little as +/- 50 msec (the half-period of a 10 Hz alpha wave), the ballistocardiogram noise in the alpha band can actually increase for that epoch. At higher field strengths such as 3, 4 or 7 T, ECG recordings become increasingly difficult to record cleanly. Chest motion from respiration, chest vibration from cardiac pulsation, and Hall-effect flow artifacts, most likely from aortic flow, produce signal artifacts that distort and add noise to the ECG signal. Peak detection on noisy or
distorted ECG signals is prone to failure, since the usual ECG morphology recognized by peak detection algorithms is no longer present. Furthermore, peak detection algorithms require estimates of signal slopes or derivatives, which are inherently sensitive to noise. The adaptive noise cancellation algorithm presented here suffers from none of these shortcomings, and has the added benefit that it is able to remove head movement artifacts in addition to ballistocardiogram.

The inherent physical and signal processing limitations associated with ECG acquisition and peak detection during MRI argue strongly in favor of motion-based adaptive filtering over ECG-based template subtraction for high field EEG-fMRI. In addition to these fundamental reasons, there are also practical reasons for choosing the motion-based adaptive filtering method presented here. During experimental studies, whether ECG or motion signals are being recorded, it is often difficult to ascertain whether the acquired reference signal is of adequate quality for artifact correction. The coherence estimation technique presented in Section 4.2.2.c provides a simple diagnostic tool for assessing motion sensor quality during experimental recordings from a short segment of baseline data. If the motion sensors have poor low-frequency coherence, the sensors can be re-positioned to provide better mechanical transduction, closer to the temporal arteries if necessary, or replaced if they are broken prior to functional scanning. No equivalent diagnostic tool exists for ECG-based methods, and even if such a tool did exist, improving ECG peak detection during the experimental recording session might not be possible, since ECG artifacts are tied directly to the fundamental physical constraints of the MRI static magnetic field. In post-processing, ECG peak detection failures would require time-consuming manual editing of ECG markers. In contrast, given a suitable
motion sensor, the adaptive filtering method requires no manual tuning, since its parameters can be estimated automatically from a short segment of data using the EM algorithm presented in Section 4.2.2.b and Appendix 4C.

Beyond template subtraction methods, other authors have proposed methods that attempt to remove ballistocardiogram artifacts directly from the EEG without the use of a reference signal of any kind, either by using a wavelet basis decomposition (Kim et al., 2004), or with an ICA decomposition (Srivastava et al., 2005). Both methods suffer from the problem that ballistocardiogram artifacts and the true underlying EEG signals occupy overlapping portions of time-frequency space, and are therefore difficult to separate without an external reference signal, particularly if the amplitudes of the signal and noise are similar (e.g., alpha waves, sleep induced delta waves, anesthesia induced burst-suppression patterns). The ICA-based methods have been developed for short epochs of data, primarily for ERP studies, and are not suitable for continuous recordings for sleep, epilepsy, or anesthesia. Given the low cost and simplicity of motion and ECG recordings, these reference-free methods should only be considered in cases where a motion or ECG reference are unavailable or of insufficient quality for noise cancellation.

4.5. Conclusions

In summary, we have developed a method for removing motion and ballistocardiogram artifacts using a novel motion sensor system combined with adaptive noise cancellation techniques. Adaptive filter parameters for each data set and channel are estimated using an EM algorithm that works on a short segment of EEG data, allowing for automatic filter parameter adjustment without manual tuning. We have also
developed a diagnostic technique based on coherence estimation for identifying motion signals to use with adaptive filtering, and to identify malfunctioning or badly placed motion sensors during EEG-fMRI experiments. We have demonstrated the efficacy of the method on recordings of alpha waves, VEPs, and head motion at 1.5, 3 and 7 T. Performance calculations from simulation studies show that the adaptive filter produces substantial improvements in SNR in-band, over 600% in some cases. In contrast, the subtraction method achieves much lower levels of SNR improvement (only 68% at maximum), and can actually reduce SNR in-band by a large percentage (up to -64% SNR).

Appendix 4A. A Random Walk Kalman Filter For Adaptive Noise Cancellation.

Given observations $y_t$, a reference signal $u_t$, and a random walk evolution for the state $x_t$, we have

$$x_t = x_{t-1} + w_t$$
$$y_t = u^T_t x_t + v_t$$

(4.12)

$$u^T_t = [u_t, u_{t-1}, \ldots, u_{t-(M-1)}]$$

(4.13)

$$\begin{bmatrix} w_t \\ v_t \end{bmatrix} \sim N\left(0, \begin{bmatrix} \sigma_w^2 I_M & 0 \\ 0 & \sigma_v^2 \end{bmatrix}\right)$$

(4.14)

$$x_0 \sim N(\mu_0, \Sigma_0)$$
$$\mu_0 = 0$$
$$\Sigma_0 = \delta^{-1} I_M$$

(4.15)
where $M$ is the number of FIR components in the adaptive filter. The Kalman filter provides a recursive estimate of both the state $\hat{x}_{t|t}$ and the associated error covariance matrix $\Sigma_{t|t}$ (Anderson and Moore, 1979):

\[
\hat{x}_{t|k} = E[x_t | Y_k]
\]
\[
\Sigma_{t|k} = E[(x_t - \hat{x}_{t|k})(x_t - \hat{x}_{t|k})^T | Y_k].
\] (4.16)
\[
Y_k = \{y_1, ..., y_k\}
\]

It can be divided into three steps: Initialization, prediction (time update), and filtering (measurement update):

**Initialization:**

\[
\hat{x}_{0|0} = \bar{x}_0 = 0
\]
\[
\Sigma_{0|0} = \Sigma_0 = \delta^{-1} I_M
\] (4.17)

**Prediction (Time Update):**

\[
\hat{x}_{t|t-1} = \hat{x}_{t-1|t-1}
\]
\[
\Sigma_{t|t-1} = \Sigma_{t-1|t-1} + \sigma_w^2 I_M
\] (4.18)

**Filtering (Measurement Update):**

\[
\hat{x}_{t|t} = \hat{x}_{t|t-1} + K_t (y_t - u_t^T \hat{x}_{t|t-1})
\]
\[
\Sigma_{t|t} = (I - K_t u_t^T) \Sigma_{t|t-1}
\]
\[
K_t = \Sigma_{t|t-1} u_t^T (u_t^T \Sigma_{t|t-1} u_t + \sigma_n^2)^{-1}
\] (4.19)

The prediction estimates $\hat{x}_{t|t-1}$ are used to achieve adaptive noise cancellation using the relations

\[
\hat{n}_t = u_t^T \hat{x}_{t|t-1},
\] (4.20)
\[
\hat{v}_t = y_t - \hat{n}_t.
\] (4.21)
where \( \hat{n}_t \) is the estimate of the ballistocardiogram artifact, and \( \hat{\nu}_t \) is the estimate of the true underlying EEG signal.

For 1.5 T studies, EEG signals were downsampled by a factor of 10 to 100 Hz before filtering, and the EEG signal was delayed by 10 samples (~0.1 sec) to account for any potential mechanical transduction delay in the motion sensor. At 3 and 7 T, the EEG was downsampled by a factor of 8 to approximately 120 Hz, with a 16 sample delay (~0.134 sec). In both cases, \( M = 80 \) filter taps were used for filtering, with an initial covariance weighting of \( \delta^{-1} = 1000 \).

Appendix 4B. A Fixed Interval Smoother For A Random Walk State Process

The fixed-interval smoother is a recursive algorithm based on the Kalman filter that provides estimates of a signal \( x_t \) whose dynamics are described by a linear state-space system, based on observations \( Y_N = \{y_1, ..., y_N\} \), with an associated error covariance matrix:

\[
\hat{x}_{t|N} = E[x_t | Y_N] \\
\Sigma_{t|N} = E[(x_t - \hat{x}_{t|N})(x_t - \hat{x}_{t|N})^T | Y_N] \tag{4.22}
\]

The smoothed estimates \( \hat{x}_{t|N} \) are acquired by first running the Kalman filter to obtain a sequence of filtered estimates \( \{\hat{x}_{t|N}\} \) for \( 1 \leq t \leq N \), and then using a recursive “backward” filter, initialized with \( \hat{x}_{N|N} \), to yield the smoothed estimates \( \hat{x}_{t|N} \). For the random walk state process described in Appendix 4A, the fixed interval smoothing equations are:
\( X_{t-1} = X_{t-1} + a_{t-1} (X_{t-1} - X_{t-1}) \)

\( \Sigma_{t-1} = \Sigma_{t-1} + a_{t-1} (\Sigma_{t-1} - \Sigma_{t-1}) A_{t-1}^T \).

(4.23)

A derivation of the fixed-interval smoother can be found in (Ansley and Kohn, 1982).

The covariance smoothing algorithm provides a simple expression for computing the one-step conditional cross-covariance from the conditional covariance (De Jong and Mackinnon, 1988):

\[ \Sigma_{t-1} = E[(X_{t-1} - X_{t-1})(X_t - X_t)^T | Y_N] = A_{t-1} \Sigma_{t-1} \]

(4.24)

Appendix 4C. An EM Algorithm For Kalman Adaptive Filter Parameter Estimation

Given the state-observer model described in Appendix 4A, the observed data are \( Y_N = \{y_N, \ldots, y_1\} \), while the complete data consist of \( Y_N \) and \( X_N = \{x_N, \ldots, x_0\} \). Define the parameter vector \( \theta = [\sigma_w^2, \sigma_v^2]^T \). We construct the complete data likelihood \( L_{c}(\theta; Y_N, X_N) \) as follows:

\[ p_{\theta}(Y_N, \ldots, y_1, x_N, \ldots, x_0) = p_{\theta}(Y_N, \ldots, y_1 | x_N, \ldots, x_0) p_{\theta}(x_N, \ldots, x_0) \]

(4.25)

\[ p_{\theta}(y_1 | x_t) = \frac{1}{(2\pi\sigma_v^2)^{1/2}} \exp \left( -\frac{1}{2} \frac{(y_1 - u_t^T x_t)^2}{\sigma_v^2} \right) \]

\[ p_{\theta}(x_t | x_{t-1}) = \frac{1}{(2\pi\sigma_w^2)^{1/2}} \exp \left( -\frac{1}{2} \frac{(x_t - x_{t-1})^T (x_t - x_{t-1})}{\sigma_w^2} \right) \]

(4.26)

\[ p_{\theta}(x_0) = \frac{1}{(2\pi\sigma_w^2)^{M/2}} \exp \left( -\frac{1}{2} \frac{x_0^T x_0}{\sigma_w^2} \right) \]
\[ \log L_c(\theta; Y_N, X_N) = -\frac{M(N+1)}{2} \log(2\pi\sigma_w^2) - \frac{N}{2} \log(2\pi\sigma_v^2) \]
\[ -\frac{1}{2\sigma_w^2} \sum_{i=1}^{N} (x_i^T x_i - 2x_i^T x_{i-1} + x_{i-1}^T x_{i-1}) - \frac{1}{2\sigma_v^2} \sum_{i=1}^{N} (y_i^2 - 2y_i u_i^T x_i + u_i^T x_i x_i^T u_i) - \frac{1}{2\sigma_w^2} x_0^T x_0 \tag{4.27} \]

We next derive the EM algorithm for this complete data likelihood.

E-step:

\[ Q(\theta; \psi) = E_{\psi} [\log L_c(\theta; Y_N, X_N) \mid Y_N] \]
\[ = -\frac{M(N+1)}{2} \log(2\pi\sigma_w^2) - \frac{N}{2} \log(2\pi\sigma_v^2) \]
\[ -\frac{1}{2\sigma_w^2} \sum_{i=1}^{N} (tr\{E_{\psi}[x_i x_i^T \mid Y_N]\} - 2(tr\{E_{\psi}[x_{i-1} x_i^T \mid Y_N]\}) + (tr\{E_{\psi}[x_{i-1} x_{i-1}^T \mid Y_N]\}) \tag{4.28} \]
\[ -\frac{1}{2\sigma_v^2} \sum_{i=1}^{N} (y_i^2 - 2y_i u_i^T E_{\psi}[x_i \mid Y_N] + u_i^T E_{\psi}[x_i x_i^T \mid Y_N] u_i) \]
\[ -\frac{1}{2\sigma_w^2} tr\{E_{\psi}[x_0 x_0^T \mid Y_N]\} \]

M-step:

\[ \frac{\partial Q(\theta; \psi)}{\partial \sigma_v^2} = -\frac{M(N+1)}{2} \frac{1}{\sigma_v^2} \]
\[ -\frac{1}{2(\sigma_v^2)^2} \sum_{i=1}^{N} (tr\{E_{\psi}[x_i x_i^T \mid Y_N]\} - 2(tr\{E_{\psi}[x_{i-1} x_i^T \mid Y_N]\}) + (tr\{E_{\psi}[x_{i-1} x_{i-1}^T \mid Y_N]\}) \tag{4.29} \]
\[ -\frac{1}{2(\sigma_v^2)^2} tr\{E_{\psi}[x_0 x_0^T \mid Y_N]\} = 0 \]
\[ \sigma_{v, \psi+1} = \frac{1}{M(N+1)} \sum_{i=1}^{N} (tr\{E_{\psi}[x_i x_i^T \mid Y_N]\} - 2(tr\{E_{\psi}[x_{i-1} x_i^T \mid Y_N]\}) + (tr\{E_{\psi}[x_{i-1} x_{i-1}^T \mid Y_N]\}) \]
\[ + \frac{1}{M(N+1)} tr\{E_{\psi}[x_0 x_0^T \mid Y_N]\} \tag{4.30} \]

\[ \frac{\partial Q(\theta; \psi)}{\partial \sigma_w^2} = -\frac{N}{2} \frac{1}{\sigma_w^2} - \frac{1}{2(\sigma_v^2)^2} \sum_{i=1}^{N} (y_i^2 - 2y_i u_i^T E_{\psi}[x_i \mid Y_N] + u_i^T E_{\psi}[x_i x_i^T \mid Y_N] u_i) = 0 \tag{4.31} \]
\[
\sigma_{v,k+1}^2 = \frac{1}{N} \sum_{t=1}^{N} (y_t^2 - 2y_t u_t^T E_{\theta_k} [x_t | Y_N]) + u_t^T E_{\theta_k} [x_t x_T^T | Y_N] u_t \tag{4.32}
\]

The conditional expectations can be computed using the fixed-interval smoother and its associated covariance algorithm using the following relations:

\[
\Sigma_{t|N,\theta_k} = E_{\theta_k} [(x_t - \hat{x}_{t|N})(x_t - \hat{x}_{t|N})^T | Y_N] = E_{\theta_k} [x_t x_T^T | Y_N] - E_{\theta_k} [x_t | Y_N] E_{\theta_k} [x_T^T | Y_N], \tag{4.33}
\]

\[
E_{\theta_k} [x_t x_T^T | Y_N] = \Sigma_{t|N,\theta_k} + E_{\theta_k} [x_t | Y_N] E_{\theta_k} [x_T^T | Y_N]
\]

\[
\Sigma_{t-1|t|N,\theta_k} = E_{\theta_k} [(x_{t-1} - \hat{x}_{t-1|N})(x_t - \hat{x}_{t|N})^T | Y_N] = E_{\theta_k} [x_{t-1} x_T^T | Y_N] - E_{\theta_k} [x_{t-1} | Y_N] E_{\theta_k} [x_T^T | Y_N]. \tag{4.34}
\]

\[
E_{\theta_k} [x_{t-1} x_T^T | Y_N] = \Sigma_{t-1|t|N,\theta_k} + E_{\theta_k} [x_{t-1} | Y_N] E_{\theta_k} [x_T^T | Y_N]
\]

Appendix 4D. Multitaper Coherence Estimation

Multitaper spectral estimation methods (Percival and Walden, 1993) were used to perform coherence estimation. Let \( w_{m,t} \) represent the \( m \)-th order discrete prolate spheroidal sequence with length \( N \) and unity-normalized half-bandwidth \( W \). An estimate of the coherence between two signals \( u_t \) and \( y_t \) can be calculated as
\[ C_{yy}(\omega) = \frac{|P_{yy}(\omega)|^2}{P_{uu}(\omega)P_{yy}(\omega)} \]

\[ P_{yy}(\omega) = \frac{1}{[2NW]-1} \sum_{m=0}^{[2NW]-2} \tilde{U}_m(\omega)\tilde{Y}_m^*(\omega) \]

\[ P_{uu}(\omega) = \frac{1}{[2NW]-1} \sum_{m=0}^{[2NW]-2} |\tilde{U}_m(\omega)|^2 \]

\[ P_{yy}(\omega) = \frac{1}{[2NW]-1} \sum_{m=0}^{[2NW]-2} |\tilde{Y}_m(\omega)|^2 \]

\[ \tilde{U}_m(\omega) = \sum_{t=0}^{N-1} \tilde{u}_{m,t} e^{-j\omega t} \]

\[ \tilde{Y}_m(\omega) = \sum_{t=0}^{N-1} \tilde{y}_{m,t} e^{-j\omega t} \]

\[ \tilde{u}_{m,t} = w_{m,t} u_t \]

\[ \tilde{y}_{m,t} = w_{m,t} y_{m,t} \]

4.6. References


Chapter 5
Simultaneous EEG-fMRI of the 40-Hz Auditory Steady State Response at 3 and 7 Tesla

5.1. Introduction

The 40-Hz auditory steady-state response (ASSR) is an auditory evoked potential related to sleep, consciousness, and anesthesia. The 40-Hz ASSR is reduced or eliminated by decreases in level of arousal (Picton et al., 2003), sleep (Cohen et al., 1991; Suzuki et al., 1994; Linden et al., 1985), and sedation or loss of consciousness under anesthesia (Plourde, 1996), and is also predictive of post-trauma coma survival (Serafini et al., 1994). The 40-Hz ASSR is not influenced by selective attention (Linden et al., 1987; Tiitinen et al., 1993) nor alerting nor orienting responses (Rohrbaugh et al., 1990), suggesting that the ASSR is highly specific for changes in level of arousal or consciousness. Understanding the mechanisms for generation and loss of the 40-Hz ASSR could provide insights into the mechanisms for sleep, anesthesia, and consciousness.
A common observation during functional imaging studies is that study subjects exhibit varying levels of arousal during the course of a study. Recently, studies by Goldman, et al. (Goldman et al., 2002), and Laufs, et al. (Laufs et al., 2003b; Laufs et al., 2003a) have recorded alpha waves in awake, resting study-subjects during simultaneous fMRI. Temporal changes in the level of alpha power during these studies reflected fluctuations in the study subjects’ level of arousal or drowsiness (Goldman et al., 2002), and were correlated with fMRI signals across widespread cortical networks thought to support alpha activity (Goldman et al., 2002) as well as default-mode neural activity (Laufs et al., 2003b). In this chapter, we present a simultaneous EEG-fMRI study where we observe spontaneous fluctuations in 40-Hz ASSR amplitude, and we relate these fluctuations to fMRI signal changes. If the observed fluctuations in 40-Hz ASSR reflect spontaneous endogenous fluctuations in state of arousal or consciousness, these studies may provide insight into the mechanisms for generation and consciousness-related modulation of the 40-Hz ASSR.

5.2. Materials and Methods

5.2.1. Study Subjects

A total of 19 normal healthy volunteers were studied. All study subjects provided informed consent in accordance with Massachusetts General Hospital policies (MGH IRB number 2002-P-001703). Eleven subjects were studied at 3T, with 3 studies excluded due to excessive motion artifacts in either EEG or MRI, while 8 subjects were studied at 7T.
5.2.2. Stimulus Presentation

Subjects were presented with either 30-second trains of 1-msec clicks at 40-Hz (3T only), or with 30-second trains of 12.5 millisecond noise bursts at 40-Hz (both 3T and 7T), in a 30-second stimulus ON, 30-second stimulus OFF pattern over a 15-minute run. Subjects for all 3T studies were instructed to lie quietly in the magnet while listening to the click or noise bursts with eyes open. For studies at 7T, study subjects were instructed to perform this same listening task while awake with eyes closed in approximately half of all trials at 7T, with eyes open in the remaining trials. For two noise burst studies at 3T, subjects were asked to identify a tone presented 10-seconds after the end of each 30 second noise burst. Presented tones were either 220 or 440 Hz, and subjects were asked to press a button in response to either tone. Due to the short duration of the tone, fMRI responses to the tone were not modeled or analyzed specifically. Furthermore, the brief tone duration and long (20 second) duration between the end of the tone and beginning of the next noise burst suggests that the tone is unlikely to influence noise burst responses (Rohrbaugh et al., 1990). Consequently, these two tone-identification studies were analyzed in a manner identical to the other studies. Stimuli were delivered using a laptop running Presentation 0.76 (Neurobehavioral Systems) with an Echo Indigo 24-bit PCMCIA audio card (Echo Digital Audio Corporation, Carpinteria, CA) and a custom-built electrically-shielded electrostatic headphone system with frequency response to 20 kHz and acoustic noise attenuation of >30 dB above 800 Hz.
5.2.3. EEG Acquisition

EEG recordings were performed at 3 and 7T using a 24-bit electrophysiological recording system featuring low noise and high dynamic range to prevent saturation during imaging, with a sampling rate of 957 Hz and a bandwidth of DC to 500 Hz. Data were displayed, recorded, and integrated with stimulus triggers using data acquisition software written in the LabView development environment (National Instruments). For 3T recordings, EEG electrodes were placed in adjacent bipolar pairs along a coronal plane (M2→T8, T8→C6, C6→C4, C4→Cz, Cz→C3, C3→C5, C5→T7, T7→M1) using Ag/Ag-Cl electrodes featuring a plastic housing (Gereonics, Inc., Solana Beach, CA) bonded to carbon fiber wires ("Fiber-Ohm" wires with 7 ohms/inch resistance; Marktek, Inc., Chesterfield, MO) with conductive epoxy. For 7T recordings, EEG was recorded using a 32-channel EEG cap featuring resistive EEG leads made from conductive inks printed onto flex-circuit material (Vasios et al., 2005), with a referential montage featuring a single reference on the left mastoid (M1). ASSRs were estimated from Cz→M1 for both 3T and 7T studies, using a linear combination of adjacent channels Cz→C3, C3→C5, C5→T7, and T7→M1 for 3T studies.

To provide a reference signal for outlier rejection, a set of motion sensors were constructed from Murata PKM11-4A0 piezo-electric sensors (Murata Electronics North America, Inc., Smyrna, GA), replacing soldered metallic leads with carbon fiber leads (Marktek) bonded with conductive epoxy. To maximize mechanical coupling to the motion and cardiac pulsation of the head, sensors were placed in the vicinity of the temporal artery, held in position either by tape, surgical netting, or the EEG cap material, with light pressure applied using small cushions placed between the head coil and the
subject’s head. Motion sensor signals were acquired using the same amplification and acquisition system as the EEG.

5.2.4. MRI acquisition

For 3T studies (Siemens, Erlangen, Germany), functional MRI were acquired using clustered-volume acquisition, with cardiac gating at 3T. Functional MRI acquisitions were arranged according to a “Long-TR” auditory fMRI design, with 15-slice volume acquisition in 1 second and spaced ~9 seconds apart (4 mm thick, 1 mm skip, 3.1 x 3.1 mm in-plane resolution, 64x64 matrix, coronal orientation, TE = 30, 90-degree flip angle), allowing hemodynamic responses elicited by acoustic scanner noise to subside before the next volume acquisition (Hall et al., 2000; Hall et al., 1999). Anatomical MRI at 3T were acquired using a T1-weighted MPRAGE sequence (1.3 mm thick, 1.3 x 1 mm in-plane resolution, TR/TE = 2530/3.24 msec, 7-degree flip angle). Functional MRI at 7T (Siemens, Erlangen, Germany) were arranged similarly, with volume acquisition in 1 second and a 9 second TR, but without cardiac gating (3.1 mm thick, 1.15 mm skip, 3.1 x 3.1 mm in-plane resolution, 64x64 matrix, coronal orientation, TE = 20, 90-degree flip angle). Anatomical MRI at 3T were acquired using a T1-weighted MPRAGE sequence (1.3 mm thick, 1.3 x 1 mm in-plane resolution, TR/TE = 2530/3.3 msec, 7-degree flip angle).

5.2.5. Estimation of 40-Hz ASSR

ASSR amplitudes were computed in the frequency domain using multi-taper spectral analysis {Percival & Walden 1993 329 /id} (bandwidth = 0.5 Hz, time-bandwidth product NW = 2.14) from 4-second EEG windows $x_n(t)$ centered 4-seconds
prior to each volume acquisition (Figure 5.1). This arrangement reflects the widely-observed phenomenon that the BOLD hemodynamic delay from stimulus onset is approximately 4-seconds (Hall et al., 2000; Hall et al., 1999). Equivalently, fMRI BOLD signals represent neural activity predominantly from events 4-seconds prior to an fMRI volume acquisition.

Figure 5.1. Estimation of 40-Hz ASSR power from segments of EEG between fMRI volume acquisitions.
For each window, power spectra were computed and averaged separately for stimulus ON and OFF conditions:

\[
\bar{P}_{ON}(\omega) = \frac{1}{N_{ON \text{ StimulusON}}} \sum P_n(\omega),
\]

\[
\bar{P}_{OFF}(\omega) = \frac{1}{N_{OFF \text{ StimulusOFF}}} \sum P_n(\omega),
\]

where \( P_n(\omega) \) represents the power spectral estimate corresponding to the \( n \)-th EPI volume, and \( N_{ON} \) and \( N_{OFF} \) represent the number of EEG windows corresponding to stimulus ON and stimulus OFF conditions, respectively. In cases where EEG windows overlapped the transition from ON to OFF or vice-versa, the window was assigned to the condition with the majority of overlap with the window. To test for the presence of a 40-Hz response over the entire recording run, the power ratio \( S(\omega) \) was computed:

\[
S(\omega) = \frac{\bar{P}_{ON}(\omega)}{\bar{P}_{OFF}(\omega)}.
\]

Under a null hypothesis where the EEG signal \( x(t) \) is independent, identically-distributed \( N(0,\sigma^2) \) Gaussian noise with no 40-Hz ASSR response, and with \( P_n(\omega) \) estimated using a “simple” multitaper spectral estimate (Percival and Walden, 1993) with time-bandwidth product \( NW = 2 \), \( S(\omega) \) is distributed as \( F(2N_{ON}.2N_{OFF}) \). For the studies described here, \( N_{ON} = 50 \) and \( N_{OFF} = 50 \). Assuming a type I error of \( \alpha = 0.01 \), the null-hypothesis is rejected if \( S(\omega)|_{\omega=40Hz} > 1.60 \). Functional MRI analysis was not performed for datasets with non-significant 40-Hz ASSR power.

For each spectrum \( P_n(\omega) \), the amplitude (square-root of power) at 40-Hz was computed to produce a 40-Hz amplitude time-series \( a(n) \):
Power spectra for motion sensor signals $M_n(\omega)$ were computed from pre-EPI windows in a similar fashion. Power spectra for both the EEG and motion signals were plotted as time-frequency spectrograms and visually inspected for evidence of motion artifact: If, for a given epoch $n$, the EEG spectrum $P_n(\omega)$ contained a sudden increase in broad-band noise power compared to neighboring spectra (i.e., at times ..., $n-2$, $n-1$, $n+1$, $n+2$, etc.) with a similar pattern in the motion spectrum $M_n(\omega)$, the given epoch $n$ was marked as an outlier and censored from fMRI time series analysis (described below).

5.2.6. fMRI time series models

A natural choice for a time series model relating the 40-Hz ASSR to simultaneously recorded BOLD responses would be to use the 40-Hz amplitude time-series $a(n)$ as a regressor for each fMRI voxel time series $y(n)$:

$$y(n) = \mu + \sum_{i=1}^{q} \delta_i d_i(n) + \alpha a(n) + \varepsilon(n),$$

where $\mu$ is the signal mean, the $d_i(n)$ are polynomial drift terms of order $i$ with coefficients $\delta$, $\alpha$ is the regression coefficient for $a(n)$, and $\varepsilon(n) \sim N(0, \sigma^2)$ is an independent, identically-distributed error term, and $q=6$ is the maximum drift term order. We refer to this as the “ASSR model.” Unfortunately, using $a(n)$ alone introduces a confound due to the ON-OFF pattern of the click or burst-train stimulus: The 40-Hz ASSR amplitude waveforms $a(n)$ are observed to contain spontaneous fluctuations in response amplitudes, but they also contain a mean response to the auditory stimulus whose time course is proportional to the stimulus indicator function $c(t_n)$,
which equals 1 when the stimulus is ON, and 0 when the stimulus is ON, at time points $t_n$ corresponding to the $n$-th fMRI image. In the space of fMRI observations, this mean ASSR response is proportional to the standard block-paradigm response, which is modeled as a convolution $*$ between the stimulus indicator $c(t)$ and the hemodynamic response $g(t)$:

$$b(t) = g(t) * c(t)$$

$$g(t) = (1-e^{-\tau/\tau})^2(t+1)e^{-t/\tau}; \ \tau = 1.5 \text{ seconds}$$

To separately quantify the mean block-paradigm response and any fluctuation about that mean response, we decompose $a(n)$ into two parts: One representing the mean response $b(t_n)$ and one representing the fluctuation about that mean response $\tilde{a}(n)$:

$$a(n) = kb(t_n) + \tilde{a}(n), \quad (5.6)$$

We will refer to the term $\tilde{a}(n)$ as the “ASSR fluctuation,” and we construct it as the orthogonal error after projecting $a(n)$ onto $b(t_n)$:

$$\tilde{a}(n) = a(n) - kb(t_n)$$

$$k = \frac{\sum_{n=0}^{N-1} a(n)b(t_n)}{\sum_{n=0}^{N-1} b^2(t_n)} \quad (5.7)$$

where $N$ is the length of the fMRI time series. This decomposition is depicted in Figure 5.2. This yields the following time series model,

$$y(n) = \mu + \sum_{i=1}^{q} \delta_i d_i(n) + \tilde{\alpha}\tilde{a}(n) + \beta b(t_n) + \epsilon(n), \quad (5.8)$$

which we refer to as the “ASSR fluctuation model,” where $\tilde{\alpha}$ is the coefficient for the ASSR fluctuation, and $\beta$ is the coefficient for the block-paradigm response. Because the ASSR fluctuation $\tilde{a}(n)$ is orthogonal to the block response $b(t_n)$, $\tilde{a}(n)$ represents signal components that are related to fluctuations in the ASSR amplitude, but not to the standard
block paradigm response \( b(t_n) \). We introduce a final model, the “block response model,” which is simply the standard block response:

\[
y(n) = \mu + \sum_{i=1}^{q} \delta_i d_i(n) + \beta b(t_n) + \epsilon(n).
\]  

(5.9)

We perform model estimation with ordinary least squares, which corresponds to the maximum-likelihood (ML) estimate under the stated Gaussian noise model. In cases where outliers are identified in the ASSR analysis from section 5.2.5, we omit those time-points from the model fitting procedure.

For voxels representing a mainly “block” response: \( \beta \neq 0 \)  
For voxels representing a “fluctuation” response: \( \bar{\alpha} \neq 0 \)

\( \bar{\alpha} \approx 0 \)

**Figure 5.2.** The ASSR fluctuation time series model. The 40-Hz ASSR amplitude time series \( a(n) \) is decomposed into two components: One due to a time-invariant response to the fMRI block paradigm \( b(t_n) \), and another due to spontaneous endogenous fluctuations in the 40-Hz amplitude \( \bar{\alpha}(n) \). The coefficient \( \bar{\alpha} \) for the “fluctuation” term \( \bar{\alpha}(n) \) represents the degree to which the fluctuations in 40-Hz ASSR are represented within a given fMRI voxel.
5.2.7. Model comparison

To compare the performance of these models, we compute Akaike’s Information Criterion (AIC) voxel-wise for each model (Kitagawa and Gersh, 1996). For the independent, identically-distributed Gaussian noise model represented above, AIC is defined as:

\[ AIC = N \log \hat{\sigma}^2 + 2p, \]  

(5.10)

where \( p \) is the model order and \( \hat{\sigma}^2 \) is the ML estimate of the variance.

5.2.8. Data analysis schema

For each data set, the following schema was followed to analyze the data:

1. The power ratio \( S(\omega) \) was computed, and if significant, fMRI analysis was performed.
2. ASSR amplitude time series \( a(n) \) and ASSR fluctuation time series \( \tilde{a}(n) \) were computed.
3. Model fit and AIC were computed for each fMRI time series model:
   a. Block response model
   b. ASSR model
   c. ASSR fluctuation model
4. AIC values for the ASSR and ASSR fluctuation models were compared voxel-wise against the AIC for the block response model:

\[ \delta AIC(ASSR) = AIC(\text{ASSR}) - AIC(\text{block}) \]
\[ \delta AIC(FLUC) = AIC(\text{FLUC}) - AIC(\text{block}) \]  

(5.11)
5. Activation maps were thresholded using F-values with \( P < 0.001 \). Voxels that exceeded this threshold for the ASSR and ASSR fluctuation models with \( \delta AIC < 0 \) were considered to show a significant correlation with the ASSR or ASSR fluctuation, respectively.

5.3. Results

For the 16 subjects studied, a total of 31 15-minute EEG-fMRI runs were recorded. Out of those 31 runs, 19 resulted in a significant 40-Hz ASSR response as determined by the power ratio hypothesis test described in Section 5.2.5. Table 5.1 shows the power ratio results for all subjects. Figure 5.3 shows power ratio spectra \( S(\omega) \) for three representative data sets for clicks and noise bursts at 3T and noise bursts at 7T.

Analysis of fMRI data revealed activity throughout the auditory system, including superior temporal gyrus (STG), Heschl’s gyrus (HG), inferior colliculus (IC), and cochlear nucleus (CN), for each of the three models considered (block response, ASSR, and ASSR fluctuation). AIC values for ASSR and ASSR fluctuation models were lower than those for the block response model in these areas as well across multiple subjects. Figures 5.4 through 5.8 show activation maps and time series fits from selected data sets at both 3 and 7 Tesla. The influence of modulatory effects are evident in the model fits shown in Figure 5.5, where there is a clear correspondence between increasing amplitude in the middle of the ASSR-based time series and the fMRI time series. Figure 5.8 shows a similar correspondence, where both ASSR and fMRI time series show a decreasing amplitude with time.
<table>
<thead>
<tr>
<th>Subject Number</th>
<th>MRI Field Strength</th>
<th>Stimulus</th>
<th>40-Hz ASSR Power Ratio</th>
<th>Eyes Open or Closed</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C1</td>
<td>3T</td>
<td>Click-train, 30sec</td>
<td>1.7492*</td>
<td>Open</td>
</tr>
<tr>
<td>3C2</td>
<td>3T</td>
<td>Click-train, 30sec</td>
<td>2.0094*</td>
<td>Open</td>
</tr>
<tr>
<td>3C3</td>
<td>3T</td>
<td>Click-train, 30sec</td>
<td>2.3149*</td>
<td>Open</td>
</tr>
<tr>
<td>3C4</td>
<td>3T</td>
<td>Click-train, 30sec</td>
<td>1.1405</td>
<td>Open</td>
</tr>
<tr>
<td>3C5</td>
<td>3T</td>
<td>Click-train, 30sec, tone task</td>
<td>1.3643</td>
<td>Open</td>
</tr>
<tr>
<td>3B1</td>
<td>3T</td>
<td>Burst-train, 30sec</td>
<td>15.2033*</td>
<td>Open</td>
</tr>
<tr>
<td>3B2</td>
<td>3T</td>
<td>Burst-train, 30sec</td>
<td>5.0299*</td>
<td>Open</td>
</tr>
<tr>
<td>3B3</td>
<td>3T</td>
<td>Burst-train, 30sec, tone task</td>
<td>2.4032*</td>
<td>Open</td>
</tr>
<tr>
<td>3B4</td>
<td>3T</td>
<td>Burst-train, 30sec, tone task</td>
<td>2.5272*</td>
<td>Open</td>
</tr>
<tr>
<td>7B1</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>2.0684*</td>
<td>Closed</td>
</tr>
<tr>
<td>7B2</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>23.1090*</td>
<td>Closed</td>
</tr>
<tr>
<td>7B3</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.1595</td>
<td>Open</td>
</tr>
<tr>
<td>7B4</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.0013</td>
<td>Open</td>
</tr>
<tr>
<td>7B5</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.2315</td>
<td>Open</td>
</tr>
<tr>
<td>7B6</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.1680</td>
<td>Open</td>
</tr>
<tr>
<td>7B7</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>3.5602**</td>
<td>Closed</td>
</tr>
<tr>
<td>7B8</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.5794</td>
<td>Open</td>
</tr>
<tr>
<td>7B9</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>2.7557*</td>
<td>Closed</td>
</tr>
<tr>
<td>7B10</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>2.3365*</td>
<td>Closed</td>
</tr>
<tr>
<td>7B11</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>1.8459*</td>
<td>Open</td>
</tr>
<tr>
<td>7B12</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>5.3504*</td>
<td>Closed</td>
</tr>
<tr>
<td>7B13</td>
<td>7T</td>
<td>Burst-train, 30sec</td>
<td>5.0675*</td>
<td>Closed</td>
</tr>
</tbody>
</table>

Table 5.1. 40-Hz ASSR power ratio for all subjects studied. 19 of 31 runs are significant with P<0.01. * = P<0.01
Figure 5.3. 40-Hz ASSR Power Ratios for 3T click-train, 3T burst-train, and 7T burst-train
Figure 5.4. Activation map and time-series fit from inferior colliculus (IC) from 3T click-train study.

Figure 5.5. Activation map and time-series fit from cochlear nucleus (CN) from 3T burst-train study.
Figure 5.6. Activation map and time-series fit from cochlear nucleus (CN) from 7T burst-train study.

Figure 5.7. Activation map and time-series fit from Heschl’s gyrus (HG) from 7T burst-train study.
Figure 5.8. Activation map and time-series fit from inferior colliculus (IC) from 7T burst-train study.

In order to gain insight into how well these responses generalize across the whole cohort of subjects, a summary chart was constructed where cells of a table were color coded according to the presence or absence of activity within a given region for each subject (Figure 5.9). Significant block response activations were filled blue if active. Brain regions where the ASSR or ASSR fluctuation models were above F-value threshold and showed improved model fit relative to the block response were colored blue, while those that merely surpassed the F-value threshold were colored lavender. Inspection of this chart shows a coherent pattern of activation across subjects, including STG, HG, IC, and CN, but with little or no contribution by MGN.
Figure 5.9. Auditory Pathway Activation Summary Across Subjects. Blue squares denote regions showing significant activation both in terms of P-test and AIC compared to block model, while lavender squares represent regions showing inconclusive P-test results but inconclusive AIC relative to block model.
5.4. Discussion

We have demonstrated the ability to robustly record 40-Hz ASSR during simultaneous fMRI in both the 3 and 7 Tesla MRI environments, and have developed a paradigm for relating time-varying changes in the ASSR with fMRI. The simultaneous recordings of 40-Hz ASSR and fMRI described in this chapter reveal that spontaneous endogenous fluctuations in the amplitude of the 40-Hz ASSR are represented throughout the auditory system, from cortex to brainstem, suggesting that brainstem structures play an important role in generating the 40-Hz ASSR. The 40-Hz ASSR is reduced or eliminated by reductions in level of arousal (Picton et al., 2003), sleep (Cohen et al., 1991; Suzuki et al., 1994; Linden et al., 1985), and sedation or loss of consciousness under anesthesia (Plourde, 1996), but is not influenced by selective attention (Linden et al., 1987; Tiitinen et al., 1993) nor alerting nor orienting responses (Rohrbaugh et al., 1990), suggesting that it may be a specific marker for arousal or consciousness. If the observed fluctuations in 40-Hz ASSR reflect spontaneous endogenous modulation of arousal or consciousness, these studies suggest that multiple levels of the sensory hierarchy are modulated by changes in consciousness. The involvement of auditory structures throughout the brainstem and cortex suggest that integration of sensory information across multiple hierarchical scales, including the earliest portions of the central nervous system, may constitute an important component of awareness or arousal.

Previous MEG studies attempting to localize the source of the 40-Hz ASSR have implicated cortical regions as a primary generator of this rhythm (Makela and Hari, 1987; Hari et al., 1989; Gutschalk et al., 1999). However, since these studies employed
MEG, they were limited in their ability to observe sources from deep structures, and were therefore biased towards cortically-based solutions. More recent EEG source localization studies suggest that the brainstem as well as cortical structures are involved in generating the 40-Hz response (Herdman et al., 2002), but do not identify the locus of structures involved in arousal or consciousness-related modulation of the 40-Hz response.

The EEG-fMRI recordings presented here reveal an absence of MGN involvement in arousal-related modulation of the 40-Hz ASSR. This finding is surprising given the critical role of the MGN as a sensory relay to the auditory cortex, yet is consistent with prior work in animal studies and human PET recordings. Recordings of auditory steady-state responses in rabbits analogous to the human 40-Hz ASSR comparing evoked potential latencies from depth electrodes in MGN and IC with those from surface EEG measurement suggest that IC plays a major role in generating the ASSR, while MGN does not (Hori et al., 1993). Human PET studies of the 40-Hz ASSR revealed activity in the auditory cortex and cerebellum, but not MGN. Neuro-anatomic models proposed to describe the influence of 40-Hz oscillations on cognition- and binding suggest a role for non-specific thalamic nuclei such as the intralaminar nuclei, and but do not address relay nuclei such as the MGN (Llinas and Ribary, 1993).

Neither fMRI signal-to-noise nor time-series modeling errors are likely to explain the absence of MGN activity. MGN activity is poorly observed in both 3T as well as 7T studies, where the signal-to-noise is larger by a factor of approximately 2. Un-modeled components of the BOLD stimulus response, such as the “ramp” function described in Harms, et al., (Harms and Melcher, 2003) could cause a reduction in estimation efficiency since those un-modeled components increase residual variance. Though
possible, this too is unlikely to explain the absence of MGN activity, since the ramp response is partially co-linear with the sustained block response, which would allow at least a partial representation of MGN ramp dynamics with a sustained block response alone. Furthermore, in these studies, stimulus “onset” and “offset” signal components prevalent in the STG and HG were not modeled, yet both regions possessed AIC-significant activity for ASSR and ASSR-fluctuation, despite the fact the neither the “onset” nor “offset” model components are well-approximated by the block response.

5.5. Conclusions

In this chapter we have established a simultaneous EEG-fMRI paradigm for studying the 40-Hz auditory steady-state response. We have demonstrated that time-varying ERP measurements can be made concurrently with fMRI, and that these time-varying measurements can be correlated with the fMRI BOLD signal at 3 and 7 Tesla. With this paradigm, we have shown that temporal fluctuations in the 40-Hz ASSR are represented throughout the auditory system from brainstem to cortex. If the observed fluctuations in 40-Hz ASSR reflect spontaneous modulation of arousal or consciousness, these studies suggest that multiple levels of the sensory hierarchy are modulated by changes in consciousness, and that integration of sensory information across multiple hierarchical scales, including the earliest portions of the central nervous system, may constitute an important component of awareness or arousal.
5.6. References


Chapter 6
Conclusions and Directions for Future Research

6.1. Summary

In this thesis we have developed methods for multimodal neuroimaging with simultaneous EEG and high-field MRI. In Chapter 1 we analyzed the physiology and biophysics of the multimodal imaging problem to learn that simultaneous recordings of EEG and fMRI can make use of temporal correlations over a time-scale observable through fMRI to reveal dynamical networks that would be difficult or impossible to observe with EEG or MEG alone. This motivated two central issues to explore in this thesis: To develop a method for recording event-related potentials simultaneously with fMRI in a time-varying manner, and to develop methods capable of functioning at high field strengths such as 3 or 7 Tesla in order to maximize fMRI BOLD signal-to-noise. In Chapter 2 we reviewed the methodological challenges associated with simultaneous recordings, and established design goals for acquisition hardware and electrode systems that would limit EEG noise pickup, RF interference, and maximize study subject safety. In Chapter 3 we described the implementation of hardware and software systems for
EEG-fMRI data acquisition, display, and real-time signal processing. We developed a complete data acquisition system capable of recording 32 channels of EEG during fMRI with integrated external signals such as physiological monitoring and event triggers. The data acquisition software developed provides a platform for rapidly implementing real-time signal processing. We developed a novel high-fidelity auditory stimulus delivery system consisting of electrostatic headphones modified to provide up to 30dB of passive sound attenuation and electrical shielding to eliminate electromagnetic interference from the electrostatic headphone elements. In Chapter 4 we developed a method for removing ballistocardiogram artifact using adaptive noise cancellation techniques employing reference signals from a novel motion sensor system. Adaptive filter parameter estimation is accomplished with an EM algorithm that works rapidly on a short 17-second segment of baseline data. A coherence estimation algorithm based on multitaper spectral estimation is used as a diagnostic tool to select motion signals for use in adaptive filtering, and to identify badly placed or malfunctioning motion sensors prior to functional scanning. This adaptive filtering method outperforms the widely-used pulse artifact subtraction method by up to 600% and requires little or no manual intervention, performing identically well in 1.5, 3, and 7 Tesla MRI environments. In Chapter 5 we described a series of EEG-fMRI experiments designed to study spontaneous endogenous fluctuations in the 40-Hz auditory steady-state response (ASSR) by estimating the ASSR in a time-varying manner and relating ASSR time courses to fMRI BOLD signals. We demonstrated the ability to robustly record 40-Hz ASSR during simultaneous fMRI in both the 3 and 7 Tesla MRI environments. Analysis of fMRI data using 40-Hz ASSR amplitude time series as regressors revealed that spontaneous fluctuations in 40-Hz
ASSR amplitude are represented throughout the auditory system, from cortex to brainstem, suggesting that brainstem structures play an important role in generating the 40-Hz ASSR. If the observed fluctuations in 40-Hz ASSR reflect spontaneous endogenous modulation of arousal or consciousness, these studies suggest that multiple levels of the sensory hierarchy are modulated by changes in consciousness, and that integration of sensory information across multiple hierarchical scales, including the earliest portions of the central nervous system, may constitute an important component of awareness or arousal.

6.2. Directions for Future Research

The results of these studies suggest a number of avenues for future research and development. Refinements in data acquisition hardware and software can be made at many levels. If the problem of RF electrode heating is solved through the use of resistive carbon electrode and electrode lead materials, the number of EEG acquisition channels can be increased. Hardware improvements to enable rejection of gradient and RF artifacts from fully continuous EPI are a high priority. Synchronization of EEG acquisition hardware clocks to MRI hardware clocks could reduce the amplitude of gradient noise by reducing power in aliased components of the gradient waveform. Alternatively, if synchronized EEG fails to control gradient noise during continuous EPI, the EEG data can be sampled at a higher rate to reduce aliasing, and then downsampled after artifact correction. Real-time filtering and analysis modules can also be added to the existing software to add features such as real-time adaptive filtering and on-line ERP averaging.
The combined analysis of EEG and fMRI presented in Chapter 5 suggests a number of applications as well as options for improved modeling and analysis. The 40-Hz ASSR paradigm as presented in Chapter 5 could find immediate application in the study of sleep and anesthesia mechanisms, particularly since the changes in ASSR amplitude under these circumstances are very pronounced and are correlated with other behavioral and electrophysiological characteristics of sleep and anesthesia. The physiological interpretation of the ASSR fluctuations described in Chapter 5 could be greatly enhanced with concurrent estimates of alpha and beta power, which could be used to gauge the level of arousal or drowsiness. The 40-Hz ASSR is an example of a scalp potential that is correlated with a global brain state, and can be measured, as in these studies, from a single channel of EEG. Other ERP studies may require modeling and analysis that incorporates an EEG forward model in order to co-localize EEG and fMRI activity. The time-varying estimates of ASSR amplitudes performed in these studies are particularly effective because the ASSR is a periodic response that is well represented by the Fourier basis. A generalization of this for non-periodic ERPs would be to identify a basis set capable of compactly representing an ERP waveform of interest and using this basis to estimate ERP amplitudes in a time-varying manner. A time-varying analysis of non-periodic ERP/fMRI studies could find application in cognitive studies where time-varying changes in ERPs and their covarying fMRI responses could reflect learning or memory processes.
DISCLAIMER OF QUALITY

Due to the condition of the original material, there are unavoidable flaws in this reproduction. We have made every effort possible to provide you with the best copy available. If you are dissatisfied with this product and find it unusable, please contact Document Services as soon as possible.

Thank you.

Some pages in the original document contain color pictures or graphics that will not scan or reproduce well.