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ABSTRACT

The results of the computer simulation to reduce the
redundancy in a transmitted image by contour detection and
coding are presented in this study. The two-dimensional
image is divided into its low and high frequency components.
The low frequency component is transmitted to the receiver at
a reduced sampling rate corresponding to its low bandwidth.
The high frequency comoonent is approximated by locating the
essential contours and fitting quadratic curves to these
contours. The image is then reconstructed from the quadratic
curves and the low frequency image as in a "synthetic highs"
system. The resulting total number of bits required to
describe the image is reduced by a factor of up to 12.1 when
compared to 6-bit PEM.
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1. BACKGROUND

1.1 Introduction

The transmission of pictorial data has become common-

place in a world with televised moon landings and intercon-

tinental live television. Scientists and engineers have

constantly strived not only to improve the quality of pic-

torial communication but also to reduce the channel capacity

needed for the transmission of an image. This investigation

examines one method of image transmission and the relationship

of picture quality and channel capacity using that method.

In the area of digital facsimile transmission, the great

wealth of literature and patents indicates an approach which

is often independent of the psychophysical relationship between

the human observer and the image itself. Techniques such as

run-length codingl, line to line correlation2, and block

encoding3 are well known. Such techniques have also been

used in the transmission of grey tone images; that is, pictures

where the full range of black to white is required to be preserved.

Bit plane encoding4, methods of making use of a priori second or

higher order statistics5'6, and others7 have been successful in

reducing the required channel capacity by factors of 2 or 3 with

varying degradations in picture quality.

None of these methods attempt to exploit to any substan-

tial degree the human subjective response or the basic
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Droperties of ictures which are inot statistical. The Mach

phenomenon 8 which results from a subjective ennancement of

sharp brightness chan;es of an inmage is one example of sub-

jective distortion of a Dicture. Since the eye does not

perceive contours, abruDt changes in brightness, accurately,

and a significant anmount of "-infoma-iont' in - t-. imaje is

coainda ind in he contours9, and all. pictures of interest have

contours, a logical appDroach to image t5.~srsson would in-

volve altering the co-ntours in some way so that the cange

wo'u-d allow the irnge to be transmitted with a reduced chan-

nel capacity.
The method which was studied separates the contours

from the body of the Dicture. The remaining portion of the

picture, essentially a low-pass icture, is coded and trans-

mitted at a reduced channel capacity. The contours are also

coded and transmi..tted to aclieve sig;nificant ro-uc-'io-ns in

clannel _C.nCFt :nd at the receiver the low-pass pict-ure

and he contours are rcombined to form the oriirnal cture.

See Fig. .

This work represents an extension of worlk begun by

SchreiberlO and continued by Panll and GrahamT2. They have

shown that a consid aaDle rthdtuct;io n in- - f1 .nn. C.,"it
required to transmit an imagr c b- ralized compared to conven-

tional 6-bit PCM. A signal, B(x,y), can be processed through

the. system showm in figure 2 without distortion; and specifically,
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if B(x,y) renresents the satial brihtness distribution of

an rmae, then an :ma-, c.n be -a ocessed withouL distortion

Schreiber has sown tha a ood coice for h(xy) is a

two-dimensional low-pass filter. According to the Nyquist

criterion, the outout of this filter need not be sampled at

as high a frequency as the inDut to retain all information.

Graham1 2 found for -ex-ampil that a 32 X 32 point samrn4ling

array was adequate to reconstruct the outDut of his two-di-

mnens -ial Gaussian low-pass filter, operating on a 256 X 256

point image. The number of .sample oints whilch must be

transmitted is thereby reduced by a factor of 4.

If h(x,yT) is a low-pass filter, then g(x,y) must be

a high-pass filter. The portions of a signal hich contribute

to the high frequency spectrum are those whe-re the signal

changes raidly. T- ann i.age , this corres,_onds to wrvhat the

eye perceives ;s ees, areas where brightness cho-ais occur

in small distances. Thus an image passed through g(x,y)

contains primarily the edges of a picture. By approximating

g(x,v) with an edge detector, a coder, a decoder, and a

reconstruction filter, a distorted picture, B'(x,y), is

obtained (Fig. 3). The results of Graham's work demonstrated

that this aproximation is valid (in a subjective sense) and

that an image may actually be subjective2 -arp'ned bv

sig htly accetutin. U t dgs. 

The research hereinafter described was performed using

the I 3o60/65/L:,() a-It t'e- M. I .T. Comnutation Center. The
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amount of available core storage restricted the size of the

processed images to 200 X 200 points. The scanner used was

constructed by Professor William Schreiber of the Cognitive

Information Processing Group of the Research Laboratory of

Electronics. The scanner is capable of resolving 256 levels

of grey scale.

1.2 Area of Research

There are four areas of investigation. First, how should

the contours or edges of a picture be located? Second, given

the contour locations and the magnitude and direction of the

change in brightness how should this information be coded using

curve fitting techniques? Third, £what pre- or post- processing

may be desirable? Fourth, what are the subjective effects of

the various coding and pre- or post- processing operations?
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2. --.TF.. LOW-PASS FILTER AND RECONSTRUCTION FILTER

2.1 The Problem in One Dimension

The most efficient way to approach the two-dimensional

poblem is to analyze the one-dimensional problem. Consider

a one-dimensional contour represented in Fig. 4(a) by the

signal b(x). -The contour is a unity step located at x=x.

Passing the signal b(x) through a low-pass filter, with

imDulse response h(x), produces an output 1(x) as shown in

Fig. 4(b). Differentiating the. signal b(x) results in an

impulse of unity magnitude located at x=xo (Fig. 4(c)). One

method of reconstructing the original signal b(x) requires

a signal r(x) to be added to l(x) to produce b(x). Then

r(x) = b(x) - 1(x). By passing the imulse uO(x0 ) through

a reconstruction filter, with impulse response b(x+xo) - l(x+x)

the desired signal r(x) is synthesized. (Fig. 4(d)) Thus in the

one-dimens-ional continuous spatial domain, given an input a(x),

a(x) being any real function of x, the system in Fig. 5 will

produce a(x) as the output. In the system of Fig. 5,t the

differential operation is in fact an edge locating operation.

The scanning of an image to be Drocessed in a digital

computer results in a sampled signal and not a continuous

signal. Likcewise signal processing in a digital computer is

not a continuous, but a discrete process. Consequently rather

than using the system shown in Fig. 5, a corresponding system
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of difference equations must be solved.

2.2 The Problem in Two Dimensions

Analytically the two-dimensional problem is identical

to the one-dimensional problem. The low-pass filter used

throughout the investigation is the circularly symmetric,

separable Gaussian low-pass filter:

(Eq. 2.1) h(x,y)= 1 2+ 2P· xp(- 2~z

To avoid excessive computer processing time, was

chosen to be equal to four sample points and the Gaussian

function was sampled in one dimension at 19 points equally

spaced at lr intervals. The two-dimensional filter was

chosen so that the .-aperture was approximately 10% of the

original picture and so that the ratio of the largest sample

value to the smallest sample value was approximately 100:1.

The reconstruction filter is a unction of the low-pass

filter, h(x,y), used with the icture and the operator used

to detect and locste contours. The entire process of edge

detection, coding, and reconstruction will approximate a

transfer function of - h(x,y). If the edge<.detecting operator

is denoted by e(x,y), and the reconstruction oerator by r(x,y),

then e(x,y) * r(x,y) = - h(x,y), where "t*t denotes two-

dimensional convolution. it is this equation which must be

solved for r(x,y) with the various low-pass filters, kh(x,y),

and edge detectors, e(x,y) as parameters.
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Graham12 has worked out a method for obtaining the

exact reconstruction filter for any low-pass filter. Using

this method the reconstruction filter and low-pass filter

are shown in Table 1. Note that the truncated low-pass filter

is normalized so that

(Eq. 2.2) Jo h(x,y)dxd = 1
x,y

The output of the two-dimensional low-pass filter is an

image which has no sharp changes in brightness. It is thus

similar to an out of focus picture.

The Fourier transform of the Gaussian function is also

a Gaussian function.

_1 exp(-x2 y2(Eq. 2.3) h(x,y) =2'-r 21

2 2
ex( 2 2

H(Wx,w y) exp(- -(w x+W ))

By truncating the low-pass filter h(x,y) at 2crY the

high frequencies of H(wx,wy) are somewhat acaetuatdd.

However, 90% of the energy of the Gaussian function is

located at frequencies less than fm = 1.516 =0.0602;

therefore the sampling toorem in two dimensions provides

that sampling at a rate f = 2fm should provide sufficient

sampling to reconstruct the low-pass picture. This requires

sampling approximately every eighth point, and since the

sampling array is 200 x 200 points, a 25 x 25 point sampling

array is needed.
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As a convention the brightness at boundary ooints

will be assumed to continue beyond the boundary so that

no share edges will apear on the erimeters of the picture.
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3. CONTOUR DETECTION AND CONTOUR FOLLOWING

Many operators ave been used to detect and locate

edges or contours 3,1 4 l,15 Graham used both the gradient and

the Laplacian operators. The Laplacian operator, for example,

operating on a contour (Eq. 3.1) results in a double line

of points, one positive in magnitude and one negative in magnitude.

(Eq. 3.1) h(x,y) = 4p(x,y)-p(x-l,y)-p(x+l,y)-p(x,y-l)-p(x,y+l)

-Iniprsinciple the location of the edge can be determined by

taking the midooint between the double line of points. The

magnitude of the edge would be the magnitude of either set

of oints which result from the Laplacian oeration.

The gradient operator results in only a single line:of

points with each point being described by a vector magnitude

and direction. The resultant single line of points makes

contour location significantly simpler in computer simulation

and therefore the gradient operator was used.

(Eq. 3.2) G(x,y)=(p(x,y)-p(x-l,y))B+(p(x,y)-p(x,y-l))y

(Eq. 3.3) G(x,y)=:x + Gy y

Although the magnitude of the gradient could have been

found at each oint, the number and tpe of operations needed

to calculate the magnitude at each sample point required too

much comouter time. In order to reduce commuter processing



17

time thefilbwing procedure of contour following was used.

The contour tracing procedure is described with reference

to the grid pictured in Fig. 6 ( see Appendix A for the

explanation of the grid in Fig. -6). In order to judge

whether a contour is important enough to transmit, an

abzsolute-':ethreshold is established so that some Doint on

the contour must have an "x" or "y" gradient component

which exceeds the threshold. Once having thus '"latched"

onto a contour, the con:tour will be followed from the

"latching on point", in both directions, until the end

points of the contour are determined. These end oints are

defined as those contour oints where no points within reach

of the presently accepted contour points have a gradient

comonent whose absolute value is higher than a second

preselected absolute threshold. lInen the two end points

of the contour have been found, the contour is coded for

transmission.

The problem of finding the next point of the contour,

given a point on the contour, is solved in the following

manner. For every point on the contour there will be eight

nearest neighbors. A contour point is defined as the gradient

component of a sample point. This is true whnether the present

point is an tx": or a "y" component of the gradient. (See

Fig. 8.) hen a new contour point has been found, an erase

procedure is used to prevent the tracing algorithm from
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reversing and returning to the point from which it had just

come. For example, in Fig. 8, if the present contour point

were the point marked "x", and if the new point were a corner

point, --then those points not accessable to the new point, i.e.

the diagonally opposite corner point and its four closest

neighbors,would be erased or set to zero. Thus for example,

if the next point were pointl, points 3,4,5,6, and 7 would

be erased. If the new point were point: 4', a mid-point, then

points 1,7, and 8, those Doints not accessible to point 4,

would be erased. In addition the previous contour point

is also erased. A special procedure is used for the starting

or initial point of a contour, so that gradient information

relating to the contour extending in the second direction

is not destroyed.
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4. CONTOb_ CODING

4.1 Background

Once the location of the cot.tours and the corresponding

gradient values are specified at every point, the next problem

is the efficient transmission of that data. Periaps the most

obvious method of transrission is to send every contour point

followed by the full gradient information for that point. If

the scanning raster is 200 x 200 points, sixteen bits are

required to secify each contour point. Assunming that a com-

oarison will be made vis-a-vis a six-bit M system, probably

a. mirimum of seven bits will be desired to specify the value of

each component of the gradient (six bits for magnitude and one

bit for sign). Thus thirty bits would be required to secify

each contour oint, An average picture may contain $000

contour ointsar more; thus 240,000 or more bits would be

required only to ti-ansmit the contours. The end result of

the prededing operation would be a picture lacking small

brightness changes or "texture" while requiring more bits than

the original picture. This result shows the need for a more

efficient manner of transmission.

Graham12 rooosed a point by point coding scheme which

took advantage of the following characteristics of contours.

First, contour noints are always ajacent to one another.

Second, the magnitude of the gradient does not change rapidly.
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Third, the direction -of the gradient does not change rapidly.

By making use of the probabilities, an rstricting the mag-

nitude of the gradient to one of four levels and the vector

direction to one of eight equally spaced directions, he

calculated that, using Hffman16 coding, the expected number

of bits needed to transmit a contour oint location and the

corresDondin gradient information was aroximately 6 bits

ner contour point. In addition, twenty-one bits are needed

for the first contour oint, sixteen bits to locate the first

point, to bits for the gradient magnitude and three bits for

the gradient direction. Thus for a ict-ure with about 6200

contour oints, with 200 contours, 40200 bits are needed to

transmit the contour information. In general, for any

particular curve of n points, 21 + 6(n-1) bits are needed

to transmit the data. This is a considerable reduction from

the revious method.

Graham's roposed coding scheme takes aCdvntagc of the

nature of contours to generally hlave a continuous first de-

rivative. The scheme also takes advantage of the characteristic

of the gradient to have a slowly changing vector direction and

a relatively unchanging magnitude. The number of bits required

to transmit the contours thus increases linearly with te num-

ber of edge ooints. If the resolution is doubled, te numnber

of bit-s requi-red to t-ransmit te n.cture b 6-bit O'.M code

increases fourfold, -while the number of bits required to transmit
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the contours only doubles. Thus as the resolution of the

scanning raster increases, an Increase in the savings in

channel capacity is -noted compared to six-bit PCM.

Although the savings in channel capacity is significant,

the increase in the number of bits needed to transmit the

contour information as the resolution increases is troublesome.

Aside from this annoyance, it is desirable to develop a more

efficient coding mechanism. Intuitively the definition of

a contour at one resolution does not seem to require more

definition as the resolution increases. Although additional

resolution may-add new contours to the lower resolution picture,

the old contour will generally be unchanged in shape. It is

also recognized that many contours are long ( 30 or more points)

and continuous. Therefore the idea of fitting one of a family

of curves to the contour location and gradient data seemed ap-

pealing. The family of linear curves did not seem desirable

de:?~te:the inherently non-linear character of most contours.

See also Pan 11.* Use of families of higher order curves involves

an increasingly more complicated problem and consequently is

more time consuming. For this reason, simple second order

curves of the form:

(Eq. 4.1) x= a + by + cy 2

(Eq. 4.2) y = d + ex + fx2

were used to fit the picture contour locations and their
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corresponding gradient :values.

The criteria to be used in curve fitting, determining

whether a given curve sufficiently well "fits" the contour,

must be incorporated in a mathematical formula which takes

account of the physiological effects within the eye. Since

the eye is very sensitive to discontinuities in the contour,

one criterion must reflect this factor. A second factor must

relate to the maximum allowable amount of deviation from the

true contour location, To incorDorate both these factors,

an iterative approach was used employing a best mean square

error fit.

4.2 A Procedure for Contour Coding

4.2.1 Weighting the Contour Points

The contour coding method used in this investigation

fits a simple second order curve to the data points using a

mean square error criterion. Initial attempts to fit artificial

data (where all data points were weighted equally) indicated

that the largest absolute errors occurred at the end points of

the data. This unexpected occurrence results from a "built-in"

weighting function inherent in a mean square error fit. Consider

the case of a continuous curve. An absolute error of two units

at an end point robably implies an error of "one unit" at the

next to last. point aind maybe an error of ,4....as we approach

the middle o the curve. The contributions to the squared error



23

are then 22 + 2 + 2 +...=5±. If the same error were to

occur in the middle of the curve, there would be contributions

to the error not only from points on one side of the largest

error point (where, for example, the error is two) but on

both sides of the error point. The contribution to the error

in this case may be 7. Thus theslarger errors will tend to

occur towards the ends of the curve where they are less costly,

in a mean square error -sense; and an absolute error criterion

imnosed on these end points will also tend to act as an error

criterion ilong---thew-.hole length of the curve. In a normal

curve fitting procedure, this would not cause a problem; however,

when the data represents contour locations of an image, the

miss-match at the end-noints is immediately sensed by the observer

with a resultant subjective dislike. To counter this problem

the end points are weighted by some factor generally greater

than five. By changing this weighting factor, the location of

the maximum absolute deviation of the fitted curve from the original

curve can be shifted from the end points to the interior points;

and the error at the end points can be made as small as desired.

By holding the end points relatively fixed there is a trade-off;

two of the three degrees of freedom in fittihg~ the curve have

been severly limited, and consequently, the deviations in the

interior of the curve become greater tha&n tney would normally

be. For a given contour, there will generally be an optimum
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value of the weighting factor which provides the desired

distribution of the error along the contour. This optimum

value will depend. upon the number of points in the-contour,

the shape of the contour, and the error criteria. In an

actual oicture where contours are generally of random length'

and shane with unknown a priori probability distribution,

-:: only an approxirnate best choice can be made. Thus, for the

picture shown in Fig.12cTable 2 gives experi?-.rental results

for the number of curves needed to fit the :"contturs of the

picture for various error criteria. When one simple second

order curve could not fit the entire contour, two, three, or

more curves wre added to the first curve until the entire

-contour was described.

4.2.2 S.The Error Criteria?. ..
The error criterion used throughout is an absolute

criterion. Thus if the..contour data points are (X{,yi),

i=l,n, and the approximating curve is x=a + by + cy2, then
2

if any error ei, (ei = xi-x i ; x i = a + byi + cy' ; i=l,n)

is greater than a predetermined value, the approximation is

rejected. Since the eye places an especially tight tolerance

on the end Doints of the contours, a two-sten error criterion

was considered for the error detection process. The two-step

error criterion would place oe error limit on all' oints

except the end pQints and a second smaller error limit on
. .?-:---.
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the end points. It was found that this approach could ef-

fectively be approximated by weighting the end points ap-

propriately and using, the single error criterion, Therefore

the two-steo aDnroach was not used.

4.2.3 Continuing Curves

In normal operation, one second order curve will often

not fit a complete contour 9 Thus a continuation curve will

be used to fit as much of the remaining contour as possible.

Originally all continuation curves, that is, curves which

continue coding the contour at the point where a previous

curve stopped, were fitted so that the first derivative of

the preceding curve and the first derivative of the following

curve were equal at their common point. This produced a smooth

contour in accordance with what the eye was expected to prefer.

A side effect of this rocedure, however, was a decrease in the

average number of contour points each curve was able to fit,

when compared to the same curve fitting procedure where the

curves were allowed to be discontinuous in the first derivative

at their common point. A second side effect was a distinct

waviness in the fitted curves as a result of restricting the

first derivative. Pictures are compared later in this study

as to the subjective and ractical effects of both procedures.
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4.2.4 The Iterative Approach.

It was discovered early in this investigation that a

single second order curve would generally not fit a complete

contour. Consequently an iterative procedure-, was developed

whereby initially only the first three points of the contour

were fit. Then the appropriate change or perturbation in the

coefficients.of the second order equation were made to add the

fourth Point o the contour. If the second order curae fit

the contour points within the allowed error criterion, another

point was added. hen the terror criterion was exceeded, the

curve was terminated at the previous point, and a second curve

was initiated at that point.

4.2.5 Pre-scan

A pre-scan of the contour points is used to determine

whether a curve of the form a + bx + cx2 or d + ey + fy2 would

result in a better "fittt, Occasionally the wrong choice is mad.e.

To provide for the contingency, if fewer than a specified number of

points are fit by the chosen second order curve, the other version

of the simple second order curve is used, and the results are

compared. The curve fitting the larger number of points is

used.

The method of calculating the coefficient for a second order

curve yielding the best mean square fit to a given set of data
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can be found in many reference books.17,18,19 The general

set of equations is. resented in Appendix B.
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5. GDlIT)IS'TT CODING AND DECODING

5.1 Coding

Once the cont our location information has been coded

by fttngc curves to the contour location points, there still

remains the roblem of coding the gradient magnitude and direc-

tion. As will be seen in the gradient decoding, it is tacitly

assumed that the direction of the gradient is quantized yielding

an angle of u, n=O, 1,...,7, therefore only the magnitude need

be coded. It will also be assumed, as was substantiated from

Graham 's work 12 that the magnitude and direction of the gradient

are slowly vrying functions of distance. Thus, it should be

reasonable to code the radient in the same manner as the contour

location. If the contour location is fit by the curve x=f(y),

then the gradient is coded by the curve g(x) = f t(y) where g(x)

is te absolute val ue of the ra .ient component at each contour

point x, and f£(y) is the simple second order curve a + by + cy2 .

Similarly, if the cntour location is fit by the curve y = f(x)

the absolute value of the gradient is fit by the curve g(y) = fi(X)o

In fitting the second order curves to the gradient information,

the best mean square error fit of the entire contour is used.

An approximation of the gradient magnitude occurs when

fitting the second order curve to a series of points whose

gradi: information has for example, an "x" comDonent of the
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gradient equal to +2 and the "y" component equal to -3. Tlhe

mean square error fit will ive a value of 2 to both comoonents

of the- gradient; this has the effect of uantizing the vector

direction as mentioned above, but in addition, the magnitude

of the gradient i also distorted though not enough to give a

subjectively dissonant appearance to the picture. In the

exarple the magnitude is c'Lt-anged from t3 to 12.5, a change

of onl- 2%.

In order to oreserve the proper sic.nri for all =radient

information (it will be remembered t-hat t-he absolut e 77naLu~

of. ._ dieLt irorneOm,ation is co.ed) an extra bit of infor-

mration must be transmitted. This bit of information, the

vector bit, indicates which side of the contour has a higher

averare brihtness level anl whicL side of the contour has a

lower brihtness level. Thus, if for the contour x=y, starting

at y=2 and ending at y=7, g()=5 an(d te vector bit indicates

that going from y=2 to y=7 that portion of the icture to the

right of the contour is brighter than that portion to the left

of the contour, the resultin gradient conmonent would be as

showmn n Fig. 10, where the gradient is defined as in Eq . .

The. roblem of determnining the value of tie vector bit

is a difficult task. Txvany errors wtre nted in, the earlier

pictures, n examle of wYhaich apnears in Fig.24. Three different

algorith-ms Dwere used durin, t..is investigation. In the first

algorithm, a single vector bit value was assi;ned to the entire

contour no etter ho ma7ny curves were re'cirrd to code the contour.
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The. vector bit value is initially determined by the first

and last pair of poin.ts of the. contour. If those .values

agree, the vector bit is set to that value. If the values

do not agree, then values are taken at various points along

the contour until there is substantial agreement in the vector

value. If there is no such agreement, the best estimate is

made on the basis of majority rule and that contour is noted

in the diagnostic computer print out. It has been found,

however, that the ends of a contour do not reliably indicate

the value of the vector Value bit. Therefore, a second method

was developed.

The .second method of determining the vector bit values

rested on the assumption that the value determined by using

the entire contour was misleading and that only a middle

portion of the contour should be used. The same procedure

as used in the first method is used in determining the vector

bit value in the second method except that the first pair of

points used is located a distance equal to of the total

contour length from the beginning of the contour and the

second point pair is located about - from the end of the contour.

The rocedure of the first method was followed if the values

indicated by these pairs of points did not agree.

The third method used to determine the vector bit value

resulted from an increase in errors noted in the process of

coding the"t'ameranan"pictures. The contours of these pictures
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tended.:to' be very long and often .included touching natural

contours which were in fact unrelated. Thus '"one" contour

might include:the side of the, tripod, the coat of the cam-

eraman,and the head of the cameraman. In some instances, a

sing.gle vector bit value could. not describe all of the components.

T heen -several curves were needed to fit the entire contour,, the

intersection of two natural contours often occurred at points

where one curve would end and a- second curve would begin.

Thus it was a natural though not necessarily obvious extension

of the first or second method described above to assign a vector

bit value to each curve which was used to fit the entirecontour.

This method results in a picture with the least number of errors.

5.2 Decoding

The decoding of the "x"' and y" gradient information

uses the same two-dimensional grid as described in section 2

and shown in Fig. 6. The picture elements will eventually be

located at points (x,y) where both "xt' and "y" are even integers.

The "x" gradients will be located at points (x,y) where 1"x"

is odd and "y" is even. The "y" gradients are located at points

where "tX1 is even and "y" is odd. Thus a gradient component

can never fall on posints where both "x" and "y" are even or

where both "x" and "y" are odd. Initially the points specified

by the second order curves are listed in order. Thus if the

curve is x=y2 and the curve begins at y=2 and ends at y=4 then
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the points listed are (4,2), (9,3), and (16,4). If any of

the listed points are located where a gradient point cannot

exist, e.g. (4,2), that point is moved in the "x" direction

or te "y" direction to te nearest acceDt--ble gradient location.

The direction in which the point is moved is determined by the

sec-ond order curve which designated that point. If the curve

has the form x-f(y), which due to the curve fitting procedure

used generally describes a contour which has a relatively small

range of "y" values and a larger range of "x" values, the point

is moved to the closest "x" gradient location in the direction

of the nearest point. Thus the point (4,2), referred to above,

would be moved o (4,3), (9,3) would be r~eoved to (8,3) and

(16,4) ould be moved to (16,3). ihis causes a further distortion

in the approximation process; however, since the curve itself

may be a minimum of 2 or 3 Doints in error, the added error does

not apear to cause problem. Tilen all the listed points are

located at valid graidient oints, they are connected in secuence

by straiht ine aTprroximation withC the added points beingr

placed on "x" and "y" gradient locations so as to form a continuous

contour. For te examnle outlined above, the whole contour is

located at valid gradlient locations on the line beginnin ' at (4,3)

and endinz at (16,3)., If the two listed. Doints had different

TX1" and "ytt coordinates, for examotle (4,3) and (12,5), then the

line of added gradients would appear as in Fig. l0.

After all the radient points- for a :iivan curve have been



: .

33

located, values are given to the gradient compwt. The

vector bit value is introduced at this point to provide the

edge of Fig. 10 would hare gradient values as shown in Fig. 11.Asig tter n all of the various gradient components. If, for example,-,. ...

the vector bit value described the contour as havin g greater

are separated from each other and convolved with the appropriate

reconstruction filters as previouly discussed (See Sec. 2).

The results of the separate convolutions, the reconstructed or. s .1.

- "synthetic" highs, are then added togeter with a the lot u-pass,

inthe seonlated filordered picture to form the completed picture..:;. .:
i'-

-i
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6. THE OUTPUJIT PICTURES

6.1 Basis of ComTarison

The result of any coding and decoding operation is the

output copy and the channel capacity needed to transmit the

coDy. Some picture coding procedures produce an error-free

output so that the only basis for comnarison is the channel

capacity reuired. '22 For the curve fitting/contour coding

procedure, approximations are continuously being made; therefore

some feeling must be acquired in a multi-dimensional space;

the quality of the processed icture versus the number of bits

required to transmit the picture versus the quality of the

original 6-bit PCM picture.

The amount of channel capacity which is used by a

200 X 200 point, 6-bit PCM picture will be the standard againt

zhich the channel capacity required for the contour coded

pictures will be compared. The standard icture requires a

channel capacity of 240,000 bits. In order to comnare the

procesed picture with the standard picture, the number of bits

required to transmit it will be calculated as follows:

I. A 25 X 25 point matrix will be used to

transmit the low-pass picture. ach

element of the low-pass icture will be

described by 6 bits. Thus the total
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number of bits required to transmit the

low-pass filtered picture equals 3750 bits.

2. To transmit the information relating to one

curve, the follo.ing i-ifortn mz ..... : .

transmitted:

a. One bit-to describ wich version

of the second order curve is being

sent; that is, a curve of the form

x=f(y) or a curve of the form y=f(x).

b. One bit to describe -fbit:her 1the cturve

is a continuation of a previous curve

(and therefore continuous in the first

derivative) or not.

c. One bit to describe the vector bit

value.

d. Eight bits to describe the eginning

value of the independent variable and

eight bits to describe the final value

of the independent variable. If the

curve is a continuation of pnrevious

ciurve, only the final value of the

dependent variable need be sent since

the initial value for the continued

curve was the final value for the

previous curve.
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e. Twenty-seven bits are required to

specify each initial curve in the

contour fitting process. In order

to perform the curve fitting process,

each contour is normalized to begin

at (0,0). The unusually great pre-

cision required to perform curve fit-

ting with data values of the various

contours requires such normalization.

The simple second order curve a+bx+cx2

has three degrees of freedom and can

be specified either by giving the values

of "all "b", and c", denoting three

points along its contour, or by an

appropriate combination of the two

methods. Since the initial contour

point is defined as (0,0), and since

the final value of the independent

variable is already specified in

subsection 'Id" above, the latter

methLod was chosen. The value of the

dependent variable is specified at the

initial, mid-point, and final sections

of te curve. The value of the inde-

pendent variable at the mid-point is
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defined as the mean of the initial

and final values of the independent

variable, therefore no additional chan-

nel capacity is required to transmit

its value. Nine bits are used to

transmit the value of each dependent

variable, thus a overall accuracy

of one sample point is achieved.

f. Fifteen bits are required to specify

each curve in the gradient curve

fitting process. Thle method is

identical to "e" above. The value

of the gradient is specified at the

initial, mid-point and final sections

of the contour. Five bits are re-

quired to transmit each of the re-

quired gradient values, thus an

overall precision of one part in

sixteen is achieved. As with the

curve location information, the

independent variable has been trans-

lated to begin at zero.

Thus a total of sixty-one bits is required to describe

the gradient value and location information conveyed by

each curve if the curve is not a continuation of a pre-

·;·;;· .

!-·
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vious curve. If the curve is the continuation of a

previous curve, the value of "b", the slope at the initial

point, (0,0), of the continued curve, will be determined

by the slope of the previous curve at its final point.

,The initial :value of the independent variable will be

given by the previous curve, and the initial value of

the dependent variable will deviate no greater than

twice the maximum allowable error from the- value given

by the previous curve. In order to adjust the value of

the dependent variable at the initial point of the

continuing curve, three additional bits are transmitted.

Thus a continued curve may be transmitted using thirty-nine

bits. In addition it is possible to code the gradient

information for a whole contour using only one second

order curve by relying on Graham's evidence that the

gradient need not be specified to more than two significant

binary places. This premise would allow each continued

curve to save an additional fifteen bits. In the calcu-

lation of channel capacities which follows, it is assumed

that the complete gradient information is specified for

each continued curve. The rationale for this apparent

waste of channel capacity results from the experimental
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evidence that a large gradient change often occurs at the

beginning of a continued curve.

The total number of bits required to transmit the complete

picture equals 3750 + 6n + 39m where n equals the number of

new curves and m equals the number of continued curves.

6.2 Picture Processing Techniques and Options

A variety of picture processing methods were used to

investigate their effects on the final pictorial content.

Some methods were used in combination with others to attempt

to understand how the various techniques interact with each

other. The various techniques are described individually in

the following sections.

6.2.1 Thresholds

By varying the two thresholdlevels, the number of distinct

contours and the number of edge points can be varied significantly.

Specifically, changing the upper threshold varies the number of

contours found, and consequently the number of edge points located.

This threshold must be placed low enough to allow each "imortant"

contour to be found, and yet high enough to reject those contours

which resemble texture in the picture, or which are in reality

noise contours. For a given picture a precise determination

seems to be -possible only by experimentation; however, a threshold
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level-of approximately 20 (out iyof 256 -levels) seems to work

quite well, foremost pictures.-

: .The0- lower threshold generally determines the length of

the average contour; that is how many points the average

contour will contain. It must be set ow enough so that an

entire contour will be traced, yet high enough so that the

contour tracing routine will neither consider noti -in the

picture as part of the contour nor use noise in the picture

to "jump" from one contour to some part of a distinct separate

contour. Experimentally a level of approximately 9 seems to

work well. Figure 13 illustrates the result as the upper

threshold is increased. Note the disappearance-of some of

the "important" contours as the threshold is raised to 30.

6.2.2 Logarithmic Processing

The eye is characteristically more sensitive to changes

in black or dark areas than it is to changes in white or bright

areas. The use of a constant high threshold, however, does

not take account of this fact. Thus important contours in

the -darker areas, although subjectively equal to important

contours in the bright areas, will not be found because the

magnitude of the brightness change for these darker contours

is below the fixed threshold. If the threshold level is

lowered to catch the "important" contours in the darker.areas,

then there is the danger that either "texture" or noise in the
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brighter- areas iwll be mistaken for contours.

One method of solving this dilemma uses an adaptive

threshold based on the brightness of the immediately sur-

rounding areas. An easier solution however is to change

the original, li-near-icture, to a quasi-logarithmic

picture -using the transformation of- Eq. 6.1, where p(x,y)

is the original picture, "lk" is a constant, "cl" and "C2"

are constants, and. p' (x,y) is the logarithmic picture.

(Eac. 6.1) o'(x,y) = cl log2 (p(x,y) + k) + c 2

Since the values of D(x,y) can range from 0 to 255, the

values of p'(x,y) must also range from 0 to 255, hence the

need for "cl" and "c"tt Although the darker areas are to

be emphasized, if the constant "k" was not resent, the

emphasis would be excessive, thus k" is chosen to be a

positive number- which will provide emphasis in the dark areas,

but not so much that the brighter areas are overly compressed.

In the pictures which follow, the range of brightness cor-

responding to levels 0 and was expanded sevenfold. The

values of all the constants are thereby fixed.

6.2.3 Curve Error Parameters

The curve error parameters, -the weighting on the end

points and maximum allowable error, affect the efficiency of
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the curve fitting process. Generally a weight of five and

a maximum error of three was used in the pictures which follow.

In one series of experiments using the portrait of the girl,

it was found that for an error criterion of 3, a weighting fa.c-

tor of 5 produced the best results; that is, the fewest curves

were needed to fit the contours at these values. See Table 3.

As the allowable error increases there does not seem to be a

definite minimum, although there does seem to be an asymptotic

behavior. One problem which results from using a larger error

value is a possible curviness in the curve fitting process which

is subjectively undesirable. This is illustrated in Fig. 14.

6.2.4 'radient Intensification

6.2.4.1 Pre-processing

Most processed pictures were 200 X 200 points square.

One of the pictubes was scanned at a resolution of 512 X 512

points of which only a 200 X 200 point section was used.

Whether the higher or lower resolution was used, the contour

was rarely a true step, but exhibited the characteristic of

a step function convolved with an impulse response, charac-

teristic of CRT scanners, consisting of a narrow Gaussian

pulse plus "tails"t due to the halo effect. Normally, the

curve tracing procedure ignored the outer gradient components

because of their low value, and therefore the gradients which

were transmitted were smaller than they should have been.

One available option was to pre-process the "x" and "y" gradi-

ents separately, so that these side lobes were added to the
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main or most significant gradient value. For example the

gradients of Fig. 15(a)were changed as shown in Fig. 15(b).

The result of this procedure does not seem to justify

its use. Subjectively, a little sharpening of the picture

does occur; however this may also be accomplished as described

in section 6.2.4.2. The desire not to use this procedure arises

not because the same result can be achieved in another and

perhaps simpler way, but because this method of prarocessing

increases the number of curves required to fit the contours.

See Table 4 and Fig. 16. Thus although the pre-processing

sharpens the contours, it also introduces discontinuities into

the contour structure with which the tracing algorithm is unable

to cope.

6.2.4.2 Post-processing

Graham1 2 has shown that by adding extra synthetic highs

to the picture, a subjective sharpening takces place. This is

similar to the result of the pre-processing of section 6.2.4.1.

Graham's work indicated. that :a~ "highs" accentuation by a factor

of 1.5 did not produce objectionable results while sarpening

the image. Accentuating the "highg" which result from the

curve fitting operation by more than a factor of 1.5 produces

extreme contouring as shown in Fig. 17. As was mentioned earlier,

the gradient values which are transmitted wituout pre-processing
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are smaller than they should be. Thus a picture in which

the synthetic highs are not accentuated by about 25% is

lacking in the high frequency component. This effect is

demonstrated by the shadowing around the cameraman's coat

in Fig. 17 (a). Since the Rpruprocessing of Section 6.2.4.1

adds the side lobe to the gradient, the "highs" of a pre-

processed picture do not require accentuation.

6.2.5 Curve Continuation

It was presumed that the eye is very sensitive to

discontinuities along a contour either in its spatial

distribution or in its slope. Although this sensitivity

is present, if the error criterion is sufficiently tight,

the use of curves continuous in the first derivative can

be abandoned. The result does not appear to be subjectively

undesirable, while a savings of at least 10% in the number

of curves needed to fit the contours can be expected. This

savings of channel capacity results from the extra degree

of freedom which the previous continued curves now have. An

example of such a picture is shown in Fig. 18.
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7. RESULTS

7.1 Channel Capacity

The results of the research are illustrated in figures

13,!14, 16, 17, 18, 19, and 21. Table 4 shows the type of

processing used and the required channel capacity for each

picture. The channel capacity was calculated in two different

ways. The first method is that outlined in section 6.1.

The results using this method are listed in Table 4 under

the heading Channel Capacity/Curves. The lengths of the in-

dividual curves, however, indicate that for some picture pro-

cessing methods, 10% or more of the curves may be less than

five points long. Since 61 bits are required to transmit

a starting curve and 39 bits are required to transmit a con-

tinued curve, the method described by Grahaml2 for coding

the gradient and contour information is advantageous for the

shorter curves. Thus, the results of using a combination

coder, one which uses one of two different codes, is shown

in Table 4 under the heading Channel Capacity ombination.

Use is made of Graham's picture statistics to apply Huffman

coding; therefore, the number of bits required for a begin-

ning curve is 25 + 7(n-1) where n is the number of points

on the contour. The fixed overhead of 25 bits is used to

describe the starting point (eight bits for each coordinate)

to communicate to the decoder the type of code which is used
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to describe the curve, (one bit), and to transmit the initial

gradient component (five bits, four data bits plus one sign

bit), and to fix the location of the next contour point

(three bits). Note that the gradient is again assumed to

require a precision of no more than 1 part in 16. Thus, with-

out taking account of statistical correlations, 5 bits would

be required to transmit the gradient information and 3 bits

would b e required to indicate the direction of the next con-

tour point. Some savings would be available because of the

nature of contours, (see Graham's data); a savings of one

bit per contour point will be assumed. If the curve is a

continuation curve, the fixed overhead will only be nine

bits since both starting coordinates are derived from the

previous curve.

The required channel caDacitv for the combination coder

is calculated by first observing the length of the curve.

If the number of points fit by--an initial curve is less than

seven, the point by point code is used. Likewise, if the

number of points fit by a continuation curve is less than

six, the point by point code is used. The results are

tabulated in Table 4.

Using the channel capacity/combination calculations

the channel capacities required to transmit the picture of

the girl range from 32,441 (Fig. 14(e)) to 42,991 (Fig. 16(d))

bits. The standard picture, defined to be the picture pro-
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cessed as'i Fig. 22(b), requires 39,964 bits. Similarly

th.e -range for the close-up of the cameraman if from 19,944

(Fig. 14(d)) to 27,330 (Fig. 21(a)) bits. The close-up of

the cameraman with standard Drocessin (ig. 22(a)) requires

25,952 bits. The range for the distant shot of the cameraman

is from 20,778 (Fig. 13(d)) to 2,2 097 (Fig. 22(d)) bits. The

standard. for the distant cameraman picture is 26,800.

7.1.1 Effects of Various Methods of Processing on

Channel Capacity

As the upper threshold is raised, thereby decreasing

the number of contours which are transmitted, the required

channel capacity decreases. See Fig. 13 and Table 4.

Preprocessing greatly increases the number of contours

found with a corresponding decrease in the average length of

the contours (Fig. 16). The number of curves needed to code

these contours decreased but the required channel capacity

increased. This implies an increase in the number of initial

curves needecd to code the pre-processed pictures.

Removing the rquijrement K c continuous first derivative

at the en. cf one curve and the beinning of the next curve

reduced the number of recuired curves; however, the channel

capacity remains almost constant because of the extra informa-

tion needed to secify te curves (Fig. 18).
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The channel .capacityrequired to transmit the pictures

decreased markedly as the allowable error was increased from

three to. fiv'e . The decrease i:-channel capacity was less

notable and the-maxtimum error increased. to seven (Fig. 14),

The combining of two r-oce-sses had an additiv;- effect.

Increasing the maximum error and removing the requirement

of a continuous first: derivative resulted in a channel

capacity almost equal to the average of the two processes -

separately. Where both processes individually increased

the channel capacity,when compared to the standard, the com-

bination further increased the required channel capacity

(Fig. 21(c)). When one Drocess by itself, increasedl. t.e r-

cuired channel capacity vis-a-vis the standard, and the

second process, by itself, decreased the required channel

capacity vis-a-vis the standard, the combination of the two

processes resulted in a channel capacity somewhere between

their individual channel capacity (Fig 21(b)).

7.2 Subjective Effects

The subjective effects of the contour coding process

should be separated into two groups. 'The first group con-

tains those effects resulting from the nature of the process

itself. The second group contains those effects resulting

from the nature of some specific contour coding technique

such as pre- or post-processing.
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There seem to be four subjective effects due to the nature

of the process itself. First, there is loss of texture.

This occurs in such areas as the ,ir's face and hair and

the foreground in te full-length picture of the cameraman.

Second, there appearr to be a subjectivly undesireable

effect from loss of shading, slow changes in brightness over

a distance of three or more sample oints. The contour cod-

ing procedure either sharpens this shading into one or more

edges or ignores it completely.

Third, there is te effect due to quantization of the

gradient direction. At the L.ow resolution at which these

!oictures are rinted, this tends to show up as diroital

ratiness" in the icture. In the cameraman icture, where

there are straight oblique lines, this effect is prominent
especially where the lines are long.

Fourth, there is the effect due to errors in matching
the end-Doint of continuous curves. The results are clearly

seen in the full-length cameraman picture (e.g. Fig. 13(b))

as dark flares eminating from the dark areas into the whiter

areas, especially around the head and elbow. This effect

results from gaps in the fitted curves, areas zEhere no

"synthetic highs" are added, thereby leaving the sread out

low-Dass ic -ure untouched.,

Fift, there seems to be an over-all- effect, i- obably

a combination of the previously described errors, to remove
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character from te icture. This effect is oarticularly

prorminent in te picture of the irl where the character of

the facial expression is lost in the processed .oictures.

As a result of re-processing, numerous false contours

may apear or existing contours may be over accentuated 6r

"'sharened." See Ftig. 16. The false contours occur as a

result of the process illustrated in figures 15(a) and 5(b)

where the five "x" gradient values are 9 and the pre-process-

ing builds up a contour with a brightness cange of forty-

five Levels where a gradual shading reviously appeared.

The result of increasing the maximum allowable error

affects te cameraman pictures significantly more than the

picture of the girl. The long straight lines and naturally

curved lines seem relatively unaffected; howsever, te shorter

lines in the cameraman pictures and esecially areas of high

detail are often distorted.

The loss of detail that occurs as the upper threshold

is changed (Fig. 13) demonstrates the loss of background

detail. If the threshold had been raised further, the detail

in the foreground would begin to disapnear.
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8 O,.GULUSION3S

rile, questions rhich now rmust be answered are whether

this wor, has any practical use and whet:-Ler this approach

to te symthetic highs" technique should be continued. The

answer to both questions is a qualified es.

TShis investiration leads to the conclusion that contour

coding has its place in image transmission, however, only

in certain areas. The contour coding technique, as developed

in this research, breaks doTm in areas of high detail.because

the contour trace routine erases the nearby gradients, de-

stroying the detail. This can be a severe problem in a low

resolution system such as the one used here since more areas

in such a system fall in the category of detail easily noticed

by the eye. The contour coding technique is also oor in

areas of "texture." Some of the gradients in the "texture"

areas may exceed the upper threshold and, thus, incorrectly

cause a curve to be fit to that data.

To overcome the deficiencies in contour coding, it is

desirable to isolate those areas where high detail, "texture",

or: very tin ( one i)oint in width) lines, a special tyne of

detail, exist. These exceptions should be reported by a

separate coding techniqueo The remaining areas can then be

contour coded using a relatively low uer threshold since

the noise in the scanned icture should be no reater than

four levels, and there is no need to worry about areas of
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texture.

As a practica. matter, not many receiving or transmitting

stations have te comouting capability or memory capacity to

oerform the indicated contour coding and reconstruction.

The need for to-dimensional filtering and large-scale memories

is only half the roblem. The average time, twelve minutes,

required to perform the simulation of one comolete icture

on the IBM 360/65/40 is the other half of the roblem.

Notwithstanding the 'lardware and real time difficulties,

the coding problem changes into a combination of attern recog-

nition and coding selection. The roblem of locating the

areas here different coding techniques will operate seems

to become the major dilficulty. In the fac-siile area where

a variety of codes were developed to transmit an entire docu-

ment, methods were later developed to select one of a group

of codes to encode different ortions of a document." '

Tikewise, in two-dimensional grey tone nictures different

codes will be advantageous in different areas. Therefore,

areas of detail may be sent in an uncoded mode; then lines

may be transmitted by aonlyin curve fitting technicues to

the sample noint values instead of the gradient values; and

areas of ,'texture" may be characterized by some special code.2 4

The remaining areas wiil be transmitted by a contour coding

tcchlnivue. It is in tis context that contour codinr will

orovide significant reductions in ch.nnel caDacitv.
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A`P`iJIX A

radient Grid Construction

A typical gradient grid as shown in figure 6 is used

to present gradient and sample point information. Using the

3 X 3 point sample array shown in figure 7 for illustration,

the corresponding gradient grid is as follows. Each sample

point (x',y'), x, y' = 1,2,3 is located in the gradient

grid at (2x',2y') = (x,y); thus, the sample points are lo-

catel at (2,2), (2,4), (2,6), (4,2), (4,4), (4,6), (6,2),

(6,4), and (6,6). The gradient information is then added

in bet~ween the sample points. Thus, the gradient for sample

point now located at (4,4), and given by (!Pq. 3.2), is modi-

fied as in equation (A-1.1) where p(x,y) are the sample

value s.

(Tq. A-1.1) G(4,4) = [p(4 4) p(2,4JX + [p(4,4) - (49?2 7

The "xt comoonent of the radient Gx for the oint (x,y)

is added at' location (x-l,y) and the T"y" component of the

gradient Gy, for te samrle oint (x,y) is added at location

(x,y-! .

Thus, all sample points are located where both te 'rx"

and t t y t t values are even integers; the t"x"t comnTonent of the

gradient is located at noints where the "x" value is an odd

integer, and the TV"t? value is an even integer; and the "y"
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comnonent of the gradient is located. at oints where tie

ttx ' value is even and the t'v" value s odd. The loca. tions

where both the "XT and "ytt values are odd are Drohibited.
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APPENDIX B

Fitting Quadratic Curves by a Least Squares Criterion

Methods for fitting a quadratic which has the formula

y=a + bx + cx2 to a set of data ( (xi,Yi), i=l,n ) are well

knownm. The solution for the particular case of a least

mean square error error criterion is given below:

an + b xi + c x2 = i1~Y

(ii) axi + bx2

(iii) ax 2 + b x 3
I 1

+ C 1iX3 = iYi

+ cx4 =- 2 =Xy
% 'I 1

(Eq. B-l)

(i)
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APPENDIX C

Some Coments on the Output Pictures

Figure 12 shows the input pictures. The spatial reso-

lution is 200 X 200 points; the video has 256 brightness

levels. Since 64 brightness levels are usually considered

adequate to display a picture without noticeable degradation

from quantization, all comparisons of channel capacity are

based on a 6-bit PCM picture. The channel capacity re-

quired for the 6-bit P picture is 240000 bits.

The pictorial output of the low-pass filter are shown

in figure 20. Figure 23 represents the "x" component of

the gradients by three levels. The brightest points

represent gradient components whose values are greater

than eight; the black points represent gradient components

whose values are less than minus eigt. The remainlng radi-

ent values are red-resented by'D the grey areas. Figure 19

shows the results o- the currve tracing algorithln. The

top halves of the pictures show the ?x' gradient components

of the contours after transmission but before reconstruction.

The bottom halves show the 'y"' gradient compone-nts.

Figure 24 shows one type of low channel caRacity

Dicture. It is constructed by portraying a 50 X 50 oint

pictulre on a 200 X 200 point raster by repeatedly displaying

each of the low resolution sample oints at each oint of
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a corresponding 4 X 4 point square in the higher resolution

picture. These pictures, with a channel capacity of

25000 bits, can be compared with the pictures which

result from the coding process.

Where appropriate, the channel caoacities for the

various pictures have been placed in parentheses beside the

corresponding figure designations.
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TABLE 1

Gaussian Filter

The Gaussian filter, g(x,y) is circularly symmetric,

and therefore only the one-dimensional version, g'(x)

is presented below.

(Eq. T-l) g(x,y) = g' (x)g' (y)

g'(i), i=1,19 is given below:

i g, (i)

1 0.0080425
2 0.01373476
3 0.02194808
4 0.03294798
5 0.04646410
6 0.06155493
7 0.07660633
8 0.08956188
9 0.09836447

10 0.10148692
11 0.09836447
12 0.08956188
13 0.07660633
14 0.06155493
15 0.0466410
16 .0.03294798
17 0.02194808
18 0.01373476
19 0.00807425
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TABLE 2

Gradient Reconstruction Filter

The gradient reconstruction filter corresponds to the

Gaussian low-pass filter shown in Table 1. Its construction

is presented in Graham's thesisl2. The reconstruction filter

is symmetric about one axis and anti-symmetric about the

other axis, therefore only one quadrant is shown below.

.0 .0 .0 .0 .0

.0 .0 .0 .0 .0

.O .0 . 0 .0 .0

.0 .0 .0 .0 .0

.0 .0 .0 .0 .00759

.0 .0 .0 .01706 .01517

.0 .0 .03415 .03121 .00944

.0 .06156 .05755 .01654 .01103

.10092 .09608 .02571 .01817 .01216

.0

.0

.0

.00294

.00651

.00472

.00588

.00687

.00755

.0 .0

.0 .00024

.00096 .00072

.00240 .00072

.00203 .00101

.00269 .00134

.00335 .00167

.00392 .00195

.00430 .00215

.24743 .03561 .02652 .01875

.00003

.00014

.00018

.00027

.00038

.00050

.00062

.00072

.00079

.01250 .00778:.004441 .00221 .0082
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TABLE 3

Curves Required

114
101
110
115
116

113
87
75
72

; 71

113
87
71
74
'69

Maximum Error

3
3
3
3
3

5
5
5
5
5

7
7
7
7
7

Weighting Factor

2
5
8

11
14

2
5

8

11Il

2
5
8

11 .
14

Relationship of the number of curves required to code
a picture of the type Fig. 12(c) to the maximum allowed
error and the weighting factor.
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TABLE 4

Picture Statistics

Fig. Ma .
error

13 3(a)
(b)
(c)
(d)

1 (a)
(b)
(c)
(d)
(e)

16 (a)
(b)
(c)
(d)
(e)

17(a)
(b)
(c)

18(a)
(b)

21(a)
(b)
(C)

22(a)
(b)
(c)
(d)

3

3
3

5
7
5

5

3
3
3
3
3

3
3
3

3
3

5
3

3
3
3
3

We ighting
factor

5
5
5
5

9
12
9

12
9

5
5
5
5
5

5
5
5

5
5

5

9
5

5
5

5
5

Post-
Proces sing

125
125
125
125

125
L25
125
125
125

100
100
125
100
125

100
125
150

115
115

115
125
125

125
125
125
125

Pre-
Processing

no
no
no
no

no
no
no
no
no

no
no
no
no
no

no
no
no

no

yes
nono
yes

no
no
no
no

Log/
Lin

log
log
log
log

log
log
log
log
log

log
log
log
log
log

log
log
log

log

log
log
log

lin

Upper Threshold/
Lower Thr shold

15/9
20/9
30/9
40/9

?0/9
20/9
20/9
20/9
20/9

20/9
20/9
20/9
20/9
20/9

20/9
20/9
20/9

20/9
20/9

20/9
20/9
20/9

20/9
20/9
20/9
20/9
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TABLE 4 (cont.)

Fig. ontinued
Curve s
option

13 (a) no
(b) no
(c) no
(d) no

14(a)
(b)
(c)
(d)
(e)

16(a)
(b)
(c)
(d)
(e)

17(a)
(b)
(c)

no
no
no
no
no

no
no
no
no
no

no
no
no

-Cntours/
Average length

310/15
215/20
139/27
95/34

215/20
215/20
147/24
147/24
358/16

478/9
515/7
515/7
896/7
896/7

215/20
215/20
215/20

Curves Channel Capacity needed-(bits)
needed Curves Comb. Graham

554
489
434
366

369
330
356
319
551

487
429
429
755
755

489
489
489

32066
28101
24878
21566

22761
21020
21550
19909
32983

3Q 2, 30135
27609
27609
45405
4540 5

28101
28101
28101

30535
26800
23664
20778

22372
20906
21295
19844
32441

28576
26459
26459
42991
42991

26800
26800
26800

41880
37720
32523
28070

37720
37720
31092
31092
50290

42468
38255
38255
63782
63782

37720
37720
37720

28089 27026
42241 40649

28516
34616
31139

27398
42494
281_01
33852

27330
34015
29578

25952
39964
26800
32097

* Calculated on a oint-to-Doint
Graham's thesis .

basis as indicated in

yes
yes

yes
yes
yes

18(a)
(b)

21(a)
(b)
(c)

22(a)
(b)
(d)
(d)

215/20
358/16

515/7
358/16
478/9

no
no
no
no

399
631

406
506
449

480
774
489
606

147/24
358/ 16
215/20
268/16

37720
50290

38255
50290
42468

31092
50290
37720
38590
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Figure 1
Block diagram of contour coding system

B(x, y) BI(x, y)

Figure 2
A distortionless system

B' (x,y)

(x, y)

Figure 3
An approximation to;'the:ditortionless system

B(x,



b(x)

I

XO

(a)

(1)

Uo (Xo)

(c)

Figure 4
A one-dimensional

r(x)

(d)

view

where h(x)dx=

Figure 5
The one-dimensional system
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,(x)

(b)
(b)

a(x) a(x)

-

u -



1 2 3 4 6 -

0 0 0

o 5 4 9 -8 I

0 0 0

0 5 4 9 -8 1

-4 -8 0

o 1 0 1 0 1

Figure 6
Gradient Grid

1 2 3

1

I

Figure 7
Sample point grid

Figure 8
Direction determination
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1

4

5

6

5 9 1

5 9 1

1 1 1

1

8 2

6 1 4.

5



1 2 3 4 5 6 7 8

5

-5

5

-5

5

-An eaiple of
Figure 9
gradient reconstruction

1 2 3 4 5 6 7 8 9 10 11 12 13

Figure 0
An example of gradient point connection
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1 2 3 4 5 6 7 8 9 10 1t 12 13

5 5 5

- 5

5 . 5

Figure 11
An example of gradient reconstruction

1 2 3 4 5 6 7 8 9 10 11 12 13

1 2 10 2 1

1 2 9 2 1

2 10 2 1

Figure 1 5(a)
Gradients before pre-processing.

2

3

4

5

6

3

4

5

6
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1 2 3 4 5 6 7 8 9 10 11 12 13

1

3

4 15

5

7

Gradients
Figure 15 (b)
after pre-processing



(a) (2. 0,000 bits)
(c)

(b) (2tO,00,0C. bits)
(40,0 )0 bits)

Fiure 12
Original Pictures



5 S) bits)
664 bits)

Pictures

(b) (26,800
(d.) (20,778

bits)
bits)

Figure 13
at Varying Thresholds

-70-

(a)
(C)

( )3,
(23,



(a) (22,372 bits)
(c) (21,295 bits)

Pictures

(b) (0,906
(d) (19 ,L4

bits)
bits)

Figure 14
at Varylng Mlaximum Errors

-71-
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(e) (32-441 bits)

Figure 14 (cont.)



(b) (26,45V
(a) (28,576

bit s)
bits)

(c) (26,459 bts)

Figure. 16
Pictures with pre-processlng
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(d) () 991 bits)
Fisure

(e6
16 (cort.)

(429-1 bits)
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(a) (254, 00 bit s )
(c) (26 , 800

(b)
bits)

(,26,t -00 bits)

Figure 17
Pi.c t-ur .s l" ith Q--o st-processing)
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(a) (27,026 bits) (b) (40,649

Figure 18
Continuous
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bits)

First DerivaivesPicures wdithot
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(a) (b)
(c)

Figure 19
Results of Curve Tracing Algorithm
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(a) (b)
.....1. (C )

Figure 20
Low-pass Pictures



(a) (27,330

Pictures with
Figure 21
Combination Processing

79

bits)
(c) (29,578

.(b)
bits)

(34, 015 bits)
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(a) 25,952
(c) (26,C00

bits)
bits)

Figure 22

(b) (39964
(d) (32097

Standard Pictures- og/Lin
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bits)
bits)
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(a) (25,00T bits) (b)
(c) (25,000 bits)

Figure 24
Low Channel Capacity Pictures

(25,000 bits)
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