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ABSTRACT

The results of the computer simulation to reduee the
redundancy in a transmitted image by contour detection and
coding are presented in this study. The two-dimensional
image is divided into its low and high frequency components,
The low frequency component is transmitted to the receiver at
a reduced sampling rate corresponding to its low bandwidth.
The high frequency comronent is approximated by locating the
egsential contours and fitting quadratic curves to these
contours. The image is then reconstructed from the quadratic
curves and the low frequency image as in a ''synthetic highs"
system. The resulting total number of bits required to
describe the image is reduced by a factor of up to 12.1 when
compared tec 6-bit PCM,
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1. BAGEGROUND

1.1 Introduction

The transmission of nictorial data has become common-
place in a world with televised moon landings and intercon-
tinental live television. Scientists and engineers have
constantly strived not only to improve the quality of pic-
torial communication but also to reduce the channel capacity
needed for the transmission of an image. This investigation
examines one method of image transmission and the relationship
of picture quality and channel capacity using that method.

In the arza of digital facsimile transmission, the great
wealth of literature and patents indicates an approach which
is often independent of the psychophysical relationship between
the human observer and the imace itself. Techniques such as
run-length codingl, line to line correlationz, and block
encoding3 are well known. Such techniques have also been
used in the transmission of grey tone images; that is, pictures
where the full range of black to white is required to be preserved,
Bit plane encodingu, methods of making use of a priori second or

higher order statisticss’6, and others’

have been successful in
reducing the required channel capacity by factors of 2 or 3 with
varying degradations in picture quality.

Mone of these methods attempt to exnloit to any substan-

tial degree the human subjective response or the basic



properties of pictures which are not statistical. The Mach
phenomenong which results from a subjective enhancement of

sharp brightness changes of an image is one example of sub-
jective distortion of a picture. Since the sye does not

perceive contours, abrunt changes in brightness, accurately,

3

f=5s

and a significant amount of "information in an image is

contained in the contoursg

}5)

, and all pictures of interest have
contours, a logical approach to image transmission would in-
volve altering the contours in some way so that the change
would allow the image to be transmitted with a reduced chan-

nel capacity.

k
3

method which was studied separates the contours
from the body of the picture. The remaining portion of the
picture, essentially a low-pass nicture, is coded and trans-
mitted at a reduced channel capacity. The contours are akso
coded and transmitted to achieve significant reductions in
channzl capscity:; and at the receiver the low-pass picture
and the contours are razcombined to form the original picture.
See Fig. L.

This work represents an extension of work besgun by

ertO

. \ . . 2 :
Schreib and continued by Panll and Grahaml?. They have

- - -

¥ 4 3 A ~nt Attt Ny P Selgm o Ty oy e Y A
shown that s considerable raduciion in tha channel cadacliy

o

L

av]

required to transmit an image con be realized compared to conven-

tional 6-bit PCM., A signal, B(x,y), can be processed through

the system shown in figure 2 without distortion; and specifically,
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(&}

he gpatial brizhtness distribution of

if B(x,v) renresznts
an image, then an imaze can be »nrocessed without distortion.

Schreiber has shown that a good choice for h(x,y) is a
two-dimensional low-pass filter. According to the MNyquist
cfiterion, the output of this filter need not be sampled at
as high a frequency as the innut to retain all information.
Graham!?2 found for example that a 32 X 32 point samnling
array was adequate to reconstruct the output of his two-di-
mensional Gaussian low-pass filter, operating on a 256 X 256
point image. The number of sample points which must be
transmitted is thereby reduced by a factor of 64,

If H(x,v) is a low-pass filter, then g(x,y) must be

a high-pass filter. The portions of a signal which contribute

to the high frequency spectrum are those wherz the signal

¥

1

Eoe )
j=

changes rani . In an image, this corressonds to what the

(q

eye perceives as edges, areas where brightness chanvzs occur
in small distances. Thus an image passed through g(x,v)
contains primarily the edges of a picture, By appnroximating
g(x,v) with an edge detector, a coder, a decoder, and a
reconstruction filter, a distorted picture, B'(x%x,v), is
obtained (Fig. 3). The results of Graham's work demonstrated
that this a@proximation is valid (in a subjective sense) and

that an image may actuallv be

0]

ubjectively sharpensad by

0

s B G - - . 3 -
slicghtly accentuating the =2dge

& .

The research hereinafter described was performed using

the IBM 260/65/L0 2t the M,I.T. Computation Center. The
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améunt of available core storage restricted the size of the
processed images to 200 X 200 péints. The scanner used was
constructed hy Professor William Schreiber of the Cognitive
Information Processing Group of the Research Laboratory of
Electronics. The scanner is capable of resolving 256 levels

of grey scale,

1{2 Area of Research

There are four arzas of investigation. First, how should
the contours or edges of a picture be located? Second, given
the contour locations and the magnitude and direction c¢f the
change in brightness how should this information be coded using
curve fitting techniques? Third, what pre- or post- processing
may be desirable? Fourth, what are the subjectivé effects of

the various coding and pre- or post- processing operations?
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2, - THE LOW-PASS FILTER AND RECONSTRUCTION FILTER

2.1 The Problem in One Dimension .
The -most éfficientvway to approach the two-dimensional
pteblem is to analyze the one-dimensional problem. Consider
a one-dimensional contour represented in Fig. 4(a) by the
signal b(x). The contour is a unity step located at x=x..
Passing the signal b(x) through a low-pass filter, with
im?uléé resﬁoﬁée h(x),wproducéé.éh 6utput l(x)‘as shown in
Fig. 4(b). Differentiating theﬁsignal b(x) results in an
impulse of unity magnitude located at x=x, (Fig. 4(c)). One
method of reconstructing the original signal b(x) requires
a signal r(x) to be added to l(x) to produce b(x). Then
r{x) = b(x) - 1l{x). By passing the impﬁlse u,(xg) through
a reconstruction filter, with impulse response b(x+xgy) - Lex+x)
the desired signal r(x) is synthesized. (Fig. 4(d)) Thus in the
one-dimensional continuous spatial domain, given an input a(x),
a(x) being any real function of x, the system in Fig. 5 will
produce a(x) as the output. In the system of Fig. 5, the
differential operation is in fact an edge locating operation.
The scanning of an image to be @rocegSgd in a digital
computer .results in a sampled signal.and not a continuous
signal. Likewige signal proéeésiug in a digital computer is
not a econtinuous, but a diserete proéess. Consequently rather

than using the system shown in Fig. 5, a corresponding system
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of difference equations must be solved.

2.2 The Problem in Two Dimehsions

Analytically the two-dimensional problem is identical
to the one-dimensional problem., The low-pass filter used
throughout the investigation is the circularly symmetric,

separable Gaussian low-pass filter:

. 24y2,
(qu 2.1) h(X,y): .._..'.5....1'_..2_ %o = Xty )

2T o 202

To avoid excessive computer processing time, o was
chosen to'be equal to four sample points and the Gaussian
function. was sampled in one dimension at 19 points equally
spaced at 2o intervals. The two-dimensional filter was
chosen 80 that the -aperture was approximately 10% of the'
original picture and so that the ratio of the largest sample
value to the smallest sample value was approximately 100:1.

~The reconstruction filter is a function of thes low-pass
filter, h(x,y), used with the picture and the ovnerator used
to detect and locate contours., The entire process of edge
detection, coding, and reconstruction will approximate a
transfer function of 1 - h(x,y). If the edge: detecting operator
is denoted by e(x,y), and the reconstruction operator by r(x,y),
then e(x,y) * r(x;y) = 1 - h(x,vy), where "*" denotes two-
dimensional convolution. It is thié equation which must be
solved for r(x,y) with the variocus low-pass filters, h(x,y),

and edge detectors, e(x,y), as parameters.
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Graham!? has worked out a method for obtaining the
exact reconstruction filter for any low-pass filter. Using
this method the reconstruction filter and low-pass filter
are shown in Table 1, Note that the truncated low-pass filter
is normalized so that

@0 , 00
(Eqe. 2.2) J h(x,y)dxdy = 1
S S

The output of the two-dimensional low-pass filter is an
image which has no sharp changes in brightness., It is thus
similar to an out of focus picture,

The Fourier transform of the Gaussian function is akso

a Gaussian function.

2 2
(Bqe 2.3)  h(x,y) = goer exp(- F—1L—)

2
HWy,w y) = exp(~ o2;—(0-> 32{+w f,))

By truncating the low-pass filter h(x,y) at #2300, the
high'frequencies of HGDX,wy) are somewhat ac@entuited.
However, 90% of the energy of the Gaussian function is
located at frequencies less than f = %%;éé“ =0,0602;
therefore the sampling theorem in two dimensions provides
that sampling at a rate £ = 2f  should provide sufficient
sampling to reconstruct the low-pass picture.. This requires
sampling approximately every eighth point, and since the
sampling array is 200 x 200 points, a 25 x 25 point sampling

array is needed,



As a convention the brightness at boundary
will be assumed to continue beyond the boundary

no sharp edges will appear on the perimeters of

points
so that

the picture.

15
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3. CONTOUR DETECTION AND CONTOUR FOLLOWING

Many operatoré have beeﬁ used to detect and locate
edges or contoursi3s14,15  Graham used both the gradient and
the Laplacian operators. The Lapiacian operator, for example,
operating on a contour (Eq. 3.1) results in a double line

of points, one positive in magnitude and one negative in magnitude.
(Eqe 3.1) h(x,y) = bp(x,y)-p(x-1,y)-p(x+L,y)=-p(x,y-1)-p(x,y+1)

In:principle the location of the edge can be determined by

taking the midnoint between the double line of points. The
magnitude of the edge would be the magnitude of either set

éf points which result from the Laplacian oneration.

The gradient operator results in only a single linecof
points with each point being described by a vector magnitude
and direction., The resultant single line of points makes
contour location significantly simpler in computer simulation

and therefore the gradient operator was used.

(Eqe 3.2) G(x,y)=(p(x,y)-p(x-1,y))X+(p(x,y)-p(x,y-1))¥

(Eq. 3.3) G(x,y)=G, ¥ + Gy, ¥

Although the magnitude of the gradient could have been
found at each noint, the number and type of operztions needed
‘to calculate the magnitude at each sample point required too

much computer time. In order to reduce computer processing
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time the fellowing procedure of contour following was useds
The contour tracing procedure is ‘described with reference
to théigrid-ﬁictured-in Fgg. 6 ( see Appendix A for the
explanation of the grid in Fig, 6)s ‘In order to judge
whether a contour is important enough to transmit, an
absolute“threshold is established so that some point on

fﬁé contour must have an "X or "yt gradient component
which éxceeds the ‘threshold. Once having thus "latched"
onto a contour, the contour will be followed from the
"Tatching on point™, in'both directions, until the end.
points of the contour are determined. These end points are
defined as those contour points where no points within reach
of the presently accepted contour points have a gradient
éémponent wﬁose absolute value is higher tham a second
preseledted absolute threshold. When the two end points

of the contour have been found, the contour is coded for
transmission.

The problam of finding the next point of the contour,
given a point on the confour, is solved in the following
manner, For every point on the contour there will be eight
nearest neighbors. A contour point is defined as the gradient
domponent of a sample point. This is true whether the present
point is an ﬁxﬂTof a "y'" component of the gradient. (See
Fig. 8.) When a new contour point has been found; an erase

procedure is used to prevent the tracing algorithm from
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reversing andvreturning to the peint from which it had just
come. For example, in Fig. 8, if the present contour‘point
were the poiﬁt marked "x'", and if the new point were a corner
point,wfhén those points not aéééésable to the new point, i.e.
éﬁe diagonally'opposite corﬁer'poiﬁt and its four vlesest
ﬁéighborg,would be erased or. set to zero. Thus for example;.
if the next point were point;i, points 3,&,5,6; and 7 would
be efased. If-thexnew point.wefe @oint#q; a mid-point, then
ﬁbznfs 1,7, and 8, those moinfs not accessible to point 4,
would be erased. In addition the previous contour point
is also erased. A special procedure is usad for the starting
or initial point of a contoﬁr, so that gradient information
felating to the contéur extending in the second direction

is not destroyed.
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L, CONTGUR CODING

L.l Background

Once the location cof the cohtours and the corresponding
.gradient values are specified at every point, the next problem
is the efficient transmission of that data. Perhaps the most
obvious method of transmission is to send every contour point
followed by the full gradient information for that point. If
the scanning raster is 200 x 200 points, sixteen bits are
required to specify each contour point. Assuming that a com-
parison will be made vis-a-vis a six-bit PCM system, probably
a minimum of seven bits will 5@ desired to specify the value of
éach component of the gradient (six bits for magnitude and one
bit for sign). Thus thirty bits would be required to specify
each contour noint. An average picture may contain : 8000
contour pointsar more; thus 240,000 or more bits would be
required only to transmit the contours. The 2nd result of
thé preceding overation would be a picture lacking small
brightness changes or "texture" while requiring more bits than
the original picture. This result shows the need for a more
efficient manner of transmission.

Graham!? nrovosed a point by point coding scheme which
took advantage of the following characteristics of contours.
First, contour noints are always acjacent to one another,

Second, the magnitude of the gradient does not change rapidly.
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Third, the direction of the gradient does not change rapidly.
By making use of the probabilities, and restricting the mag-
nitude of the gradient to one of four levels aznd the vector
direction to one of eight equally spaced directions, he
calculated that, usiﬁg Hﬁffmanlé coding, the expected number

of bits needed to transmit a contour point location and the
corresnonding gradient information was approximately 6 bits

ner contour point. TIn addition, twenty-one bits are needed

for the first contour noint, sixteen bits to locate the first

point, two bits for the gradient magnitude and three bits for

&

o

the gradient direction. Thus for a picture with about 6200
contour noints, with 200 contours, 40200 bits are needed to
transmit the contour information. In general, for anv
particular curve of n points, 21 + 6(n-1) bits are needed

to transmit the data. This is a considerable reduction from
the nrevious method.

the

i

‘Graham's pronosed coding scheme takes advantage o
nature of contours to generally have a continuous first de~-
rivative, The scheme atso takes advantage of the characteristic

of the gradient to have a slowly changing vector direction and

Lo}

a relatively unchanging magnitude. The number cf bits required
to transmit the contours thus increases linsarly with the num-
ber of edge points. If the resolution is doubled, the number

of bits required to transmit the nicture by 6-bit PCHM code

increases fourfold, while the number of bits required to transmit
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tHe contours oniy dﬁﬁbles. Thus as the resolution of the
scanning raster increases, an inerease in the savings in
channel capacity is hoted compared to six-bit PCM.

Although the savings in channel capacity is significant,
the increase in the nﬁmbér of bits needed to transmit the
eontour information as the resolution increases is troublesome,
Aside from this annoyance, it is desirable to develop a more
efficient coding mechanism. 'Intuitively.tﬁe'definition of
a contour at one resolution does not seem to require more
definition as the resolution increases. Although additional
resolution may;édd new contours to the lower resolution picture,
the old contour will generally be unchanged in shape. It is
also recognized that many contours are long ( 30 or more points)
and continuous, Therefore the idea of fitting oné of a family
of curves to the contour location and gradient data seemed ap-
péaliﬁg. "The family of linear curves did not deem desirible
due-te~the~ inherently non-linear charactzsr of most contours.
See also Panll, Use of families of higher order curves involves
an incréasingly'mcre complicated problem and consequently is
more time consuming., For this reason, simple second order

curves of the form:

2

1]

(Eqe 4.1) x'=a + by + ey

were used to fit the picture contour locations and their
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corresponding gradient:-values.

The criteria to be used in curve fiiting, determining
whether a given curve sufficiently well "fits' the contour,
must be incorporated in a mathematical formula which takes
account of the physionlogical effects within the eye. Since
the eye is vary sensitive to discontinuities in the contour,
one criterion must reflect this factor. A second factor must
relate to fhe maximum allowable amount of deviation from the
true contour location. To incorporate both these factors,
an iterative approach was used eémploying a best mean square

error fit.

L,2 A Procedure for Contour Coding

h,2.1 Weighting the Contour Points

The contour coding method used in this investigation
fits a simple second order curve to the data points using a
mean square error criterion. Initial attempts to fit artificial
data (where all data points were weighted equally) indicated
that the largest absolute errors occurred at the end points of
the data. This unexpected occurrence results from a "built-in"
weighting function inherent in a mean square error fit., Consider
the case of a continuous curve. An absolute error of two units
at an end point ﬁrobably implies an error of '"one unit' at the
next to last point and maybe an error of %,%....aé we approach

the middle of the curve, The contributions to the squaréd error
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ire then 22 + 12 4+ %2'+..::5%.' If the same error were to

occur in the middle of the curve, there would be contributions
to the ‘error not only from points on one side of the largest
error point (where, for example, the error is two) but on

both sides of the error point. The contribution to the error

_iﬁ this case may be 7. Thus‘tﬁerlarger errors will tend to
ocdur‘towards the ends of the curve where they are less costly,
in a mean square error-sense; and an absolute error criterion
iﬁ@oSed on these end points wik¥l glso tend to act as an error
criterion Along-the whole length of the curve. In a normal

curve fitting procedure, this would not cause a problem; ‘however,

when the data represents contour locations of an image, the
miss-match at the end noints is immediately sensed by the observer

with a resultant subjéctive dislike. To counter this problem

the end points are weighted by some factor generally greater

than five. By changing this weighting factor, the location of

the maximum absolute deviation of the fitted curve from the original
curve can be shifted from the end points to the intefior points;

and the error at the end points can be made as small as desired.

By holding the end points relatively fixed there is a trade-off;
two of the three degrees of freedom 1_n fltting the curve have
been severly limited, and consequently, the deﬁiations in the
interior of the curve become greater ithan tney would normally

be. For a given contour, there will generally be an optimum




value of the weighting factor which provides the desired .
distribution of the error along the contour. This optimum
value will depend. upon the number of points in the-contour,
the shape of the contour, and the error criteria. In an
actual picture where contours are generally of random length’
and shape with unknown a priori probability distribution,
only an approximate best choice can be made. Thus, for the
picture shown in Fig.l2c,Table 2‘gives experimental results
for the number of curves needed to fit the.contéurs of the
picture for various error criteria. When one simple second
order curve could not £it the entire contour, two, three, or
more curves were added to the first curve until the entire
contour was described.

4,2.2 .The Error Criteria

The érror criterion used throughout is an absolute
criterion. Thus if the.contour data @oints are (%4,y3),
i=1l,n, and the approximating curve is x=a + by + cy2, then
if any error ei, (ej = xi-Qi ; X{ = a + by; + cyi ; i=1,n)
is.greater than a predetermined value, the épproximation is
rejected. Since the eye places an especially tight tolerance
og the end points of the contours, a two-step error criterion
was considered for the error detection process. The two-step
error criterion would place ohe error limit on all »oints

except the end paints and a second smaller error limit on

24
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the end peints. -It was found that this approach'could ef-
fectively be approximated by weighting the end points ap-
propriately and uéing the singie error criterion, Therefore

the two-step aporoach was not used.

4.,2,3 Continuing Curves

in normal operation, one second order curve will often
ﬁot fit a comblete‘coﬁtour, Thus a continﬁation curve will
bé used to fit as much of the remaining contour as possible.
Originally all continuation cufves, that is, curves which
continue coding the contour at the point where a previous
curve stopped, were fitted so that the first derivative of
the preceding curve and the first derivative of the following
curve were equal at their common point. This produced a smooth
contour in accordance with what the eye was expected to prefer,
A side effect of this procedure, however, was a dacrease in the
average number of contour points.each curve was able to fit,
when compared to the same curve fitting procedure where the
curves were allowed to be discontinuous in the first derivative
at their common point. A second side effect was a distinct
waviness in thé fitted curves as a result of restricting the
first derivative. Pictures are compared later in this study

as to the subjective and practical effects of both procedures.
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4,2,4 The Iterative Approach.

It was discovered early in this investigation that a
single second order curve would generally not fit a complete

contour., Consequently an iterative procedure: was developed

whereby initially only the first three points of the contour
were fit., Then the appropriate change or perturbation in the

coefficients .of the second order equation were made to add the

fourth point of the contour, If the second order curve fit

the contour points within the allowed error criterion, another

point was added. When the~error criterion was exceeded, the
curve was terminated at the previous point, and a second curve

was initiated at that point.
L,2.,5 Pre-scan

A pre-scan of the contour points is used to determine
2

whether a curve of the form a + bx + cx? or d + ey + fy* would
result in a better "fit", @Gecasionally the wrong choice is made.
To provide for the contingency, if fewer than a specified number of

points are fit by the chosen second order curve, the other version

of the simple second order curve is used, and the results are

compared. The curve fitting the larger number of points is
used.,
The method of calculating the coefficient for a second order

curve yielding the best mean square fit to a given set of data




can be found in many reference books.L/s18,19

set of equations .is presanted in Appendix B.

The general

27



28

5. GRADIENT CODING AND DECODING
5.1 Coding

Once the contour location information has been coded

tt

[ aad

by £

fds

ng curves to the contour location points, there still
remains the problem of coding the gradient magnitude and direc-
tion. As will be seen in the gradient decoding, it is tacitly
assumed, that the direction of the gradient is quantized yielding
an angle of EﬁF, n=0, 1,...,7, therefore only the magnitude need
be coded. it will also be assumed, as was substantiated from
Graham's work%z that the magnitude and direction of the gradient
are slo&ly varyine functions of distance. Thus, it should be
reagsonable to code the gradient in the same manner as the contour
location. If the contour location is fit by the curve x=£(y),
then the gradient is coded by the curve g(x) = f‘(y) where g(x)
is the”absélute value of the gradient comnonent at each contour
point x, and £r(y) is the simple second order curve a + by + cy?.
8imilarly, if the contour location 1s f£it by the curve y = £(x)
the absolute value of the gradient is fit by the curve g(y) = f;'(x)°
In fitting the second order curves to the gradient information,
the best mean square error f£it of the entire contour is used.

An approximation of the gradient magﬁitﬁde occurs when
fitting the second order curve to a series of pointe whose

gradiemf information has for example, an '"x' component of the
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gradient equal to +2 and the "y" component equal'to -3. The
mean square error fit will give a value of 2% to both components
of the-gradient; this has the effect of quantizing the wvector

direction as mentioned above, but in addition, the magnitude

-

of the gradient iz also distorted though not enough to give a
subjectively dissonant apoearance to the picture. In the
example the magnitude is changed from 13 to 12,5, a change

of only 2%.

In order to preserve the proper sicn for all gradient

mation must be transmitted. This bit of information, the
vector bit, indicates which side of the contour has a higher
averare brightness level and which side of the contour has a
lower brightness level, Thus, if for the contour x=y, starting
at y=2 and ending at y=7, g(%X)=5 and the vector bit indicates
that going from y=2 to y=7 that portion of the picture to the
right of the contour is brighter than tnat portion to the left
of the contour,‘the resulting gradient component would be as
shown in Fig. 10, where the gradient is defined as in Eq. 3.2.
The problem of determining the value of the vector bit

is a difficult task. ¥any errors were noted in the earlier

a

g

pictures, an example of which apnears in Fig.2hk, Three different
algorithms were used durine this investigation. In the first
algorithm, a single vector bit value was assigned to the entire

contour no matter how many curves were recuired to code the contour.
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The. vector bit value is initially determined by the first
and last pair of points of the contour. If those values
agree, the vector bit is set to that value, If the values
@OLnot'agree, then values arq_t@kgn at variopg points alqng
the contour until there is subgtaﬁtiél agreement in the vector

value, If there is no such agreement, the best estimate is

made on the basis of majority rule and that contour is noted
in the diagnbstic computer print out. It has been found,
however, that the ends of a contour do not religbly indicate
the value éf the vector Halue hi?.. Therefore,ia second method
was developed.

The second method of determining the vector bit values
rested on the assumption that the value determined by using
the entire contour was misleading and that only a middle
portion of the contour should be used. The same procedure
as used in the first method is used in determining the vector
bit value in the second method except that the first pair of
points used is located a distance equal to % of the total
contour length from the beginning of the contour and the
second point pair is located abqut g from the end of the contour.
The procedure of the first method was followed if the values
indicated by these pairs of points did not agree.

The third method used to determine the vector bit value
resulted from an increase in errors noted in the process of

coding thengameraman'pictures., The contours of these pictures




31
teﬁdedfkofbe very long and often included touching natural
contours :which were in fact unrelated. -Thus '"one'' contour
might:include?the.side~§f the tripod, the coat of the cam-
eraman,and the head of the cameréman. In some instances, a
gingle vec%or bit value could mot describe all of the components.
When several curves were needed to fit the entire contour, the
intersection of two mnatural centours often occurred at points
where one curve-wéﬁld end.andza-second curve would begin.

Thus it was é'natural though not necessarily obvious extension
of the first or second method de=cribed above to assign a wvector
bit value to each curve which was used to f£it the entirecontour.

This method results in a picture with the least number of errors.
5.2 Decoding

The decoding of the "x" and '"y" gradient information
usés the same two~-dimensional grid as described in section 2
and shown in Fig. 6. The picture elements will eventually be
located at points (x,y) where both "x" and "y" are even integers,
The "x' gradients will be located at points (x,y) where "x"
is odd and "y is even. The "y" gradients are located at points
where "x'" is even and "y'" is odd. Thus a gradient component
can never fall on points where both "x'' and "y are even or
where both "x" and "y are odd., Initially the points specified
by the second order'curveS-are’listea in order. Thus if the

curve is x=y2 and the curwe begins at y=2 and ends at y=4 then
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the‘points listed are (&4,2), (9,3), and (l6;@).‘ If any of
the listed points are located where a gradient point cannot
exist, e.g. (4,2), that point is moved in the "x'" direction
or the "y" direction to thie nearest acceptable gradient location.
The direction in which the point is moved is determined by the
second order curve wnich designated that point. If the curve
has the form x=£f(y), which due to the curve fitting procedure
used generally describes a contour which ﬁas a relatively small
range of "y" values and a larger range of "x" values, the point

is moved to the closast "x'" gradient location in the direction

S

of the nearest point. Thus the point (4,2), referred to above,
would be moved to (4,3), (9,3) would be nioved to (8,3) and

(16,4) would be moved to (16,3)., This causes a further distortion
in the approximation process; howevar, since the curve itself

may be a minimum of 2 or 3 points in error, the added error does
not appear to cause a problem., When all the listed points are
located at valid gradient points, they are connected in seguence

by a straight line approximation with the added points being

placed on "x" and "y'' gradient locations so as to form a continuous

contour. For the examnle outlined above, the whole contour is

located at valid gradient locations on the line beginning at (4,3)

~~

and ending at (16,3). 1If the two listed points had different
%" and "y" coordinates, for example (4,3) and (12,5), then the
line of added gradients would appear as in Fig. 10.

After all the gradient points for a Ziven curve have been
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located, values are given to.thaggradiént\compuﬁﬂtb. The
vector bit value is introduced at this point to provide the
sign of tﬁe vafiéus-gfédient'components. If, for example,
the gradient information were given by the curve g(x)=3 and
the vector bit value described the contour as having greater
brightness on the right-hand side of the contour, then the
edge of Fig. 10 would have gradient values as shown in Fig. 11.

After all of the gradiemt components are built up from
the second order curve information, The "x'" and "y" components
are separated from each other and convolved with the appropriate
reconstruction filters as previougly discussed (See Sec. 2).
The results of the separate convolutions, the reconstructed or
"synthetic' highs, are then added together with the low-pass,

interpolated filtered picture to form the completed picture.
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6, THE OUTPUT PICTURES
6.1 Basis of Comparison

The result of any coding and decoding oneration is the
output copy_and the channel capacity needed to transmit the
cony. Some picture coding procedures produce an error-free
cutput so that the only basis fér comparison is the channel
capacity required%o’zl’zz For the curve fitting/contour coding
procedure, approximations are continueiuiély being made; therefore
some feeling must be acquired in a multi-dimensional space;
the quality of the processed picture versus the number of bits
required fs transmit the picture versus the cvality of the
original 6-bit PCM picture.

The amount of channel capacity which is used by a
200 X 200 point, 6-bit PCM picture will be the standard against
which the channal capacity required for the contour coded
pictures will be compared. The standard picture requires a
channel capacity of 240,000 bits. In order to comnare the
procedsed picture with the standard picture, the number of bits
required to transmit it will be calculated as follows:

1. A 25 X 25 point matrix will be used to
transmit the low-pass picture. Each
element of the low-pass picture will be

described by 6 bits. Thus the total



number of bits required to transmit the
low-pass filtered picture equals 3750 bits.

To transmit the information relating to one

curve, the following information wmust be
transmitted:

a. One bit to describe which version
of the second order curve is being
sent; that is, a cufve of the form
x=£(y) or a curve of the form y=£(x).

b. One bit to describe whether the curve
is a continuation of a previocus curve
(and therefore continuous in the first
derivative) or not.

c. One bit to desciibe the vector bit
value.

d. Eight bits to describe the beginning
value of the independent variable and
eight bits to describe the final value
of the independent variable. If the
curve is a continuation of =2 previous
curve, only the final value of the
dependent variable need be sent since
the initial value for the continued
curve was the final value for the

previous curve.

35



36
Twenty-seven bits are re@uired to
specify each initial curve in the
contour fitting process. 1In order
to perform the curve fitting process,
each éontour is normalized to begin
at (0,0). The unusually great pre-
cision required to perform curve fit-
ting with data vaiues of the various
contours requires such normalization.
The simple second order curve a+bx+cx?
has three degrees of freedom and can
be specified either by giving the wvalues
of "a","b", and 'c'', denoting three
points along its contour,‘or by an
appropriate combination of the two
methods. Since the initial contour
point is defined as (0,0), and since
the final value of the independent
variable is already specified in
subsection 'd" above, the latter
method was chosen., The value of the
dependent variable is specified at the
initial, mid-point, and final sections
of the curve. The value of the inde-

pendent variable at the mid-point is
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defined as the mean of the initial
and final values of the independent
variable, therefore no additiomnal chan-
nel capacity is required to transmit
its value. Nine bits are used to
transmit the value of each dependent
variable, thus an overall accuracy
of one sample point is achieved,

£, Fifteen bits are required to specify
each curve in the gradient curve
fitting process. The method is
identical to "e'" above. The value
of the gradient is specified at the
initial, mid-point and final sections
of the contour. Five bits are re-
quired to transmit each of the re-
quired gradient values, thus an
overall precision of one part in

sixteen is achieved. As with the

curve location information, the
independent variable has been trans-
lated to begin at zero.
Thus a total of sixty-one bits is required to describe
the gradient value and location information conveyed by

each curve if the curve is not a continuation of a pre-
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‘vious curve. If the curve is the continuation of a
previous curve, the value of "b", the slope at the initial
point,(0,0),»of the continued curve, will be determined
'by the slope of the previous curve at its final point..
‘The initial value-of the independent variable will be
g;ven by the=previous curve, and_the initial value of
fhe depeﬁdent Variable wili”déviate no greéter than
twice the maximum allowable erroer from the value given
by the previous curve., In order to adjust the value of
‘the dependent variable at the initial point of the
continuing curve, three additional bits are transmitted.
Thus-a continued curve may be transmitted using thirty-nine
bits. 1In addition it is possible to code the gradient
information for a whole contour using only one second
order curve by relying on Graham's evidence that the
gradient need not be specified to more than two significant
binary places. This premise would allow each continued
curve to save an additional fifteen bits. In the calcu-
lation of channel cépacities which follows, it is assumed
that the complete gradient information is specified for
each continued curve. The rationale for this apparent

waste of channel capacity results from the experimental
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evidence that a large gradient change often occurs at the
beginning of a continued curve.

The total number of bits required to transmit the complete
picture equals 3750.+ 6ILn + 39m where n equals the number of

new curves and m equals the number of continued curves.
6.2 Picture Processing Techniques and Optionms

A variety of picture processing methods were used to
investigate their effects on the final pictorial content,
Some methods were used in combination with others to attemnt
to understand how the varicus techniques interact with each
other. The various techniques are described individually in

the following sections.,
6.2.1 Thresholds

By varying the two threshold:levels, the number of distinct
contﬁurs and the number of edge points can be varied significantly.
Specifically, changing the upper threshold varies the number of
contours found, and consequently'the number of edge points lowated.
This threshold must be placed low enough to allow each "imvnortant"
contour to be found, and yet high enough to reject those contours
which resemble texture in the picture, or which are in reality

noise contours, For a given picture a precise determination

seems to be vnossible only by experimentation; however, a threshold
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Level’ of approximately 20 (out.of 256 levels) seems to work
quite7wellsfer@mostnpictures.:w
< «The’lower threshold generally determines the length of
the average contour; that is-how many points the average
contour will contain. It mnst-beuéet-&aw enough so that an
entire contour will be traced, yet high enough so that the
contour tracing routine will meither consider nouse-in the
picture as part of the contour nor use noise in the picture
to "jump'" from one contour to some part of a distinet separate
contour, Experimentally a level of approximately 9 seems to
ﬁork"well. Figure 13 illustrates the result as the upper
threshold is increased., Note the disappearance of some of

the "important' contours as the threshold is raised to 30.
6.2.2 Logarithmic Processing

The eye is characteristically more sensitive to changes
in black or dark areas than it is to changes in white or bright
areas. The use of a constant high threshold, however, does
not take account of this fact. Thus important contours in
the darker areas, although subjectively equal to important
contours in the bright areas, will not be found because the
magnitude of the brightnass change for these darker contours
is below the'fixed threshold. If the threshold level is
lowered to catch the 'important'' contours in the darkernareas,

then theré is the dsnger that either "texture' or noise in the



BTighter"areaéiwill‘bexmistakensfor'COﬂtQur?'

One ‘method of solving this dilemma uses an adaptive
threshold based on . the brightness of the immediately sur-
rounding areas. -An easier solution however is to change
the 6figinal,'linearwpicture,ﬂto-alquasi-logqrithmic
picture using the transformation.of Eq. 6.l,; where p(x,y)
is the original picture, "k" is a constant, ey and 'e,"

are cohstants, and p'(x,y) is the logarithmic picture.
(Eg. 6.1) »p'(x,y) = c3 légz (?(x,y) + k) + ¢9

Since the values of p(x,y) can range from O to 255, the
values of.p'(x,y) must also range from O to 255, hence the
néed forh"clﬁ and "co', Althoﬁgh the darker areas are to

bé ém@hasizéd, if the constant "k" was not present, the
emphasis would be excessive, thus "k" is chosen to be a
positive number which will provide emphasis in the dark areas,
but mot so much that the brighter areas are overly compressed.
In the pictures which fotlow, the range of brightness cor-
responding to levels O and 1 was expanded sevenfold., The

values of all the constants are thereby fized.
6.2.3 GCurve Error Parameters

The curve error parameters, the weighting on the end

points and maximum allowable error, affect the efficiency of

b1
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tpg cﬁryeug;tgigg.prgggss, Gg@grally_g‘weight éﬁ}five.and
§ maximpm error pf,three was gsgd_in the pictures which follow.
In ong_gerigs gf_experimentsﬂuging the portrait of the girl,

1t was, found that for an error. crlterlon of 3, a welghtlng fac-
tor of 5 produced the best results,, that is, the fewest curves
were needed to flt the contours at these values. See Table 3.
As the allowable error 1ncreases there does not seem to be a
deflnlte minimum, although thepe does seem to be an asymptotic
behaviér. One problem'whichigesults from using a larger error
value is a possible curviness in the curve fitting process which

is subjectively undesirable., This is illustrated in Fig. 1k,

6.2.4 “Gradient Intensification

6.2.4,1 Pre-processing

. Most processed picﬁﬁres werelzoo X 200 points square.
One of the pietures was scanned at a resolution of 512 X 512
points of %hich only a 200 X 200 point section was used,
Whether the higher or lower resolution was used, the contour
was rarely a true step, but}exhibited the characteristic of
a stép function convolved with an impulse response, charac-
terisfic of CRT scanners, consisting of a narrow Gaussian
pulse ﬁlus”tails"‘due to the halo effect, Normally, the
curve tracing proéedure ignored the outer gradient components
because ofvthéir low value, and therefore the gradients which
were transmitted were smaller than they should have been.,
One available 6ption was to pre;process the "x" and "y' gradi-

ents separately, so that these side lobes were added to the
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main or most significant gradient value, For example the
gradients of Fig. l15(a)were changed as shown in Fig. 15(b),

The result of this procedure does not seem to justify
its use. Subjectively, a little sharpening of thé pictufe
does occur; however this may also be accomplished as described
in section 6.2.4.2, The deéire not to use this procedure arises
not because~the samé result can be achieved in another and
perhars simpler way, but because this method of presprocessing
increases the number of curves required to f£it the contours.
See Table L4 and Fig. 16. Thus although the pre-processing
sharpens the contours, it also introduces discontinuities into
the contour structure with which the tracing algorithm is unable

to cope.
6.2.4.2 Post-processing

Grahaml? has shown that by adding extra synthetic highs

to the picture, a subjective sharpening takes place. This is
similar to the result of the pre-processing of section 6.2.4.1.
Graham's work indicated that <« "highs™ accentuation by-a factor
of 1.5 did not produce objectionable results while sharpening
the image. Accentuating the "high&" which result from the

curve fitting operation by more than a factof of 1.5 produces

extreme contouring as shown in Fig. 17. As was mentioned earlier,

the gradient values which are transmitted without pre-processing
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are smaller than they should be. Thus a plcture in which
the synthetic highs are not accentuated by about 25% is
lacking in the high frequency component. This effect is
demonstrated by the shadowing around the cameramaﬁ's coat
in Fig. 17(a). Since the prssprocessing of 8ection 6.2.4.1
adds the side lobe to the gra&ient, the "highs' of a pre-

processed picture do not require accentuation,
6.2.5 Gurve Continuation

It was presumed that the eye is very sensitive to
discontinuities along a contour either in its spatial
distribution or in its slope. Although this sensitivity
is present, if the error criterion is sufficiently tight,
the use of curves continuous in the first deri?ative can
be abandoned. The result does not appear to be subjectively
undesirable, while a savings of at least 10% in the number
of curves needed to fit the contours can be expected, This
savings of channel capacity results from the extra degree
of freedom which the previous continued curves now have., An

example of such a picture is shown in Fig. 18,



- 45

7. RESULTS
7.1 Channel Capacity

The results of the research are illustrated in figures
13,14, 16, 17, 18, 19, and 21, Table 4 shows the type of

processing used and the required channel capacity for each

picture. The channel capacity was calculated in two different
wavs. The first method is that outlined in section 6.1.

The results using this methed are listed in Table 4 under

the heading Channel Capacity/Curves. The lengths of the in-
dividual curves, however, indicate that for some picture pro-
cessing methods, 10% or more of the curves may'be less than
five points long. Since 61 bits are required to transmit

a starting curve and 39 bits are required to transmit a con-
tinued curve, the method described by Grahaml2 for coding

the gradient and contour information is advantageous for the
shorter curves. Thus, the results of using a combination
coder, one which uses one of two different codes, is shown

in Table 4 under the heading Channel Capacity fLombination.

é: Use is made of Graham's picture statistics to apply Huf fman
coding; therefore, the number of bits required for a begin-
ning curve is 25 + 7(n-1) where n is the number of points

on the contour. The fixed overhead of 25 bits is used to
describe the starting point (eight bits for each coordinate)

to communicate to the decoder the type of code which is used

:. e o AR s i
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to describe the cufve, (one bit), and to transmit the initial
gradient component (five bits, four data bits plus one sign
bit), and to fix the location of the next contour point
(three bits). Note that the gradient is again assumed to
require a precision of no more than 1 part in 16. Thus, with-
out taking account of statistical correlations, 5> bits would
be required to transmit the gradient information and 3 bits
would b e required to indicate the direétion of the next con-
tour point. Some savings would be available because of the
nature of contours, (see Graham's data); a savings of one
bit per contour point will be assumed. 1If the curve is a
continuatidn curve,.the fixed overhead will only be nine
bits since both starting coordinates are derived from the
previous curve, |

The required channel capacity for the combination coder

is calculated by first observing the length of the curve.

If ‘the number of points fit by  an initial curve is less than

seven, the point by voint code is used. Likewise, if the

number of poinfs fit by a continuation curve is less than

six, the point by point code 1s used. The results are
tabulated in Table 4.

‘i Using the channel capacity/combination calculations

. the channel capacities required toAtfansmit the picture of
the girl range from 32,441 (Fig. 14(e)) to 42,991 (Fig. 16(d))

bits. The standard picture, defined to be the picture pro-
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ces#ed as-in Fig. 22(b), requires 39,964 bits. Similarly
the~range for the close-up of the cameramen if from 19,944
(Fig. 14(&)) to 27,330 (Fig. 21(a)) bits. The close-up of
the cameraman with standard processing (Fig. 22(a)) requires
25,952 bits. The range for the distant shot of the cameraman
is from 20,778 (Fig. 13(d)) to 32,097 (Fig. 22(4)) bits. The

standard for the digtant cameraman picture is 26,800,

7.1.1  Effects of Various Methods of Processing on

Channel Capacity

As the upper threshold is raised, thereby decreasing-
the humber of contours which are transmitted, the required
channel capacity decreases. See Fig. 13 and Table k4.,

Préqucessing greatly increases the number of contours
found with a corresponding decrease in the average length:of
the contours (Fig. 16). The number of curves needed to code
these contours decreased but the required channel capacity
increased. This implies an increase in the number of initial
curves needed to code the pre-processed pictures.

Removing the regquirement L a continuous ffist derivative
at the end cf one curve and the beginning éf"the”ﬁéxt curve
reduced the number of recuired curves; hoWéééf; the channel
capacitv remains almost constant because of the extra informa-

tion needed to specify the curves (Fig. 18).



The channel: capacity required te transmit the pictures
decreased markedly as.the allowable error was increased from
three to.five. -The decrease in channel capacity was less
notable and:ﬁheamaximum-error,iacreaSed-to seveh (Fig. 14).
: The combining of two processes had an additivs effect.
Increasing the maximum error and removing the requirement
of a continuous first derivative resulted in a channel
capacity almost equal -to the average of the two processes-
separately. Where both processes individually increased
the channel capacity ,when compared to the standard, the com-
bination further increased the required channel capacity
(Fig. 21(e)). When one process by itself, increased the ro-
cuired channel capacity vis-a-vis the standard, and the
second process, by itself, decreased the required channel
capacity vis-a-vis the standard, the combination of the two
processes resulted in a channel capacity somewhere +between

their individual channel capacity (Fig 21(b)).
7.2 Subjective‘Effeéts

The subjective effects of the contour coéing process
should be separated into two groups. The first group con-
tains those effects resulting from the nature of the process
itself. The second group contains those effects resulting
from the naturé of some specific contour coding technique

sueh as pre- or post-processing.
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There seem to Be four subjective effects dﬁe to the nature
of the process itself. First, there is loss of texture.
This occurs in such areas as the girl's face and hair and
the foreground in the full-length picture of the Ccameraman.

Second, there apvpear:s to be a subjectivly undesireable
effect from loss of shading, slow changes in brightness over
a distance of three or more sample noints. The contour cod-
ing procedure either sharpens this shading into one or more
edges or ignores it completely.

Third, there is the effect due to quantization.of the
gradient difection. At the low resolution at which thesge
pictures are printed, this tends to show up as "digital
ratiness™ in the picture. In the cameraman picture, where
there are straight oblique lines, this effect islprcminent
especially where the lines are long.

Fourth, there is the effect due to errors in matching
the end-point of continuous curves, The results are clearly
'seen in the full-length cameraman picture (e.g. Fig. 13(b))
as dark flares-eminating from the dark areas into the whiter
areas, especially around the head and elbow, This effect
results from gaps in the fitted curves, areas where nn
"synthetic highs" are added, thereby leaving the spread out
low-pass picture untouched.

Fifth, there seems to be an over-all effect, "robably

a combination of the previously described errors, to remove



character from the victure, This effect is particularly
prominent in tihe »icture of the girl where the character of
the facial expression is lost in the processedipictures,

As a result of pre-processing, numerous false contours
may appear or existing contours may be over accentuated oz
"sharpened.'" ‘See rfig. 15, The false contours occur as a
result of the process illustrated in figures 15(a) and 15(b)
where the five '"'x'"" gradient values are 9 and the pre-process-
ing builds up a contour with a brightness change of forty-
five levels where a gradual shading nreviously appeared.

The result of increasing the maximum allowable error
affects the cameraman pictures significantly more than the

picture of the girl. The long straight lines and naturally
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curved lines seem relatively unaffected; however, the shorter

lines in the cameraman pictures and esnecially areas of high
detail are often distorted.

The loss of detail that occurs as the uprer threshold
is changed (Fig. 13) demonstrates the loss of background
detail. 1If the threshold had been raised further, the detail

in the foreground would begin to disapnrear.
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&, CONCLUSIONS.

The questions which now must be answered are whether
this work has any nractical use and whether this approach
to the "synthetic highs" techniéue should be continued. The
answer to both questions is a qualified ves.

This inVestiﬁation leads to the conclusion that contour
coding has its place in image Eransmission, however, only
in certain areas. The contour coding technique, as developed
in this research, breaks down in areas of high detail.because
the contour trace routine erases the nearby gradients, de-
stroying the detail. This can be a severe problem in a low
resolution systen such as the one used here since more areas
in such a system fall in the category of detail easily noticed
by the eye, The contour coding technique is also poor in
areas of "texture.'" 3Some of the gradients in the '"texture"
areas may exceed the upper threshold and, thus, incorrectly
caugse a curve to be fit to that data.

To overcome tie deficiencies in contour coding, it is
desirable to isolate those areas where high detail, "texture',
or very thin ( one noint in width) lines, a special type of
detail, exist. These exceptions should be renorted by a
separate ¢oding technique, The remaining areas can then be
contour coded using a relatively low upner threshold since
the noise in the scanned pictpre should be no greater than

four levels, and thers is no need to worry about arcas of
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texture,

As a practical matter, not many receiving or transmitting
stations have the computing canability or memory capacityv to
perform the indicated contour coding and reconstruction.

The need for two-dimensional filtering and large-scale memories
is only half the problem. The average time, twelve minutes,

. required to perform the simulation of one comnlete nicture

on the IBM 360/65/40 is the other half of the problem.

Notwithstanding the hardware and real time difficulties,
the coding problem changes iﬁto a combination of pattern recog-
nition and coding selection. The nroblem of locating the
arecas where different coding techniques will operate seems
to become the major ditficulty. In the facsimile area where
é variety of codes were developed to transmit an entire docu-
ment, methods were later developed to select one of a group
of codes to encode different portions of a document,.2<
Tikewise, in two-dimensional grey tone nictures different
codes will be advantageous in different areas. Therefore,
areas of detall may be sent in an uncoded mode; then lines
may be transmitted by apnlying curve fitting techniques to
the sample noint values instead of the gradient values; and
areas of "textﬁre” may be characterized by some special code, 24
‘The remaining areas will be transmitted by a contour coding
technicue, It is in this context that contour coding will

nrovide significant reductions in chsnnel canacitv.
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APPINDIX A

Sradient Grid Construction

A tvpical gradient grid as shown in figure 6 is used
to present gradient and sample point information. Using the
3 X 3 point sample array shown in figure 7 for illustration,
the corresponding gradient grid is as follows. DRach sample
point (x',y'), x', ¥v' = 1,2,3 is located in the gradient
grid at (2x',2y') = (x,y); thus, the sample points are lo-
cated at (2,2), (2,4), (2,6), (&4,2), (4,4), (4,6), (6,2),
(6,4), and (6,6)., The gradient information is then added
in between the sample points. Thus, the gradient for sample
point now located at (&4,4), and given by (%Eg. 3.2), is modi=-
fied as in equation (A-1l.1) where p(x,y) are the sample

values,
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(q. A-1.1) &, = [ocs,u) - p<z,u] %+ [ow,m - ps,2]7

The "x' component of the pradient Gy for the point (x,v)

1s added at:location (x-1,yv) and the 'v'* component of the

gradient Gy, for the samnle noint (x,y) is added at location

(x,y-12.

Thus, all sample points are located where both the "'x"
and "y'' values are even integers; the "x'' component of the
gradient is located at noints where the 'x'' value is an odd

integer, and the "y'" value is an even integer; and the ''y"
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component of the gradient is located at roints where the
"x" value 1s even and the "y" value is odd., The locations

bited.

oL
m

where both the "x' and "v'" wvalues are odd are prohi
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APPENDIX B
Fitting Quadratic €urves by a Least Squares Criterion

Methods for fitting a quadratic which has the formula

y=a + bx + cx? to a set of data ( (%i,vy1), i=1l,n ) are well

known. The solution for the particular case of a least

mean square error error criterion is given below:

(L an +bix; +cSx? =y
. 2 3 <. _
(ii) az X, + ngi + czxi => XV, (Eq. B-1)

.y w2 3 L _ 2
(;L:Ll) ai Ai + bzxi + czxi E Xiyi
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APPENDIX C

Some Comments on the Output Pictures

Figure 12 shows the input pictures. The spatial reso-
lution is 200 X 200 points; the video has 256 brightness
levels, Since 64 brightness levels are usually considered
adequate to display a picture without notlceable degradation

from quantization, all comparisons of channel capacity are
based on a 6-bit PCM picture. The channzl capacity re=-
quired for the 6-bit PCM picture is 240000 bits.

The pictorial output of the low-pass filter are shown
in figure 20, Figure 23 represents the '"x' component of
the gradients by three levels. The brightest points
represent gradient components whose values are greater
than eight; the black points represent gradient components
whose values are less than minus eight., The remaining gradi-
ent values are represented by the grey areas. Figure 19
shows the results of the curve tracing algorithm. The
ton halves of the pictures show the "x'" gradient components
of the contours after transmission but before reconstruction.
The bottom halves show the ''v'' gradient components.

Figure 24 shows ohe type of low channel canacity

picture. It is constructed by portraying a 50 X 50 ooint

U\

plcture on a 202 X 200 point raster by repeatedly displaying

each of the low resolution sample points at each point. of
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a corresponding 4 X &4 point square in the higher resolution
picture. These pictures, with a channel capacity of
25000 bits, can be compared with the pictures which
result from the céding Drocess.

Where appropriate, the channel capacities for the
various pictures have been placed in parentheses beside the

corresnonding figure designations.



TABLE 1

Gaussian Filter

The Gaussian filter, g(x,y) is circularly symmetric,
and therefore only the one-dimensional version, g'(x)

is presented below.

(Eqe T-1) g(x,y) = g' (g’ (y)

g'(i), i=1,19 is given below:

i g (i)
1 0.00802425
2 0.01373476
3 0.02194808
L 0.03294798
5 0.04646410
6 0.06155483
7 0.07660633
8 0.089561.88
9 0.09836447
10 0.10148692
11 0.09836447
12 £.08956188
13 0.07660633
14 0.06155493
15 0.04646410
16 N 0,03294798
17 0.02194808
18 - 0,01373476

19 0.00807425



TABLE 2

Gradient Reconstruction Filter

39

The gradient reconstruction filter corresponds to the

Gaussian low-pass filter shown in Table 1.
is presented in Graham's thesislZ.

is symmetric about one axis and anti-symmetric about the

2

Its construction

The reconstruction filter

other axis, therefore only one quadrant is shown below.

.
o
.

.
o O o o O

.0

.06156
0092 ,09608
24743 ,03561"

. .
o] o O -

.0
.0
03415
.05755
.02571
.02652"

)
o O o O O

.01706
.03121
01654
.01817
.01875

.0
.0
.0
0
.00759
»01517
00944
.01103
.01216
.01250

.0
.0
.0
00294
00651
.00L72
.00588
.00687
.00755

.00778:

.0

o0

«00096
.00240
.00203
.00269
.00335
.00392
00430
00444

.0

«00024
.00072
.00072
«00101
.00134
00167
«00195
.00215
00221

.00003
.00014
.00018
.00027
.00038
.00050
.00062
.00072
.00079
.00082
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TABLE 3
Curves Required Maximum Error Weighting Factor
114 3 2
101 3 5
110 3 8
115 3 11
116 3 14
113 5 2
87 5 5
75 5 8
72 5 11
771 5 14
113 7 2
87 7 5
71 7 8
74 7 11"
69 7 14

Relationship of the number of curves requifed to code
a picture of the type Fig. 12(c) to the maximum allowed
error and the weighting factor.
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TABLE &4

Picture Statistics

Fig. Max. Weighting Post- Pre- Log/ Upper Threshold/
error factor  Processing Processing Lin Lower Thrashold
%

13(a) 3 5 125 no log 15/9
(b) 3 5 125 no log 20/9
(c) 3 5 125 no log 30/9
(4) 3 5 125 no log 10/9

14(a) 5 9 125 no log 20/9
(b) 7 12 125 no log 20/9
(c) 5 9 125 nod log 20/9
(a) 7 12 125 no log 20/9
(e) 5 Y 125 no log 20/9

16(a) 3 5 100 no log 20/9
(b) 3 5 100 no log 20/9
(c) 3 5 125 no log 20/9
(d) 3 5 100 no log 20/9
(e) 3 5 125 no log 20/9

17Ca) 3 5 100 no log 20/9
(b) 3 5 125 no log 20/9
(c) 3 5 150 no log 20/9

18(a) 3 5 115 no log 20/9
(b) 3 5 115 no log 20/9

2:(a) 3 5 115 yes log 20/9
(b) 5 9 125 fio log 20/9
(c) 3 5 125 ves log 20/9

22(a) 3 5 125 no log 20/9
(b) 3 5 125 no log 20/9
(c) 3 5 125 no log 20/9
(d) 3 5 125 no lin 20/9



TABLE 4 (cont.)

Fig. Continued 6ontours/ Curves Channel Capacity needed-(bits)
curves Average length needed Curves Comb, Graham *
option

13(a) no 310/15 554 32066 30535 41880

(b) no 215/20 L89 28101 26800 37720
(c) no 139/27 434 24878 23664 32523
(d) nmno 95/34 366 21566 20778 28070
14(a) mno 215/20 369 22761 22372 37720
(b) mno 215/20 330 21020 20906 37720
(c) no 147/24 356 21550 21295 31092
(d) no 147/2h 319 19909 1984k 31092
(e) no 358/16 551 32982 232441 50290
16(a) no L78/9 487 30135 28576 L2468
(b) no 515/7 u29 27609 26459 38255
(¢) no 515/7 429 27609 26459 38255
(d) mno 896/7 755 454305 42991 63782
(e) no 296/7 755 L5405 42991 63782
17(a) no 215/20 489 28101 26800 37720
(b) mno 215/20 489 28101 26800 37720
(¢) mno 215/20 489 28101 26800 37720
18(a) yes 215/20 399 28089 27026 37720
(b) yes 358/16 631 L2241 10649 50290
21(a) yes 515/7 406 28516 27330 38255
(b) vyes 358/16 506 34616 34015 50290
(c) vyes 478/9 Luyo 31139 29578 42468
22(a) mno 147/24 480 27398 25952 31092
(b) no 358/16 774 L249L 39964 50290
(c¢) no 215/20 489 28101 26800 37720
(d) mno 268/16 606 33852 32097 38590

* Calculated on a Boint~to~point basis as indicated in
Graham's thesisl?,
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Block diagram of contour coding system
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£ilter coder decoder |
S(X,§7)
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contour | | coder|s] reconstruction
extractor filter
Figure 1
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Figure 2
A distortionless system
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An approximation tolthe distortionless system

t(x,y)
edge decoder and
detector coder reconstruction
e(x,v) filter
Figure 3
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B'(x,y)

' (x,v)



b(x) / i(x)

Xo X6
(a) (b)
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(e) (d4)
Figure 4
A one-dimensional view
1(x)
h(x)
a(x) a(x)

_% g(X)=u_‘(X):lh(X)dX

wherejrh(x)dx=l

§1&

Figure 5
The one-dimensional system



1 0 0 0
2 0 5 L 9| -8 1
3 0 0 0
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5 -4 -8 0
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Figure 6
Gradient Grid

Figure 7
Sample point grid
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Figure &

Direction determination
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Figure 9
An example of gradient reconstruction

)
&
I~
i
o
~Jg

€ 9 10 11 12

Figure 10
An example of gradient point connection
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1 2 3 4 5 6 7 & 9 10 11 12 13

Figure 11
An example of gradient reconstruction

1 2 3 4 5 6 7 8 9 10 11 12 13

1 2 10 2 1
1 2 9 2 1
2 10 2 1

Figure 15(a)
Gradients before pre-processing .
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Figure 15(b)
Gradients after pre-processing
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(a) (240,000 bits) (b) (240,000 bits)
(¢) (240,000 bits)

- Figure 12
Orizginal Pictures

-



(a) (35,5353bits) (b) (26,800 bits)
(c) (23,664 bits) (d) (20,778 bits)

: Figure 13
Pictures at Varying Thresholds
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(a) (22,372 bits) : (b) (20,906 bits)
(e) (21,295 bits) (d) (19,ehs bits)

Figure 14
Pictures at Varying Maximum Errors
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(e) (32441 bits)

Figure 14 (cont.)

72



73

. (a) (28,576 bits)
(b) (26,459 bits) (¢) (26,459 bits)

Figure 16
Pictures with Pre-processing



74

Tiocure 16 (cont.)
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(a) (26,500 bits)

Pictures w



(a) (27,026 bits) (b) (40,649 bits)

Figure 18
Pictures without €ontinuous First Derivatives
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Figure 19
Results of Curve Tracing Algorithm



(a)

(c)

Figure 20
Iow-pass Pictures

(b)
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(a) (27,330 bits) | | (b) (34,015 bits)
' (c) (29,578 bits)

_ Figure 21
Pictures with Combination Processing
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- (a) (25,952 bits) (b) (39564 bits)
(¢) (26,800 bits) (d) (32097 bits)

Figure 22
Standard Pictures- Log/Lin



(a) (b)
(c)

Figure 23
Pictures Representing 'x'' Gradients




(a) (25,000 bits) , | (b) (25,000 bits)
: (c¢) (25,000 bits)
, Figure 24
Low Channel Capacity Pictures
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