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ABSTRACT

The utility of present Autonomous Underwater Vehicles (AUVs) is limited by their on-board energy storage capability. Research indicates that rechargeable batteries will continue to be the AUV power source of choice for at least the near future. Thus, a need exists in both military and commercial markets for a universal, industry-standard underwater AUV recharge system. A novel solution using a linear coaxial wound transformer (LCWT) inductive coupling mounted on the AUV and a vertical docking cable is investigated. The docking cable may be deployed from either a fixed docking station or a mobile “tanker AUV”.

A numerical simulation of the simplified system hydrodynamics was created in MATLAB and used to evaluate the mechanical feasibility of the proposed system. The simulation tool calculated cable tension and AUV oscillation subsequent to the docking interaction. A prototype LCWT coupling was built and tested in saltwater to evaluate the power transfer efficiency of the system. The testing indicated that the surrounding medium has little effect on system performance.

Finally, an economic analysis was conducted to determine the impact of the proposed system on the present military and commercial AUV markets. The recharge system creates substantial cost-savings, mainly by reducing support ship requirements. An effective AUV recharge system will be an important element of the Navy’s net-centric warfare concept, as well as a valuable tool for commercial marine industries.
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Chapter 1

Introduction

1.1 Background and Motivation

Autonomous Underwater Vehicles (AUVs) have found increasing use in recent years in commercial, military, and scientific areas. Continuing advances in technology have made AUVs an increasingly popular alternative to manned or tethered underwater systems. Specifically, improvements in underwater navigation and communication have greatly enhanced the usefulness of AUVs.

However, despite the growing popularity and wide-spread use of AUVs, one significant limitation to the systems remains. In order to operate submerged and untethered, an AUV must carry an on-board energy source. The energy source is often the driving factor in the size of an AUV, particularly as the trend toward smaller AUVs continues. Additionally, the endurance of the energy source greatly impacts the mission effectiveness of the AUV. The time required to retrieve an AUV and replenish its energy source detracts from the on-station mission time of the vehicle.

Most AUV systems in existence today are deployed and retrieved by surface ships or small boats. The deployment and retrieval evolutions are often hazardous, time-consuming, and limited by environmental conditions. Therefore, it is desirable to limit the number of deployment/retrieval cycles. This further drives the need for longer-endurance AUVs.

The purpose of this research is to develop a near-term solution to the problem of extending AUV endurance. One means of solving the problem is to develop more energy-dense power sources and more efficient AUVs. An alternative solution is to create a means of replenishing the energy source without recovering the AUV to the host platform. The former approach has been addressed extensively, resulting in continually improving AUV batteries. The latter approach has not been as widely addressed. This project attempts to solve the problem of AUV endurance by developing a system to efficiently recharge AUV batteries in situ.

The goals of this research are as follows:

1. Assess the demand for an AUV recharge system.
2. Design a prototype system.
3. Demonstrate the technical feasibility of the system.
4. Evaluate the economic feasibility of the system.
1.2 AUV Power Sources

An essential first step in assessing the demand for an AUV recharge system is to evaluate the current state of the art in AUV power sources. This section describes the types of AUV power sources available, then attempts to predict the near-term future based on current state of the art and trends.

1.2.1 Alternative Power Sources

Selection of a power source is a major factor in AUV design. An important characteristic of power sources is energy density, reported in watt-hours per kilogram (Whr/kg). Energy density is often used as a common standard for comparing power sources. Other considerations in selecting a power source include cost, safety, reliability, performance over a range of temperatures and pressures, and environmental impact.

AUV power sources can be grouped into three major categories: nuclear, combustion, and electrochemical. The first two categories will be discussed briefly, then attention will be focused on electrochemical systems, because nearly all AUVs use some form of electrochemical system.

Nuclear Power Sources

Compact nuclear reactor systems have the capability to operate as a closed system for long periods of time without refueling. Nuclear power sources have been considered and used on space vehicles for many years. At least one such system has been designed for use underwater. The system was developed by the Japan Nuclear Cycle Development Institute, and consists of a liquid metal fast reactor (LMFR) system and a closed Brayton cycle power generation system[1]. The Japanese system stands 5.2m high, is 3m in diameter, weighs 26,600kg, and produces 40kW of electric power. The system is designed for use at a stationary unmanned undersea base.

While the Japanese LMFR demonstrates the feasibility of using nuclear power sources underwater, the concept is impractical for most AUVs. The sheer size of the nuclear reactor and associated shielding limit its applicability to very large AUVs. Nuclear systems are prohibitively costly, and environmental and legal restrictions limit their use by most AUV operators[2]. In short, nuclear systems, while a technical possibility, are not considered a viable solution to mainstream AUV power source needs.

Combustion Power Sources

Several types of air-independent combustion power sources have been proposed and developed for underwater vehicles. The R-One Robot, built jointly by the University of Tokyo and Mitsui, is equipped with a closed-cycle diesel engine (CCDE). This AUV is 8.27m long, 1.15m in diameter, weighs 4.35 tons, and is designed for slow-speed, long-range survey operations. The CCDE generates 5kW of electricity and is equipped with diesel fuel and liquid oxygen tanks to allow 12 hours of submerged operation[3]. The R-One Robot has undergone successful sea trials and is currently operational with the CCDE system.

The Stirling engine, a dynamic heat engine using external combustion, has been used in several underwater vehicles, including manned submarines and torpedoes. Stirling engines are a viable alternative for submarines and torpedoes, given the large power and high speed requirements for
such vehicles. However, for smaller, slower vehicles like AUVs, a viable Stirling engine has yet to be produced. One proposed application of Stirling engines was in the design of a U.S. Navy diver propulsion vehicle (DPV). The DPV is roughly the size of a small AUV, with similar power requirements. The DPV system was designed to provide 470W of shaft power for a duration of 6 hours with a total weight of 68kg, or an energy density of 41.5Whr/kg[4]. This energy density is on the order of that of lead-acid batteries. Therefore, at this time there is no compelling reason to use Stirling engines in AUVs rather than much cheaper and simpler battery systems.

Electrochemical Power Sources

Electrochemical power sources can be classified into four different groups[5]:

- Batteries discharged at atmospheric pressure
- Batteries discharged at ambient pressure (pressure-compensated batteries)
- Seawater batteries
- Fuel cells

Several different battery chemistries have been used in AUVs. Extensive literature exists describing the relative advantages and disadvantages of the different chemistries. A detailed description of the various battery systems is beyond the scope and relevancy of this work. Table 1.1 below summarizes the most common battery chemistries and their representative energy densities, expected life (in cycles), and other pertinent characteristics[2].

<table>
<thead>
<tr>
<th>Chemistry</th>
<th>Energy Density (Whr/kg)</th>
<th>Expected Life (cycles)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkaline</td>
<td>140</td>
<td>1</td>
<td>Outgassing during high temp. discharge</td>
</tr>
<tr>
<td>Lead Acid</td>
<td>31.5</td>
<td>100</td>
<td>Outgassing</td>
</tr>
<tr>
<td>Silver Zinc</td>
<td>100</td>
<td>30</td>
<td>Outgassing</td>
</tr>
<tr>
<td>Ni Cad</td>
<td>33</td>
<td>100</td>
<td>Flat discharge curve</td>
</tr>
<tr>
<td>Ni MH</td>
<td>60</td>
<td>500</td>
<td>No outgassing</td>
</tr>
<tr>
<td>Li Ion</td>
<td>144</td>
<td>500</td>
<td>Depth limited</td>
</tr>
<tr>
<td>Li Polymer</td>
<td>193</td>
<td>500</td>
<td>No outgassing</td>
</tr>
</tbody>
</table>

*Outgassing* refers to the formation of gasses, primarily hydrogen, during charging or discharging. If batteries outgas, the gasses must be vented from the cells to avoid forming an explosive environment. This becomes a significant factor in AUV design, as well as the design of underwater recharging systems.

The present state of the art in AUV batteries is lithium polymer cells. These cells have a very high energy density, low weight density, and long life. They do not outgas, which simplifies recharging. The individual cells are typically stacked in pressure-tight prismatic cases. The case
can withstand ambient sea pressure, allowing the batteries to be placed outside the pressure hull of the AUV[2].

**Seawater Batteries**

Seawater batteries use seawater as the electrolyte. Thus, seawater batteries have a much higher energy density than other battery types because the electrolyte is not included in the mass of the battery. Seawater batteries have been used in experimental torpedoes and small AUVs. The most common seawater battery chemistries are Mg/AgCl and Mg/O₂, with energy densities of 200 Whr/kg and 600 Whr/kg, respectively[5]. The drawback of seawater batteries is a very low power output density. For example, a commercially available battery produced by Kongsberg Simrad weighs 120 kg and produces only 2 watts of power, for a power density of 16.7 mW/kg. By comparison, a typical 1 kWh lithium polymer battery weighs 15 kg and can produce up to 300 watts, for a power density of 20 W/kg. Using a forced flow of seawater increases power output slightly, but it still remains significantly below other battery types. Seawater batteries may find a niche market in very small, very long-endurance AUVs, such as miniature mobile sensors. However, the power limitations prevent seawater batteries from being a significant factor in the mainstream AUV market.

**Semi-fuel Cells**

A semi-fuel cell is a cell that uses a solid anode and a gaseous cathode\(^1\). The most common semi-fuel cells use aluminum as the anode and oxygen as the cathode. Energy is released by a chemical reaction between the aluminum and oxygen in an alkaline electrolyte. Power level can be controlled by varying the concentration of oxygen in the electrolyte. Semi-fuel cells can operate at ambient pressure, with performance independent of depth[7]. Operational semi-fuel cell systems have achieved energy densities of around 100 Whr/kg[5].

Semi-fuel cells are not recharged in the conventional sense. The chemical reaction consumes the aluminum anode and oxygen and produces aluminum hydroxide precipitate; thus, recharging consists of mechanically replacing the anode, changing the electrolyte, and refilling the oxygen supply. This method is much faster than most electrical battery recharging processes, but it requires significant support facilities to store fresh anodes, oxygen, and electrolyte. An additional consideration is the need to dispose of the spent electrolyte[7].

Aluminum-air semi-fuel cells have been successfully used for many land-based applications, where the surrounding atmosphere serves as the oxygen source. Two options exist for providing oxygen in underwater applications: carry compressed gaseous oxygen, or carry oxygen in a compound that is easily decomposed to liberate oxygen. Both methods have been used successfully in AUVs. The XP-21 AUV, built by Applied Remote Technology, carries gaseous high-pressure (4000 psig) oxygen in two stainless steel spheres[6]. The well-known HUGIN family of AUVs uses semi-fuel cells with hydrogen peroxide (H₂O₂) as the oxygen source[8].

The HUGIN AUVs, built by Kongsberg Simrad of Norway, are designed for deep sea survey operations. The HUGIN I, built in 1995, used NiCad batteries as a power source. The HUGIN II, operational in 1998, transitioned to the Al-H₂O₂ semi-fuel cells to extend vehicle endurance. The latest version, HUGIN 3000, became operational in 2000 and uses a larger version of the Al-H₂O₂

\(^1\)Batteries have solid anodes and cathodes. Fuel cells have gaseous anodes and cathodes[6].
Fuel Cells

Fuel cells have been considered for underwater applications for several years. Fuel cells use a chemical reaction between hydrogen and oxygen to release energy in the form of DC electricity. Several types of fuel cells exist, including Proton Exchange Membrane Fuel Cells (PEMFC), Solid Oxide Fuel Cell (SOFC), and Solid Polymer Fuel Cells (SPFC). Underwater applications typically use the SPFC type because of their smaller size and relatively robust design and reliability[9]. A more detailed description of fuel cells can be found in [10].

A major problem with using fuel cells underwater is storage of the reactants. As in semi-fuel cells, the reactants are carried either as compressed gasses, or as compounds that decompose or react to liberate the gas. A third option is to carry the reactants as liquids, but this requires cryogenic systems that are impractical for most AUVs. Compressed gas storage requires large pressure vessels and creates an explosive hazard if not handled properly. On the other hand, storage as a compound is less efficient, because only a fraction of the stored compound is converted to hydrogen or oxygen. Additionally, most storage compounds are highly reactive and require special storage precautions. Typical compounds used are boron hydride to produce hydrogen, and hydrogen peroxide to produce oxygen[5].

The energy density of fuel cells, based solely on weight of reactants, is approximately 2000Whr/kg. However, in order to make a fair comparison with other power sources, the energy density of the entire fuel cell system must be calculated. A complete system sized for a typical AUV and using compressed gas storage spheres would have an energy density of about 130Whr/kg[5]. The energy density of fuel cell systems increases with size, since a larger percentage of total weight can be dedicated to reactants. This is one important reason behind the lag in development of small-scale AUV fuel cell systems.

Fuel cells have been used successfully in several manned submarine designs. The German Class 212 submarines feature nine PEMFC modules capable of producing 34kW each. The Class 214 submarines feature two 120kW PEMFC modules with roughly the same size and weight as the 34kW modules. The fuel cells for both submarine classes are built by Siemens, and use metal hydride and liquid oxygen as reactants[11].

Despite the obvious benefits of fuel cells, only one AUV has successfully operated with a fuel cell power source and been reported in the literature. The AUV Urashima, developed by the Japan Marine Science and Technology Center (JAMSTEC) for deep-sea exploration, conducted successful sea trials in August 2003. The Urashima is 10m long and weighs approximately 10 tons. Its power source is a 4kW SPFC, using metal hydride and high-pressure gaseous oxygen as reactants[12]. To date, no smaller AUV fuel cell systems have been reported.
1.2.2 Near-term Future Predictions

The purpose of this analysis is to attempt to predict the state of AUV power source technology in the near future (five years), as this will dictate the demand (or lack of demand) for a battery recharge system. Based on the information presented above, the following conclusions are reached:

- Lead-acid, alkaline, and lithium polymer batteries will continue to be the most widely used AUV power sources.
- Seawater batteries and semi-fuel cells will have niche markets, but will not appeal to the mainstream AUV market.
- Fuel cells remain too costly and complicated to see widespread proliferation in the market.

These conclusions are justified below.

Most AUVs in service today conduct operations on the order of a few hours in duration. The power demands for missions of this duration can be easily supplied by lead-acid, alkaline, or lithium polymer batteries. Most AUV users do not find it necessary or cost-effective to invest in emerging technologies like fuel cells. The argument can be made that the current operational profile is driven by the available power sources, and that if higher-endurance power sources were available users would change their operations. However, the fact remains that most AUV missions today can be accomplished using conventional battery power sources.

Seawater batteries simply cannot provide the levels of power required by most AUVs. Adding more sensors, communication systems, manipulator arms, etc. to future AUVs will further increase the power demands, making seawater batteries even less viable as time goes on. Semi-fuel cells have energy densities lower than alkaline or lithium polymer batteries (100Wh/kg compared to 140Wh/kg and 193Wh/kg, respectively), but significantly higher cost and complexity. The one advantage of semi-fuel cells, the rapid recharge time, is not deemed to be compelling enough to encourage their use. Furthermore, semi-fuel cell use requires a shift away from conventional recharging methods.

Despite advances being made in the automotive and power generation industries, fuel cells are still considered risky technology. This tends to increase the discount rate used by companies to calculate the value of a potential investment. The effect of the higher discount rates is to make fuel cell projects appear less financially attractive than alternative, more conventional projects. Additionally, higher discount rates imply a higher cost of investment capital; thus, capital-intensive fuel cell projects appear even more expensive than alternatives[13]. The result of this twofold effect is that only very large organizations, like governments and possibly multi-national corporations who operate large numbers of AUVs, will venture into the fuel cell arena. The general trend in AUV use is exactly the opposite, tending towards many small operators running a few AUVs. Thus, fuel cells will continue to lag behind conventional batteries for the near future in the mainstream AUV market.

1.2.3 Motivation for a Battery Recharge System

The above arguments indicate that batteries (lead-acid, alkaline, or lithium polymer) will continue to be the AUV power source of choice for the near future. However, there are advantages to be
gained by extending AUV endurance\(^2\), as discussed in section 1.1. Therefore, it is worthwhile to invest in development of an underwater battery recharging system. The remainder of this work describes such a system and evaluates its technical and economic feasibility.

### 1.3 Previous Docking and Recharge Systems

A literature search was conducted to identify previous efforts in the area of AUV docking. A number of AUV docking and recharge systems have been designed and built. The following systems and descriptions are representative of the current state of the art in docking and recharge systems.

#### 1.3.1 AOSN Dock

The Autonomous Ocean Sampling Network (AOSN) docking system was a joint effort between the Woods Hole Oceanographic Institute (WHOI) and the Massachusetts Institute of Technology (MIT) Sea Grant Laboratory. The AOSN concept involves a number of AUVs deployed at a remote site around a docking station for extended periods of time. It was designed to use the MIT Odyssey II AUV, which is described in section 1.5. The AOSN dock provides data download and battery recharge capability to the AUVs. The system consists of several components that stretch from the surface to the ocean floor[14]. Figure 1.1 illustrates the entire system.

![AOSN Dock Mooring System](image)

**Figure 1.1**: AOSN Dock Mooring System[14]

The docking mechanism consists of a V-shaped titanium latch with a spring-loaded capture bar mounted on the nose of the AUV. The AUV drives into the 1.5m long vertical docking pole, and

---

\(^2\) *Endurance* here is defined as total time away from the host ship, not necessarily battery life.
the AUV's forward momentum pushes the capture bar aside and positively latches the AUV to the pole. The latching operation is completely passive. Undocking is accomplished by releasing the capture bar via a rotary actuator, then backing the AUV away from the pole. The docking system is omnidirectional and has a 1.5m high and 0.6m wide target area, determined by the pole height and tine separation, respectively[15].

The AOSN dock uses an ultra-short baseline (USBL) system on the AUV and a 2kHz acoustic beacon on the dock for homing. Power and data transfer occurs through inductive cores, eliminating the need for wet-mateable conductive contacts. One core is mounted on the under side of the AUV nose, the other on the upper side of the lower dock carriage. Once the AUV is attached to the pole, the cores are aligned and brought into contact by driving the lower dock carriage up the pole, forcing the AUV against the upper carriage[15]. Figure 1.2 shows a drawing of the docking mechanism.

![Figure 1.2: AOSN Docking Mechanism[14]](image)

The AOSN system has been tested at sea several times, beginning in Oct. 1997, with mixed results. The inductive data and power transfer were successfully demonstrated, with efficiencies of around 80% (including the power electronics on both ends)[15]. The mechanical system experienced problems during deployment. It is believed that the docking pole was bent during deployment, causing the moving carriage to jam and preventing positive connection with the AUV. The system was also very difficult to deploy, taking 22 hours in moderate sea conditions. WHOI has since corrected most of the system problems and is developing a new simpler system with fewer moving parts[14].
1.3.2 REMUS Dock

WHOI has developed a docking system for the REMUS AUV\(^3\). The REMUS dock consists of a horizontal cylindrical housing and a funnel cone. The cone opening is 1m in diameter, and the cylinder is 0.25m in diameter. The AUV enters the cone nose-first and is funneled into the cylinder. Once in the cylinder, a clamping motor drives a leadscrew up from the bottom and clamps the AUV securely in the cylinder. A second motor then drives the power and data connections together on the nose of the AUV[16]. Figure 1.3 shows a schematic of the REMUS dock.

![REMUS Docking System](image)

The original REMUS dock used a single sealed contact on the AUV nose for power and data transfer, with the return current traveling through seawater[16]. This design was simple and robust, but suffered very low data rates. The system was updated to a two-wire power and Ethernet connection, resulting in faster battery charging and data download times[17]. The REMUS dock uses an acoustic USBL homing system[16].

A militarized version of REMUS is used by the U.S. Navy. The docking system is also of interest to the Navy. Therefore, improvements are underway to reduce the size and weight of the dock, making it easily deployable by divers. Additional work is ongoing to extend the endurance and improve the data transfer capability of the dock[18].

1.3.3 FAU Ocean Explorer Dock

Florida Atlantic University (FAU) has designed and built the Ocean Explorer series of AUVs. The Ocean Explorer is a modular AUV, with interchangeable mission-specific nose cones. Therefore, a nose docking system, such as the REMUS dock, is undesirable. FAU has developed a docking system that uses a belly-mounted stinger instead. The docking station consists of a four-piece spring loaded mechanism supported by a vertical pole. The AUV swims over the dock, the stinger enters the docking mechanism from any direction, and is trapped in a central cavity. The electrical connection is then made through the center of the dock to the stinger. The FAU dock is omnidirectional, but requires precise altitude control to catch the stinger in the dock mechanism[19].

\(^3\)The REMUS AUV is described in section 2.1.2
1.3.4 Flying Plug Socket

The Flying Plug AUV (described in section 2.1.2) uses a docking system very similar to the REMUS dock. The Flying Plug dock is referred to as the Socket. It uses a cone and cylinder system to capture the AUV and align the power and data connections. A unique feature of the Socket is the use of a combination acoustic/optical homing scheme. An acoustic beacon is used to get the AUV close to the dock (i.e., within a few meters), then an optical tracking system is used for final alignment and approach. The optical tracking system is similar to those used by laser-guided munitions. The Socket also uses optical data transfer, rather than conductive or inductive electrical couplings[20].

1.3.5 Eurodocker

Eurodocker is a project funded by the European Commission, DG XII, under the Marine Science and Technology program (MAST). The goal of the project is to develop a universal garage-type docking station that can be used by a variety of AUVs. A prototype has been built and successfully tested using Maridan's Martin AUV. The dock consists of a tubular frame box structure that completely encloses the AUV, providing physical protection while docked. An active shock absorption system using water bags absorbs the impact of the docking AUV. A variable buoyancy system allows precise depth positioning of the dock. Power and data transfer is via wet-mateable pin connections. Two Eurodocker configurations are envisioned, one towed by a support ship and the other permanently deployed on the ocean floor. The Eurodocker project represents one of the first efforts to create a universal dock for use by commercial work-class (as opposed to research or military) AUVs[19].

1.3.6 U.S. Navy Torpedo Tube Launch and Recovery System

The Navy’s Torpedo Tube Launch and Recovery (TTLR) system is being developed to launch and recover AUVs from a submerged submarine. While not a true docking system in terms of battery recharge and data transfer, the TTLR system illustrates the use of an articulated arm to physically capture and retrieve an AUV. The arm deploys from the upper torpedo tube and extends an aft-facing receiver cone. The AUV approaches on a course parallel to the submarine, using acoustic homing. A retractable probe on the AUV nose is driven into the receiver cone. A support ring then grabs the mid-body of the AUV, creating a secure two-point connection. The arm maneuvers and forces the AUV into the lower torpedo tube, tail-first. The arm is then retracted into the upper tube and both tube shutter doors are closed[21]. The TTLR system is being developed by NUWC and built by Boeing. A prototype system has been built and installed on a barge, and testing is ongoing. The timeframe for installation on a submarine is unclear, dependent on the prototype results[21].

1.4 Overview of Proposed System and Design Goals

The primary goal of the design phase of this work was to develop a docking and recharge system compatible with all present and near-term future U.S. Navy AUVs. A secondary goal was to extend the compatibility of the system to the commercial AUV market. A major factor distinguishing the present work from previous systems (with the exception of Eurodocker) is the attempt to make
the system universally compatible with a range of AUVs. It was decided early in the project that the docking system would only provide battery recharge power, and not data interface capability. Ongoing advances in optical and acoustic data transfer techniques, along with the growing need for real-time data, will soon make periodic data dumping techniques obsolete.

1.5 Description of Odyssey II AUV

The Odyssey family of AUVs were designed and built by MIT’s Sea Grant AUV Laboratory. The Odyssey II is 2.2m long and 0.58m in diameter. It has a weight of 200kg in air, and a net buoyancy of 0.5kg in water. The AUV has a depth rating of 3000m, and can reach speeds up to 3 knots. When the vehicle is outfitted with a 1kWh lithium polymer battery, it has a mission endurance of about 4 hours[22]. Figure 1.4 shows a photo of the Odyssey II AUV.

![Figure 1.4: Odyssey II AUV][22]

The Odyssey II was selected as the test bed platform for which the proposed recharge system was designed. The primary reason for this was physical availability and familiarity, since the current research also occurred at MIT’s Sea Grant AUV Laboratory. Furthermore, Odyssey II serves as a representative medium-sized, multi-purpose AUV and thus is a good target around which to design.

1.6 Thesis Outline

The remainder of this report consists of the following:

- Chapter 2 provides an analysis of the economic demand, both military and commercial, for a recharge system.
- Chapter 3 describes the analysis of alternative designs considered and the final chosen design.
- Chapter 4 analyzes the dynamic mechanical behavior of the chosen design, using a computer simulation.
- Chapter 5 describes the process of designing the electrical coupling between the dock and the AUV.
- Chapter 6 presents the results of the prototype system technical feasibility experimentation.
• Chapter 7 describes the mechanical design of the latch interface between the dock and the AUV.

• Chapter 8 assesses the economic feasibility of the proposed system for both military and commercial markets.

• Chapter 9 summarizes conclusions from the present work and identifies required future work.
Chapter 2

Demand for an AUV Recharge System

2.1 Military Market

The United States Navy is one of the leading users of AUVs in the world. Furthermore, the Navy has plans to greatly expand its use of AUVs in the near future [23]. Navy acquisition funding for AUV programs more than doubled from FY02 to FY03[24]. As such, the U.S. Navy is the primary target market for an AUV battery recharge system.

2.1.1 Roles for Navy AUVs

AUVs have the potential to perform four broad military roles: maritime reconnaissance, undersea search and survey, communications and navigation, and submarine tracking[25]. Each role is described in detail below.

Maritime Reconnaissance

The number one mission priority for AUV application by the U.S. Navy is Maritime Reconnaissance [23]. AUVs are capable of performing a number of reconnaissance tasks currently performed by manned platforms such as submarines or aircraft. The main advantage of AUVs in reconnaissance missions is increased stealth. AUVs could be covertly deployed into areas that are inaccessible to submarines or aircraft, such as politically denied areas or extremely shallow water. An AUV could operate undetected in these areas for long periods of time, gathering valuable information in the process. Three main reconnaissance uses of AUVs are intelligence, surveillance, and reconnaissance (ISR); battle damage assessment (BDA); and remote target designation[25].

ISR is a ready-made mission for an AUV. AUVs are capable of gathering visual, electromagnetic, or acoustic data. This data can be relayed near real-time back to a manned platform, or it can be stored onboard the AUV until it returns to the host platform. It is understood that stealth is compromised during communication. In essence, the AUV would operate as a set of remote eyes and ears for the host platform.

1A complete list of all nomenclature and acronyms used in chapter 2 is located in section 2.3.
BDA is an increasingly important mission in this era of limited, precision warfare. Presently, satellite or aircraft photography is relied upon for most BDA. AUVs could perform this mission with greater stealth and potentially greater accuracy. However, AUVs could only perform BDA on ship or coastal land targets, since visual contact would be required.

The third potential reconnaissance mission of AUVs is remote target designation. AUVs could be equipped with laser target designators and used to identify targets for cruise missile or aircraft attacks. However, as with BDA, this role would be limited to ship or coastal targets.

**Undersea Search and Survey**

The oldest and most highly developed military application of AUVs is Undersea Search and Survey. The primary advantage of AUVs over alternative platforms in this mission area is the AUV's ability to operate in regions or environments inaccessible to manned vehicles. A secondary advantage of AUVs is that they can often perform a search or survey mission more economically than a manned vehicle. Three main search and survey applications of AUVs are mine countermeasures, salvage, and hydrographic survey[25].

Mine countermeasures (MCM) was the first military application of AUVs[25]. The appeal of using unmanned vehicles to detect and detonate mines is readily apparent. Minefields can be safely cleared without needlessly risking human life. Additionally, AUV systems can clear mines faster and more efficiently than human operators. Finally, an AUV MCM system could have the added advantage of stealth if deployed from a submarine. Thus, a minefield could conceivably be neutralized without the opponent realizing it.

Underwater military salvage is another area in which AUVs could have a significant impact. AUVs could be made capable of performing all aspects of a salvage operation, from initial detection to photography and videotaping to actual retrieval of objects. AUVs are more advantageous than human divers because they can operate at deeper depths and remain on station longer. Additionally, AUVs can safely operate in salvage sites that may be contaminated by hazardous materials or nuclear radiation[25].

The third potential search and survey mission of AUVs is hydrographic and oceanographic survey. This mission covers a wide range of activities, including but not limited to bottom surveys for the purpose of charting, plotting of ocean currents, weather observation, and survey of amphibious landing zones. Clearly some of these activities are not strictly military in nature and overlap with commercial applications of AUVs.

**Communication and Navigation**

The communication and navigation role is a key component of the other AUV missions in addition to being a stand-alone role. An essential part of any AUV mission is the ability to communicate the information collected back to the host platform. An AUV must also be able to navigate and know its position with great precision to accomplish most missions. As for stand-alone communication/navigation missions, AUVs could potentially function as mobile communication relay stations or as a backup to satellite systems[25].

An AUV could function as a communication relay simply by positioning itself midway between two communications stations, within line of sight (LOS) of each. The AUV would surface, or extend an antenna mast above the surface. Communications could then be conducted using less detectable LOS transmissions rather than satellite transmissions. An AUV could also act as a
submerged acoustic relay station. Additionally, AUVs could be used as mobile satellite relay stations (again requiring the AUV to be on or near the surface), creating an additional link in the chain between transmitter and receiver. The purpose of this would be to make it more difficult to triangulate the location of a transmission source. This role could be extremely useful in submarine communications, where remaining undetected is a priority.

A group of AUVs could also potentially be organized into an underwater, mobile communications/navigation network. Such a system could be vital in case of a Global Positioning System (GPS) failure or jamming by a hostile force[25]. This system would, however, be very limited in range due to underwater acoustic limitations.

Submarine Tracking and Trailing

Submarine tracking and trailing is the most visionary of the potential AUV applications and the one requiring the most technological developments to reach fruition. The ultimate goal of this application is to create a fully autonomous system capable of detecting a submarine and tracking it for extended periods of time over long distances of open ocean[25]. This capability would supplement the activities of manned submarines, thereby freeing them to perform other tasks. This goal will be very difficult to fully achieve. To put it in perspective, today this mission is challenging even for a billion dollar nuclear submarine manned with 120 men. Attempting to perform the same mission with an affordable unmanned system is a monumental undertaking and will require extensive long-term planning and investment.

In the shorter term, AUVs could perform some limited portions of the anti-submarine warfare (ASW) mission. One such mission would be to function as a mobile sonar platform for initial detection of opposing submarines[25]. The AUVs would function similar to the existing sonar arrays stretched across regions of the ocean floor, but with the added benefit of mobility. An AUV sonar platform would have an advantage over a manned submarine in that the AUV is much smaller and potentially quieter, due to less machinery noise. Therefore, the AUV could detect an opposing submarine earlier due to less own-noise interference, and would also be less likely to be counter-detected by the opponent.

Several major obstacles stand in the way of creating AUVs to perform this mission. First, speed limitations on existing AUVs would severely limit their ability to track a high-speed nuclear submarine. Second, existing ASW sonar systems are too large to be mounted on an AUV. Third, the necessary communications links do not currently exist. However, many experts believe all these obstacles can be overcome and a fully autonomous submarine tracking system will someday be developed[25].

2.1.2 Summary of Navy AUV Programs

The Navy's development and use of AUVs is guided by The Navy Unmanned Undersea Vehicle (UUV) Master Plan [23]. Implementation of the plan is carried out by the Naval Sea Systems Command (NAVSEA), PMS403. Several research AUV programs, one of which is the MIT Odyssey described in section 1.5, are sponsored by the Office of Naval Research (ONR). Development of Navy AUV programs is done primarily by the Naval Undersea Warfare Center (NUWC) and the
Space and Naval Warfare Systems Center (SPAWAR). The Navy currently has several tactical AUV systems either operational or in development for near-term deployment. Several other systems and concepts are being considered for long-term use. The systems are described below, starting with the most mature first.

**REMUS/SAHRV**

The Remote Environmental Monitoring UnitS (REMUS) is a system developed jointly by NUWC and the Woods Hole Oceanographic Institute (WHOI), and manufactured commercially by Hydroid, Inc. of East Falmouth, MA. It is a low cost, light weight, system designed for operation using a laptop computer. The AUV is 7.5" in diameter, 54" long, and has a nominal weight of 64 lbs. REMUS is a mature system, with over five years of product development and thousands of hours of field operations, designed for use by a wide range of both commercial and military customers. The system has been used for a variety of missions, including hydrographic surveys, harbor security operations, debris field mapping, fishery operations, mine counter measure operations, environmental monitoring, search and salvage operations, and scientific sampling and mapping[26].

The present configuration of REMUS is powered by a 1 kWhr rechargeable lithium ion battery. The vehicle has a maximum sortie endurance of 22 hours at optimum speed (3 knots)[26]. Figure 2.1 is a photograph of a REMUS AUV.

![Figure 2.1: REMUS AUV](image)

The militarized version of REMUS is the Semi-Autonomous Hydrographic Reconnaissance Vehicle (SAHRV) system. The system was acquired by the Navy to satisfy the “requirement for a small shallow water un-manned underwater vehicle (UUV) to conduct reconnaissance in support of amphibious landing, hydrographic mapping, and mine countermeasures operations”[27]. The SAHRV system is self-contained and can be easily deployed, operated, and retrieved from a small boat by Navy special warfare personnel. The system is identical to the commercial REMUS, with the exception of sensors and communication suites, the details of which are classified[27].

**NMRS**

The Near-term Mine Reconnaissance System (NMRS) was developed in the mid 1990s as a limited stop-gap solution to unmanned mine reconnaissance. The NMRS is deployed and recovered via a submarine torpedo tube. The vehicle is backed out of the tube tail first, and recovered into the tube nose first. The vehicle is 21” in diameter and 206” long, very similar in size and appearance
to a Mk48 torpedo. It carries forward-looking and side-looking sonar capable of detecting mine-like objects. The NMRS is powered by rechargeable silver-zinc batteries [28].

The NMRS is not a true AUV, because it normally does not operate autonomously. The vehicle is remotely controlled from the submarine via a fiber optic cable. The vehicle does have a limited autonomous capability to return to the submarine and be recovered in the event the fiber optic cable fails [28].

The NMRS was planned to reach initial operational capability (IOC) in FY98 [28]. However, it has never achieved widespread operational use and remains in a fleet contingency status [24]. Despite this fact, the NMRS was an important learning step in the development of the next-generation minehunting system.

**Flying Plug**

The Flying Plug is a small AUV developed by SPAWAR to function as a connectivity channel. The vehicle is 9” in diameter and 50” long. It is sized so that it can be launched from the trash disposal unit of a submarine. The system is expendable, meaning the vehicle is not recovered to the submarine [20].

The Flying Plug is designed to dock with a remote sensor or information node and transfer data back to the host submarine. The vehicle is tethered to the submarine by a 20 km long fiber optic cable. The cable provides guidance commands to the vehicle and serves as the data link back to the submarine. The cable allows up to 120 Mbit/second of data transfer [20]. A critical element of the system is the docking station described earlier in section 1.3.4.

A potential application of the Flying Plug is to service and retrieve data from a network of remote underwater sensors. Another potential use is the transfer of data or tasking information to the submarine from a shore command via a submarine cable. A long submarine cable would be deployed across the ocean floor, with Flying Plug connection points spaced along its length. The submarine would deploy a Flying Plug to dock with the nearest connection point and retrieve any waiting data or messages [20]. This would eliminate the need for the submarine to periodically come to periscope depth and risk detection.

A major drawback of the Flying Plug system is the lack of real-time data retrieval. Unless the submarine is continuously tethered to the remote node, there will always be an inherent time lag. As underwater acoustic communications continue to improve in speed, range, and bandwidth, the utility of the Flying Plug system will most likely fade away.

**LMRS (AN/BLQ-11)**

The Long-term Mine Reconnaissance System (LMRS) is the follow-on program to NMRS. The system also carries the Navy designator AN/BLQ-11. The LMRS vehicle is 21” in diameter, 240” long, and weighs 1.4 tons. The system is autonomous, with no fiber optic tether. It is equipped with both acoustic and RF communication systems. The LMRS sensor suite is more capable than the NMRS sensors. The design goals for the LMRS are a sortie range of 120 nm, area coverage of 50 square miles per day, and nominal endurance of 62 hours. The LMRS vehicle is powered by rechargeable lithium ion batteries [29]. Figure 2.2 below shows the LMRS vehicle.

A significant element of the LMRS is the TTLR system described in section 1.3.6. TTLR allows the LMRS vehicle to be launched from the tube in the same manner as a torpedo, then be recovered.
Figure 2.2: LMRS AUV

tail first into the tube. This arrangement greatly simplifies operations inside the torpedo room of the submarine.

The LMRS is built by Boeing. The system has been tested and is projected to reach IOC in FY04, with a total of 6 units in service by FY07[24].

**MRUUV**

The Mission-Reconfigurable UUV (MRUUV) is a concept being developed as a follow-on to the LMRS system. The conceptual vehicle is 21" in diameter, 240" long, and weighs approximately 2800 lbs. It is designed to be launched and recovered from a submarine torpedo tube or surface support ship. The MRUUV has a projected sortie range up to 120 nm and sortie endurance up to 40 hours. The power source is lithium ion batteries, with a possible transition to fuel cells later in development[30].

The MRUUV contains a 5 ft$^3$ payload bay that can be loaded with a variety of sensor or communication payload modules. The vehicle can be easily reconfigured for different missions onboard the host vessel. Additionally, the MRUUV features improved autonomous control, better threat avoidance capability, and better net-centric connectivity than the LMRS. The MRUUV system will use the same launch and recovery system as the LMRS[30].

Detailed design of the MRUUV is expected to begin in FY04. Testing will begin in FY07, with IOC projected for FY09[24].

**Manta Test Vehicle**

Manta is a test bed vehicle designed and built by NUWC. It has been operational since 1999, with over 90 successful in-water demonstrations to date. The vehicle represents a departure from traditional torpedo-shaped AUV designs. It is also significantly larger than other AUV systems, weighing 8 tons in air and displacing 16 tons of seawater. Manta has a top speed of 8 knots and an endurance of 3-6 hours, depending on payload[31]. Figure 2.3 shows a photograph of the Manta test vehicle.

Manta serves as a valuable platform to test new AUV technologies and operational concepts. The Manta vehicle has successfully conducted autonomous launches of a MK48 torpedo, a prototype MRUUV, and a REMUS AUV. This is a critical step in the development of cascading AUV systems, where a large AUV deploys and possibly recovers smaller AUVs. Manta features an extensive ISR suite, and has demonstrated both autonomous and remotely controlled surveillance missions. The vehicle has also demonstrated that autonomous avoidance of submerged obstacles by an AUV is
possible. Manta has also been used extensively to test acoustic and RF connectivity between AUVs and submarines or shore bases. Several other demonstrations are planned by NUWC for the coming years[31].

The existing Manta is a one-of-a-kind, prototype system. It is unlikely that the system will ever see fleet operations in its current configuration. However, the vehicle’s success as a demonstration platform has supported interest in developing conformal AUVs. Conformal AUVs are unconventional shaped vehicles designed to fit into cavities on the hulls of future submarines or surface ships, thus conforming to the hull shape.

LD MRUUV

The Large Displacement Mission-Reconfigurable UUV (LD MRUUV) is a concept being considered to expand the capabilities of Navy AUVs. The exact dimensions of the vehicle are yet to be determined, but it will be larger than the conventional 21” diameter. This concept represents a significant departure from current torpedo tube launched AUVs. The larger size will allow increased time on station, more robust missions, increased modularity, and multiple missions per sortie. Potential new roles for the system include deployment of cascading vehicles, mine neutralization, and submarine track and trail[30]. Figure 2.4 shows a conceptual sketch of the LD MRUUV.

The LD MRUUV will require development of a new launch and recovery system. It is expected that the vehicle could be deployed from the payload bays of future submarines, or from surface ships.

An analysis of alternatives (AOA) for the LD MRUUV system is currently being conducted by NUWC. A selection will be made and preliminary design is planned to begin in FY05. Detailed design is expected in FY07, testing in FY10, and IOC in FY11[24].
2.1.3 Network-centric Warfare Scenario

The U.S. Navy is currently shifting its operational focus from platform-centric warfare to network-centric, or net-centric, warfare. Net-centric warfare utilizes geographically dispersed forces connected by a real-time information network. The network links sensors, shooters, and command and control platforms to allow faster decision making and quicker response times. The result is a naval force that can meet objectives more efficiently and with fewer resources than a traditional platform-centric force [32].

The utilization of distributed assets is a key element of net-centric warfare. In particular, unmanned vehicles (UVs) have the potential to greatly enhance the operational effectiveness of manned platforms. Some unmanned systems, such as AUV minehunting systems and unmanned aerial vehicle (UAV) surveillance systems, have already proven their worth in combat operations. However, the potential benefits of fully interconnected networks of unmanned vehicles remain largely unrealized. Finding an efficient method to recharge UVs on station is a key enabling technology to allow further development of such systems. This research and proposed system provide one solution to the problem of recharging AUVs.

The underlying goal of using UVs in military applications is to expand the coverage and effectiveness of manned platforms. UVs can act as a very powerful force multiplier. A Navy platform, such as a minesweeper or a destroyer or a submarine, has a certain level of effectiveness for each mission. For example, a minesweeper's effectiveness at clearing mines depends on its speed, maneuverability, sensors, and a number of other characteristics. Most of these characteristics are inherent to the ship. It is therefore difficult to improve the operational effectiveness of a ship after it is in service. However, an interconnected network of UVs can be deployed around a manned asset. Assuming seamless near real-time transfer of data between all vehicles (both manned and unmanned), the result is a virtual platform with a much wider area of coverage and greater effectiveness.

Individual UVs can play several different roles in a net-centric warfare scenario. The first and most widely developed role is as a remote sensor platform. UV sensor platforms can penetrate previously denied or unsafe areas and extend the sensor coverage of the force, without exposing manned assets to danger. Second, UVs can serve as communication relay nodes. This role is extremely important underwater, where present acoustic communications technology is very range-limited. The final role, still largely untapped, is the use of UVs as implementers 3. Examples of this role include using AUVs to detonate mines, and using UAVs to fire missiles [33].

3 Implementer here is defined as a platform that takes action against a target based on previously acquired information.
To demonstrate the utility of an AUV recharge system, a potential operational scenario is described. The scenario considered here is a Navy surface combatant operating close to a hostile coastline. The mission may be mine countermeasures, naval gunfire support, or coastal surveillance. The ship is surrounded by a network of AUVs, UAVs, and unmanned surface vehicles (USVs) equipped to contribute to the same mission as the ship. Each AUV is accompanied by a designated USV shadow. The USV remains directly above the AUV at all times and maintains a vertical acoustic communications link between the two vehicles. The USV is equipped with RF or satellite communications to relay the data to the rest of the network. In this way, the problem of near real-time communication with underwater vehicles is solved.

The surface combatant engaged in the mission must be able to prosecute the mission while simultaneously defending itself from hostile attack. The current manning and operational environment of combatants may not allow the ship to also perform the complex task of managing the network of UVs. Furthermore, most current combatants do not have space or weight margins to allow hosting and controlling a UV network. Therefore, a designated UV mother ship will be developed.

The mother ship will remain offshore during the mission, nominally 100 nm from the coast. This places the vessel safely out of range of most shore-based threats. However, because of the long distance between the UV network and the mother ship, and the inherently short endurance of most battery-powered AUV systems, a method of remotely recharging AUVs is required. The proposed system meets this need and extends the endurance of the AUV network. Figure 2.5 below illustrates the operational scenario.

Figure 2.5: Net-Centric Warfare Scenario

---

4 True real-time communication with submerged AUVs is difficult to achieve due to the slow data rate and time lag inherent to present acoustic communications.
Tanker AUV Concept

The tanker AUV is simply an AUV equipped with a large bank of batteries that transits from the mother ship into the mission area with the UV network. It then sits on the ocean floor and acts as a remote charging station throughout the mission. The individual network AUVs dock with the tanker at prescribed intervals. The system described in the remainder of this paper is the interface between the tanker and the network AUVs. The network endurance is thus limited only by the battery capacity of the tanker. At the conclusion of the mission, the tanker AUV transits back to the mother ship and is recovered. The tanker AUV requires no sensors and only a rudimentary navigation system to perform its task, allowing maximum battery-carrying capability.

A quick analysis using standard submarine and AUV design methods was conducted to determine the approximate required size of a tanker AUV. The theoretical tanker is capable of supporting a network of 5 Odyssey II AUVs for a period of 5 days, or a total of 25 AUV-days. Based on historical data for Odyssey II, 1 AUV-day is assumed to consume 6 kW-hours of energy. Other assumptions and the resulting dimensions of the tanker AUV are summarized in Table 2.1 below.

<table>
<thead>
<tr>
<th>Assumptions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Endurance = 25 AUV-days</td>
<td></td>
</tr>
<tr>
<td>1 AUV-day = 6 kW-hours</td>
<td></td>
</tr>
<tr>
<td>Transit range = 100 nm</td>
<td></td>
</tr>
<tr>
<td>Transit speed = 4 knots</td>
<td></td>
</tr>
<tr>
<td>Loiter time = 5 days</td>
<td></td>
</tr>
<tr>
<td>Charging efficiency = 85%</td>
<td></td>
</tr>
<tr>
<td>Loiter power consumption = 25 W</td>
<td></td>
</tr>
<tr>
<td>Battery type = Lithium ion</td>
<td></td>
</tr>
<tr>
<td>Battery volume = 0.334 ft³/kW-hour</td>
<td></td>
</tr>
<tr>
<td>Battery weight = 33 lb/kW-hour</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tanker Dimensions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Length = 25 ft</td>
<td></td>
</tr>
<tr>
<td>Diameter = 2.5 ft</td>
<td></td>
</tr>
</tbody>
</table>

The conceptual tanker AUV is only slightly larger than the LMRS AUV. This indicates that the concept of a tanker AUV is feasible. Figure 2.6 shows a rendering of the tanker AUV concept.

2.1.4 Military Market Scale

Because most of the Navy AUV programs described above are still in development or have only limited operational time, financial data on the military AUV market is limited. However, the

---

3 It is assumed that the tanker AUV loiters by sitting on the bottom, consuming minimal power for navigation and charging control.
available data was used in an attempt to define the scale of the market. This analysis is ultimately used in chapter 8 to determine the economic feasibility of a recharge system.

**Budget Funding**

Total funding for Navy AUV programs is one measure of the overall size of the military AUV market in the U.S. Funding has been steadily increasing over the past several years, and the trend is expected to continue. Navy funding of AUV programs falls into two general categories: procurement or research, development, testing and evaluation (RDT&E). Since most AUV programs are still in development, the majority of funding is RDT&E. Table 2.2 shows RDT&E funding for Navy AUV programs from FY01-FY03, along with projections for FY04-FY06[34]. For comparison, the Navy RDT&E budget and the total Navy budget for FY02 and FY03 are also shown[35].

![Figure 2.6: Tanker AUV Concept](image)

<table>
<thead>
<tr>
<th>Item</th>
<th>FY01</th>
<th>FY02</th>
<th>FY03</th>
<th>FY04</th>
<th>FY05</th>
<th>FY06</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUV RDT&amp;E Funding</td>
<td>$31.5M</td>
<td>$61.6M</td>
<td>$76.1M</td>
<td>$16.4M</td>
<td>$22.9M</td>
<td>$54.8M</td>
</tr>
<tr>
<td>Total Navy RDT&amp;E Funding</td>
<td>$11.4B</td>
<td>$12.5B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUV % of Total RDT&amp;E</td>
<td>0.54%</td>
<td>0.61%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Navy Budget</td>
<td>$98.8B</td>
<td>$108.3B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RDT&amp;E % of Total Budget</td>
<td>11.54%</td>
<td>11.54%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The data illustrates that, while the percentage of total budget allocated to RDT&E is staying constant, the percentage of Navy RDT&E money dedicated to AUV programs is increasing slightly. This reflects the Navy's, and the entire Department of Defense's, stated policy of increasing investment in unmanned vehicle programs[35]. The significant drop in RDT&E spending after FY03 is most likely indicative of a shift from RDT&E to procurement funding, and does not indicate a decrease in total Navy AUV program funding.
REMUS/SAHRV Program

The REMUS/SAHRV program is the most mature of the Navy AUV programs. Despite this fact, very little system cost data is available. Because of fairly widespread commercial use, the purchase cost of a REMUS system has decreased significantly since the vehicle was first introduced. Current cost estimates range from $70,000 per system for a commercial version[36] to $175,000 per system for a militarized version[37]. To date, the Navy has ordered at least 18 REMUS systems[26].

REMUS AUVs were successfully used by the Navy for mine countermeasure operations during Operation Iraqi Freedom in 2003[38]. The only available data related to operating costs of the system was recorded during a 2 year evaluation and training period prior to the operational deployment. During that time, 250 AUV operating hours in the water cost $45,000 in maintenance and logistical support[39]. This equates to $180 per AUV hour.

LMRS Program

The LMRS program is still in development. Therefore, no real cost data yet exists. Only projected acquisition costs and operating costs are available for the system. Predictions of final acquisition costs range from $5M to $25M per vehicle. The Navy plans to acquire 12 systems over the time period from FY05-FY10[24].

Based on operations with test bed and prototype vehicles, NUWC has projected the operating costs of LMRS to be about $100,000 per sortie. A sortie is expected to range from 75-120 nm and last up to 60 hours[40]. Assuming an average sortie time of 50 hours, the operating costs are projected to be $2000 per AUV hour.

2.2 Commercial Market

While the military market is the primary target for this research, the commercial AUV market is rapidly expanding and must be considered as well. Total commercial AUV operational revenue is expected to exceed $200 million by the end of 2004[37]. The economic feasibility of a recharge system is greatly enhanced if it appeals to both military and commercial markets. Additionally, financial data is more readily available for the commercial market than for the military market, making an accurate market analysis easier.

2.2.1 Oil and Gas Industry

The largest segment of the commercial AUV market is in the oil and gas industry. The industry has used ROVs for many years for surveys and other underwater operations. However, the increasing water depth of offshore operations and recent advances in AUV technology have resulted in a gradual shift away from tethered ROV use to the use of AUVs. Time savings and reduced support requirements, along with the associated cost savings, are the driving forces behind the shift from ROVs to AUVs. In 1999, Shell International estimated that AUVs would save the company over $30 million over 5 years[41].

The primary application of AUVs in the oil and gas industry is subsea survey, specifically deepwater. Several commercial AUVs are currently in use performing deepwater surveys, most notably the Hugin 3000 AUV, built by Kongsberg Simrad of Norway and operated by C&C Technologies of Louisiana, and the Maridan 600 AUV, built by Maridan of Denmark and operated by De Beers of
South Africa. The Hugin AUV has successfully completed over 24,000 km of surveys since 2000 for clients such as British Petroleum (BP), Chevron, and ExxonMobil. Most of these surveys involve mapping the sea bottom and subbottom of potential drilling sites. The benefits of using an AUV for deepwater surveys rather than traditional towed systems are improved data quality and cost savings[42]. An AUV can follow a changing bottom contour more closely than a towed system, yielding more consistent data. Use of an AUV also eliminates the lengthy turnaround times required with towed systems at the end of survey legs, thus minimizing the total time required to complete a survey. An analysis by C&C shows that the cost of a typical deepwater survey could be cut from $707,000 using a towed system ($26,000 per day, including ship) to $291,000 using the Hugin 3000 ($55,000 per day, including ship), a 59% savings. The savings are due to the greatly reduced time required for the AUV survey (5.3 days vs. 27 days). For comparison, unofficial dayrates for the Maridan 600 range from $15,000-$20,000 per day, including support ship[37].

A second application of AUVs in the oil and gas industry is subsea intervention. Intervention refers to operations such as valve manipulations and component replacement completed at remote subsea installations. Intervention is currently conducted most often by ROVs, because of their larger size and power capacity. However, as water depth increases and production systems become larger, ROVs become infeasible. One solution is the development of hybrid ROV-AUV systems. The vehicle would travel from a floating base to a subsea installation as an AUV, then dock and tether itself to the subsea installation. It could then operate between nearby installations as a tethered ROV, drawing power from the subsea base. Another solution is the development of a true intervention-class AUV. However, because of AUV power limitations, this remains a long-term prospect[43].

The oil and gas industry has identified several factors that are limiting the further expansion of AUV use in the industry. The major factor is AUV power and endurance limitations. For example, the Hugin 3000 AUV currently in use has an average endurance of 40 hours. After a mission, the AUV must be recovered to the support ship for recharging. Surface recovery is strongly affected by weather, sea state, and darkness. Additionally, the descent and ascent times are unproductive and further reduce the useful mission time. Several independent studies have concluded that an underwater docking and recharging system is critical to the expanded use of AUVs in the industry[43, 41]. The system proposed in this work satisfies this need.

2.2.2 Oceanographic Research

Several AUVs have been developed and used for oceanographic research applications, mainly by academic and government organizations. Examples include the MIT Odyssey (see section 1.5), the FAU Explorer Series (see section 1.3.3), and WHOI’s Autonomous Benthic Explorer (ABE)[37]. The benefits of using AUVs in ocean research are similar to those realized in deepwater oil and gas survey applications, namely time savings and improved operational efficiency. Over 1000 ocean-going research vessels are in operation worldwide today. Dayrates for a typical research vessel range from $10,000-$60,000, depending on size and capability[41]. Clearly AUVs have the potential to save operators money by reducing at-sea time.

The most mature research application for AUVs is running pre-programmed data gathering missions. These missions can occur from a stationary research vessel, or on a parallel path with a moving vessel, thus extending the effective coverage swath of the vessel. AUVs also have the ability to conduct adaptive or reactive missions. For example, an AUV could alter its mission profile
based on detection of a certain triggering event, or could alter its search pattern based on real-time environmental sampling[41]. These capabilities could eliminate costly, unproductive missions and result in better quality data.

2.2.3 Marine Archaeology

Marine archaeology is a subset of oceanographic research. AUVs have successfully conducted several archaeological investigations. For example, the Hugin 3000 has discovered the German submarine U-166 in 5000 ft of water in the Gulf of Mexico, and the British aircraft carrier HMS ARK ROYAL in the Mediterranean[42]. AUVs have a distinct advantage over ROVs in archaeological investigations in that there is no risk of tangling or fouling a tether. The main disadvantage of AUVs is that their limited power restricts their ability to retrieve objects of interest.

2.2.4 Underwater Salvage

Underwater salvage is a field still largely untapped by AUVs. Similar to the subsea intervention in the oil and gas industry discussed above, most underwater salvage is currently performed by ROVs, divers, or manned submersibles. AUVs have been used for missions such as photography during salvage operations. However, the ability of AUVs to conduct salvage work such as cutting, boring, and lifting is largely limited by their size and power capacity.

2.2.5 Summary of Commercial AUV Market

In summary, the commercial use of AUVs is expanding and is likely to continue to do so due to the cost savings that AUVs can provide. The driving sector for commercial AUV development (due to the size of the market and financial resources available) is the oil and gas industry, with research, archaeology, and salvage playing smaller roles. All the commercial AUV applications identified above would benefit economically from the development of an efficient underwater recharging system. A recharging system would allow extended mission times, reduce support ship requirements, and provide greater power capacity to AUVs for applications such as manipulator arms. A critical step in the evolution of a useful recharge system is the development of an industry-standard subsea power interface that would allow a variety of AUVs to mate with a single dock[41]. This research proposes a technically and economically feasible solution to this demand.

2.3 Nomenclature

A list of all terms and acronyms used in this chapter is shown in table 2.3.

<table>
<thead>
<tr>
<th>ABE</th>
<th>Autonomous Benthic Explorer</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOA</td>
<td>analysis of alternatives</td>
</tr>
<tr>
<td>ASW</td>
<td>anti-submarine warfare</td>
</tr>
</tbody>
</table>

Table 2.3: Chapter 2 Nomenclature
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Table 2.3: Chapter 2 Nomenclature (continued)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDA</td>
<td>battle damage assessment</td>
</tr>
<tr>
<td>FAU</td>
<td>Florida Atlantic University</td>
</tr>
<tr>
<td>FY</td>
<td>fiscal year</td>
</tr>
<tr>
<td>GPS</td>
<td>global positioning system</td>
</tr>
<tr>
<td>IOC</td>
<td>initial operational capability</td>
</tr>
<tr>
<td>ISR</td>
<td>intelligence, surveillance, and reconnaissance</td>
</tr>
<tr>
<td>LD MRUUV</td>
<td>Large Displacement Mission-reconfigurable UUV</td>
</tr>
<tr>
<td>LMRS</td>
<td>Long-term Mine Reconnaissance System</td>
</tr>
<tr>
<td>LOS</td>
<td>line of sight</td>
</tr>
<tr>
<td>MCM</td>
<td>mine countermeasures</td>
</tr>
<tr>
<td>MIT</td>
<td>Massachusetts Institute of Technology</td>
</tr>
<tr>
<td>MRUUV</td>
<td>Mission-reconfigurable UUV</td>
</tr>
<tr>
<td>NAVSEA</td>
<td>Naval Sea Systems Command</td>
</tr>
<tr>
<td>NMRS</td>
<td>Near-term Mine Reconnaissance System</td>
</tr>
<tr>
<td>NUWC</td>
<td>Naval Undersea Warfare Center</td>
</tr>
<tr>
<td>ONR</td>
<td>Office of Naval Research</td>
</tr>
<tr>
<td>RDT&amp;E</td>
<td>research, development, testing, and evaluation</td>
</tr>
<tr>
<td>REMUS</td>
<td>Remote Environmental Monitoring Units</td>
</tr>
<tr>
<td>ROV</td>
<td>remotely operated vehicle</td>
</tr>
<tr>
<td>SAHRV</td>
<td>Semi-autonomous Hydrographic Reconnaissance Vehicle</td>
</tr>
<tr>
<td>SPAWAR</td>
<td>Space and Naval Warfare Systems Center</td>
</tr>
<tr>
<td>TTLR</td>
<td>torpedo tube launch and recovery</td>
</tr>
<tr>
<td>UV</td>
<td>unmanned vehicle</td>
</tr>
<tr>
<td>UAV</td>
<td>unmanned aerial vehicle</td>
</tr>
<tr>
<td>USV</td>
<td>unmanned surface vehicle</td>
</tr>
<tr>
<td>UUV</td>
<td>unmanned underwater vehicle</td>
</tr>
<tr>
<td>WHOI</td>
<td>Woods Hole Oceanographic Institute</td>
</tr>
</tbody>
</table>
Chapter 3

Analysis of Alternative Designs

3.1 Design Goals and Requirements

The AUV recharge system design problem was defined by the following set of requirements and goals:

1. System must be mechanically and electrically compatible with all present and near-term future U.S. Navy AUVs.
2. System must be capable of autonomous docking, battery recharging, and undocking.
3. System must be operable over the same depth range as the AUVs it services.
4. System must be robust and reliable enough for extended, unattended deployment in the ocean.
5. System should minimize required back-fit modifications to AUVs.
6. Docking mechanism should use the fewest moving parts possible.
7. All docking and undocking power requirements should be supplied by the dock, not the AUV.
8. Latching operation should be passive.
9. Undocking operation should require positive action by the dock.
10. Entire system must be deployable on the tanker AUV (described in section 2.1.3).
11. In the default failure condition (i.e., loss of power by the dock or AUV), the AUV stays securely fixed to the dock.

The design problem was broken into two segments: the mechanical capture and alignment mechanism, and the electrical power coupling mechanism. The two areas are dependent on each other, since the electrical coupling will dictate a certain mechanical alignment or position.

Two categories of electrical power coupling mechanisms were considered: wet-mateable conductive pin connectors, and inductive couplings. Both mechanisms have advantages and disadvantages, and both have been used in previous docking system designs. The pros and cons of each are summarized in Table 3.1.
Table 3.1: Wet-mateable vs. Inductive Couplings

<table>
<thead>
<tr>
<th></th>
<th>Wet-mateable</th>
<th>Inductive</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PRO</strong></td>
<td>Very low losses</td>
<td>Axisymmetric</td>
</tr>
<tr>
<td></td>
<td>Higher bandwidth</td>
<td>Low mating force</td>
</tr>
<tr>
<td></td>
<td>No fluctuations when mated</td>
<td></td>
</tr>
<tr>
<td><strong>CON</strong></td>
<td>Requires precise alignment</td>
<td>Low efficiency (85-90%)</td>
</tr>
<tr>
<td></td>
<td>Large mating force (25-40 lbf)</td>
<td>Lower bandwidth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fluctuations due to slight movements</td>
</tr>
</tbody>
</table>

Several alternative designs are discussed below, followed by a description of the selected design (both electrical and mechanical).

### 3.2 Garage Dock System

The first system considered was one in which the entire AUV drives forward into an enclosure and is mechanically captured. The enclosure would either be cone shaped, like the REMUS dock, or prismatic, like the Eurodocker. Once the vehicle is mechanically secured in the dock, the electrical connection could be made with either wet-mateable or inductive couplings.

The major advantage of a garage dock system over other designs is the level of physical protection and stability it offers the AUV. The major disadvantage is that the garage must be sized to fit closely around the AUV. This precludes using the dock with a variety of different AUV types, unless the dock is made adjustable in size. Designing a variable-size garage dock would be very complex and large, and would probably not satisfy the goals for robustness and reliability, simplicity, and tanker deployability described above. Additionally, many AUVs have appendages or sensors protruding from their main fuselage which would interfere with a garage dock enclosure. For these reasons, a garage dock system was never seriously considered for this work.

### 3.3 Retractable Probe and Cone System

The second system considered was based on the concept of an aircraft refueling probe and tanker basket. A retractable or folding probe on the AUV fits snugly into a cone on the docking station. The probe locks into place, physically connecting the AUV and the dock. The electrical connection (either wet-mateable or inductive) is then made through the end of the probe inside the cone. Proper alignment for wet-mateable pin connectors can be ensured by using two probes instead of one. The cone could be integrated into the surface of the dock or tanker AUV, or it could extend from it as an appendage. Figure 3.1 below shows a rendering of the probe and cone concept, with the cones mounted on the hull of a tanker AUV.

The major advantage of a probe and cone system is the ease with which it could be back-fitted onto a variety of AUVs with little impact on the AUVs’ hydrodynamic performance. A single dock or tanker AUV could then service several different types of AUVs through the same docking cones. The system also provides good alignment for joining wet-mateable pin connectors, assuming
two probes are used. The major disadvantage of the system is the precise level of homing and maneuvering control required to stick the probe into the cone. The difficulty is multiplied if two probes are used. Another problem is the structural strength required for the probe. The probe must absorb the impact of the moving AUV colliding with the stationary dock, and must also resist currents and buoyant forces while docked. A final disadvantage of the system is the lack of protection it offers the AUV while docked. Because of these problems, primarily the precise homing and maneuvering requirements, the probe and cone system was deemed infeasible for this application.

3.4 Horizontal Wire and Hook System

The third system considered was based on the concept of an aircraft carrier arresting wire. A horizontal wire is stretched between two vertical arms that extend upward from the docking station. A retractable hook hangs from the underside of the AUV and snags the wire as the AUV flies over it. The AUV must approach the wire on a course roughly perpendicular to it. The hook is locked to the wire on impact by a spring latch. After the vehicle is mechanically captured and forward motion has stopped, the arms are retracted down into the dock. As the arms lower, the hook is forced to slide to the center of the wire by the geometry of the dock base. The motion of the AUV is controlled in all six degrees of freedom. Eventually the electrical connection located in the bottom of the hook is forced into the socket in the center of the dock base. The electrical connection may be either wet-mateable or inductive. Figure 3.2 illustrates the horizontal wire and hook concept. The left frame shows the AUV approaching the wire; the right frame shows the AUV hooked to the wire with the arms partially retracted.

An alternative to the retracting arm design is to use an electrical coupling mounted on the side of the hook rather than the bottom. After mechanical capture, two motorized sliders move along the wire from the outer edges inward. The sliders force the hook to the center of the wire and complete the electrical connection between the sliders and the side of the hook.

The horizontal wire and hook system has the advantages of being easily back-fitted to existing AUVs and having little impact on the maneuvering performance of the AUV. The major disadvan-
Figure 3.2: Horizontal Wire and Hook System

tage of the system is the difficulty in controlling the dynamics of the interaction between hook and wire. The AUV must have forward motion to latch itself to the wire. After capture, the forward momentum of the AUV will tend to pitch the nose down. A mechanism must be devised to absorb the impact and prevent the AUV from pitching forward into the dock base. A variety of hook designs and attachment points on the AUV were considered, but none could adequately solve the problem. A second disadvantage is the complexity of the retracting arm mechanism. Attempting to slide the hook along the wire while retracting the arms could easily cause binding or jamming, which would prevent a solid electrical connection. Another problem is that the orientation of the wire is dependent on the orientation of the dock or tanker AUV. If the dock is slightly rolled or pitched (for example, due to an uneven ocean floor), the wire will not be exactly horizontal, which will change the target aspect ratio for the AUV. Finally, the system requires precise altitude control of the AUV during approach. If the AUV approaches too high, it will miss the wire; too low and it could crash into the dock base. For these reasons, the horizontal wire and hook system was eliminated as a viable alternative for this application.

3.5 Vertical Wire and Side Hook System

In order to mitigate the problem of dynamic control that was present in the horizontal wire and hook system, a vertical wire and side hook system was designed. The vertical wire is attached to a buoy at the top and the dock base at the bottom. The entire wire and buoy may be retracted into the dock when not in use. The hook is mounted on the side of the AUV and may be retracted or folded along the AUV body to reduce drag during operations other than docking. Figure 3.3 is a sketch of the vertical wire and side hook system.

The major advantage of the side hook system is the elimination of the pitching moment at the instant of impact. The AUV approaches the wire from any direction and snags the wire as it passes by. After capture, the AUV tends to yaw around the vertical axis of the wire rather than pitch forward. This eliminates the danger of the AUV nose hitting the dock base. Furthermore, the upper end of the wire and buoy are free to move. This motion and the resulting hydrodynamic drag absorbs much of the energy of the capture impact. The vertical wire also has the advantage
of being independent of dock or tanker AUV orientation. The buoy will always cause the wire to be vertical, regardless of base orientation. The wire can also extend higher above the dock base than a horizontal wire system. This gives the AUV a wider vertical target and also minimizes the chance of interference with ocean floor obstacles.

The vertical wire and side hook system was considered viable enough that preliminary qualitative model testing was conducted to observe the dynamics of such a system. Testing was done in the MIT tow tank facility using a radio-controlled submarine model fitted with a side hook. A vertical wire was anchored to the tank bottom and suspended by a submerged buoy. It must be noted that, while approximate geometric scaling was used to size the wire and buoy relative to the submarine, proper modeling similitude was impossible due to speed limitations on the model. Therefore, the tow tank demonstrations could only be used qualitatively to observe system motion and behavior at impact.

The model demonstrations illuminated several important characteristics of the vertical wire and side hook system. First, the side hook creates significant drag on the AUV and the resulting yaw moment seriously degrades its maneuvering performance. It was impossible to drive the model submarine in a straight line because of the hook drag. A possible solution was to place hooks on both sides of the AUV, thus canceling the yaw moment. However, this would double the total hook drag and significantly reduce the propulsion efficiency and speed of the AUV. A second observation was that the initial impact between hook and wire tends to push the vehicle away from the wire and reduces the likelihood of a positive capture. Finally, it was observed that the impact results in a complex, six degree of freedom motion of the AUV that is strongly dependent on the initial orientation and motion of the AUV.
3.6 Vertical Wire and Nose Latch System

In order to minimize the problem of drag on the hook while keeping the advantages of the vertical wire, a vertical wire and nose latch system was developed. This design uses a latch mechanism very similar to that of the AOSN dock system (see section 1.3.1) mounted on the nose of the AUV. Because the latch is located on the transverse centerline of the AUV, the yaw moment resulting from impact with the wire is nearly eliminated. The resulting AUV motion after impact can then be considered nearly planar, with pitch, surge, and heave being the only significant degrees of freedom. Small amounts of roll, yaw, and sway may result if the AUV has these motions prior to impact. However, for the most part the motion may be considered planar. The nose latch system has the added advantage of leveraging the technical experience gained from the AOSN dock project. For these reasons, the vertical wire and nose latch system was chosen as the best alternative design for this work. Figure 3.4 shows a rendering of the vertical wire and nose latch system mounted on a tanker AUV.

![Figure 3.4: Vertical Wire and Nose Latch System](image)

3.6.1 Electrical Design

The most significant innovation of the vertical wire and nose latch system is the method of power transfer. The electrical coupling is a linear coaxial-wound transformer (LCWT) inductive coupling. The LCWT was chosen because it allows power transfer directly between the capture wire and the latch mechanism on the AUV, without conductive contact. The capture wire is actually an insulated conductor loop through which AC current circulates. The LCWT is a cylindrical magnetic core integrated into the latch mechanism on the AUV. The AUV latches onto either of the vertical wire segments and the LCWT closes around the wire, creating a magnetic circuit. The AC current in the wire induces a voltage across the LCWT, which in turn produces a current that is fed to the AUV power electronics and eventually to the AUV battery for recharging. The electrical system design is described in detail in chapter 5.
3.6.2 Mechanical Design

The wire mechanism is the same as described above in section 3.5, except that the single capture wire is now replaced with a loop. The upper end of the loop is attached to a float and is extended upward from the docking station or tanker AUV. The two lower ends of the wire loop extend into the dock base and are connected to the AC power supply. The wire remains vertical due to the buoyancy of the float, regardless of base orientation. The AUV may hit the wire anywhere along its vertical length. The stiffness and damping of the system are controlled by the wire length and buoy size and shape. Chapter 4 describes the after-impact motion of the AUV in detail.

The latch mechanism consists of two sets of V-shaped arms with spring-loaded capture bars mounted on the nose of the AUV. The latch mechanism could eventually be designed to retract or fold along the AUV sides when not in use. The AUV drives directly into the vertical wire and its forward motion pushes the capture bars aside, positively latching the AUV to the wire. Undocking is accomplished by opening the capture bars with a rotary actuator, then backing the AUV away from the wire. The mechanical design of the latch mechanism is described in detail in chapter 7.
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Chapter 4

Mechanical Dynamic Modeling and Simulation

In order to quickly and easily analyze the dynamic behavior of the proposed docking system over a range of operating conditions, a computer simulation was created. The main goal of the simulation was to ensure that the system does not exceed allowable deflections or cable tensions under any foreseeable operating conditions. A secondary goal of the simulation was to compute a gross estimate of the forces and moments acting at the AUV-cable interface. This simulation was done using Matlab computational software. All Matlab codes are shown in Appendix A. The finished product allowed the user to vary all key parameters of the system, including cable length and diameter, buoy diameter and mass, AUV velocity, and drag coefficients. The simulation model was a valuable design tool in selecting the physical characteristics of the docking system.

A complete list of all nomenclature used in this chapter is found in section 4.6.

4.1 System Geometry and Assumptions

The complicated three-dimensional kinematics of the real system were reduced to a simplified planar model for purposes of the computer simulation. The reduction results in much simpler and more straightforward equations of motion, while retaining all significant information pertinent to the system design. The planar model has four dynamic degrees of freedom (DOFs): $\phi_1$, $\phi_2$, $\delta_1$, and $\delta_2$. All other system positions, velocities, and accelerations can be expressed in terms of these DOFs and their derivatives. Figure 4.1 below illustrates the simplified system geometry.

A number of assumptions were required to reduce the problem from three dimensions to two and to limit the number of DOFs to four. First, it was assumed that the two cable sections, $L_1$ and $L_2$, remain straight links throughout the transient, with no cable curvature. This is a valid assumption given the relatively short length of cable. Each link is treated as a linear spring-viscous damper system, with $\delta_1$ and $\delta_2$ being the extension lengths of each link. The spring constants, $k$, were calculated using the equation:

$$k = \frac{EA}{L}$$

where $E$=Young’s modulus of the cable, $A$=cable cross-sectional area, and $L$=unstretched segment length. The viscous damping constants, $c$, were calculated as a fraction of critical damping using
the following equation:

\[ c = 2\zeta \sqrt{k(m + M)} \]

where \( \zeta \) = fraction of critical damping, \( k \) = spring constant, \( m \) = mass of AUV (including added mass), and \( M \) = mass of buoy (including added mass). For the Odyssey II AUV, the mass is 339.26 kg and the axial added mass is 10% of the mass, or 33.926 kg\(^{[44]}\). The added mass of the spherical buoy was calculated as half the mass of water displaced.

The cable was chosen to be phosphor-bronze fiber core wire rope with a 6x19 construction. Phosphor-bronze was chosen because it is a good electrical conductor, non-magnetic, non-corrosive, and relatively strong. Figure 4.2 below shows a cross-section of the wire rope. The twisted construction of the wire rope reduces the effective cross-sectional area \( (A_{eff}) \) and reduces the modulus of elasticity of the rope \( (E_{rope}) \) as follows \([45]\):

\[ A_{eff} = 0.404d^2 \]

\[ E_{rope} = 0.43E_{material} \]

These correction factors in turn affect the spring and damping constants of the cable.

Another assumption is that once the simulation begins, \( L_1 \) and \( L_2 \) do not change. Physically this means that the AUV does not slide up or down the cable, but simply locks onto the cable at
the point of impact. It was also assumed that the mass of the cable is small relative to other masses in the system; therefore, the kinetic energy of the cable is negligible and need not be included.

The AUV was assumed to be a rigid bar that, after impact, always remains perpendicular to the lower cable segment. This assumption precludes the need for a fifth DOF (the AUV rotation angle), while still accounting for rotational inertia of the AUV. It can be justified because it is a conservative assumption. By constraining the AUV to remain perpendicular to the lower cable, the rotational velocity (and thus, rotational kinetic energy) of the simulation AUV is maximized, leading to maximum cable deflections. Therefore, the simulation errs on the conservative side by assuming the worst case for AUV rotation.

Finally, it was assumed that the initial incoming velocity of the AUV is horizontal. This is reasonable within a tolerance of $\pm 10^\circ$.

### 4.2 Lagrange’s Equations

Because of the complicated nature of the impact forces between the AUV and the cable, it was very difficult to directly write the dynamic equations of motion for the system. Therefore, Lagrange’s energy balance equations were used. The general Lagrange’s equation is given as [46]:

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial q_i} \right) - \frac{\partial K}{\partial q_i} + \frac{\partial V}{\partial q_i} + \frac{\partial D}{\partial q_i} = f_{e_i} \quad (4.1)
\]

where the variables are as follows:

- $q_i$ = ith DOF
- $K$ = system kinetic energy
- $V$ = system potential/spring energy
- $D$ = system damping energy
- $f_{e_i}$ = ith generalized force acting on the system
• $\ddot{u}_j$ = jth displacement coordinate
• $\vec{F}_j$ = jth external force acting on the system
• $T$ superscript indicates matrix transpose

The general equation is applied to each of $n$ DOFs to yield a total of $n$ 2nd order ordinary differential equations (ODEs). In the case of this simulation, the ODEs were solved numerically using variable order numerical differentiation formulae. This technique is conveniently available in the Matlab odesolver functions.

4.2.1 Kinetic Energy

As discussed earlier, the kinetic energy of the cable was neglected due to its small mass. Therefore, the only elements of the system possessing kinetic energy are the AUV and the buoy, both in translation and rotation. The general expression for kinetic energy is

$$K = \frac{1}{2} m v^2 + \frac{1}{2} I \omega^2$$

The velocities of the AUV and buoy must be expressed in terms of the dynamic DOFs: $\phi_1$, $\phi_2$, $\delta_1$, and $\delta_2$.

The velocity of the AUV is straightforward, and may be written as:

$$v_{\text{AUV}} = (L_1 + \delta_1) \dot{\phi}_1 \dot{e}_t + \delta_1 \dot{e}_n$$

where $\dot{e}_t$ and $\dot{e}_n$ are the unit vectors perpendicular and parallel to $L_1$, respectively.

The velocity of the buoy becomes a complicated function of $\phi_1$, $\phi_2$, $\delta_1$, and $\delta_2$. The buoy has a velocity component perpendicular to $L_1$ and a component parallel to $L_1$. The perpendicular component can be written as:

$$v_{\text{perp}} = (L_1 + \delta_1) \phi_1 + (L_2 + \delta_2) \phi_2 \cos(\phi_1 - \phi_2) - \delta_2 \sin(\phi_1 - \phi_2)$$

The parallel component can be written as:

$$v_{\text{par}} = (L_2 + \delta_2) \phi_2 \sin(\phi_1 - \phi_2) + \delta_1 + \delta_2 \cos(\phi_1 - \phi_2)$$

The total buoy velocity may then be written as:

$$v_{\text{buoy}} = \left[ (L_1 + \delta_1) \phi_1 + (L_2 + \delta_2) \phi_2 \cos(\phi_1 - \phi_2) - \delta_2 \sin(\phi_1 - \phi_2) \right] \dot{e}_t$$

$$+ \left[ (L_2 + \delta_2) \phi_2 \sin(\phi_1 - \phi_2) + \delta_1 + \delta_2 \cos(\phi_1 - \phi_2) \right] \dot{e}_n$$

Figure 4.3 shows the system velocity components.

If $m$ = the mass of the AUV (including axial added mass), $M$ = the mass of the buoy (including added mass), $I_{\text{AUV}}$ = the mass moment of inertia of the AUV about its nose, and $I_{\text{buoy}}$ = the mass moment of inertia of the buoy, then the total kinetic energy of the system can be written as:

$$K = \frac{1}{2} m |v_{\text{AUV}}|^2 + \frac{1}{2} M |v_{\text{buoy}}|^2 + \frac{1}{2} I_{\text{AUV}} \dot{\phi}_1^2 + \frac{1}{2} I_{\text{buoy}} \dot{\phi}_2^2$$

The mass moment of inertia of the Odyssey II AUV about its nose is $398.29 kg - m^2[44]$. The mass moment of inertia of the spherical buoy was calculated as:

$$I_{\text{buoy}} = \frac{2}{5} M \left( \frac{d_{\text{buoy}}}{2} \right)^2$$
4.2.2 Gravitational Potential and Spring Energy

Because the AUV is essentially neutrally buoyant, the net vertical force acting on it is nearly zero. Therefore there is no significant change in gravitational potential energy \((V_{\text{grav}})\) as the AUV moves up or down. This is not true for the buoy. The buoy feels a net vertical force of \(R = B - W\), where \(B\) is the buoyant force and \(W\) is the weight. This non-zero force causes a change in \(V_{\text{grav}}\) as the buoy moves vertically. The vertical distance that the buoy moves relative to the resting position can be written as:

\[
(L_1 + \delta_1)(1 - \cos \phi_1) + (L_2 + \delta_2)(1 - \cos \phi_2)
\]

The gravitational potential energy of the system, relative to the resting position, is then written as:

\[
V_{\text{grav}} = R [(L_1 + \delta_1)(1 - \cos \phi_1) + (L_2 + \delta_2)(1 - \cos \phi_2)]
\]

The system also possesses spring energy due to the stretching of the cable segments. The spring energy of the system may be written as:

\[
V_{\text{spring}} = \frac{1}{2} k_1 \delta_1^2 + \frac{1}{2} k_2 \delta_2^2
\]

where \(k_1 = \frac{E_A}{L_1}\) and \(k_2 = \frac{E_A}{L_2}\), as defined earlier.
The total potential energy ($V$) of the system may then be written as:

$$V = V_{\text{grav}} + V_{\text{spring}}$$

or

$$V = R [(L_1 + \delta_1)(1 - \cos\phi_1) + (L_2 + \delta_2)(1 - \cos\phi_2)] + \frac{1}{2} k_1 \delta_1^2 + \frac{1}{2} k_2 \delta_2^2$$  \hspace{1cm} (4.3)

**4.2.3 Damping Potential**

The system possesses damping potential due to the internal axial damping of the cable segments. In reality, this damping is very complicated and difficult to represent mathematically. In practice, such cases are routinely treated as viscous damping, where damping force is proportional to velocity. Therefore, the total damping potential of the system may be written as:

$$D = \frac{1}{2} c_1 \delta_1^2 + \frac{1}{2} c_2 \delta_2^2$$  \hspace{1cm} (4.4)

where $c_1 = 2\zeta \sqrt{k_1 (m + M)}$ and $c_2 = 2\zeta \sqrt{k_2 (m + M)}$, as defined earlier.

**4.2.4 Generalized External Forces**

Any external forces not already accounted for have the capacity to do virtual work on the system. In this case, the only external forces of concern are hydrodynamic drag on the buoy, cable, and AUV. All other external forces are either already accounted for, or are stationary reaction forces that do no work.

The general expression for drag force is $\frac{1}{2} \rho C_D A v^2$, where $C_D$ is the applicable drag coefficient, $A$ is the frontal or projected area, and $v$ is the body velocity. The drag force acts in a direction opposite the body’s velocity. The total drag on the system was separated into four parts: AUV, buoy, lower cable segment, and upper cable segment. For each part, the vector displacement ($\vec{u}$) and vector drag force ($\vec{F}$) were expressed in terms of an inertial Cartesian coordinate system with origin at the fixed base of $L_1$ (figure 4.4). The generalized force terms were then calculated using the expression:

$$f_{\varepsilon_i} = \sum \frac{\partial u_j}{\partial \dot{q}_i} F_j$$

**AUV Drag**

Following the assumption that the cable segments remain straight links, the displacement of the AUV may be written as:

$$x = (L_1 + \delta_1) \sin(\phi_1)$$

$$y = (L_1 + \delta_1) \cos(\phi_1)$$

The velocity of the AUV is perpendicular to $L_1$, with magnitude equal to $(L_1 + \delta_1) \dot{\phi}_1$. The drag force on the AUV can then be resolved into the following vector components:

$$F_x = -\frac{1}{2} \rho C_D A (L_1 + \delta_1)^2 \dot{\phi}_1 |\dot{\phi}_1| \cos \phi_1$$

$$F_y = \frac{1}{2} \rho C_D A (L_1 + \delta_1)^2 \dot{\phi}_1 |\dot{\phi}_1| \sin \phi_1$$
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Figure 4.4: Coordinate System for Generalized External Forces

Applying the expression for generalized force yields the following results:

\[
\begin{align*}
 f_{AUV_{\phi_1}} &= -\frac{1}{2} \rho C_D A (L_1 + \delta_1)^3 \phi_1 \dot{\phi}_1 \\
 f_{AUV_{\delta_1}} &= 0 \\
 f_{AUV_{\phi_2}} &= 0 \\
 f_{AUV_{\delta_2}} &= 0 
\end{align*}
\]

Only frontal drag of the AUV (i.e., perpendicular to \(L_1\)) is included. This model does not account for any rotational or lateral drag on the AUV. This is a conservative simplification, because the rotational and lateral drag on the real AUV will decrease total system energy and result in smaller oscillations than the model predicts.

**Buoy Drag**

The vector displacement of the buoy may be written as:

\[
\begin{align*}
 x &= (L_1 + \delta_1) \sin(\phi_1) + (L_2 + \delta_2) \sin(\phi_2) \\
 y &= (L_1 + \delta_1) \cos(\phi_1) + (L_2 + \delta_2) \cos(\phi_2)
\end{align*}
\]
The velocity components of the buoy in the Cartesian coordinate system are equal to:

\[ v_x = (L_1 + \delta_1) \phi_1 \cos(\phi_1) + \delta_1 \sin(\phi_1) + (L_2 + \delta_2) \phi_2 \cos(\phi_2) + \delta_2 \sin(\phi_2) \]

\[ v_y = -(L_1 + \delta_1) \phi_1 \sin(\phi_1) + \delta_1 \cos(\phi_1) - (L_2 + \delta_2) \phi_2 \sin(\phi_2) + \delta_2 \cos(\phi_2) \]

The drag force on the buoy can then be resolved into the following vector components:

\[ F_x = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} \]

\[ F_y = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} \]

Applying the expression for generalized force yields the following results:

\[ f_{buoy,1} = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} (L_1 + \delta_1) \cos(\phi_1) + \frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} (L_1 + \delta_1) \sin(\phi_1) \]

\[ f_{buoy,1} = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} v_x \cos(\phi_1) - \frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} v_y \sin(\phi_1) \]

\[ f_{buoy,2} = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} (L_2 + \delta_2) \cos(\phi_2) + \frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} (L_2 + \delta_2) \sin(\phi_2) \]

\[ f_{buoy,2} = -\frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} v_x \cos(\phi_2) - \frac{1}{2} \rho C_D A \sqrt{v_x^2 + v_y^2} v_y \sin(\phi_2) \]

Lower Cable Drag

The drag forces acting on the cable segments are distributed along the entire cable length and vary in magnitude along the cable. For segment \( L_1 \), the velocity of the cable as a function of position along the cable may be written as:

\[ v(s) = \phi_1 s \]

where \( s \) is a dummy variable indicating distance from the fixed end of \( L_1 \). The velocity is perpendicular to \( L_1 \). Since the velocity varies linearly along \( L_1 \), it follows that the drag force varies quadratically. The distributed drag force may be replaced with an equivalent single resultant force acting at the centroid of the distributed force (i.e., the center of pressure). For a quadratic force distributed over length \( L \), the center of pressure is located at \( \frac{3}{4}L \) [47]. The magnitude of the resultant force is found by integrating the distributed force over the cable segment length:

\[ F_R = -\frac{1}{2} \rho C_D d \int_0^{L_1 + \delta_1} v(s)^2 ds = -\frac{1}{6} \rho C_D d \phi_1^2 (L_1 + \delta_1)^3 \]

The Cartesian components of this force are:

\[ F_x = -\frac{1}{6} \rho C_D d \phi_1^2 \left| \phi_1 \right| (L_1 + \delta_1)^3 \cos(\phi_1) \]

\[ F_y = -\frac{1}{6} \rho C_D d \phi_1^2 \left| \phi_1 \right| (L_1 + \delta_1)^3 \sin(\phi_1) \]
The Cartesian components of the center of pressure are:

\[ x = \frac{3}{4}(L_1 + \delta_1) \sin(\phi_1) \]
\[ y = \frac{3}{4}(L_1 + \delta_1) \cos(\phi_1) \]

Applying the expression for generalized force yields the following results:

\[ f_{L_1} = -\frac{1}{8} \rho C_D d \dot{\phi}_1 \left| \dot{\phi}_1 \right| (L_1 + \delta_1)^4 \]
\[ f_{L_1, \phi_1} = 0 \]
\[ f_{L_1, \phi_2} = 0 \]
\[ f_{L_1, \nu} = 0 \]

**Upper Cable Drag**

For segment \( L_2 \), the velocity of the cable as a function of position along the cable may be written as:

\[ v(s) = \dot{\phi}_1 (L_1 + \delta_1) \cos(\phi_1 - \phi_2) + \delta_1 \sin(\phi_1 - \phi_2) + \dot{\phi}_2 s \]

Again, the distributed drag force may be replaced with a single resultant force acting at the center of pressure. The magnitude of the resultant force is:

\[ F_R = -\frac{1}{2} \rho C_D d \int_0^{L_2 + \delta_2} v(s)^2 ds \]
\[ = -\frac{1}{2} \rho C_D d \left\{ \left[ \dot{\phi}_1 \left| \dot{\phi}_1 \right| (L_1 + \delta_1)^2 \cos^2(\phi_1 - \phi_2) + \delta_1^2 \sin^2(\phi_1 - \phi_2) ight. \\
\left. + 2(L_1 + \delta_1) \dot{\phi}_1 \dot{\phi}_1 \sin(\phi_1 - \phi_2) \cos(\phi_1 - \phi_2) \right] (L_2 + \delta_2) + \frac{1}{3} \dot{\phi}_2 \left. \dot{\phi}_2 \left| \dot{\phi}_2 \right| (L_2 + \delta_2)^3 \right. \\
\left. + \frac{1}{2} \left[ 2(L_1 + \delta_1) \dot{\phi}_1 \dot{\phi}_2 \cos(\phi_1 - \phi_2) + 2\delta_1 \dot{\phi}_2 \sin(\phi_1 - \phi_2) \right] (L_2 + \delta_2)^2 \right\} \]

The Cartesian components of this force are:

\[ F_x = F_R \cos(\phi_2) \]
\[ F_y = -F_R \sin(\phi_2) \]

The Cartesian components of the center of pressure are:

\[ x = (L_1 + \delta_1) \sin(\phi_1) + \frac{3}{4}(L_2 + \delta_2) \sin(\phi_2) \]
\[ y = (L_1 + \delta_1) \cos(\phi_1) + \frac{3}{4}(L_2 + \delta_2) \cos(\phi_2) \]
Applying the expression for generalized force yields the following results:

\[
f_{L2\phi_1} = F_R(L_1 + \delta_1) \cos(\phi_1) \cos(\phi_2) + F_R(L_1 + \delta_1) \sin(\phi_1) \sin(\phi_2)
\]

\[
f_{L2\delta_1} = F_R \sin(\phi_1) \cos(\phi_2) - F_R \cos(\phi_1) \sin(\phi_2)
\]

\[
f_{L2\phi_2} = \frac{3}{4} F_R(L_2 + \delta_2)
\]

\[
f_{L2\delta_2} = 0
\]

Since the actual physical system has two vertical cables instead of one, the cable drag is effectively doubled. Therefore, in the above expressions for cable drag, \(d\) is twice the actual cable diameter. Also, the model only accounts for drag perpendicular to the cable segment. The small amount of frictional drag parallel to the cable is neglected.

### 4.2.5 Differential Equations

The previous sections define the expressions for energy and generalized forces needed to apply Lagrange's equation (eqn 4.1). The result is the following four differential equations of motion:

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial \phi_1} \right) - \frac{\partial K}{\partial \phi_1} + \frac{\partial V}{\partial \phi_1} + \frac{\partial D}{\partial \phi_1} = f_{AUV\phi_1} + f_{buoy\phi_1} + f_{L1\phi_1} + f_{L2\phi_1}
\]

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial \phi_2} \right) - \frac{\partial K}{\partial \phi_2} + \frac{\partial V}{\partial \phi_2} + \frac{\partial D}{\partial \phi_2} = f_{AUV\phi_2} + f_{buoy\phi_2} + f_{L1\phi_2} + f_{L2\phi_2}
\]

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial \delta_1} \right) - \frac{\partial K}{\partial \delta_1} + \frac{\partial V}{\partial \delta_1} + \frac{\partial D}{\partial \delta_1} = f_{AUV\delta_1} + f_{buoy\delta_1} + f_{L1\delta_1} + f_{L2\delta_1}
\]

\[
\frac{d}{dt} \left( \frac{\partial K}{\partial \delta_2} \right) - \frac{\partial K}{\partial \delta_2} + \frac{\partial V}{\partial \delta_2} + \frac{\partial D}{\partial \delta_2} = f_{AUV\delta_2} + f_{buoy\delta_2} + f_{L1\delta_2} + f_{L2\delta_2}
\]

(4.5)

The actual computation of the partial derivatives and combining of terms was done using the symbolic differentiation functions of Matlab. The Matlab codes are shown in Appendix A. Because the resulting equations are very long and cumbersome, they are not presented here.

The final system equations of motion are coupled, nonlinear, second-order, ordinary differential equations. Matlab features several built-in ordinary differential equation solver functions capable of numerically solving such a set of equations. Since this particular set of equations is a stiff system, the ODE15S function was used in the simulation model. This function uses a variable order solver based on numerical differentiation formulae to solve the set of equations.

### 4.2.6 User Inputs and Initial Conditions

In order to solve the differential equations of motion, several user inputs are required. These inputs include:

- cable lengths, \(L_1\) and \(L_2\)
- cable diameter, \(d_{cable}\)
• Young’s modulus of cable, $E$
• fraction of critical damping, $\zeta$
• AUV mass (plus added mass), $m$
• buoy mass (plus added mass), $M$
• AUV mass moment of inertia, $I_{AUV}$
• buoy mass moment of inertia, $I_{buoy}$
• buoy diameter, $d_{buoy}$
• drag coefficients
• initial AUV velocity, $v_0$

Given these inputs, the initial conditions for the differential equations can be determined. It is assumed that the buoy-cable system is initially at rest in the vertical position and that the cable segments are initially unstretched. This leads to the following initial conditions:

$$
\begin{align*}
\phi_1 &= 0 \\
\phi_2 &= 0 \\
\delta_1 &= 0 \\
\delta_2 &= 0 \\
\dot{\phi}_1 &= \frac{v_0}{L_1} \\
\dot{\phi}_2 &= -\frac{v_0}{L_2} \\
\delta_1 &= 0 \\
\delta_2 &= 0
\end{align*}
$$

4.3 Post-Simulation Calculations and Design Criteria

4.3.1 Cable Tension

Following the numerical solution of the differential equations of motion, the tension in each cable segment was computed for every time point during the simulation. Since the cable segments were modeled as simple spring-damper systems, the total tension in the cable was the sum of static tension, spring force, and damper force. Mathematically,

$$
T = (B - W_{buoy} - W_{cable}) + k\delta + c\dot{\delta}
$$

The maximum allowable cable tension ($T_{allow}$) was computed by dividing the cable breaking strength (given by the manufacturer) by a factor of safety. A conservative safety factor, $FS=4$,
was used in all simulations. The actual calculated tension was forced to remain less than the maximum allowable cable tension throughout the simulation to prevent breakage. Mathematically,

\[ T_{\text{max}} < \frac{T_{\text{break}}}{FS} \]

### 4.3.2 AUV-Cable Interface Forces

Next, the forces and moments acting at the AUV-cable interface were estimated. Two extreme cases were computed. In the first case, the AUV was assumed to completely reverse its orientation every time cable segment \( L_1 \) reverses direction. In other words, at the point of maximum \( \phi_1 \), the AUV instantaneously rotates \( 180^\circ \) around the cable and is pulled backwards by the rebounding cable. This pulling force attempts to open the latch and detach the AUV from the cable. The magnitude of the largest such unlatching force is given by:

\[ U_{\text{Unlatch}_1} = \frac{1}{2} \rho C_D A_{\text{AUV}} (L_1 \dot{\phi}_{1\text{min}})^2 \]

The quantity \( L_1 \dot{\phi}_{1\text{min}} \) represents the maximum rebound velocity, and is a negative number. Figure 4.5 illustrates this case.

The second case assumes that the AUV does not rotate around the cable at all, but remains in the original vertical plane throughout the simulation. It is further assumed that the AUV pitches forward to an angle \( \phi_{1\text{max}} \), then remains at that angle during the cable rebound. This results in a cross-flow drag on the body of the AUV that tends to pitch the tail up and nose down. The magnitude of the drag force acting normal to the AUV body is given by [48]:

\[ N = \frac{1}{2} \rho C_D A_{\text{side}} \sin^2(\phi_{1\text{max}}) (L_1 \dot{\phi}_{1\text{min}})^2 \]
where $A_{side}$ is the side plan area of the AUV. This force creates a moment on the AUV-cable interface equal to:

$$M_{\text{drag}} = NL_d$$

where $L_d$ is the perpendicular distance from the AUV nose to the center of side drag ($L_d=0.98\text{m}$ for Odyssey II[44]). Additionally, the slight positive buoyancy of the AUV creates a moment that also tends to pitch the tail up and nose down. This moment is equal to:

$$M_{\text{buoyancy}} = mgL_b$$

where $m$ is the positive buoyancy of the AUV, $g$ is the gravitational acceleration, and $L_b$ is the perpendicular distance from the AUV nose to the center of buoyancy ($L_b=0.98\text{m}$ for Odyssey II[44]). Both moments act in the same direction, so the total moment acting on the AUV-cable interface is:

$$M_{\text{tot}} = M_{\text{drag}} + M_{\text{buoyancy}}$$

This moment attempts to detach the AUV from the cable by opening the lower end of the latch mechanism. The magnitude of the unlatching force is given by:

$$U_{\text{Unlatch}_2} = \frac{M_{\text{tot}}}{h}$$

where $h$ is the height of the latch mechanism. Figure 4.6 illustrates this case.

The latch mechanism and supporting structure on the AUV must be strong enough to withstand the worst-case unlatching forces and moments without the latch opening or the support structure failing.

Another parameter of interest in the simulation results was the maximum value of $\phi_1$. Obviously $\phi_1$ must remain less than 90° to prevent the AUV from pitching forward into the base structure before it stops. It was desired to keep $\phi_1$ much smaller than 90° in order to limit the unpredictable oscillations of the system. For design purposes, a limit of 25° was imposed on $\phi_1$.

### 4.4 Limitations of the Model

The simulation model as presented has several limitations that must be considered when using the model to predict system behavior. The most significant limitation is that the model assumes two-dimensional motion. The AUV is assumed to remain in a single vertical plane throughout the impact and subsequent oscillations. In reality, the AUV will almost certainly experience some perturbations that will cause it to leave the original plane of motion. For example, when the AUV strikes the cable, it will most likely yaw around the cable in a preferential direction. This yaw motion will create additional drag forces on the AUV that will lead to other three-dimensional motions which are not predicted by this model.

The out-of-plane motion is more likely to occur during the rebound oscillations of the system rather than during the initial forward motion, because of the hydrodynamic properties of the AUV shape. Reverse motion of submersible vehicles is sometimes unpredictable even under the most controlled circumstances. Therefore, the model is expected to accurately predict system behavior during the initial forward motion, to the point of maximum $\phi_1$. The prediction of the rebound motion and subsequent oscillations is less reliable.
Because the AUV motion is not completely predicted by the model, the resulting AUV-cable interface forces cannot be precisely calculated. However, the model does provide an estimate of the extreme interface moments and forces. The actual physical system will be built to withstand the extreme forces, multiplied by an appropriate safety factor.

Despite these limitations, the simulation model accomplishes its stated purpose. It serves as a useful design tool for selecting system parameters and ensuring no stress limits are exceeded. Ultimately, the model will be validated or proven incorrect only after the physical system is built and implemented.

4.5 Selection of System Parameters

The selection of physical parameters for the system (buoy size, cable size, and drag coefficients) was an exercise in compromise. In order to better control the motion of the AUV and the resulting
interface forces, it is desirable to have a very stiff system that results in very small deflections. Such a system requires an unrealistically large buoy and a very heavy cable to handle the large tensions generated. On the other hand, for ease of design of the tanker AUV, it is desirable to have a very light system with a small buoy. Such a system results in very large cable deflections and unpredictable AUV motion and interface forces during the system oscillations. Therefore, it was necessary to reach a compromise between a very heavy, stiff system and a very light, flexible system.

While construction of the entire docking system was beyond the scope of this thesis, an effort was made to select one combination of components that would give the desired system performance. The selected system is not necessarily optimal. Future work could be done to optimize the physical system, using the simulation model and physical testing. At this point, it was sufficient to simply demonstrate that the system concept is feasible. Additionally, the cable size had to be selected so that the latch coupling could be designed and built to fit around it.

In order to facilitate future construction of the physical system, parameters such as buoy size and cable size were limited to readily available, off-the-shelf components. The driving component of the system design was the cable. As mentioned earlier, it was desired to use phosphor-bronze wire rope as the cable material. The cable must be coated with an electrical insulator because it carries the primary system current. The largest commercially-available, coated phosphor-bronze wire rope was 5/16” in diameter, coated with PVC to 15/32”. This rope has a manufacturer-stated breaking strength of 3680 lbf.

The cable length was chosen to be 4 meters. Previous similar docking systems used an equivalent length of 1.5 meter[49]. The 4 meter length provides a larger target for the AUV, thus allowing less stringent homing requirements. The longer length also provides more damping of system oscillations, while remaining short enough to keep electrical losses in the primary cable to acceptable levels ¹.

The buoy was chosen to be a 0.76 meter diameter steel sphere. The buoy provides 168kg of buoyancy and is rated to a depth of 1250ft [50]. As provided by the manufacturer, the buoy has a smooth surface. This results in a drag coefficient of around 0.47 [51]. In the simulation, the buoy drag coefficient was set to 1.0. This could be accomplished by adding appendages or surface roughness to the buoy.

The selected system parameters and simulation results are summarized in table 4.1.

| Table 4.1: System Parameters and Simulation Results |
|---------------------------------|-----------------|
| **AUV**                         |                  |
| mass                            | 339.26 kg       |
| axial added mass                | 33.926 kg       |
| \( I_{AUV} \)                    | 398.29 kg-m\(^2\) |
| Frontal area                    | 0.252 m\(^2\)   |
| Side plan area                  | 1.24 m\(^2\)    |
| \( L_d \)                       | 0.98 m          |
| \( L_b \)                       | 0.98 m          |

¹The \( I^2R \) losses in the primary cable are a significant detractor from electrical system efficiency.
Table 4.1: System Parameters and Simulation Results (continued)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{d,AUV,\text{front}}$</td>
<td>0.07</td>
</tr>
<tr>
<td>$C_{d,AUV,\text{side}}$</td>
<td>1.62</td>
</tr>
<tr>
<td><strong>CABLE</strong></td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>4 m</td>
</tr>
<tr>
<td>$L_1$</td>
<td>1.5 m</td>
</tr>
<tr>
<td>$d_{\text{cable}}$</td>
<td>0.794 cm</td>
</tr>
<tr>
<td>cable material</td>
<td>phosphor-bronze</td>
</tr>
<tr>
<td>$E_{\text{phosphor-bronze}}$</td>
<td>$1 \times 10^{11} \text{N/m}^2$</td>
</tr>
<tr>
<td>$T_{\text{break}}$</td>
<td>16.4 kN</td>
</tr>
<tr>
<td>FS</td>
<td>4</td>
</tr>
<tr>
<td>$C_{d,\text{cable}}$</td>
<td>1.2</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>4%</td>
</tr>
<tr>
<td><strong>BUOY</strong></td>
<td></td>
</tr>
<tr>
<td>mass</td>
<td>55 kg</td>
</tr>
<tr>
<td>$d_{\text{buoy}}$</td>
<td>0.76 m</td>
</tr>
<tr>
<td>$C_{d,\text{buoy}}$</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>LATCH</strong></td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td>15.24 cm</td>
</tr>
<tr>
<td><strong>SIMULATION</strong></td>
<td></td>
</tr>
<tr>
<td>$v_0$</td>
<td>1 m/s</td>
</tr>
<tr>
<td>$T_{\text{max in } L_1}$</td>
<td>2390 N</td>
</tr>
<tr>
<td>$T_{\text{max in } L_2}$</td>
<td>1948 N</td>
</tr>
<tr>
<td>$T_{\text{allowable}}$</td>
<td>4098 N</td>
</tr>
<tr>
<td>$\phi_{1,\text{max}}$</td>
<td>22.6 deg</td>
</tr>
<tr>
<td>$Unlatch_1$</td>
<td>3.2 N</td>
</tr>
<tr>
<td>$Unlatch_2$</td>
<td>378.4 N</td>
</tr>
</tbody>
</table>

The simulation shows that the tension in the lower cable segment is greater than that in the upper segment. This was true for all values of $L_1$ over the full range of $L$. For the case with $L_1 = 1.5$ m, as shown in table 4.1, the limiting design criteria was $\phi_{1,\text{max}}$. For $L_1 < 1.5$ m, $\phi_{1,\text{max}}$ exceeds the allowable limit of $25^\circ$, and the system performance is unsatisfactory. Therefore, a physical limitation is needed to ensure that the AUV does not strike the cable below 1.5 m. As $L_1$ is increased (i.e., the AUV strikes the cable higher), $\phi_{1,\text{max}}$ decreases and $T_{\text{max}}$ increases. For $L_1 > 2$ m, $T_{\text{max}}$ becomes the limiting design criteria. In all cases, $Unlatch_2$ is much greater than $Unlatch_1$, indicating that the assumed behavior shown in figure 4.6 is the more limiting case.

In summary, this combination of components yields a system that could easily be built into a tanker AUV and could safely capture an Odyssey II AUV travelling up to 1 m/s. The selected components are not a unique solution to the design problem. Different components may be chosen in the future to tailor the system to a particular AUV or a desired dynamic behavior. However,
this example system proves the utility of the simulation tool, and demonstrates the mechanical feasibility of the design.

4.6 Nomenclature

A list of all terms and variables used in this chapter is shown in table 4.2.

<table>
<thead>
<tr>
<th>A</th>
<th>area</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>buoyant force acting on buoy</td>
</tr>
<tr>
<td>c</td>
<td>viscous damping constant</td>
</tr>
<tr>
<td>$C_D$</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>d</td>
<td>diameter</td>
</tr>
<tr>
<td>D</td>
<td>damping energy</td>
</tr>
<tr>
<td>DOF</td>
<td>degree of freedom</td>
</tr>
<tr>
<td>$\dot{e}$</td>
<td>unit vector</td>
</tr>
<tr>
<td>E</td>
<td>modulus of elasticity</td>
</tr>
<tr>
<td>$f_e$</td>
<td>generalized force</td>
</tr>
<tr>
<td>F</td>
<td>external force</td>
</tr>
<tr>
<td>FS</td>
<td>factor of safety</td>
</tr>
<tr>
<td>g</td>
<td>gravitational acceleration</td>
</tr>
<tr>
<td>h</td>
<td>height of latch mechanism</td>
</tr>
<tr>
<td>$I_{AUV}$</td>
<td>mass moment of inertia of the AUV about its nose</td>
</tr>
<tr>
<td>$I_{buoy}$</td>
<td>mass moment of inertia of the buoy</td>
</tr>
<tr>
<td>k</td>
<td>linear spring constant</td>
</tr>
<tr>
<td>K</td>
<td>kinetic energy</td>
</tr>
<tr>
<td>L</td>
<td>total cable length</td>
</tr>
<tr>
<td>$L_1$</td>
<td>lower cable section length</td>
</tr>
<tr>
<td>$L_2$</td>
<td>upper cable section length</td>
</tr>
<tr>
<td>$L_b$</td>
<td>distance from AUV nose to center of buoyancy</td>
</tr>
<tr>
<td>$L_d$</td>
<td>distance from AUV nose to center of side drag</td>
</tr>
<tr>
<td>m</td>
<td>AUV mass</td>
</tr>
<tr>
<td>M</td>
<td>buoy mass</td>
</tr>
<tr>
<td>N</td>
<td>normal drag force on AUV</td>
</tr>
<tr>
<td>$q$</td>
<td>degree of freedom</td>
</tr>
<tr>
<td>R</td>
<td>net vertical force on buoy</td>
</tr>
<tr>
<td>s</td>
<td>dummy variable indicating position along cable section</td>
</tr>
<tr>
<td>T</td>
<td>cable tension</td>
</tr>
<tr>
<td>u</td>
<td>displacement coordinate</td>
</tr>
<tr>
<td>v</td>
<td>velocity</td>
</tr>
<tr>
<td>V</td>
<td>potential or spring energy</td>
</tr>
</tbody>
</table>

*continued on next page*
Table 4.2: Chapter 4 Nomenclature (continued)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>weight</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>extension length of lower cable section</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>extension length of upper cable section</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density of water</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>angle of lower cable section from vertical</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>angle of upper cable section from vertical</td>
</tr>
<tr>
<td>$\omega$</td>
<td>rotational velocity</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>fraction of critical damping</td>
</tr>
</tbody>
</table>
Chapter 5

Electrical System Design

5.1 Fundamental Theory and Background

The electrical portion of the proposed AUV recharge system is based on a linear coaxial-wound transformer (LCWT) inductive coupling. The LCWT was chosen because it allows power transfer directly between the capture wire and the latch mechanism on the AUV, without conductive contact. This allows greater mechanical design flexibility than systems using wet-mateable pin connections or inductive pucks. The capture wire is actually an insulated conductor loop through which AC current circulates. The capture wire serves as the primary winding of the transformer. The LCWT is a cylindrical magnetic core integrated into the latch mechanism on the AUV. The secondary transformer windings are wound onto the cylindrical core. When the LCWT closes around the capture wire, a magnetic circuit is created. The AC current in the wire induces a voltage across the secondary windings, which in turn produces a current that is fed to the AUV power electronics and eventually to the AUV battery for recharging.

LCWTs (also referred to as sliding transformers or clamp-on transformers) are presently used in several contactless power transfer applications. The most common use is in power delivery to mobile loads, such as rail vehicles like trains and gantry cranes. In this kind of application, the primary cable loop runs the length of the rail. The LCWT is mounted on the moving vehicle and encircles the primary cable. The LCWT is often gapped (i.e., not a closed cylinder) to allow passage around cable supports. The LCWT provides contactless power transfer that is independent of the relative motion between the load and the primary cable. A second common use of LCWTs is power supplies for portable AC equipment. Rather than using conventional AC outlets and plug-in equipment, a primary cable loop is run through the area. Each piece of portable AC gear is equipped with a clamp-on LCWT. The LCWT may be clamped onto the primary cable anywhere along its length to draw power inductively. This type of system is particularly useful in harsh industrial environments because all components can be sealed in dustproof and waterproof housings, with no exposed electrical contacts.[52]

The electrical system proposed here is similar to that designed by Heeres at the University of Wisconsin.[53] Heeres proposed a system of a stationary submerged primary loop and several mobile submerged loads, each with its own clamp-on LCWT. The LCWTs can connect anywhere on the primary loop to draw power. Heeres reported that a prototype 3kVA LCWT inductive coupler achieved power transfer efficiencies of 85% in salt water. However, his tests were conducted
in a small tank and do not accurately reflect eddy current losses in the seawater. A major objective of this research is to expand on the previous work by testing an LCWT system in an ocean environment.

A simplified block diagram of the electrical system is shown in Figure 5.1. The figure shows the system as it would be deployed on a tanker AUV. The tanker's DC battery power supply is converted to AC to drive the transformer. The secondary side AC must then be rectified back to DC to charge the AUV battery.

![Figure 5.1: Electrical System Block Diagram](image)

The electrical system was designed to support the battery charging requirements of the Odyssey II AUV equipped with a 1kWh lithium polymer battery. This battery requires a maximum of 36V and 10A (DC) for charging.

The electrical system is broken into three subsystems:

1. Inductive coupling
2. Primary side power electronics
3. Secondary side power electronics

The theory and design of each subsystem is described in the following sections.

## 5.2 LCWT Inductive Coupling

The fundamental characteristic of an LCWT that distinguishes it from other transformers is that one set of windings completely surrounds the other, with the magnetic core surrounding both windings[53]. Figure 5.2 shows a cross-section of a simple LCWT.

The simplest form of LCWT has a 1:1 winding ratio. The primary winding is a single elongated loop of wire. The secondary winding is simply a conducting tube attached to the inside surface of the magnetic core. The LCWT may be a closed core (as shown in figure 5.2), a gapped core, or a hinged core, depending on the application[52].
The design of the LCWT core involves the following variables: material magnetic properties, cross-sectional area, voltage it must support, and operating frequency. The variables are related to each other by the following equation[53]:

\[ V_s = 4.44B_{\text{max}}A_c f \]  

(5.1)

where

- \( V_s \)=peak secondary side voltage
- 4.44=coefficient for sine wave (4.00 for square wave)
- \( B_{\text{max}} \)=peak core flux density (T)
- \( A_c \)=core cross-sectional area (m\(^2\))
- \( f \)=operating frequency (Hz)

This is a basic equation fundamental to any transformer design. For this design, \( V_s \) was dictated by the battery charging requirements. The remaining variables were free, subject only to the constraints of equation 5.1. Following standard transformer design practices, the operating frequency and core material were chosen, then the required cross-sectional area was calculated.

For a given voltage and core material, the frequency is inversely proportional to area. Thus, frequency should be as high as possible so as to minimize required core size. However, core losses increase with frequency, so frequency cannot be arbitrarily increased without limit. The operating frequency was chosen to be 2kHz, based on previously reported work with LCWTs[52, 53]. This frequency provides a good compromise of reasonable core size and acceptable core losses.

The core material and construction were chosen based on magnetic properties, producibility, and cost. A high peak flux density is desirable to minimize core area (equation 5.1). Silicon-iron
(3% Si-Fe\textsuperscript{1}) material provides a $B_{\text{max}}$ of 1.5T at a reasonable cost. A tape-wound core construction was chosen to minimize hysteresis losses in the core. Toroidal tape-wound cores are easy to produce and can be cut to form a hinged core. In tape-wound cores, both maximum operating frequency and cost increase as tape thickness decreases. The maximum tape thickness capable of supporting 2kHz is 0.002'' [54]. Thus, the selected core is a 0.002'' 3% Si-Fe tape-wound core\textsuperscript{2}.

\section*{5.2.1 Core Dimensions}

Once the operating frequency and core material were chosen, the core dimensions could be calculated. The first step was to calculate the required secondary transformer voltage, based on the required battery charging voltage. Assuming the AC signal is a sine wave, the following equation describes the full-wave rectification to DC:

$$V_{\text{AC, peak}} = \frac{\pi}{2} V_{\text{DC}}$$

Thus, for $V_{\text{DC}}=36V$, $V_{\text{AC, peak}}=56.55V$. A voltage drop of 1V across the rectifier was assumed, giving a required secondary transformer voltage $V_s=57.55V$. Applying equation 5.1 with $V_s=57.55V$, $B_{\text{max}}=1.5T$, and $f=2kHz$ gives the following result:

$$A_c = 43.2\text{cm}^2$$

The cross-sectional area of a toroidal core is $A_c = (r_o - r_i)h$, where $r_o$=outer radius, $r_i$=inner radius, and $h$=core height. In tape wound cores, the effective cross-sectional area is reduced by the presence of insulating layers between the layers of magnetic material. For a 0.002'' tape thickness, the effective cross-sectional area is[54]:

$$A_{c,\text{eff}} = 0.85(r_o - r_i)h$$

The core inner diameter was determined by the outer diameter of the copper tube used for the secondary winding, which in turn was sized based on the primary cable. The primary cable conductor diameter is $\frac{5}{16}$'' (0.794cm). The cable is coated with PVC insulation to an outer diameter of $\frac{15}{32}$'' (1.19cm) (see section 4.5). A standard $\frac{3}{4}$'' (1.905cm) OD, 0.686'' (1.742cm) ID copper tube is used. The magnetic core tape is wound directly onto the copper tube, thus $r_i=0.953cm$.

The core height selection was driven by weight limitations, magnetizing inductance, and physical constraints. To minimize the volume and weight of the core, $h$ should be as large as possible. To maximize magnetizing inductance, $h$ should also be as large as possible for a given $A_c$ (see section 5.2.2). However, the mechanical design of the AUV latch places physical limits on $h$. As a compromise, $h$ was chosen to be 6'' (15.24cm). The required outer core radius is then $r_o=4.288$cm.

To provide a safe design margin, the final outer core radius was set at 4.572cm (1.8''). Figure 5.3 below shows the final LCWT core construction and dimensions.

Limitations on state-of-the-art commercial tape-winding procedures require that the core be constructed of 2'' high cylindrical segments. Three such segments were then stacked and glued together to form the 6'' high core. The edges of the adjacent copper tubes were soldered to ensure solid electrical contact. The stacking construction process has no effect on the magnetic properties of the core.

\textsuperscript{1}The common tradename of this material is Magnesil\textsuperscript{TM}.

\textsuperscript{2}The core loss data in fig. 5.6 was obtained after the prototype cores were already manufactured. In retrospect, core losses for the selected material are unacceptably high, and a lower-loss material such as amorphous metallic glass should be used in future systems.
5.2.2 Transformer Inductances

Inductive power transfer systems are commonly grouped into two categories: closely coupled and loosely coupled. Closely coupled systems are those in which the transformer leakage inductance is much smaller than the magnetizing inductance. Most conventional solid core transformers fall into this category. Loosely coupled systems are those in which the primary-secondary magnetic coupling is poor, and the leakage inductance is much larger than the magnetizing inductance. Since power loss is related to leakage inductance, loosely coupled systems are generally less efficient than closely coupled systems. Most power transfer systems that allow relative motion between the primary and secondary windings are loosely coupled[55]. However, the coaxial arrangement of the LCWT results in very low leakage inductance, making the LCWT behave like a closely coupled system. This is because essentially 100% of the primary current is linked by the magnetic flux of the secondary windings[52].

The leakage inductance per axial meter of core can be calculated as[52]:

\[
L_{\text{leak}} = \frac{N_1^2 \mu_0}{8\pi} [1 + 4\ln(K)]
\]  

where

- \( K = \frac{r_2}{r_1} \) (2.194)
- \( N_1 \) = primary turns (1)
- \( r_2 \) = radius of the secondary winding conductor (0.871 cm)
- $r_1 =$ radius of the primary winding conductor (0.397 cm)
- $\mu_0 =$ permeability of free space ($4\pi \times 10^{-7}$ H/m)

The parameter K is a measure of the interwinding space. Figure 5.4 shows a plot of equation 5.2 over a range of K values.

![Figure 5.4: Leakage Inductance per meter vs. K](image)

It is seen that leakage inductance per meter increases slowly with K, and is less than 1\(\mu\)H per meter for all practical values of K. The leakage inductance per meter is also insensitive to the orientation or position of the primary cable relative to the magnetic core axis, as long as the core remains closed around the cable[52]. The value of leakage inductance per meter for the core as designed is 0.207\(\mu\)H per meter. The total leakage inductance, given a core length $h=15.24$ cm, is 0.0316\(\mu\)H.

The magnetizing inductance of the transformer can be calculated as[52]:

$$L_{mag} = \frac{\mu_0 \mu_R N^2 (r_o - r_i) h}{\pi (r_o + r_i)}$$

where $\mu_R =$ relative permeability of the core material ($\mu_R = 7000$ for 3% Si-Fe[54]). It must be noted that this equation assumes no gaps in the magnetic material flux path. The cut toroidal core introduces gaps which will lower the effective permeability of the core, thus lowering the magnetizing inductance. The magnetizing inductance for the core as designed (neglecting gaps) is 279.58\(\mu\)H. This result validates the statement above that $L_{mag} >> L_{leak}$, therefore the LCWT behaves like a closely coupled system.

### 5.3 Primary Side Power Electronics

The primary side power electronics consist of the high-frequency AC power source and the primary cable loop. The power source is a switching circuit that takes as input either a DC or low-frequency AC current and produces AC current at the desired frequency. For maximum efficiency, the switching circuit should operate at the resonant frequency of the primary loop circuit. The inductance
of the primary cable loop is compensated with a parallel or series capacitor at the inverter output. This minimizes the reactive power drawn by the system. The power source will typically supply a constant current to the primary loop, letting the voltage vary as a function of the load[55]. Detailed design of a switching circuit and compensation is beyond the scope of this research, and is left as future work; examples of such designs may be found in the literature[52, 53, 55, 56]. However, it must be noted that the power source design is critical to the overall efficiency of the inductive power transfer system.

The primary cable loop itself has both inductance and resistance. The inductance of the loop may be calculated as[52]:

$$L_{loop} = \frac{\mu_0}{2\pi} \ln \left( \frac{D}{r_1} \right) 2l$$

(5.4)

where D=lateral spacing between the primary cable segments and l=loop length. Assuming a lateral spacing D=5cm and loop length l=4m, $L_{loop} = 4.054\mu H$. Equation 5.4 indicates that primary loop inductance is insensitive to cable size or lateral spacing, but is linearly dependent on cable length.

The primary cable loop resistance may be calculated as[56]:

$$R_{loop} = \frac{2l}{\sigma_c A_p}$$

(5.5)

where $\sigma_c$=material conductivity and $A_p$=conductor cross-sectional area. For the phosphor-bronze wire rope used as the primary cable in this design, $\sigma_c = 1.94 \times 10^7 \frac{\Omega^{-1} m^{-1}}{m}$ and $A_p = 0.255cm^2$. The resulting loop resistance is: $R_{loop} = 16.17m\Omega$.

The primary loop inductance and resistance may be combined with the leakage inductance and magnetizing inductance calculated above to create an equivalent circuit for the loop and LCWT, as shown in figure 5.5.

Figure 5.5: Equivalent Circuit of Primary Loop and LCWT
The circuit is asymmetric because there is no leakage inductance on the secondary side. As discussed above, the primary current is completely linked by the magnetic flux of the secondary winding, but not vice versa [52].

5.4 Secondary Side Power Electronics

The secondary side power electronics consist of the secondary windings and power leads, a bridge rectifier and filter to convert the high-frequency AC signal to DC, and any other power conditioning circuits specific to the load. The design of the secondary side converter is beyond the scope of this research and is left as future work. Specific secondary side converter topologies and compensation schemes may be found in the literature [52, 55].

The resistance of the copper tube secondary winding may be calculated as:

\[ R_{Cu} = \frac{h}{\sigma_{Cu} A_{Cu}} \]  

For the given tubing size (OD=1.905cm, ID=1.742cm), \( R_{Cu} = 5.628 \times 10^{-5} \Omega \). The power leads that run from the secondary winding to the converter are assumed to be twisted together (or coaxial) and as short as possible to minimize secondary loop inductance. On the Odyssey II AUV, the secondary power leads will be less than 1m in length.

The battery charging control circuitry could be located on either the primary or secondary side of the system. From a weight and volume perspective, it is advantageous to locate the circuitry on the primary side (i.e., in the tanker AUV or dock base) rather than on the secondary side (i.e., in the AUV). The docking station could then receive an identifying acoustic signal from the docked AUV and provide charging power tailored to that specific AUV.

5.5 System Losses and Efficiency

The power losses that affect the inductive power transfer system may be categorized as follows:

1. Ohmic \((I^2R)\) losses
2. Hysteresis losses in the core
3. Eddy current losses
4. Leakage and loop inductance losses

This discussion considers only the losses in the system components between (but not including) the primary and secondary side converters. This corresponds to the efficiencies measured during experimentation (see Chapter 6).

The ohmic power loss of the entire system is dominated by losses in the primary cable loop [52]. The primary cable losses may be written as:

\[ P_{cable} = \left( \frac{I_p}{\sqrt{2}} \right)^2 R_{loop} \]
where $I_p$ is the peak primary loop current.[56] Assuming a full-wave bridge rectifier on the secondary side and a 1:1 transformer winding ratio, the power delivered to the load may be written as:

$$P_{load} = \frac{2}{\pi} I_p V_p$$

where $V_p$ is the peak primary voltage. The power transfer efficiency due to primary cable ohmic losses is then equal to:

$$\eta_{ohmic} = \frac{P_{load}}{P_{load} + P_{cable}} = \frac{1}{1 + \frac{\pi I_p R_{loop}}{4V_p}}$$

(5.7)

Given the values specified or calculated above ($I_p=10A$, $V_p=57.55V$, and $R_{loop} = 16.17m\Omega$), the following result is obtained:

$$\eta_{ohmic} = 99.78\%$$

Hysteresis losses and eddy current losses in the magnetic core are a function of core material, core size, frequency, and flux density. Manufacturer’s curves specify the core losses (in W/lb) for a given material for a range of frequencies and flux densities. Figure 5.6 shows such a curve for 0.002” 3% Si-Fe material.

![Core Losses for 0.002” 3% Si-Fe Material](image)

Figure 5.6: Core Losses for 0.002” 3% Si-Fe Material [54]

Assuming the core is operating at its maximum flux density (15000 Gauss) and $f=2kHz$, the core losses are approximately 55W/lb. This is extremely high, considering that the core as designed
Weighs 16.111b. The total core losses (at peak power) are then equal to 886W. The power transfer efficiency due to core losses is then equal to:

$$\eta_{core} = \frac{P_{load}}{P_{load} + P_{core}}$$  \hspace{1cm} (5.8)

For the values given, $\eta_{core} = 28.89\%$. This efficiency could be significantly improved through the use of lower-loss core material, such as amorphous metallic glass.

Since this system will operate in conductive saltwater, eddy currents will be generated in the surrounding water as well as in the core. Heeres published a theoretical analysis of the seawater eddy current effects[53]. The seawater introduces an additional impedance, given by:

$$Z_{sw} = \frac{\zeta [K_0(\zeta r_1) - K_0(\zeta D)]}{2\pi \sigma_{sw} r_1 K_1(\zeta r_1)}$$  \hspace{1cm} (5.9)

where

- $\zeta = \sqrt{\frac{\mu R}{\mu_0 \rho_0 \rho}}$
- $K_0, K_1=$ modified Bessel functions
- $\sigma_{sw}=$ conductivity of seawater

Equation 5.9 indicates that the seawater impedance is a function of the lateral spacing between the primary conductor segments, D. The seawater impedance is equal to 0 when $D=r_1$, and increases as $D$ increases. This result suggests that the primary cable separation should be as small as physically possible to minimize power losses in the seawater. This is because eddy currents tend to concentrate in the first skin depth of a material. Skin depth is given by the equation:

$$\delta = \sqrt{\frac{1}{\mu_0 \rho_0 \rho}}$$  \hspace{1cm} (5.10)

For $f=2$kHz, the seawater skin depth is equal to 5.63m. If the two primary conductor segments are within one skin depth of each other, the magnetic fields and resulting eddy currents generated by the two segments will cancel each other everywhere except in the small region between the conductors. The effect of lateral spacing on power transfer efficiency was investigated experimentally with the prototype core, and is discussed in section 6.4.

The losses due to the leakage and loop inductances are not real power losses per se, and will not affect power transfer efficiency directly. Rather, they are reactive power penalties. If the loop and leakage inductances are compensated with a capacitor, as discussed in section 5.3, then reactive energy will oscillate between the inductance and capacitance. The reactive energy that oscillates per cycle may be written as:

$$W_r = \frac{1}{2} (L_{leak} + L_{loop})I_p^2$$

The energy delivered to the load per cycle may be written as:

$$W_{load} = \frac{2I_p V_p}{\pi f}$$
The system penalty factor is then defined as:

$$\Gamma_s = \frac{W_r}{W_{load}} = \frac{\pi f I_P (L_{\text{leak}} + L_{\text{loop}})}{4V_p}$$

(5.11)

For the given system parameters, $\Gamma_s = 0.0562\%$. While $\Gamma_s$ does not indicate real power losses, it does affect the required primary side voltage, which in turn affects other system power losses. Therefore, it is desirable to minimize $\Gamma_s$[56].
Chapter 6

Prototype System Testing and Results

6.1 Prototype Construction

In order to demonstrate the technical viability of the proposed AUV recharging system, a prototype LCWT inductive coupling was built and tested. The LCWT was constructed as described in section 5.2.1. Three 2 inch long Si-Fe tape-wound cores were adhered together to form a 6 inch long cylinder. Figure 5.3 in chapter 5 shows the final core dimensions. Figure 6.1 below shows a single core as received from the manufacturer, before the assembly process.

![Si-Fe Core Segment Before Assembly](image)

Figure 6.1: Si-Fe Core Segment Before Assembly
The core segments were bonded together using West System two part marine epoxy. After the three core segments were connected, the edges of the adjacent copper tubing sections were joined with 3M conducting adhesive copper tape to ensure solid electrical contact. The two semi-cylinders were then electrically joined by soldering a jumper cable between the copper tubes on either end. Additionally, power leads were soldered to each end of one of the copper tubing sections. The two power leads were then combined via a Y-splice into a single waterproof two conductor cable leading to the load. Figure 6.2 shows the two semi-cylinders with the jumper cable and power lead being attached to the first end.

![Figure 6.2: Core Segments During Assembly](image)

Following the attachment of all leads and verification of electrical continuity, the entire core assembly was encapsulated to waterproof it. First, the inner core faces and copper tubing were painted with marine epoxy to create a thin (about 1 mm) waterproof seal. Then the outer core surfaces and cable ends were coated with 3M Scotchcast™. The Scotchcast™ sealed as well as strengthened the entire core assembly. Figure 6.3 shows the completed core assembly, the Y-splice, and the power cable.
During the core construction process, it was noted that the individual core segments as received from the manufacturer varied slightly in size and angle of the cut. The result of these
non-uniformities was that the inner faces of the completed core assembly were not exactly flush. This created a much larger than expected gap between the two core semi-cylinders when the LCWT was clamped onto the primary cable. The gap had a significant effect on the magnetic properties of the LCWT, as discussed in section 6.2.2.

6.2 Determination of Prototype System Parameters

6.2.1 Equivalent Circuit

A simplified equivalent circuit diagram for the primary loop and LCWT was developed in chapter 5, and circuit parameters were calculated using theoretical equations (see figure 5.5). In order to check the validity of the circuit model, an open circuit test of the prototype LCWT was conducted in accordance with standard transformer testing methods[57]. The LCWT was clamped around a 4 meter loop of primary cable with a cable separation distance of 5cm. A sinusoidal current (f=2kHz) was applied to the primary cable and the secondary power leads were open circuited. Primary voltage ($v_1$), primary current ($i_1$), primary phase angle ($\theta$), secondary voltage ($v_2$), and secondary phase angle ($\phi$) were measured. From these measurements, the primary loop resistance ($R_{loop}$), primary loop inductance ($L_{loop}$), magnetizing inductance ($L_{mag}$), and magnetizing resistance ($R_{mag}$) were computed. Details are shown in Appendix B. The resulting equivalent circuit diagram is shown in figure 6.4.

![Equivalent Circuit Diagram]

Figure 6.4: Equivalent Circuit of Prototype System

- $R_{loop}=48.36\,\text{m}\Omega$
- $L_{loop}=4.870\,\mu\text{H}$
- $R_{mag}=285\,\text{m}\Omega$
- $L_{mag}=4.507\,\mu\text{H}$
6.2.2 Prototype System vs. Theoretical Predictions

The circuit parameters for the prototype system differed from the theoretical parameters calculated in chapter 5. The circuit parameter values are summarized in Table 6.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Theoretical</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{loop}$</td>
<td>16.17mΩ</td>
<td>48.36mΩ</td>
</tr>
<tr>
<td>$L_{loop}$</td>
<td>4.054μH</td>
<td>4.870μH</td>
</tr>
<tr>
<td>$L_{mag}$</td>
<td>279.58μH</td>
<td>4.507μH</td>
</tr>
<tr>
<td>$R_{mag}$</td>
<td></td>
<td>285mΩ</td>
</tr>
</tbody>
</table>

The values for $L_{loop}$ agree very closely, indicating that equation 5.4 is valid for the prototype system. The measured value of $L_{loop}$ actually includes the leakage inductance as well, since $L_{leak}$ is in series with $L_{loop}$. However, since $L_{leak}$ is two orders of magnitude smaller than $L_{loop}$, the difference is negligible. The measured value of $R_{loop}$ was significantly higher than the theoretical value, probably due to factors related to the wire rope construction that were not accounted for in the theory. The magnetizing resistance was added to the prototype equivalent circuit to model core losses in the non-ideal real transformer. The theoretical equivalent circuit assumed an ideal transformer with no core losses.

The largest difference between theoretical and measured values occurred in the magnetizing inductance. The measured value was much lower than the theoretical prediction because of the larger than expected gaps between the core semi-cylinders. The theoretical value of $L_{mag}$ assumed no gaps in the magnetic core structure. The magnetizing inductance is a function of core geometry and relative permeability of the core ($\mu_R$).

$$L_{mag} = \frac{\mu_0\mu_R N^2 (r_o - r_i) h}{\pi (r_o + r_i)} H$$  \hspace{1cm} (6.1)

Introducing gaps into the magnetic core structure lowers the effective permeability of the core, which in turn lowers $L_{mag}$. The relative permeabilities of the Si-Fe core material and air (or seawater) are 7000 and 1, respectively. The effective $\mu_R$ can be thought of as the weighted average of $\mu_R$ around the magnetic path length (MPL) of the core. If each of the 2 gaps is 1mm wide, the effective $\mu_R$ of the core is lowered from 7000 to 85.75. The resulting $L_{mag}$ drops from 279.58μH to 3.37μH. The measured value of $L_{mag}$ corresponds to an effective $\mu_R$ of 115. The corresponding gap width is 1.49mm, or 0.745mm per side. This gap thickness is consistent with measurements taken of the prototype core. Thus, a relatively thin gap between the LCWT core halves has a dramatic effect on the transformer's magnetizing inductance. The effect of the lower $L_{mag}$ on transformer performance is discussed in section 6.4. Details of the previous calculations are shown in Appendix C.

As a further check of the calculations, $R_{loop}$ and $L_{loop}$ were directly measured in the circuit using an ohmeter and inductance meter, respectively. For both resistance and inductance, the calculated and measured values were within 3.5% of each other, thus validating the calculations.
6.3 Experimental Setup and Test Plan

The primary goal of the prototype construction and testing was to determine how the performance of the LCWT is affected by operation in saltwater compared to air. Secondary goals of the testing were to determine the effects of power level, frequency, and primary cable separation on LCWT performance. In order to investigate the effects of these 4 parameters in an environment as nearly identical to the proposed AUV recharging system as possible, a test apparatus was designed and built. The apparatus could be used for testing in both the lab and in seawater. Figure 6.5 shows the test apparatus as it would be used in water.

![Prototype Test Setup](image)

Figure 6.5: Prototype Test Setup

The primary cable loop length (L) was 4 meters, as selected in section 4.5. The cable separation (D) could be varied between 5cm and 50cm. The test apparatus was designed so that all circuit
connection nodes and test points were dry (i.e., on the pier instead of in water).

Because there existed the slight possibility that testing in seawater could damage the LCWT
circuitry due to leakage in the waterproof seals, the lab testing was conducted first. A test plan was
developed to evaluate the performance of the system over a range of power levels, frequencies, and
cable separation distances. Power level was varied by changing the primary current \( i_1 \) fed to the
cable. Frequency was varied by changing the sinusoidal AC power source. The cable separation was
varied by physically moving the cables within the adjustable test apparatus. Three power levels
(1amp, 2amps, and 3amps), four frequencies (1kHz, 2kHz, 10kHz, and 20kHz), and three cable
separations (5cm, 25cm, and 50cm) were investigated, for a total of 36 data points. The entire test
procedure was then repeated in seawater.

For each data point, the following five measurements were recorded:

- Peak primary voltage, \( v_1 \)
- Peak primary current, \( i_1 \)
- Phase shift between primary voltage and current, \( \theta \)
- Peak secondary voltage, \( v_2 \)
- Peak secondary current, \( i_2 \)

Since the load was purely resistive, no phase shift existed between secondary voltage and current.
The real input power to the system was calculated as:

\[
P_{in} = \frac{v_1 i_1 \cos(\theta)}{2} \tag{6.2}
\]

The power delivered to the load resistor was calculated as:

\[
P_{out} = \frac{v_2 i_2}{2} \tag{6.3}
\]

The power transfer efficiency of the system could then be calculated as:

\[
\eta = \frac{P_{out}}{P_{in}} \tag{6.4}
\]

The power transfer efficiency was used as the means of evaluating the system’s performance.

### 6.4 Experimental Results and Trends

The magnetizing inductance of the LCWT was much lower than expected, as discussed in section
6.2.2. As a result, the performance of the system was significantly different than expected. The
actual magnetizing inductance of 4.507\( \mu \)H yields an impedance of 0.057\( \Omega \) at a frequency of 2kHz.
Since this impedance is in parallel with and much smaller than the load impedance of 3\( \Omega \), nearly
all of the primary current flows through the magnetizing branch and very little current reaches
the load. This situation is the exact opposite of most transformers, where the magnetizing branch
current is typically a small fraction of the total[57]. Furthermore, the total input impedance (\( Z \))
of the transformer becomes approximately equal to just the magnetizing impedance. Thus, the
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behavior of the system as viewed from the primary side is virtually independent of the load. This fact was proven by varying the load resistance and seeing no change in $v_1$ or $i_1$.

The desired combination of primary voltage and current for which the system was designed was 36V and 10A, corresponding to an input impedance of 3.6Ω. The actual input impedance of the prototype system was on the order of 0.04Ω. The result was a much higher primary current for a given primary voltage. The higher primary current increases the ohmic losses in the primary cable, which in turn decreases power transfer efficiency. The actual efficiencies measured were on the order of 1-9%, compared to the expected 70-90%. This difference is due mainly to the low input impedance of the system caused by the low magnetizing inductance.

The low input impedance also limited the power levels that could be achieved with the available test equipment. It was originally intended to test the prototype system over a range of power levels up to 360W. The AC power supply consisted of a low power signal generator and an 800W amplifier. However, the amplifier contained an over-current protection feature that limited primary current to 4.5A. Thus, the maximum input power that could be tested with the given equipment was approximately 1.5W.

Despite the lower than expected power levels and efficiencies, the full test plan described in section 6.3 was completed and the resulting data was analyzed to detect trends. All data points are tabulated in Appendix D. First, the effect of varying power level was evaluated. Figure 6.6 shows a plot of efficiency vs. primary current for a cable separation of 5cm.
No clear trends were evident in figure 6.6. This indicates that, over the power range investigated, efficiency is not a predictable function of power level. At higher power levels where core losses become significant, it is expected that efficiency will decrease as power level increases (see section 5.5).

Next, the effect of frequency on efficiency was investigated. Figure 6.7 shows a plot of efficiency vs. frequency for a 6A pk-pk primary current. This plot exhibits some noticeable trends. In air, the efficiency is maximum at f=10kHz for all values of D. In water, the maximum efficiency occurs at f=2kHz for all values of D. This difference may be due to the eddy current effect in the seawater, which is more prominent at higher frequencies. At higher power levels, it is expected that efficiency would be maximum at 2kHz, then drop sharply with higher frequencies because of the core loss properties of Si-Fe (see figure 5.6).

![Figure 6.7: Efficiency vs. Frequency](image)

Next, the effect of cable spacing on efficiency was investigated. Figure 6.8 shows a plot of efficiency vs. primary cable separation for a 6A pk-pk primary current. The data indicates that in air, the maximum efficiency occurs at D=5cm. In water, the maximum efficiency occurs at D=50cm. This result is unexpected based on the theory of eddy current losses in the seawater. The theory predicts that efficiency in water should be maximum at D=5cm, since eddy current losses decrease as D decreases[53].

Finally, the system efficiencies in air and water were compared. At the lower frequencies (1kHz and 2kHz), the efficiency in water was slightly higher. At higher frequencies (10kHz and 20kHz),
the efficiency in air was greater. This result matches the theory that seawater eddy current losses are greater at higher frequencies.

The above trend observations are preliminary results only. In particular, the trends that contradict the theory are suspect. The anomalies are most likely caused by the extremely low power levels used in the testing. Further experimentation at higher power levels is required to confirm the trends.

The largest potential source of error in the measured data was in the phase shift ($\theta$) between $v_1$ and $i_1$. The phase shift was measured by visually observing the two waveforms on an oscilloscope. The time difference between corresponding peaks of the two signals was measured and converted to the angle $\theta$. The calculation of $P_m$ and therefore $\eta$ was highly dependent on $\theta$. For example, at $f=10\text{kHz}$, changing the value of $\theta$ by 5% could change calculated efficiency by up to 50%. Thus, the small inaccuracies inherent in the measurement of $\theta$ could have had large effects on the calculated results.

The phase shift discussed above existed because the LCWT system was highly inductive in nature. A parallel or series capacitor could be used to compensate for the system inductance and create a near-unity power factor (i.e., $\theta=0$), as discussed in section 5.3. The design of a compensation circuit was beyond the scope of this work; therefore, the prototype system was uncompensated. The implementation of a proper compensation circuit would raise the real input power to the system, and minimize the errors caused by the measurement of $\theta$. 

Figure 6.8: Efficiency vs. Cable Separation
The data analysis was further complicated by the fact that magnetizing resistance and inductance (\(R_{mag}\) and \(L_{mag}\)) are not constant, but change with frequency and power level[53]. The values shown above in table 6.1 are only valid for the specific conditions under which the open-circuit test was conducted. The power dissipated by core losses may be written as:

\[
P_{core} = \frac{v^2}{2R_{mag}}
\]

Thus, since \(R_{mag}\) is not constant, it is difficult to predict the core losses for a given set of load conditions.

Qualitative observations confirmed the hypothesis that LCWT performance is independent of orientation of the core or relative motion between the core and cable, as long as the core remains closed around the cable. In the lab tests, the core was twisted and slid along the primary cable during power transfer, with no visible fluctuations in the secondary voltage or current. In the water tests, the entire system was subjected to wave action and the operation of a nearby outboard motor, with no noticeable effects.

6.5 Summary of Results

The power transfer efficiency of the prototype system was significantly lower than predicted by the theory (see section 5.5). The main reason for this was the air gaps between the core semi-cylinders. The gaps substantially lowered the magnetizing inductance of the transformer, which resulted in a higher primary current for a given primary voltage. The higher current created higher ohmic losses in the primary cable, which degraded system efficiency. The higher current levels also indirectly limited the power levels that could be tested because of over-current protection features on the prototype power supply.

Because of the extremely low power levels involved, the measured data is highly susceptible to inaccuracy. However, the testing proved that the LCWT concept is technically viable for use in an underwater recharging system. The surrounding medium (air or seawater) had very little effect on the system performance. Likewise, motion and orientation of the core had no effect on performance. The problems observed with the prototype system can be overcome through better core design and the design of a compensated power supply. These improvements are discussed in detail in chapter 9.
Chapter 7

Mechanical Latch Design

7.1 Description of Latch Assembly

A preliminary latch design was conducted, even though building the latch and mounting it on an AUV was beyond the scope of this work. The design integrates the LCWT inductive coupling into the mechanical interface between the AUV and the docking cable. The latch design is similar to that used in the MIT/WHOI AOSN docking system (see section 1.3.1). A major difference is that the present design uses two V-shaped latches instead of one, as in the AOSN system. The inductive coupling core is mounted vertically between the two latch mechanisms. Figure 7.1 shows an overview of the latch design attached to the nose of an Odyssey AUV.

![Figure 7.1: Overview of Latch Design](image)

Two V-shaped latches are used to ensure that the AUV is correctly oriented with respect to the cable before the inductive core is closed. With both latches attached to the cable, the axis of the core is forcibly aligned with the cable section between the latches. Thus, the core can be closed with no possibility of pinching the cable or not closing fully. The two latches also provide a couple moment to counter any roll motion of the AUV while attached to the cable.
The V-shaped latch arms and latch housing blocks are constructed of aluminum. Aluminum provides adequate strength and corrosion resistance with a minimal weight and cost. The cams and gears are constructed of Delrin. The entire latch assembly is attached to the nose of the AUV via a shock mounting. The shock mounting serves to absorb some of the impact energy of the collision and minimize the stresses on the AUV nose.

Figure 7.2 shows profile and plan views of the AUV latch assembly.

![Profile and Plan Views of AUV Latch Assembly](image)

**7.2 Operation of Latch Assembly**

The docking sequence of events starts when the AUV begins homing on the vertical cable. The inductive core is opened 90° via a rotary actuator and gear mechanism. The AUV approaches the vertical cable from any direction and at any altitude within the target area window, a 2.4m range. The horizontal distance between the cable position and the AUV centerline may be as great as 0.305m on either side, based on the tip separation of the V-shaped arms. Figure 7.3 shows the position of the latch assembly as the AUV approaches the cable.

The forward motion of the AUV forces the cable to the center of the V-shaped arms. The cable strikes the spring-loaded capture bar, pushing it out of the way. The cable then enters the center recessed area of the latch and the capture bar springs shut around it, securely latching the AUV to the cable. The same sequence of events occurs for both the upper and lower latch mechanisms. The mechanical capture interaction between the AUV and docking cable is totally passive.
Magnetic switches in the upper and lower latch mechanisms indicate when the cable is captured in both latches. The inductive core is then closed around the cable by the rotary actuator. Figure 7.4 shows the latch assembly with the core closed around the cable.

Another magnetic switch indicates when the core is completely closed around the cable. When the switches indicate a positive capture and a closed inductive core, an acoustic signal is sent by the AUV to the docking station. This signal identifies the type of AUV and tells the docking station that the AUV is ready to commence battery charging. For covert military operations, the acoustic identifier signal could be replaced with an optical signal. The docking station then begins passing high-frequency AC current through the docking cable.

When charging is complete, as determined by the charging control circuitry, the primary current is switched off. The inductive core is opened 90° by the rotary actuator. A second rotary actuator then opens both spring-loaded capture bars. The AUV engages its thruster in reverse for 5 seconds and backs away from the cable. Both the core and the latches are then closed by the rotary actuators, and the undocking sequence of events is complete.

The rotary actuator and gear mechanism that opens and closes the core is shown in figure 7.5. The rotary actuator is mounted vertically on the fixed section of the core. The large gear on the actuator shaft turns the smaller gear on the core hinge axis shaft, thus opening or closing the core.

Figure 7.6 shows the actuator mechanism for the upper and lower latches.
The rotary actuator is mounted vertically inside the aluminum housing block. The large gear on the actuator shaft turns the small gear, which is mounted on the same shaft as the cam. As the cam rotates counterclockwise, it pushes on the lower arm of the capture bar, causing the capture bar to rotate counterclockwise around the pivot point. This opens the latch. To close the latch, the cam is rotated clockwise. The extension spring then pulls the upper arm of the capture bar, rotating the bar clockwise and shutting the latch. The cam shaft passes all the way through the housing block and connects to an identical cam on the bottom latch. Thus, a single actuator operates both latches simultaneously. The capture bar and cam are designed such that counterclockwise rotation of the bar causes the lower arm to move away from the cam. This means that the capture bar is free to pivot open during cable capture, without having to turn the cam and actuator. Any mechanism with the capture bar directly geared to the actuator would prevent free pivoting of the bar.
7.3 Impact of the Latch on the AUV

The latch mechanism and secondary electronics will affect the AUV in terms of weight, volume, and maneuverability. The largest effect is the weight of the latch mechanism mounted on the nose of the AUV. The prototype core alone weighs 151b. The single V-shaped latch mechanism used in the AOSN system, including the housing block, weighed 18.6lb\[58\]. Based on these figures, it is estimated that the entire latch mechanism proposed here would have a total weight of at least 40lb. This amount of weight cannot be added to the nose of an Odyssey AUV and still maintain neutral buoyancy and trim. Therefore, the weight must be reduced before the system can be deployed on an AUV. Several means of reducing the core size and weight are discussed in section 9.4. Additionally, the latch arms can be made thinner and lighter than the previous design. It is predicted that the entire latch assembly could be redesigned to weigh as much, or less than, the AOSN design (18.6lb).

The secondary power electronics will require a minimal volume (approximately 0.001m$^3$) inside the AUV. The electronics could be placed inside a pressure sphere with other components, or could be built into a stand-alone pressure-tight housing. The estimated weight of the electronics and associated packaging is 2-3lb. Therefore, the secondary electronics will have a minimal effect on AUV operation.

The AOSN system tests showed that the V-shaped arms did not significantly impact AUV maneuverability\[58\]. However, the addition of the second set of latch arms will effectively double the drag on the mechanism. This could have significant consequences on the turning and pitching performance of the AUV. A hydrodynamic model or at-sea testing will be required to fully determine the impact on maneuvering.

7.4 Possible Improvements to Latch Design

As mentioned earlier, this latch design is only a preliminary concept. Several possible improvements to the design could be incorporated in future iterations. First, the V-shaped arms could be designed to fold back along the sides of the AUV. This would reduce drag on the AUV and minimize the effect of the latch assembly on AUV maneuverability. However, this would also greatly complicate the design, and would require an additional actuator to rotate the arms back and forth.

Second, the inductive core could be redesigned to be longer and thinner, as described in section 9.4. This would reduce the weight of the core, which would subsequently reduce the size and weight of the aluminum housing blocks. Reducing overall latch assembly weight minimizes the impact on AUV weight balance and trim.

Finally, the core and latch mechanisms could be redesigned to be operated by a single rotary actuator, through the use of a ratchet or one-way cam mechanism. This improvement would reduce the weight, cost, and electrical power requirements of the latch assembly.
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Chapter 8

Economic Feasibility

The economic feasibility of the proposed AUV recharge system was evaluated using conventional discounted cash flow (DCF) analysis. The status quo methodology of operating AUVs from a support ship and recovering them to the ship for recharge after each sortie was compared to the methodology of deploying an underwater recharge system with the AUVs. The cost savings created by the latter operational strategy were computed for both military and commercial application examples.

8.1 Military Application

8.1.1 Scenario and Assumptions

The military AUV scenario considered was a hypothetical coastal surveillance mission. At least one REMUS AUV must be on station continuously for a 7 day period. Twenty such missions will be conducted per year. For security purposes, the support ship must remain 10 miles away from the target site. The ship is a Littoral Combat Ship (LCS), a next-generation small surface combatant equipped with AUV support systems. According to Congressional Budget Office projections, the LCS will have operating costs of $38,356 per day. For comparison, a destroyer (DDG-51) has typical operating costs of $71,233 per day[59]. The LCS is assumed to have the capability to launch or recover only one AUV at a time and to recharge as many AUVs as needed simultaneously. The REMUS AUV has a sortie endurance of approximately 20 hours at a speed of 3 knots, and operating costs of $180 per hour (see section 2.1.4).

The status quo methodology requires the LCS to remain in position throughout the entire 7 day mission because the AUVs must transit back and forth from the LCS to the target site every sortie. The 10 mile transit takes 3.5 hours each direction. This leaves a maximum of 13 hours on station per sortie. It is estimated that the AUV turnaround time onboard the LCS will be about 3 hours. The batteries are removed from the AUV and replaced with fresh ones, allowing faster turnaround\textsuperscript{1}. Thus, the total time the AUV is off station is 10 hours (7 hours transit+3 hours turnaround). The maximum on station time is 13 hours (20 hours endurance-7 hours transit). Since the maximum on station time is greater than the off station time, the mission can be accomplished by two alternating AUVs. To evenly distribute the on station time, each AUV remains on station 11 hours instead

\textsuperscript{1}Typical recharge time for lithium polymer batteries is 6-8 hours.
of the possible maximum 13. This allows a 30 minute overlap at the end of each exchange and ensures continuous AUV mission coverage.

The underwater recharge system methodology in this scenario uses a mobile tanker AUV (see section 2.1.3). The tanker AUV can transit undetected into the target site while the LCS remains some distance away, allowing covert AUV operations. The assumed tanker can support the entire 7 day mission without returning to the LCS. Thus, the LCS is free to leave the area and conduct other missions after deploying the tanker and REMUS AUVs, returning to retrieve them at the end of the mission. A conservative time of 2 ship-days per mission (1 day to deploy, 1 day to retrieve) was used in the calculations. Two REMUS AUVs are required for the mission, one on station while the other recharges from the tanker. A 10% time overlap is assumed for each AUV rotation, ensuring continuous mission coverage. The time spent attached to the tanker is not counted as AUV operating time, because all AUV systems are shut down. The acquisition and operating costs for the tanker AUV were estimated based on costs of similar systems. The tanker acquisition cost is paid as a lump sum at the start of the project. Additionally, the tanker was predicted to have a salvage value of 10% of original cost at the end of its 10 year service life.

Since both methodologies require 2 REMUS AUVs, the acquisition costs, service life, and salvage values for the AUVs were common to both methods and need not be included in the calculations. Additionally, the acquisition cost of the LCS is not included because it also is common to both methods. The ship operating costs include production of electricity; therefore no additional cost for the AUV recharge energy is explicitly included.

The DCF analysis was done in accordance with OMB Circular A-94: Guidelines and Discount Rates for Benefit-Cost Analysis of Federal Programs[60]. All values were assumed to be constant-dollar (real) values. The calculations were done using a real 10 year discount rate of 2.1%[60]. All operating costs were taken as annual amounts paid at the end of the year. The two methodologies were compared over equal time periods so that both yielded equal benefits, with the exception of the tanker salvage value. Thus, the comparison was really a cost-effectiveness analysis. Only the discounted costs and the discounted salvage value needed to be calculated. This technique avoided having to quantify the benefits of either methodology.

Several of the variables used in the DCF calculations (missions per year, tanker service life, tanker acquisition cost, tanker operating costs, LCS operating costs, and discount rate) contained some associated uncertainty. The variables were assumed to follow normal distributions. The mean value of each variable was estimated based on historical data for similar systems. Additionally, the 5th percentile and 95th percentile values for each variable were estimated based on the level of uncertainty associated with the mean. The 5th and 95th percentiles define the range within which the actual value is expected to fall, with 90% confidence. The standard deviation ($\sigma$) for each variable was then calculated. Equations are shown in Appendix E. The remaining two variables (REMUS operating costs and mission length) were either based on solid historical data or were specified to define the scenario, and were therefore not subject to uncertainty. The values used in the military scenario cost-effectiveness analysis are summarized in Table 8.1.
Table 8.1: Military Cost-Effectiveness Assumptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Mean</th>
<th>5th%</th>
<th>95th%</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mission length</td>
<td>t</td>
<td>7 days</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REMUS operating costs</td>
<td>Rauv</td>
<td>$180 per hour</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missions per year</td>
<td>M</td>
<td>20</td>
<td>10</td>
<td>30</td>
<td>6.06</td>
</tr>
<tr>
<td>Tanker AUV acquisition cost</td>
<td>Ptank</td>
<td>$3M</td>
<td>$1M</td>
<td>$5M</td>
<td>$1.212M</td>
</tr>
<tr>
<td>Tanker service life</td>
<td>Y</td>
<td>10 years</td>
<td>5</td>
<td>15</td>
<td>3.03</td>
</tr>
<tr>
<td>Tanker operating costs</td>
<td>Rtank</td>
<td>$500 per hour</td>
<td>$300</td>
<td>$700</td>
<td>$121</td>
</tr>
<tr>
<td>LCS operating costs</td>
<td>Rship</td>
<td>$38,356 per day</td>
<td>$31,712</td>
<td>$45,000</td>
<td>$4027</td>
</tr>
<tr>
<td>Discount rate</td>
<td>r</td>
<td>2.1%</td>
<td>0.7%</td>
<td>3.5%</td>
<td>0.849%</td>
</tr>
</tbody>
</table>

8.1.2 Results

The present value of costs for both methodologies were computed using the assumptions given above. All equations are shown in Appendix E. Cost savings (CS) was defined as the present value of the status quo costs minus the present value of the tanker system costs. Since the variables contributing to CS were normally distributed, then CS is also normally distributed. The standard deviation of CS was computed using probabilistic error propagation techniques (equation E.3).

The expected value of the cost savings realized by the recharge system over the life of the project was $19.83M, or 34.6% of the status quo costs. The standard deviation of the cost savings was $10.63M. The probability of realizing cost savings <= 0 (i.e., the probability of losing money by investing in the recharge system) was computed using the standard normal distribution and found to be 3.1%.

A sensitivity analysis was conducted to determine which parameters most influence the cost savings. The six uncertain parameters (M, Ptank, Y, Rtank, Rship, and r) were varied individually between the 5th and 95th percentile values while keeping all other variables equal to their mean values. Figure 8.1 shows the results of the sensitivity analysis.

The plots indicate that, over the ranges investigated, cost savings are most dependent on tanker AUV operating costs, because the tanker must operate for the entire mission time. The mildest effect is caused by discount rate changes, because of the relatively short life of the project.

The recharge system efficiency is not explicitly included in the DCF analysis, because electricity is considered free (i.e., unlimited electricity is included in the LCS operating costs). The system efficiency is a factor in determining tanker AUV cost. A less efficient recharge system will require greater tanker battery capacity to support the same number of AUV mission days, thus leading to a larger, more expensive tanker. However, the results indicate that even at a cost of $5M, the recharge system still delivers cost savings of over 31%.

In summary, an underwater recharge system mounted on a mobile tanker AUV would yield significant cost savings to the Navy for this scenario. The majority of the savings comes from the fact that the support ship is not required to remain on station during the entire mission, thus saving on ship operating costs. The probability that the recharge system investment will yield a negative return is only 3.1%. Therefore, the tanker AUV underwater recharge system is deemed economically feasible for this military application.
It must be noted that the two methodologies presented in this scenario do not yield exactly identical benefits for two reasons. First, the tanker AUV is not assumed to have any communications capability with the support ship. Therefore, there is no obvious means for the AUVs to communicate...
time-critical data to the ship during the mission. In the status quo methodology, the data can be downloaded every time the AUV returns to the ship for recharging (i.e., every 11 hours instead of 7 days). Thus, the data retrieval benefit is not equal for both methodologies. The problem of communications could be solved several ways, one of which would be a communications buoy that is extended from the tanker AUV to the surface to allow RF communications. This method, however, compromises stealth. To make a truly equal comparison of the two methodologies, the costs associated with the tanker AUV should be increased by a penalty factor.

The second difference in benefits between the two methodologies is the ability to perform corrective maintenance during the mission. In the status quo methodology, small maintenance tasks may be performed while the AUV is onboard for recharging. In the tanker AUV methodology, this luxury does not exist. Thus, the reliability of the tanker AUV methodology is likely to be lower. Therefore, the costs associated with the tanker AUV should again be increased by a penalty factor. However, despite these two penalty factors, the underwater recharge system is still expected to be cost effective.

8.2 Commercial Application

8.2.1 Scenario and Assumptions

The commercial AUV scenario considered was a deep-water survey in the oil and gas industry. Cost effectiveness was computed from the viewpoint of the oil company conducting the survey. The survey AUV and support ship are leased by the oil company from an operator such as C&C Technologies. The survey AUV was a hypothetical vehicle similar in size and capability to the Hugin 3000, but equipped with rechargeable lithium polymer batteries rather than a semi-fuel cell power plant. The AUV was assumed to carry 20kWh of battery power, giving it a sortie endurance of 20 hours at a power consumption rate of 1 kW\(^2\).

The status quo methodology requires the support ship to shadow the AUV throughout the entire survey. The AUV is deployed from the ship, completes a sortie of 20 hours duration, then is recovered to the ship. Onboard, the AUV batteries are replaced with fresh ones and the cycle is repeated. The onboard turnaround time was estimated to be 4 hours, giving a total cycle time of 24 hours. The survey was assumed to take 6 days, or 6 cycles, based on similar surveys performed by the Hugin 3000. The day rate for the AUV and support ship was taken as $55K/day, based on Hugin 3000 data, yielding a total survey cost of $330K[37]. It was estimated that the oil company would conduct 10 such surveys per year.

The underwater recharge system methodology in this scenario used a moored docking station that is deployed from the support ship at the same time as the AUV, then recovered with the AUV at the end of the survey. A moored dock was used rather than a tanker AUV because of the simpler design and lower cost. Additionally, the commercial survey scenario does not require covertness like the military scenario, thus negating the major advantage of the tanker AUV over a moored dock.

It was estimated that every 20 hour AUV sortie would be followed by an 8 hour recharge period at the docking station. Thus, an AUV cycle takes 28 hours compared to only 24 hours for the status quo methodology. Since the survey takes a total of 6 AUV cycles to complete, this results in a total

\(^2\)The Hugin 3000 operates at a nominal power load of 900W[5].
survey time of 168 hours, or 7 days, rather than 6 days for the status quo. The deployment and recovery of the AUV and docking station were estimated to take one day each. Since the recharge system methodology requires 7 days of AUV operation but only 2 days of ship operation, the day rate used in the status quo calculations was separated into AUV and ship components. The ship day rate was estimated to be $35K and the AUV day rate $20K, for a total of $55K.

The docking station is purchased by the oil company and is paid as a lump sum at the start of the project. The docking station was estimated to cost $250K, with no residual value at the end of its 5 year life. This cost includes the cost of backfitting the AUV with the required systems to interface with the dock.

Since both methodologies yield equal benefits over equal time periods, only costs needed to be quantified and compared. All operating costs are taken as annual costs paid at the end of the year. The DCF analysis was done using constant-dollar values and a real 5 year discount rate of 14.28%, the weighted average cost of capital for the oil and gas industry in 2003[61]. It should be noted that this discount rate is significantly higher than that used in the military analysis, reflecting the difference in commercial and government investment analyses.

As in the military DCF analysis, several of the variables used in the commercial DCF calculations (dock acquisition cost, dock service life, AUV day rate, support ship day rate, and discount rate) contained some associated uncertainty. The variables were assumed to follow normal distributions, and standard deviations were estimated based on historical data and the level of uncertainty. The values used in the commercial scenario cost-effectiveness analysis are summarized in Table 8.2.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Mean</th>
<th>5th%</th>
<th>95th%</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUV endurance</td>
<td>E</td>
<td>20 hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey length</td>
<td>t</td>
<td>6 AUV cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surveys per year</td>
<td>M</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dock acquisition cost</td>
<td>P_dock</td>
<td>$250K</td>
<td>$100K</td>
<td>$400K</td>
<td>$90.9K</td>
</tr>
<tr>
<td>Dock service life</td>
<td>Y</td>
<td>5 years</td>
<td>3</td>
<td>7</td>
<td>1.21</td>
</tr>
<tr>
<td>AUV day rate</td>
<td>Rauv</td>
<td>$20K</td>
<td>$15K</td>
<td>$25K</td>
<td>$3.03K</td>
</tr>
<tr>
<td>Ship day rate</td>
<td>R_ship</td>
<td>$35K</td>
<td>$30K</td>
<td>$40K</td>
<td>$3.03K</td>
</tr>
<tr>
<td>Discount rate</td>
<td>r</td>
<td>14.28%</td>
<td>11.36%</td>
<td>17.20%</td>
<td>1.77%</td>
</tr>
</tbody>
</table>

8.2.2 Results

The expected value of the cost savings realized by the docking system over the life of the project was $3.84M, or 34.1% of the status quo costs. The standard deviation of the cost savings was $1.04M. The probability of realizing cost savings <= 0 (i.e., the probability of the oil company losing money by investing in the docking system) was computed using the standard normal distribution and found to be 0.01%.

Clearly the cost savings realized are strongly dependent on the number of surveys conducted per year. The expected cost savings were computed for a range of surveys from 1-40 per year.
The goal of this analysis was to determine if there exists a point below which the docking system investment is not cost effective. The results are plotted in Figure 8.2 below. The plot indicates that the docking system is cost effective for any number of surveys > 0.

![Graph showing cost savings for different number of surveys per year.](image)

Figure 8.2: Cost Savings in Commercial Surveys

The issue of data communications discussed in section 8.1.2 is not as important in the commercial scenario. Typical deep-water survey data is not time-critical, so there is no added benefit in having the ability to communicate with the support ship during the mission. The AUV can simply collect data for the entire survey, then download it all in a single data dump when complete. The reliability and maintenance issues mentioned in the military scenario would be the same for the commercial scenario. Therefore, the costs associated with the docking station methodology should be increased by a penalty factor to account for the difference.

In summary, investment in the docking system described in this work could save an oil company an expected 34.1% on deep-water survey costs, assuming 10 surveys per year. The probability of losing money on the investment is significantly less than 1%. Thus, the underwater recharge system is deemed economically feasible for this commercial AUV application.
Chapter 9

Conclusions and Future Work

9.1 Demand for an AUV Recharge System

The utility of present AUVs is limited by their on-board energy storage capability. Several alternative AUV energy sources exist, such as rechargeable batteries, semi-fuel cells, fuel cells, and closed-cycle diesel engines. An analysis of the different energy source technologies and their prospects for the future was conducted. The results indicate that, in the near-term, rechargeable batteries will continue to be the power source of choice for most commercial and military AUVs. The other solutions were deemed to be too expensive or the technology too risky and unproven to see widespread proliferation in the industry. Thus, a demand exists for longer endurance rechargeable battery systems. Extensive research has already been done, and is ongoing, into the development of batteries with higher energy densities and longer cycle times. An alternative, which this work addressed, is the development of a system to recharge batteries in situ, without recovering the AUV to a support ship.

The United States Navy is a leading user and developer of AUVs in the world. The Navy has plans for a wide range of AUV systems and missions for the near future. Military AUV applications often require covertness or a large standoff distance between the support ship and the AUV operating area. An underwater recharging system will allow a network of AUVs to remain on station for extended periods without the presence of a support ship. An effective AUV recharging system is critical to the full realization of the Navy’s net-centric warfare concept.

Commercial applications of AUVs are largely driven by the oil and gas industry. Commercial AUVs are mainly used for deepwater survey, where they are more efficient and yield better data than traditional towed systems. Work is also underway to develop AUVs or hybrid ROV-AUVs capable of subsea intervention. The major factor in the expense of operating AUVs is the dayrate of the support ship. An underwater recharging system with an industry-standard interface between AUV and dock is needed to reduce the dependence of AUVs on support ships. The system investigated in this work provides a technically and economically feasible solution.
9.2 Technical Feasibility

9.2.1 Mechanical Design and Operation

The numerical simulation tool described in chapter 4 was used to evaluate the dynamics of the system after impact between the AUV and the vertical cable. The simulation provided a conservative estimate of cable deflections and tensions using a simplified 2-D geometry. Finally, the tool was used to select a set of system parameters to give the desired dynamic response. The final system parameters are summarized in Table 9.1. The target area defines the precision required by the AUV homing system to ensure successful docking.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cable Length</td>
<td>4m</td>
</tr>
<tr>
<td>Cable Diameter</td>
<td>0.79cm</td>
</tr>
<tr>
<td>Cable Material</td>
<td>Phosphor-Bronze</td>
</tr>
<tr>
<td>Buoy Diameter</td>
<td>0.76m</td>
</tr>
<tr>
<td>Buoy Material</td>
<td>Steel</td>
</tr>
<tr>
<td>Buoy $C_D$</td>
<td>1.0</td>
</tr>
<tr>
<td>Max. AUV Speed</td>
<td>1m/s</td>
</tr>
<tr>
<td>Target Area(^1)</td>
<td>2.4m H X 0.61m W</td>
</tr>
</tbody>
</table>

The electrical coupling is integrated into the mechanical latch on the nose of the AUV, as described in chapter 7. The docking is passive, requiring nothing more than driving the AUV into the vertical cable. The LCWT coupling is then closed around the cable by a rotary actuator and charging begins. The undocking procedure requires a command signal from the AUV’s computer to open the coupling and the two latch mechanisms, via rotary actuators. The AUV then backs away from the cable and undocking is complete. The default position for the docking system in the event of failure is for the AUV to remain attached to the cable. This provides maximum safety to both the AUV and docking station.

9.2.2 Electrical Design and Operation

An LCWT was chosen as the electrical interface because it allows direct coupling between the AUV and the dock, with no exposed electrical contacts. Furthermore, the operation of the LCWT is independent of orientation or alignment with the dock, so long as the coupling remains closed around the vertical cable.

A prototype LCWT core was built and tested in the laboratory and in seawater. The system was tested over a range of frequencies, power levels, and cable separations to determine its power transfer efficiency. The prototype system efficiency was significantly lower than expected, largely

\(^1\)Defined as the product of usable vertical cable length and horizontal latch tine separation that results in positive capture and acceptable dynamic response.
due to the air gaps between the core semi-cylinders created during assembly. The gaps lowered the magnetizing inductance of the core, which increased the primary current for a given primary voltage, therefore increasing the ohmic losses in the primary cable and decreasing efficiency. However, the testing demonstrated that the surrounding medium (air or seawater) has little effect on LCWT performance. The efficiency of the system will be improved through the actions described in section 9.4.

The simplified system design proposed in this work eliminates many of the problems experienced by previous docking efforts, such as binding of docking mechanisms and corrosion of electrical contacts. It can accommodate a wide range of AUV sizes and shapes, and could be easily backfitted to existing AUVs. The dynamic simulation and electrical experimentation demonstrate the technical feasibility of the design.

9.3 Economic Feasibility

The cost-effectiveness of the proposed recharge system was analyzed for a specific military AUV application. It was determined that the recharge system could save the Navy 34.6% on AUV operating costs, compared to operations without a recharge system. The majority of the savings comes from the fact that a support ship is not required to remain on station during the entire mission, thus reducing ship operating costs. The probability that the recharge system investment will yield a negative return is only 3.1%. Therefore, the underwater recharge system was deemed cost-effective for military applications.

The cost-effectiveness of the proposed system in a commercial deepwater survey scenario was also analyzed. The recharge system could save an oil company 34.1% on survey costs, mostly due to reductions in support ship costs. The probability of a negative return on the investment is significantly less than 1%. Thus, the underwater recharge system was deemed cost-effective for commercial applications as well.

In addition to the monetary benefits described above, the AUV recharging system provides several qualitative benefits to both military and commercial users. Investment in the recharge system now also opens up future opportunities for expanded AUV use. These opportunities can be treated as real options, and will only make the system more economically attractive. The real option method is explained as future work in section 9.4.4.

9.4 Future Work

9.4.1 Improved LCWT Core Design

The LCWT core design could be greatly improved over the prototype system. First, a better magnetic material could be chosen for the core. The Si-Fe used in the prototype was chosen based mainly on maximum flux density and cost. In retrospect, amorphous metallic glass (C-glass) can operate at higher frequencies, has lower core losses, and has a higher relative permeability than Si-Fe. The higher frequency allows a smaller core cross-section for a given secondary voltage (see equation 5.1), which will reduce core weight. Lower core losses will directly increase power transfer efficiency. The higher relative permeability will increase the magnetizing inductance of the core.
and lower primary current for a given voltage, thus raising efficiency. The trade-off is that C-glass costs approximately 5-10 times as much as Si-Fe.

Second, the LCWT core could be designed and constructed more carefully to decrease the gaps between the semi-cylinders. This would require greater precision in all steps of construction, from the initial tape-winding process to the final step of applying the waterproof coatings. The process would be simplified by winding the entire core length in one step instead of assembling three sections together. However, this will demand improvements in the state of the art by the core manufacturer.

A third possible improvement is to change the shape of the core from a circular cylinder to a shape such as shown in figure 9.1[53].

![Figure 9.1: Improved Core Cross-Section](image)

As shown in Appendix C, the magnetic flux ($\phi$) is constant everywhere around the magnetic path length of the core. By increasing the cross-sectional area in the vicinity of the gaps, the magnetic flux density ($B$) is lowered.

$$B = \frac{\phi}{A_c}$$

This in turn reduces the magnetizing force in the vicinity of the gaps,

$$H = \frac{B}{\mu}$$

which raises the effective relative permeability of the core structure. The end result is that the effect of the gaps on the magnetic performance of the core is decreased, and the magnetizing inductance is increased. Increasing the cross-sectional area in the vicinity of the gaps has the same effect as decreasing the gap thickness. By doubling the area at the gaps, the gap thickness is effectively cut in half.

A final improvement to the core design is to make the core longer and thinner. For a given cross-sectional area, the longer and thinner core will be lighter in weight. It will also have a higher magnetizing inductance (see equation 5.3). The trade-off is that the core must be integrated into the mechanical latch mechanism. Therefore, a redesign of the latch may be required.

### 9.4.2 Power Electronics Design

Detailed design of a compensated primary AC power supply is needed to optimize the performance of the system. Ideally the system should operate with a unity power factor. This requires compensation with either a parallel or series capacitor. The power supply should be designed to keep the
primary current as low as possible so as to limit ohmic losses in the cable. Additionally, the AC power supply must be designed to be driven by the DC batteries of the docking station or tanker AUV.

The secondary side power electronics on-board the AUV must also be designed. This subsystem must rectify the AC signal from the LCWT, then convert the power to a form suitable to charge the AUV battery. The secondary electronics should be as small and light as possible to minimize their impact on the AUV. This requirement overlaps with the need for an autonomous battery charging control system discussed below.

9.4.3 System Integration

This work has demonstrated the mechanical and electrical feasibility of the proposed recharging system. The next step is to integrate the system into a docking station and AUV and test its performance in at-sea operations. This will involve at least four major actions:

1. Build the latch mechanism described in chapter 7 and mount it on an AUV.

2. Design and build a fixed docking station or tanker AUV to carry the vertical cable and AC power supply.

3. Design and install a homing system to allow the AUV to reliably locate and dock with the cable.

4. Design and install an autonomous battery charging control system.

9.4.4 Real Option Analysis

In order to more accurately assess the economic feasibility of the recharge system, the conventional DCF analysis could be augmented with a real option analysis. The future opportunities that result from investment in the recharge system must be identified and quantified. For example, Navy investment in the recharge system could allow extended AUV missions in areas that would otherwise be inaccessible, such as hostile harbors. If the Navy invests in the recharge system, it can decide in the future whether or not to conduct this type of mission. Without the recharge system, the choice does not exist. The value of this opportunity is not reflected in the DCF analysis. The opportunity can be viewed as a choice that may or may not be exercised in the future, just like a call option. The real option approach requires mapping each future opportunity onto a call option. The option is then priced according to the Black-Scholes model. The total present value of the recharge system investment is then equal to the present value as calculated in chapter 8 plus the value of all call options[62].

\[
P V(t o t a l) = P V + \sum \text{(call option values)}
\]

The real option approach seeks to give credit for future opportunities created by investment in the recharge system. The value of the call options will always be positive; therefore, the real option analysis can only increase the present value of the investment and make it appear more economically viable. A real option analysis, combined with a conventional DCF analysis, will provide a more complete assessment of the proposed recharge system's economic feasibility.
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Appendix A

Matlab Dynamic Simulation Codes

A.1 Symbolic Formulation of Lagrange’s Equations

%%% deriv.m

%%% Symbolically calculates partial derivatives of energy terms and formulates Lagrange’s Equations

syms phi1 phi2 del1 del2 phi1d phi2d del1d del2d vpar vperp V L1 L2 Cbuoy Cauv
syms Ccable m M Ibuoy Iauv Dphi1 Dphi2 Ddel1 Ddel2 T k1 k2 c1 c2

vperp=(L1+del1)*phi1d+(L2+del2)*phi2d*cos(phi1-phi2)-del2d*sin(phi1-phi2);
vpar=(L2+del2)*phi1d*sin(phi1-phi2)+del1d+del2d*cos(phi1-phi2);
V=(vperp^2+vpar^2)^0.5;% Total buoy velocity

%% Virtual work
Wbuoy=-Cbuoy*V*((L1+del1)*phi1d+(L2+del2)*phi2d*cos(phi1-phi2)
-del2d*sin(phi1-phi2))*(L1+del1)*phi1d+(L2+del2)*phi2d*cos(phi1-phi2)
-del2d*sin(phi1-phi2))+(L2+del2)*phi2d*sin(phi1-phi2)
+del1d+del2d*cos(phi1-phi2))
+Wauv=-Cauv*(L1+del1)^3*phi1d*phi1d^2;

WL1=-Ccable*(L1+del1)^4/4*phi1d*phi1d^2;

WL2=-Ccable*(phi1d^2*2*(L1+del1)^3*(L2+del2)^*phi1d*phi2d*cos(phi1-phi2)^3
+(L1+del1)^2*(L2+del2)^2*phi1d*phi2d*cos(phi1-phi2)^2
+(L2+del2)^2/2*(L1+del1)^2*phi1d*phi2d^2*cos(phi1-phi2)^2
+2/3*(L1+del1)^2*(L2+del2)^3*phi1d*phi2d*cos(phi1-phi2)
+(L1+del1)/3*(L2+del2)^3*phi1d*phi2d^2*cos(phi1-phi2)+(L2+del2)^4/4*phi1d*phi2d^2);
\[ W = W_{buoy} + W_{auv} + W_{L1} + W_{L2}; \]
\[ dW_{dphi1} = \text{diff}(W, \phi)1; \]
\[ dW_{dphi2} = \text{diff}(W, \phi)2; \]
\[ dW_{dell1} = \text{diff}(W, ell1); \]
\[ dW_{dell2} = \text{diff}(W, ell2); \]

% Kinetic energy
\[ K_{tau} = 0.5 \times m \times ((L1 + ell1)^2 \times \phi1^2 + ell1^2); \]
\[ K_{auv} = 0.5 \times I_{auv} \times \phi1^2; \]
\[ K_{tbuoy} = 0.5 \times M \times ((L1 + ell1)^2 \times \phi1^2 + (L2 + ell1)^2 \times \phi2^2 + ell2^2 + ell1^2 + 2 \times ell1 \times ell2 \times \cos(\phi1 - \phi2) + 2 \times (L1 + ell1) \times \phi1 \times ell2 \times \cos(\phi1 - \phi2) - 2 \times (L1 + ell1) \times \phi1 \times ell2 \times \sin(\phi1 - \phi2) + 2 \times (L2 + ell2) \times \phi2 \times ell1 \times \sin(\phi1 - \phi2)); \]
\[ K_{rbuoy} = 0.5 \times I_{buoy} \times \phi2^2; \]
\[ K = K_{tau} + K_{auv} + K_{tbuoy} + K_{rbuoy}; \]
\[ dK_{dphi1} = \text{diff}(K, \phi1); \]
\[ dK_{dphi2} = \text{diff}(K, \phi1); \]
\[ dK_{dell1} = \text{diff}(K, ell1); \]
\[ dK_{dell2} = \text{diff}(K, ell2); \]
\[ dK_{dpid} = \text{diff}(K, phi1); \]
\[ dK_{dpid2} = \text{diff}(K, phi2); \]
\[ dK_{ddell1} = \text{diff}(K, ell1); \]
\[ dK_{ddell2} = \text{diff}(K, ell2); \]

% Time derivatives, using chain rule
\[ dtdphi1 = \text{diff}(dK_{dphi1}, phi1) \times phi1 + \text{diff}(dK_{dphi1}, phi2) \times phi2 + \text{diff}(dK_{dphi1}, ell1) \times ell1 + \text{diff}(dK_{dphi1}, ell2) \times ell2 + \text{diff}(dK_{dphi1}, phi1) \times Dphi1 + \text{diff}(dK_{dphi1}, phi2) \times Dphi2 + \text{diff}(dK_{dphi1}, ell1) \times Del1 + \text{diff}(dK_{dphi1}, ell2) \times Del2; \]
\[ dtdphi2 = \text{diff}(dK_{dphi2}, phi1) \times phi1 + \text{diff}(dK_{dphi2}, phi2) \times phi2 + \text{diff}(dK_{dphi2}, ell1) \times ell1 + \text{diff}(dK_{dphi2}, ell2) \times ell2 + \text{diff}(dK_{dphi2}, phi1) \times Dphi1 + \text{diff}(dK_{dphi2}, phi2) \times Dphi2 + \text{diff}(dK_{dphi2}, ell1) \times Del1 + \text{diff}(dK_{dphi2}, ell2) \times Del2; \]
\[ dtddell1 = \text{diff}(dK_{ddell1}, phi1) \times phi1 + \text{diff}(dK_{ddell1}, phi2) \times phi2 + \text{diff}(dK_{ddell1}, ell1) \times ell1 + \text{diff}(dK_{ddell1}, ell2) \times ell2 + \text{diff}(dK_{ddell1}, phi1) \times Dphi1 + \text{diff}(dK_{ddell1}, phi2) \times Dphi2 + \text{diff}(dK_{ddell1}, ell1) \times Del1 + \text{diff}(dK_{ddell1}, ell2) \times Del2; \]
\[ dtddell2 = \text{diff}(dK_{ddell2}, phi1) \times phi1 + \text{diff}(dK_{ddell2}, phi2) \times phi2 + \text{diff}(dK_{ddell2}, ell1) \times ell1 + \text{diff}(dK_{ddell2}, ell2) \times ell2 + \text{diff}(dK_{ddell2}, phi1) \times Dphi1 + \text{diff}(dK_{ddell2}, phi2) \times Dphi2 + \text{diff}(dK_{ddell2}, ell1) \times Del1 + \text{diff}(dK_{ddell2}, ell2) \times Del2; \]
\[ +\text{diff}(dKd\text{del}2d,\phi d2d)\text{D}\phi d2 +\text{diff}(dKd\text{del}2d,\text{del}1d)\text{D}\text{del}1 +\text{diff}(dKd\text{del}2d,\text{del}2d)\text{D}\text{del}2; \]

\%Potential/spring energy
\[ V = 0.5 \cdot k1 \cdot \text{del}1^2 + 0.5 \cdot k2 \cdot \text{del}2^2 + T \cdot (L1 + \text{del}1) \cdot (1 - \cos(\phi1)) + (L2 + \text{del}2) \cdot (1 - \cos(\phi2)); \]

\[ \text{dVdphi1} = \text{diff}(V, \phi1); \]
\[ \text{dVdphi2} = \text{diff}(V, \phi2); \]
\[ \text{dVddel1} = \text{diff}(V, \text{del}1); \]
\[ \text{dVddel2} = \text{diff}(V, \text{del}2); \]

\%Damper energy
\[ D = 0.5 \cdot c1 \cdot \text{del}1^2 + 0.5 \cdot c2 \cdot \text{del}2^2; \]
\[ \text{dDdde1d} = \text{diff}(D, \text{del}1); \]
\[ \text{dDdde2d} = \text{diff}(D, \text{del}2); \]

\%Lagrange’s Differential Equations
\[ \text{Eq1} = \text{dt\text{d}phi1d} - dKd\text{phi}1 + \text{dVdphi1}; \]
\[ \text{Eq2} = \text{dt\text{d}phi2d} - dKd\text{phi}2 + \text{dVdphi2}; \]
\[ \text{Eq3} = \text{dt\text{d}del1d} - dKddel1 + \text{dVdde11} + \text{dDdde1d}; \]
\[ \text{Eq4} = \text{dt\text{d}del2d} - dKddel2 + \text{dVdde12} + \text{dDdde2d}; \]

A.2 Main Simulation Program

\%AUVsim.m

\%Program to simulate the motion and cable tension of a vertical
\%buoy-cable system impacted horizontally by an AUV,
\%using Lagrange’s equations of motion.

clear
global V D L L1 L2 roh Cdvauv Aauv m M CD Cd A d T Ma ma
global Cbuoy Cauv Ccable Ibuoy Iauv k1 k2 c1 c2

\%Constants & Geometry
roh=1025; \%Seawater density

\%AUV parameters
mass=339.26; \%AUV mass (kg)
Iauv=398.29; \%AUV moment of inertia about nose (kg·m²)
V=1; \%Initial velocity of AUV (m/s)
Aauv=.252; %Frontal area of AUV 
Cdside=1.62; %Body Cross-flow drag coefficient (Hover) 
Aside=1.24; %Side plan area 
Ld=.98; %Distance from center of side drag to nose (m) 
cb=.98; %Distance from C.B. to nose (m) 

ma=.1*mass; %Axial added mass of AUV 
m=mass+ma;

%Cable parameters 
L=4; %Total cable length (m) 
L1=1.5; %Height of impact (m) 
L2=L-L1; 
d=.00794; %Cable diameter (m) (5/16") 
douter=.0119; %Outer diameter of coated cable (used for drag calcs) 
E=1e11; %Young's Modulus of cable raw material (N/m^2) 
Eeff=.43*E; %Effective Young's Modulus of wire rope 
Acable=.404*d^2; %Effective cable cross-section area 
Break=3680/.22448; %Breaking strength (N) 
FS=4; %Factor of safety for cable 

%Buoy parameters 
Mass=55; %Buoy mass (kg) 
D=.76; %Buoy diameter (m) 
Ibuoy=2/5*Mass*(D/2)^2; %Buoy moment of inertia (kg-m^2) 
A=pi/4*D^2; %Projected area of buoy 
W=Mass*9.81; %Weight of buoy 
B=4/3*pi*(D/2)^3*roh*9.81; %Buoyant force on buoy 
Ma=B/2/9.81; %Added mass of buoy 
M=Mass+Ma; 
T=1600; %Net upward force on buoy (B-Wbuoy-Wcable) 

%Drag parameters 
Cd=1.2; %Drag coefficient for cable 
CD=1; %Drag coefficient for buoy 
Cdauv=0.07; %Frontal drag coefficient for AUV (Hover) 
Cbuoy=.5*roh*CD*A; 
Cauv=.5*roh*Cdauv*Aauv; 
Ccable=roh*Cd*douter; %2 cables 

%Spring/Damping constants 
k1=Eeff*Acable/L1; %N/m 
k2=Eeff*Acable/L2; %N/m 
freq1=(k1/(m+M))^-.5; %Natural freq of L1 
freq2=(k2/(m+M))^-.5; %Natural freq of L2
zeta=.04; \( \% \) Fraction of critical damping in cable
c1=\( \zeta \times 2 \times (m+M) \times \text{freq}1; \( \% \text{N-s/m} \)
c2=\( \zeta \times 2 \times (m+M) \times \text{freq}2; \( \% \text{N-s/m} \)

\% Solve the system of differential equations of motion
Y0=[0;0;0;0;V/L1;-V/L2;0;0]; \( \% \) Initial conditions for ODEs
time=[0 10]; \( \% \) Time range of solution
[t,Y]=ode15s('springcable3',time,Y0); \( \% \) Function to solve ODEs of motion

\% This section computes cable tension and 
\% evaluates the system against design criteria

\% Cable tension calculations
Tension1=T+k1*Y(:,3)+c1*Y(:,7);
Tension2=T+k2*Y(:,4)+c2*Y(:,8);

\% Design criteria
T1max=max(Tension1)
T2max=max(Tension2)
Maxallowabletension=Break/FS

\% Maximum pitch angle (deg)
phi1max=max(Y(:,1))*180/pi

\% This section calculates the force exerted by the cable on the 
\% spring latch of the AUV

\% Maximum unlatching force felt by the latch, 
\% if the AUV completely reverses direction
Unlatchmax1=Cauv*L1^2*min(Y(:,5))^2

\% Maximum unlatching force felt by the latch, 
\% if the AUV does not reverse direction
Unlatchmax2=M/h \% Max unlatching force due to pitch moment

A.3 Function Defining ODEs

function [dYdt]=springcable3(t,Y);
\% Defines equations of motion for vertical cable with 
\% springs and dampers, horizontal AUV impact
including drag on AUV and added masses

global roh Cdauv Aaov m CD Cd M A d T Ma ma

global Cbuoy Cauv Ccable Ibuoy Iaov k1 k2 L L1 L2 c1 c2

%State variables, Y(t)
phi1=Y(1);
phi2=Y(2);
del1=Y(3);
del2=Y(4);
phi1d=Y(5);
phi2d=Y(6);
del1d=Y(7);
del2d=Y(8);

%Generalized non-conservative forces acting on system

%AUV Drag
F1a=-Cauv*(L1+del1)^3*phi1d*abs(phi1d);
F2a=0;
F3a=0;
F4a=0;

%Buoy Drag
xdot=(L1+del1)*phi1d*cos(phi1)+del1d*sin(phi1)+(L2+del2)*phi2d*cos(phi2)
+del2d*sin(phi2);

dot=-((L1+del1)*phi1d*sin(phi1)+del1d*cos(phi1)+(L2+del2)*phi2d*sin(phi2)
+del2d*cos(phi2);

v=(xdot^2+ydot^2)^.5;
Fx=-Cbuoy*v*xdot;
Fy=-Cbuoy*v*ydot;
F1b=Fx*(L1+del1)*cos(phi1)-Fy*(L1+del1)*sin(phi1);
F2b=Fx*(L2+del2)*cos(phi2)-Fy*(L2+del2)*sin(phi2);
F3b=Fx*sin(phi1)+Fy*cos(phi1);
F4b=Fx*sin(phi2)+Fy*cos(phi2);

%Lower cable drag
F1c=-1/4*Ccable*phi1d*abs(phi1d)*(L1+del1)^4;
F2c=0;
F3c=0;
F4c=0;

% Upper cable drag
\[ F = -C_{cable} \times ((\phi_1d \times \text{abs} \phi_1d) \times (L_1 + \text{del}_1) \times 2 \times \cos (\phi_1 - \phi_2) \times 2 \times \text{del}_1 \times \text{abs} \phi_1d \times \sin (\phi_1 - \phi_2) \times 2 \times \text{phi}d \times (L_1 + \text{del}_1) \times \cos (\phi_1 - \phi_2) \times (L_2 + \text{del}_2) \times 3 \times (2 \times \phi_1d \times (L_1 + \text{del}_1) \times \phi_2d \times \cos (\phi_1 - \phi_2) + 2 \times \phi_2d \times \text{sin} (\phi_1 - \phi_2) / (L_2 + \text{del}_2)^2) \]

F1d=F*cos(\phi_2)*(L_1+\text{del}_1)*cos(\phi_1)+F*sin(\phi_2)*(L_1+\text{del}_1)*sin(\phi_1);
F2d=3/4*F*(L_2+\text{del}_2);
F3d=F*cos(\phi_2)*\text{sin}(\phi_1)-F*sin(\phi_2)*\text{cos}(\phi_1);
F4d=0;

% Sum of all generalized forces
F1=F1a+F1b+F1c+F1d;
F2=F2a+F2b+F2c+F2d;
F3=F3a+F3b+F3c+F3d;
F4=F4a+F4b+F4c+F4d;

% Matrix differential equations: N\*Y'=S(t,Y)

% Coefficient matrix
N1=eye(4);
N2=zeros(4);
N3=zeros(4);
N4=[(m*L1^2+2*m*L1*\text{del}_1+m*\text{del}_1^2+I_{auv}+M*L1^2+2*\phi_1d*L1^2+M*\phi_2d*L1^2+M*B_{uoy})
    (M*cos(\phi_1-\phi_2)*\text{del}_1*\text{del}_2+M*cos(\phi_1-\phi_2)*\text{L}_1*\text{L}_2+M*cos(\phi_1-\phi_2)*\text{L}_1*\text{\text{del}_2}
     +M*cos(\phi_1-\phi_2)*\text{del}_1*\text{L}_2) 0 (-M*sin(\phi_1-\phi_2)*\text{del}_1-M*sin(\phi_1-\phi_2)*\text{L}_1);
    (M*cos(\phi_1-\phi_2)*\text{L}_1*\text{L}_2+M*cos(\phi_1-\phi_2)*\text{L}_1*\text{\text{del}_2+M*cos(\phi_1-\phi_2)*\text{del}_1*\text{L}_2}
     +M*cos(\phi_1-\phi_2)*\text{del}_1*\text{L}_2) (M*L1^2+2*\phi_1d*L1^2+M*\phi_2d*L1^2+M*\phi_2d*L1^2+M*B_{uoy})
    0 (M*sin(\phi_1-\phi_2)*\text{L}_2+M*sin(\phi_1-\phi_2)*\text{\text{del}_2+M*cos(\phi_1-\phi_2)*\text{\text{L}_1*\text{\text{del}_2}}
     +M*sin(\phi_1-\phi_2)*\text{\text{L}_2+M*sin(\phi_1-\phi_2)*\text{\text{\text{del}_2+M*cos(\phi_1-\phi_2)*\phi_2d}}
     0 (m+M) M*cos(\phi_1-\phi_2);]

N=[N1 N2;N3 N4];

S1=\phi_1d;
S2=\phi_2d;
S3=\text{del}_1d;
S4=\text{del}_2d;
\[ S_5 = -(T \sin(\phi_1) \cdot \Delta \ell_1 + T \sin(\phi_1) \cdot L_1 + 2 \cdot \Delta \ell_1 \cdot m \cdot \phi_1 \cdot \Delta \ell_1 + M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_1 + M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot L_1 \\
+ M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot L_1 \cdot \Delta \ell_1 \cdot L_2 \\
+ 2 \cdot \Delta \ell_1 \cdot m \cdot \phi_1 \cdot \Delta \ell_1 + 2 \cdot \Delta \ell_1 \cdot M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot \Delta \ell_1 \\
+ M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot L_1 \cdot L_2 ) + F_1; \]

\[ S_6 = -(2 \cdot M \cdot \Delta \ell_2 \cdot \phi_2 \cdot L_2 + 2 \cdot M \cdot \Delta \ell_2 \cdot \phi_2 \cdot \Delta \ell_2 - M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_1 \cdot L_2 \\
- M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_1 \cdot L_2 - M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot L_1 \cdot \Delta \ell_1 + T \sin(\phi_1) \cdot \Delta \ell_1 \\
+ T \sin(\phi_2) \cdot \Delta \ell_2 + 2 \cdot M \cdot \phi_1 \cdot \Delta \ell_1 \cdot \cos(\phi_1 - \phi_2) \cdot \Delta \ell_1 + F_2; \]

\[ S_7 = -(2 \cdot M \cdot \phi_2 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_1 \cdot \Delta \ell_2 - M \cdot \phi_2 \cdot \Delta \ell_1 \cdot \cos(\phi_1 - \phi_2) \cdot \Delta \ell_1 \\
- M \cdot \phi_2 \cdot \Delta \ell_1 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_2 - M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot L_2 \\
- M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot \ell_1 - M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot L_1 \\
- M \cdot \phi_2 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot \ell_1 \cdot \Delta \ell_2 + T \sin(\phi_1) \cdot \Delta \ell_2 + F_3; \]

\[ S_8 = -(2 \cdot M \cdot \phi_1 \cdot \Delta \ell_1 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_2 - M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot \Delta \ell_2 \\
- M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \sin(\phi_1 - \phi_2) \cdot \Delta \ell_1 - M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot L_2 \\
- M \cdot \phi_1 \cdot \Delta \ell_2 \cdot \cos(\phi_1 - \phi_2) \cdot \ell_1 \cdot \Delta \ell_2 + T \sin(\phi_2) \cdot \Delta \ell_2 + F_4; \]

\[ d\dot{Y}_d = \mathbf{N}[S_1; S_2; S_3; S_4; S_5; S_6; S_7; S_8]; \]
Appendix B

Determination of Prototype System Equivalent Circuit Parameters

The equivalent circuit and associated voltages and currents are shown in the figure above.

The following phasor quantities were measured: \(v_1\), \(i_1\), and \(v_2\).

The voltage drop, \(v_p\), across the loop resistance and loop inductance was calculated as follows:

\[
v_p = v_1 - v_2
\]

Loop resistance and loop impedance were calculated as follows:

\[
R_{\text{loop}} + j\omega L_{\text{loop}} = \frac{v_p}{i_1}
\]

Since the transformer secondary was open-circuited, the entire current \(i_1\) must travel through the magnetizing branch.
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The equivalent admittance, $Y_{eq}$, of the magnetizing branch was calculated as follows:

$$ Y_{eq} = \frac{i_1}{v_2} $$

The magnetizing resistance and magnetizing inductance were then calculated by:

$$ Y_{eq} = \frac{1}{R_{mag}} - \frac{1}{\omega L_{mag}} j $$
Appendix C

Effects of Air Gaps on Magnetizing Inductance

Introduction of air gaps into the magnetic core structure reduces the effective permeability ($\mu$) and subsequently the magnetizing inductance ($L_{mag}$) of the core as follows:

- For a given primary current, magnetic flux ($\phi$) is constant along the magnetic path length (MPL)
- If the cross-sectional area ($A_c$) is constant, then flux density ($B$) is constant along the MPL:
  \[ B = \frac{\phi}{A_c} \]
- Magnetizing force: \[ H = \frac{B}{\mu} \]
- \[ MPL = 2\pi r_{ave} \]
- $H_{eff}$ is the weighted average of H along the MPL: \[ H_{eff} = \frac{H_{core} MPL_{core} + H_{air} MPL_{air}}{MPL} \]

Figure C.1: Magnetic Core with Air Gaps
- Effective permeability of the core structure: \( \mu_{eff} = \frac{B}{H_{eff}} \)
- Magnetizing inductance: \( L_{mag} = \frac{\mu_{eff}N^2(r_o-r_i)h}{\pi(r_o+r_i)} \)

Example:

\[
\begin{align*}
  r_o &= 4.572 \text{cm} \\
  r_i &= 0.953 \text{cm} \\
  h &= 15 \text{cm} \\
  \mu_o &= 4\pi \times 10^{-7} \\
  \mu_{R,\text{core}} &= 7000 \\
  \mu_{R,\text{air}} &= 1 \\
  N_1 &= 1
\end{align*}
\]

For \( a=0 \) (i.e., no gap): \( L_{mag} = 279.58 \mu H \)

For \( a=1 \text{mm} \): \( L_{mag} = 3.37 \mu H \)

The measured value of \( L_{mag} \) (4.507 \( \mu H \)) corresponds to a gap width \( a=0.745 \text{mm} \).

This gap width matches measurements of the actual prototype core gap.
## Appendix D

### Data From Prototype System Tests

#### D.1 Laboratory Tests

<table>
<thead>
<tr>
<th>f (Hz)</th>
<th>D (m)</th>
<th></th>
<th>H (A)</th>
<th>PF</th>
<th>v2 (volts)</th>
<th>I2 (A)</th>
<th>Pin (W)</th>
<th>Pout (W)</th>
<th>η</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.250</td>
<td>6</td>
<td>0.95</td>
<td>1.00</td>
<td>0.140</td>
<td>0.0390</td>
<td>1.78E-01</td>
<td>6.58E-04</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.252</td>
<td>2</td>
<td>0.73</td>
<td>0.092</td>
<td>0.0305</td>
<td>9.48E-03</td>
<td>3.51E-04</td>
<td>0.48%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>6</td>
<td>0.99</td>
<td>0.246</td>
<td>0.0940</td>
<td>1.34E-01</td>
<td>2.91E-03</td>
<td>2.18%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.128</td>
<td>4</td>
<td>1.00</td>
<td>0.161</td>
<td>0.0588</td>
<td>6.44E-02</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.120</td>
<td>2</td>
<td>0.100</td>
<td>0.055</td>
<td>0.0170</td>
<td>2.55E-00</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>4</td>
<td>0.31</td>
<td>0.120</td>
<td>0.0780</td>
<td>2.13E-01</td>
<td>3.02E-02</td>
<td>2.08%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.060</td>
<td>4</td>
<td>0.31</td>
<td>0.212</td>
<td>0.0780</td>
<td>2.13E-01</td>
<td>3.02E-02</td>
<td>2.08%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>6</td>
<td>0.99</td>
<td>0.246</td>
<td>0.0940</td>
<td>1.34E-01</td>
<td>2.91E-03</td>
<td>2.18%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.128</td>
<td>4</td>
<td>1.00</td>
<td>0.161</td>
<td>0.0588</td>
<td>6.44E-02</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>6</td>
<td>0.99</td>
<td>0.246</td>
<td>0.0940</td>
<td>1.34E-01</td>
<td>2.91E-03</td>
<td>2.18%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.128</td>
<td>4</td>
<td>1.00</td>
<td>0.161</td>
<td>0.0588</td>
<td>6.44E-02</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>4</td>
<td>0.31</td>
<td>0.120</td>
<td>0.0780</td>
<td>2.13E-01</td>
<td>3.02E-02</td>
<td>2.08%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.060</td>
<td>4</td>
<td>0.31</td>
<td>0.212</td>
<td>0.0780</td>
<td>2.13E-01</td>
<td>3.02E-02</td>
<td>2.08%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>6</td>
<td>0.99</td>
<td>0.246</td>
<td>0.0940</td>
<td>1.34E-01</td>
<td>2.91E-03</td>
<td>2.18%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.128</td>
<td>4</td>
<td>1.00</td>
<td>0.161</td>
<td>0.0588</td>
<td>6.44E-02</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.180</td>
<td>6</td>
<td>0.99</td>
<td>0.246</td>
<td>0.0940</td>
<td>1.34E-01</td>
<td>2.91E-03</td>
<td>2.18%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.128</td>
<td>4</td>
<td>1.00</td>
<td>0.161</td>
<td>0.0588</td>
<td>6.44E-02</td>
<td>1.17E-02</td>
<td>1.81%</td>
</tr>
</tbody>
</table>
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## D.2 Seawater Tests

<table>
<thead>
<tr>
<th>f (Hz)</th>
<th>D [m]</th>
<th>v1 (volts)</th>
<th>I1 (A)</th>
<th>PF</th>
<th>v2 (volts)</th>
<th>I2 (A)</th>
<th>Pin (W)</th>
<th>Pout (W)</th>
<th>η (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.440</td>
<td>6</td>
<td>0.59</td>
<td>0.150</td>
<td>0.050</td>
<td>1.94E-01</td>
<td>1.63E-03</td>
<td>53.3%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.266</td>
<td>4</td>
<td>0.73</td>
<td>0.102</td>
<td>0.065</td>
<td>9.70E-02</td>
<td>4.65E-04</td>
<td>3.46%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.05</td>
<td>0.164</td>
<td>2</td>
<td>0.77</td>
<td>0.060</td>
<td>0.020</td>
<td>2.91E-02</td>
<td>1.50E-04</td>
<td>51.1%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.660</td>
<td>6</td>
<td>0.19</td>
<td>0.260</td>
<td>0.102</td>
<td>9.13E-02</td>
<td>3.15E-03</td>
<td>34.6%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.512</td>
<td>4</td>
<td>0.19</td>
<td>0.174</td>
<td>0.060</td>
<td>4.00E-02</td>
<td>1.50E-03</td>
<td>31.5%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.05</td>
<td>0.276</td>
<td>2</td>
<td>0.19</td>
<td>0.094</td>
<td>0.035</td>
<td>1.29E-02</td>
<td>4.17E-04</td>
<td>2.23%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.05</td>
<td>2.260</td>
<td>6</td>
<td>0.93</td>
<td>0.330</td>
<td>0.190</td>
<td>1.68E+00</td>
<td>7.84E-03</td>
<td>50.5%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.05</td>
<td>1.930</td>
<td>4</td>
<td>0.93</td>
<td>0.222</td>
<td>0.120</td>
<td>7.11E-01</td>
<td>3.33E-03</td>
<td>47.1%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.05</td>
<td>0.930</td>
<td>2</td>
<td>0.93</td>
<td>0.130</td>
<td>0.063</td>
<td>2.14E-01</td>
<td>1.62E-03</td>
<td>46.0%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.05</td>
<td>2.700</td>
<td>6</td>
<td>0.64</td>
<td>0.590</td>
<td>0.190</td>
<td>1.29E+00</td>
<td>9.45E-03</td>
<td>71.8%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.05</td>
<td>1.380</td>
<td>4</td>
<td>0.64</td>
<td>0.260</td>
<td>0.120</td>
<td>4.00E-01</td>
<td>3.67E-03</td>
<td>96.8%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.05</td>
<td>0.800</td>
<td>2</td>
<td>0.54</td>
<td>0.145</td>
<td>0.065</td>
<td>1.07E-01</td>
<td>1.18E-03</td>
<td>110.0%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.25</td>
<td>0.630</td>
<td>6</td>
<td>0.31</td>
<td>0.158</td>
<td>0.060</td>
<td>1.44E-01</td>
<td>1.15E-03</td>
<td>59.9%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.25</td>
<td>0.400</td>
<td>4</td>
<td>0.37</td>
<td>0.104</td>
<td>0.036</td>
<td>7.36E-02</td>
<td>4.68E-04</td>
<td>54.2%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.25</td>
<td>0.236</td>
<td>2</td>
<td>0.45</td>
<td>0.061</td>
<td>0.018</td>
<td>2.67E-02</td>
<td>1.49E-04</td>
<td>55.6%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.25</td>
<td>0.772</td>
<td>6</td>
<td>0.19</td>
<td>0.246</td>
<td>0.102</td>
<td>1.06E-01</td>
<td>3.14E-03</td>
<td>2.98%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.25</td>
<td>0.660</td>
<td>4</td>
<td>0.19</td>
<td>0.170</td>
<td>0.060</td>
<td>5.25E-02</td>
<td>1.45E-03</td>
<td>2.75%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.25</td>
<td>0.374</td>
<td>2</td>
<td>0.19</td>
<td>0.099</td>
<td>0.035</td>
<td>1.75E-02</td>
<td>4.39E-04</td>
<td>2.47%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.25</td>
<td>2.360</td>
<td>6</td>
<td>0.90</td>
<td>0.360</td>
<td>0.180</td>
<td>1.60E+00</td>
<td>8.10E-03</td>
<td>51.1%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.25</td>
<td>1.990</td>
<td>4</td>
<td>0.90</td>
<td>0.266</td>
<td>0.110</td>
<td>8.29E-01</td>
<td>3.66E-03</td>
<td>58.6%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.25</td>
<td>0.875</td>
<td>2</td>
<td>0.90</td>
<td>0.144</td>
<td>0.040</td>
<td>1.98E-01</td>
<td>1.15E-03</td>
<td>58.5%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.25</td>
<td>2.540</td>
<td>6</td>
<td>0.31</td>
<td>0.384</td>
<td>0.186</td>
<td>5.89E-01</td>
<td>8.88E-03</td>
<td>151.5%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.25</td>
<td>1.370</td>
<td>4</td>
<td>0.19</td>
<td>0.236</td>
<td>0.110</td>
<td>1.26E-01</td>
<td>3.78E-03</td>
<td>294.4%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.25</td>
<td>0.716</td>
<td>2</td>
<td>0.19</td>
<td>0.141</td>
<td>0.060</td>
<td>3.35E-02</td>
<td>1.69E-03</td>
<td>132.6%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.5</td>
<td>0.292</td>
<td>6</td>
<td>0.99</td>
<td>0.144</td>
<td>0.052</td>
<td>1.95E-01</td>
<td>9.36E-04</td>
<td>48.4%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.5</td>
<td>0.200</td>
<td>4</td>
<td>0.66</td>
<td>0.106</td>
<td>0.030</td>
<td>9.27E-02</td>
<td>5.13E-04</td>
<td>50.6%</td>
</tr>
<tr>
<td>1.00E+03</td>
<td>0.5</td>
<td>0.113</td>
<td>2</td>
<td>0.89</td>
<td>0.062</td>
<td>0.020</td>
<td>2.52E-02</td>
<td>1.63E-04</td>
<td>52.6%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.5</td>
<td>0.260</td>
<td>6</td>
<td>0.19</td>
<td>0.250</td>
<td>0.100</td>
<td>3.65E-02</td>
<td>3.13E-03</td>
<td>55.5%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.5</td>
<td>0.180</td>
<td>4</td>
<td>0.19</td>
<td>0.174</td>
<td>0.068</td>
<td>1.69E-02</td>
<td>1.44E-03</td>
<td>51.1%</td>
</tr>
<tr>
<td>2.00E+03</td>
<td>0.5</td>
<td>0.102</td>
<td>2</td>
<td>0.19</td>
<td>0.097</td>
<td>0.035</td>
<td>4.76E-03</td>
<td>4.24E-04</td>
<td>83.8%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.5</td>
<td>1.600</td>
<td>6</td>
<td>0.48</td>
<td>0.362</td>
<td>0.175</td>
<td>5.78E-01</td>
<td>8.36E-03</td>
<td>1.46%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.5</td>
<td>1.220</td>
<td>4</td>
<td>0.73</td>
<td>0.234</td>
<td>0.102</td>
<td>4.45E-01</td>
<td>2.98E-03</td>
<td>67.7%</td>
</tr>
<tr>
<td>1.00E+04</td>
<td>0.5</td>
<td>0.960</td>
<td>2</td>
<td>0.73</td>
<td>0.165</td>
<td>0.070</td>
<td>1.75E-01</td>
<td>1.44E-03</td>
<td>86.3%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.5</td>
<td>2.260</td>
<td>6</td>
<td>0.43</td>
<td>0.306</td>
<td>0.190</td>
<td>7.12E-01</td>
<td>9.41E-03</td>
<td>136.0%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.5</td>
<td>1.630</td>
<td>4</td>
<td>0.64</td>
<td>0.270</td>
<td>0.126</td>
<td>5.10E-01</td>
<td>4.25E-03</td>
<td>152.0%</td>
</tr>
<tr>
<td>2.00E+04</td>
<td>0.5</td>
<td>0.992</td>
<td>2</td>
<td>0.64</td>
<td>0.150</td>
<td>0.067</td>
<td>1.56E-01</td>
<td>1.26E-03</td>
<td>76.9%</td>
</tr>
</tbody>
</table>
Appendix E

Economic Analysis Calculations

E.1 Probability and the Normal Distribution

Standard normal distribution:

\[ Z = \frac{X - \mu}{\sigma} \quad (E.1) \]

where:

- \( Z \) = standard normal variable
- \( X \) = actual value
- \( \mu \) = mean value
- \( \sigma \) = standard deviation

To find \( \sigma \) given 95th%:

\[ \sigma = \frac{95\text{th}\% - \mu}{1.65} \quad (E.2) \]
Probabilistic error propagation:

\[ CS = f(M, P_{\text{tank}}, Y, R_{\text{tank}}, R_{\text{ship}}, r) \]

\[
\sigma_{CS} = \left[ \left( \frac{\partial CS}{\partial M} \right)^2 \sigma_M^2 + \left( \frac{\partial CS}{\partial P_{\text{tank}}} \right)^2 \sigma_{P_{\text{tank}}}^2 + \left( \frac{\partial CS}{\partial Y} \right)^2 \sigma_Y^2 \right. \\
+ \left. \left( \frac{\partial CS}{\partial R_{\text{tank}}} \right)^2 \sigma_{R_{\text{tank}}}^2 + \left( \frac{\partial CS}{\partial R_{\text{ship}}} \right)^2 \sigma_{R_{\text{ship}}}^2 \right. \\
+ \left. \left( \frac{\partial CS}{\partial r} \right)^2 \sigma_r^2 \right]^{\frac{1}{2}} \tag{E.3}
\]

(Covariance terms do not appear in the expression above because they are equal to zero, due to independence of the variables.)

E.2 Military Scenario Analysis

Variables:

- \( t = \) mission length (days)
- \( M = \) missions per year
- \( n = \) number of AUVs
- \( p = \) percentage of mission time AUV is operating
- \( R_{\text{AUV}} = \) AUV operating costs ($/hour)
- \( R_{\text{ship}} = \) ship operating costs ($/day)
- \( R_{\text{tank}} = \) tanker AUV operating costs ($/hour)
- \( P_{\text{tank}} = \) tanker AUV acquisition cost ($)
- \( S_{\text{tank}} = \) tanker AUV salvage value ($)
- \( Y = \) tanker AUV service life
- \( r = \) discount rate
- \( C_a = \) annual operating costs for status quo method ($)
- \( C_s = \) annual operating costs for tanker AUV method ($)
- \( PV_a = \) present value of costs for status quo method ($)
• $PV_b$=present value of costs for tanker AUV method ($)
• $CS$=cost savings ($)
• $S$=cost savings (% of status quo costs)

Status quo method:

\[ C_a = [Mn(24t)p]R_{auv} + MtR_{ship} \quad \text{(E.4)} \]

\[ PV_a = C_a \left[ \frac{(1+r)^Y - 1}{r(1+r)^Y} \right] \quad \text{(E.5)} \]

Tanker AUV method:

\[ C_b = [1.1M(n-1)(24t)]R_{auv} + 2MR_{ship} + M(24t)R_{tank} \quad \text{(E.6)} \]

\[ PV_b = P_{tank} + C_b \left[ \frac{(1+r)^Y - 1}{r(1+r)^Y} \right] - \frac{S_{tank}}{(1+r)^Y} \quad \text{(E.7)} \]

Cost savings:

\[ CS = PV_a - PV_b \quad \text{(E.8)} \]

\[ S = \frac{CS}{PV_a} \quad \text{(E.9)} \]

E.3 Commercial Scenario Analysis

Variables:

• $M$=surveys per year
• $R_{auv}$=AUV day rate ($/day$)
• $R_{ship}$=ship day rate ($/day$)
• $P_{dock}$=docking station acquisition cost ($)}
• Y = docking station service life
• r = discount rate
• $C_a$ = annual survey costs for status quo method ($\$\$)
• $C_b$ = annual survey costs for docking station method ($\$\$)
• $P_{V_a}$ = present value of costs for status quo method ($\$\$)
• $P_{V_b}$ = present value of costs for docking station method ($\$\$)
• $CS$ = cost savings ($\$\$)
• $S$ = cost savings (% of status quo costs)

Status quo method:

\[ C_a = 330,000M \]  \hspace{1cm} (E.10)

\[ P_{V_a} = C_a \left[ \frac{(1+r)^Y - 1}{r(1+r)^Y} \right] \]  \hspace{1cm} (E.11)

Docking station method:

\[ C_b = M(7R_{auv} + 2R_{ship}) \]  \hspace{1cm} (E.12)

\[ P_{V_b} = P_{dock} + C_b \left[ \frac{(1+r)^Y - 1}{r(1+r)^Y} \right] \]  \hspace{1cm} (E.13)

Cost savings:

\[ CS = P_{V_a} - P_{V_b} \]  \hspace{1cm} (E.14)

\[ S = \frac{CS}{P_{V_a}} \]  \hspace{1cm} (E.15)