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ABSTRACT 

Sustainability of ageing infrastructure is one of the greatest current civil 
engineering challenges, especially in the case of pipelines, where no direct access is 
available. Being simultaneously massive and distributed, their normal operation is critical 
for the health and prosperity of the community. In current practice, the condition of 
pipelines is assessed by non-destructive inspection techniques. Nonetheless, frequent 
pipeline failures warrant the continuous assessment of their condition, in order to 
schedule the maintenance activities accordingly, and assure their safe operation. 
Continuous monitoring necessitates the deployment of autonomous wireless sensor 
networks (WSN). This thesis proposes solutions for the communication and power units 
of a WSN for monitoring underground water pipelines. 

Regarding the communication unit, it is proposed to use the pipeline as an 
acoustic waveguide for the transmission of appropriately modulated acoustic waves that 
encapsulate the digital data, since radio frequency transmission is not feasible 
underground. The confined acoustic channel imposes severe distortion on the propagating 
signal. In order to compensate for the dispersion and ambient noise, the proposed 
communication system employs an elaborate set of signal processing steps, such as Reed- 
Solomon Encoding, Barker Code Synchronization, Adaptive Equalization, Bandpass 
Filtering, Stacking and application of Inverse Transfer Function techniques. The robust 
performance of the proposed system is evaluated and verified by means of numerical 
simulations and scaled laboratory experiments. The bandwidth vs. power relationship is 
identified as the major trade-off for its design, since the in-pipe acoustic channel is 
bandwidth limited, while the WSN application is power limited. Excessive bandwidth use 
would impose severe distortion on the propagating signal, while power limitations restrict 
the use of bandwidth efficient digital communication techniques. 

In order to address the power availability, a miniature power harvesting system, 
extracting energy from the flow of water inside the pipeline, is proposed, composed of a 
generator and a turbine combination. A hybrid design presenting the high efficiency of 
Gorlov's helical turbine and the high startup torque of Savonius turbine is provided. The 
resulting power harvesting system is capable of sustaining a continuous 1 watt of power 
under normal water pipeline operating conditions. 
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Title: Professor of Civil and Environmental Engineering 
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Chapter 1 

Introduction 

1.1 Thesis Objectives 

Digital communication systems are nowadays used in every aspect of human life 

and operations. Cell phones, television broadcasts, global positioning systems, internet, to 

name a few, are examples of applications employing digital communication techniques. 

In essence, any operation requiring data exchange of some sort utilizes digital systems, 

due to their inherent reliability and effectiveness. Digital data can be reproduced 

accurately very easily even after severe distortion while there exist an abundance of error 

correction algorithms that preserve the robustness of the communication system even 

under extreme events. In parallel with the emergence of digital communication systems, 

monitoring is currently a very active area with an enormous number of potential 

applications, ranging from wildlife to instrumentation and operation to infrastructure 

monitoring. Especially the latter one has become the center of attention in many due to 

sustainability and homeland security concerns. 

Within the context of monitoring infrastructure, the scope of this thesis is to 

implement and evaluate an acoustic digital data communication system for use with in- 

pipe wireless sensor networks. The term wireless at this point it is used to express a 

tetherless connection rather than the commonly used radio frequency communication. 

The proposed communication system uses appropriately modulated acoustic waves, in 

the place of electromagnetic waves, since pipelines are typically laid underground and 

radio frequency transmission is not feasible. 

More explicitly, the objective of this research work is to prototype the 

communication unit of a monitoring sensor system, as shown in Figure 1.6. The proposed 

communication system is based on the exchange of acoustic signals between stationary 

nodes in a sensor network, through the water flowing in the pipeline. The pipe will be 

used as an acoustic wave guide, while underwater acoustic transducers will both generate 



and record appropriately formed and modulated acoustic signals to carry data, see Figure 

1.1. Once generated, these waves will propagate through the water inside the pipe and 

can be detected by a receiver at the remote location. The target distance of this data 

communication system is in the order of 300 to 500 m, while the bit rate is on the order of 

lkbps. 

Source 

/- Receiver 

Figure 1.1 : In-pipe acoustic data communication 

During propagation the acoustic wave undergoes several distorting phenomena, 

which alter its shape, amplitude, frequency or phase characteristics. Two are the major 

signal distortion mechanisms of the in-pipe waveguide, namely ambient noise and 

dispersion. Ambient noise refers to the addition of a random signal of specific mean 

value and variance. Dispersion corresponds to a number of phenomena, such as multipath 

propagation, that cause signal reverberation and time spreading, as well as phase and 

frequency shift. The delayed arrivals of the propagating signal may overlap destructively 

causing severe signal attenuation, or signal fading. Channels presenting such behavior are 

referred to as fading channels. 

In such a confined environment, as the inside of a pipeline, high dispersion and 

attenuation of the signal is anticipated, mainly because high frequency signals will excite 

many modes of vibration, which successively propagate at different speeds. Furthermore, 

there is loss of signal into the surrounding medium as well as reverberation of waves at 

points of discontinuity, such as pipe joints and bends. Thus, in order to achieve reliable 

transmission, the data communication system should employ dispersion compensation 

and error correction algorithms. Ideally, such a system should operate under the 

additional restriction of limited power supply. 

Under the aforementioned considerations along with any additional environmental 

limitations and digital communication technique restrictions the current thesis constitutes 



essentially a feasibility analysis on the idea of acoustic communication using a water 

pipeline as the transmission channel. The conclusion of the research is expected to 

propose and evaluate the performance of a communication system that addresses all the 

issues mentioned above and discussed in detail in the Chapters to follow. It will be seen 

that the successful completion of this research work involves resolution of several 

c:onflicting issues. 

1.2 Motivation 

The basic concepts related to the motivation supporting the objectives of this 

thesis can be expressed in four basic steps; (a) the primal problem that needs to be 

addressed is pipeline monitoring, (b) the proposed solution is to deploy wireless sensors 

in a network arrangement inside the pipelines, (c) the problem in deploying wireless 

sensor networks is that wireless communication in terms of radio frequency is not 

feasible underground, while the availability and long term sustainability of power is 

scarce, (d) this thesis addresses these two problems with emphasis on the former one. 

Four major questions directly arise; why study pipeline problems, why use monitoring; 

why install sensors inside the pipeline, and why do we need wireless communication. 

Justification to these questions is provided in the following paragraphs. 

Why pipelines? 

One of the greatest challenges that the science of civil engineering is facing 

nowadays is to preserve the safe operation of ageing infrastructure. This challenge is 

further aggravated for underground networks such as pipelines, where no direct access is 

feasible. Being simultaneously massive and distributed, their normal operation is critical 

for the health and prosperity of the community, while providing water, oil, gas, and steam 

supply, as well as sewage removal, they affect the functioning of whole cities. 

The vast majority of this infrastructure was constructed more that 50 years ago, 

when both the long-term performance of the materials used was hardly known, and the 

methods applied were not technologically advanced enough, to ensure material 

production and on site construction uniformity. As a result, not only nowadays is there 



clear evidence that this infrastructure is highly deteriorated - since pIpe bursts are

frequent - but also the fragility of old pipelines constitutes a major problem in congested

urban environments. This is supported by the recent pipeline bursts in Santa Monica and

Boston presented in Figure 1.2.

Figure 1.2: Pipe bursts in Santa Monica and Boston [1], [2]

Due to the nature of this infrastructure, it is practically impossible to monitor its

current. state in detail. Nonetheless, the financial and the societal cost of associated

failures is usually enormous: floods, large surface settlements, waste water leakage, cease

of clean water supply, even loss of human life are only some of their catastrophic

consequences. Even further, the recent terrorist attacks indicate the potential of using

these facilities as means for mass destruction.

The proposed wireless sensor monitoring system will be deployed to fresh water

pipelines; despite their critical importance for the public health and quality of life, fresh

water networks are among the oldest infrastructures currently in use, with very frequent

failures and enormous associated replacement and maintenance cost. Based on this

reasoning water pipelines were selected among other infrastructure for the deployment of

the proposed wireless sensor network. However, the outcome of this thesis can be

projected and extended to applications related to other pipeline networks.
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Why monitoring? 

The quick answer to this question is that continuous monitoring of water pipeline 

networks is necessary because inspection is not enough. All of the aforementioned issues 

suggest that it is critical for these networks to be continuously assessed, to predict their 

long term behavior, to extend their remaining life, to schedule the maintenance activities 

accordingly, and assure their safe operation. In current practice, the condition of pipelines 

is assessed by inspection techniques, as discussed in a subsequent paragraph. 

Nonetheless, the processes, events or conditions that lead to catastrophic failures of 

pipelines frequently occur in between two scheduled inspections, rendering the constant 

monitoring of critical pipelines necessary. This monitoring capability can be provided 

through careful selection of the system installation combined with the recent advances in 

wireless sensing, which leads to the two final questions. 

Why inside? 

The installation of monitoring system inside the pipeline provides a number of 

advantages. First of all the proximity of the sensors to the failure, or failure prone, 

location of the pipe provides enhanced detection capabilities, since the received signals 

are distorted less by the propagation path. More explicitly, the monitoring system is 

expected to record acoustic, pressure, optical, pH and so forth data and decide on the 

presence of a potential failure event. The proximity of the sensors to the failure area 

guaranties smaller propagation distances of the recorded parameters, which consequently 

means less interaction with the surrounding media resulting in clean received signals. The 

less disturbed signals indicate the increased event detection resolution of the monitoring 

system. 

The proposed installation of the monitoring system inside the pipeline is also not 

restricted by landscape limitations. External placement of the monitoring system requires 

the presence of access points, with sufficient space for the installation of the system, as 

well as sufficient clearance for the insertion of sensors that require contact with the water. 

While water pipelines are laid mainly under roads, they may also encounter buildings, 

other utilities, or locations of interest where it is impossible to access the external surface 

of the pipe by excavating. Elimination of the use of access points allows installation of 



the monitoring systems anywhere it is necessary regardless of landscape restrictions. In 

addition, elimination of the use of access points eliminates excavation and pipe drilling 

operations resulting in significant reduction of the total monitoring cost. 

Why wireless? 

One of the objectives of this work is to prototype components for wireless 

sensing, currently one of the most active research areas with exponential market growth 

potentials in the near future. The wireless sensor connectivity makes the initial 

installation and deployment of the network easier, due to its inherent ad hoc properties. 

The sensors can be located anywhere in the pipeline without any prior installation 

specific study, while the interconnectivity with the neighboring sensors is automatic. 

Moreover, in conjunction with the aforementioned internal location of the monitoring 

system, wireless communication enables the installation of additional sensors inside the 

pipeline network anywhere it is required, such as critical, failure prone areas or locations 

of increased importance. The denser deployment of sensor nodes provides higher 

resolution and therefore increased reliability of the monitoring system. In case the data 

exchange among the sensor nodes is achieved through wired connections, such ad hoc 

deployment is impossible, while a wire failure results in failure of the whole monitoring 

system. Wireless connectivity provides some level of redundancy of the communication 

system, since single sensor node failures do not result in failure of the complete system, 

while communication can be maintained through several transmission paths. 

1.3 Pipeline failures and Inspection methods 

The urban underground terrain is congested with several complex networks of 

pipelines serving the fresh water, gas and steam supply, sewage removal, and so forth. 

The increasing frequency of pipe failures indicates the high level of deterioration of the 

underground pipeline network infrastructure. As indicated in the literature, [3], there 

exists no single mechanism of failure. In pipe water temperature and internal pressure 

variations, traffic loading, frost heaving, nearby construction, expansive soils, obstacles, 

and intrusion of tree roots are some of the failure mechanisms commonly reported during 



inspections or following pipeline bursts. Figure 1.3 illustrates root intrusions and cross

section blockage identified during regular inspections as examples of pipeline defects. All

of the aforementioned failure mechanisms affect the structural integrity of the pipeline

which eventually leads to failure. In addition, the affect of the failure mechanism can be

aggravated by the presence of corrosion or defects at the pipe wall. The corrosion

mechanism of the pipe wall is usually material dependent, with cast iron pipes suffering

mostly from graphitization, while pre-cast concrete pipes suffering from wire oxidization

and breakage. On the other hand defects include manufacturing or installation

imperfections such as slag. voids or sand inclusions, and uneven bedding or pipe

misalignment, respectively.

Figure 1.3: Examples of Pipeline Defects: root intrusion, and cross section blockage, [4]

At this point it is necessari to define pipeline failure, since it can be segregated

into several levels from an operational to a catastrophic point of view. With respect to the

former, failure is defined as insufficient or ceased fluid supply inside the pipe. Such

conditions can be generated by obstacles and leak points, which obstruct or divert the

normal .flow inside the pipe. While obstacles can be composed by roots intrusions or

residue deposits, leaks are initiated by holes or cracks at the pipe wall or joints and

potentially lead to major events such as bursts. Such events are considered at the other

end of the failure spectrum, since they correspond to localized catastrophic failure of the

pipe, disruption of the normal operation of significant portion of the pipeline network and

frequently severe damage to nearby properties. A list of typical failure mechanisms and

crack patterns leading to catastrophic failure of pipelines is provided in Figure 1.4.
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Figure 1.4: Typical locations of fracture type of burst pipes, ([3] from Jones, 1983) 

Leaks are usually identified by customer feedback, periodical inspections and 

surface occurrence of water. However, only large leaks can get detected, while there is a 

large number of leaks that remain unnoticed for an extended period of time causing 

potentially severe environmental damage and resulting in significant cost in resources. 



Moreover, even when a leak is identified, locating the exact leak point involves usually a 

painstaking process, especially in large diameter pipelines with low pressure, and low 

noise frequency. Moreover, identifying and locating leaks in rural area pipelines becomes 

increasingly complicated due to the remote locations, great lengths and uneven terrain 

they are laid, while their exact position is sometimes uncertain. 

There exist several studies that attempt to establish a policy and provide a 

systematic method for the assessment of pipelines, [5]. However, currently utility 

companies and the pipeline industry carry out sporadic inspections in order to assess and 

maintain their pipeline networks. The inspection methods currently employed to detect 

pipeline defects such as cracks and obstacles, are essentially non destructive evaluation 

techniques adapted specifically for the type and material of the investigated pipeline. 

Such methods include acoustic emission, flow monitoring, ground penetrating radar, 

hydrogen gas tracing, and pressure transients identification for identifying leak locations, 

impact echo, visual inspection, laser profilometry, thermal imaging, eddy current and 

ultrasound techniques for corrosion and crack detection. 

Figure 1.5 illustrates the operation of the acoustic emission method extensively 

used for locating leaks in water pipelines. According to this technique a pair of 

hydrophones installed in the pipeline is passively listening for sounds emitted from crack 

generation and leak orifices. Cross correlation of the recorded signals provides useful 

data regarding the presence and location of the leak, i.e. the distance from each 

hydrophone. However, large leaks or low pressure pipelines may emit sounds of very low 

amplitude, which diffuses within the ambient noise level, reducing consequently the 

effectiveness of this method. Even though acoustic emission is cited here due to its 

extensive applicability to water pipelines, further discussion of the aforementioned 

inspection methods is beyond the scope of this text. Moreover, the acoustic 

communication system proposed in this thesis provides the potential of applying the 

acoustic emission method continuously with no additional hardware requirements. 
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Figure 1.5: Acoustic Emission 

Even though there exist a large number of techniques to identify and locate cracks 

corrosion points and leaks that potentially lead to pipeline failures, they all correspond to 

inspection techniques frequently requiring interruption of the normal operation of the 

pipeline while they are very demanding in human resources. The two latter characteristics 

increase significantly their application cost. The intermittent nature of inspection methods 

prevents the early detection of failure events, which usually occur in between of two 

scheduled inspections, indicating the necessity for the implementation of a continuous 

and automated monitoring system, such as the one introduced in this research study. 

1.4 Wireless sensor networks 

"Sensors will be to this decade what microprocessors were to the 1980's and the 

Internet was to the 1990's" says Paul Saffo of the Institute for the Future. In the past, 

engineers and scientists built mathematical models to estimate the behavior of processes, 

by approximating or estimating their response under various conditions, usually resulting 

in inaccuracies, errors or very conservative designs. With the use of sensors in the 

information age, we are capable of identifying the exact response of these processes and 

extract very accurate conclusions. Combining sensors with the recent advances of 

wireless networking enabled the design and deployment of wireless sensor networks for a 

very diverse variety of environments and uses. Harbor Research Inc. 

(www.harborresearch.com) predicts an exponential growth of the market over the next 

few years. In terms of dollars, Venture Development Corp. (www.vdc-corp.com) 

forecasts that the market of wireless sensor networks for monitoring and control in North 



America will grow from $235.5 million in 2003 to more than $750 million by 2006. The 

recent growth of wireless sensing is justified by its major advantages over wired 

solutions, such as decreased implementation cost, ease of installation, and increased 

flexibility. Furthermore, the potential of deploying wireless sensor networks for 

applications with no wired alternative, such as covering dangerous areas or unwired 

facilities, is another major advantage. The capabilities of wireless sensors consist of 

distributed sensing and processing of the information by many independent sensor units. 

All the sensor units compose a network that assess the condition of the area, process, or 

infrastructure under monitoring, and decide on the required action. 

Any sensor system is composed by four interconnected modules, Figure 1.6. 

Apart from the sensor devices (i.e. the component Sensors), the system comprises a 

processing, a power and a communication unit. These four individual components are 

briefly described in the ensuing: 

Figure 1.6: Components of an integrated wireless sensor node 

(i) The sensor part comprises the sensors and actuators required by the specific 

application, and the analog signal conditioning unit (amplifiers or analog 

filters). 

(ii) The processing section is responsible for handling the analog to digital 

conversion of the information, and the digital signal processing and storage of + 



', 
sensor inputs. Moreover, it is capable to decide on potential action, or 

communication with other sensor systems in the network or the central base 

station. 

(iii) The power module provides the power supply that is necessary for the 

operation of all the components. This power is stored in a battery or capacitor. 

The sensor system however, is usually required to operate for long periods of 

time, and despite its power efficiency and minimal energy requirements, the 

replacement of batteries is often necessary due to their finite capacity. 

Including a power harvesting system in the power unit is an alternative to 

battery replacement, and the surrounding environment of the wireless sensor 

network has frequently sufficient amounts of energy for its operation, in the 

form of light, flow, vibration, temperature and so on. A power harvesting 

system will capture adequate quantities of this energy and convert it to 

electrical, resulting in the recharge of the energy storage component of the 

sensor system. 

(iv) Finally, the communication unit is responsible for the transmission and 

reception of data from neighboring sensor modules. The typical mean of 

communication for wireless sensors is radio frequency signals. However, the 

notion of wireless can easily be extended to everything that lacks the wired 

connection. Therefore, depending on the environment, other wireless 

connections may be used, such as acoustic, vibration, ultrasound, bubbles, and 

so forth. 

These sensor nodes are usually arranged in a network pattern, within which the 

data gets transmitted from sensor node to sensor node sometimes with the assistance of 

data repeaters, towards a centralized base station as shown in Figure 1.7. Data is 

processed both locally as well as at the base station. It is very frequent to employ 

centralized nodes with increased duties of cross correlating data from several nodes for 

robust event identification. The processing capabilities of each node allow the reduction 

of data volume transmitted resulting in more power efficient operation schemes, since 

usually the transmitter consumes the most power. The complete concept of sensor nodes 

architecture is linked inherently to power efficient methods, employing low power 



components and processing algorithms. The reduction of the total power consumption

extends the uninterrupted, and without human intervention, service life of the sensor

node. An extensive list of references is provided in [6]-[9].

Data Analysis

-:8
.~!.:.::::::J

~'.J
Repeater ~ ...

(Router - Centralized Node) "

Sensor Node

Figure 1.7: Typical Wireless Sensor Network Architecture

1.5 Thesis Outline

This thesis builds step by step the concepts required for the implementation and

evaluation of a digital communication system for the in-pipe wireless sensor networks.

An effort to provide a consistent notation throughout the text is made, which can be
J

summarized as follows; italic formatting is used to denote scalars in equations or within

the text as well as it is generally used to provide emphasis, or provide designation at a

definition or a concept; vectors are denoted with bold formatting, while matrices are

denoted with bold and underlined formatting; finally the hat pointer /\ above a specific

quantity indicates that the value is estimated.
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The systematic approach for the implementation of the in-pipe acoustic 

communication system reflects the outline of this thesis, thus including step by step 

analysis of the in-pipe waveguide, the digital communication system as well as their 

interaction. Following the introduction of Chapter 1, Chapter 2 presents the state of the 

art of underwater communication systems, mainly developed for ocean applications, 

along with the restrictions imposed by the confined pipeline environment. Thereafter, in- 

pipe wave propagation is stu&ed in Chapter 3, which presents the theoretical 

development and parametric analysis of the pipeline waveguide with the assistance of 

computerized simulations. The effect of the geometry, materials, environment, and signal 

characteristics are examined as a first step to identify potential obstacles to the reliable 

transmission of digital data associated with the channel imposed signal distortion. 

Chapter 4 serves as an introduction to digital communication systems. It presents a brief 

description of the available signal processing, error correction and dispersion 

compensation techniques, along with their restrictions and limitations associated with the 

implementation of the proposed in-pipe communication system, which is presented in 

Chapter 5. In this chapter the issues introduced in the preceding chapters are addressed 

one by one justifying the selection of the proposed digital communication components. 

This section presents both the software and hardware required for the implementation of 

the communication system, and provides guidelines for the installation and material 

selection of the components. Chapter 6 evaluates the performance of the communication 

system introduced in Chapter 5, through a series of computerized simulations. Gradual 

introduction of each of the signal processing techniques implemented assesses their 

effectiveness in performing their intended task, i.e. eliminating part of the signal 

distortion imposed by a specific phenomenon. Finally, Chapter 7 verifies the performance 

of the acoustic communication system initially identified in Chapter 6 with the assistance 

of laboratory experiments, specifically scaled to represent accurately the field conditions. 

Furthermore, the effect of pipe bends and branches is studied, while it introduces all the 

parameters examined in Chapters 3 and 6. 

The objective of this text is not to provide an exhaustive analysis of the 

aforementioned topics but to introduce a non expert reader into these concepts and allow 



himlher to understand the discussions related to this research. References are provided 

along with each topic introduced in the present work for further study. 

With this research study, the design and deployment of a wireless sensor network 

to fresh water pipelines is illustrated, yet the same components can be readily applied for 

the continuous monitoring of other facilities: the wireless monitoring and controlling of 

buildings, bridges, tunnels, containers, environmental parameters, processes, events, 

traffic are only some examples where the proposed robust generic wireless sensor 

platform is applicable. Beyond ageing infrastructure monitoring, wireless sensor 

networks can be also used as an invaluable assistant to homeland security, facilitating the 

detection of biological agents, explosive or radioactive materials, traclung packages, etc . 

The outcome of this research work proves that it is possible to deploy wireless sensor 

networks even at areas were radio frequency communication is not feasible. 
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Chapter 2 

State of the Art in Underwater Acoustic Communication 

2.1 Introduction 

Over the past decades underwater communication has evolved into a very active 

research area since it facilitates the needs of many military or more recently commercial 

operations. Applications that require underwater communication extend, but are not 

restricted, to communication with submarines, communication between divers, command 

of autonomous underwater vehicles (AUV), animal traclung, sea bed exploration, 

pollution monitoring, remote control of off-shore equipment, data collection from deep 

sea sensors, and so on. These applications of underwater communication rely mostly on 

the transmission of acoustic waves. The potential of using other types of waves, such as 

optical or electromagnetic waves, has also been explored, but their applicability is limited 

because they are only capable of propagating short distances in water due to their very 

high rates of absorption in this medium. Indeed, the attenuation of electromagnetic waves 

is on the order of -45f idB per lulometer, with f being the frequency in Hertz. Thus, 

such waves require large antennae and high power transmitters. Still, even with the use of 

high power transmitters, the usable frequency range is constrained by the absorption 

factor, which limits the practical bit rate that can be achieved. On the other hand, optical 

waves are not nearly as much affected by absorption as they are by scattering. To 

minimize the latter, researchers have employed narrow optical beams from green and 

blue lasers because these exhibit the lowest rates of absorption in water, and offer a 

potential of enormous data throughput. Nonetheless, these attempts are currently limited 

to short transmission distances of at most 200m under ideal conditions. 

In contrast to electromagnetic and optical waves, the susceptibility of acoustic 

waves to absorption and scattering by water is some three orders of magnitude smaller. 

The use of underwater acoustic waves was recognized very early as a means of 

communication and detection. Leonardo da Vinci wrote in 1490: "If you cause your ship 



to stop, and place the head of a long tube in the water and place the outer extremity to 

your ear, you will hear ships at a great distance from you" [I]. In the early 1900's 

acoustic echoes were used as means to determine the distance between objects in the 

water. The first successful implementation of an underwater acoustic communication 

system was an underwater telephone developed in 1945 by the Naval Underwater Sound 

Laboratory for communication with submarines. Nowadays, several military, commercial 

and research implementations exist that are capable of achieving high data rates at 

considerable range. 

2.2 Open Sea Acoustic Communication 

Research and development on underwater acoustic communication has almost 

exclusively focused to open-sea applications. In addition, the majority, if not all of 

commercial products are developed to facilitate open-sea operations. The performance 

requirements of current applications continue to grow steadily as their scope broadens 

and new needs emerge. The same driving forces that contributed to the evolution of 

digital communications in the areas of high data rate links, real time data transmission, 

bidirectional communication, multiple access carriers, and wireless networks, have also 

ex tended to underwater applications. However, the underwater acoustic channel is band 

limited and highly reverberant, which poses formidable obstacles to reliable, high speed 

digital communications, [2], [3]. Moreover, the channel characteristics vary with time 

and are highly dependent on the location of the transmitter and receiver. In that respect, 

open sea acoustic channels are characterized as horizontal or vertical and as shallow or 

deep sea. 

2.2.1 Signal Distortion 
The two major factors affecting the distortion of an acoustic signal in water are 

the attenuation and reverberation. Attenuation is the reduction of the signal's magnitude 

due to energy redistribution along the path between the transmission and the reception 

points. At this stage, attenuation needs to be defined in contrast to absorption. 

"Absorption refers to any large number of processes that take energy from a wave and 

transform it to some other form, such as heat. Attenuation refers to processes of wave 



diminution that also follow the exponential law, but which reorders the wave energy 

rather than transforms it", [4]. However, these terms have been used interchangeably by 

researchers including all physical phenomena associated with them. In general, the larger 

the distance, the more the attenuation of the signal, and therefore the more the impact of 

the environmental noise resulting in decrease of the signal to noise ratio (SNR). The 

usual remedy to attenuation is to increase the power of the transmitted signal. 

Reverberation, on the other hand, is the distortion of the signal due to scattering 

and multipath propagation. It is a function of several environmental and signal 

parameters, such as size, shape and material of the transmission medium, boundaries and 

discontinuities of the acoustic waveguide, wavelength of the transmitted signal etc. The 

two principal mechanisms of multipath formation are reflection from boundaries and ray 

bending. In shallow andlor horizontal channels, reflection from boundaries such as the 

sea surface or the bottom becomes the dominant effect. In deep long range channels ray 

bending from changes in acoustic wave velocity is the governing reason for distortion. It 

becomes apparent that reverberation is a more complex phenomenon than attenuation, 

resulting in t i~ne  spreading, amplitude and phase distortion, and shifting of the frequency 

content of the wave. In a digital communication system, reverberation causes intersymbol 

interference, i.e. overlap of adjacent transmitted bits of information. Unlike attenuation, 

increasing the transmitted signal's power increases proportionally the reverberation 

related noise, not affecting the signal to noise ratio of the received signal. Several actions 

are required to decrease the effect of reverberation on the signal, such as beam-steering, 

focusing, or phase correction with adaptive equalizers. Careful selection of the 

transmitted signal is required, in terms of frequency content, as well as beam-forming. 

Along with the reverberation requirements, the frequency content of the signal is 

also controlled by the required bit rate and the desirable range of the application, which 

are inversely proportional to each other, see Figure 2.4. A rule of thumb frequently used 

to estimate an upper bound to the frequency with respect to range is provided by the 

absorption relation for sonar applications. This relation is a( f )x  r = lOdB , where aV) is 

an absorption coefficient that is controlled by the frequency of the transmitted wave, the 

salinity, temperature and pressure of the water and r is the range. A typical graph that 



provides values for a is shown in Figure 2.1. These factors essentially limit the available 

bandwidth for any communication application. 

Figure 2.1 : Volumetric absorption including 
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all known relaxation processes, [4], [5] 

2.2.2 Communication techniques 
Very early implementations of underwater acoustic communication devices were 

based on analog systems, being essentially sophisticated loudspeakers, [2] with minimal 

compensation capabilities for the distortion and noise introduced to the propagating 

signal. The evolution of microprocessors and radio frequency communications brought 

into the limelight the use of digital systems for underwater applications. Digital 

processing allows the use of distortion compensation and error correction algorithms, 

resulting in more reliable communication. Due to the inherently distorting character of 

the underwater acoustic channel, frequency shift keyed (FSK) modulation of the digitally 

encoded data was initially used. FSK modulation provided for many years a viable 

solution for underwater digital communication, since it allows the use of simple error 

correction algorithms and enables reliable signal transmission in an incoherent manner, 

thus eliminating the propagation of errors in the subsequent symbols of the signal. 



However, this simplicity and robustness comes with the penalty of poor bandwidth 

efficiency. Further discussion on digital communication techniques is provided in 

Chapter 4. 

The aforementioned demand of current applications for increased data throughput, 

as well as the band-limited nature of the underwater acoustic channel, mandated the use 

of coherent modulation methods which are more bandwidth efficient. The research 

c:omrnunity has recently turned its attention to phase shift keying (PSK) and quadrature 

amplitude modulation (QAM), along with their extensions to multiple dimensions and 

channels, as the modulation methods of the encoded digital signal, in order to achieve 

better bandwidth efficiency [3], [6], and [7]. However, the applicability of these coherent 

modulation methods for long transmission ranges requires complicated signal 

compensation and extensive error correction algorithms, [8], since they are more prone to 

errors than the incoherent modulation methods because of phase instabilities in the 

channel and the relative motion of the transmitter-receiver system. 

Probably multipath propagation of the transmitted wave is the most important 

signal distortion phenomenon in underwater acoustic communications. For this reason, 

specialized tools have been developed to resolve or suppress the effects of multipath 

propagation, mainly by adjusting the signal formation in the software level or with the 

hardware implementation of transmitting and/or receiving arrays. Most solutions are 

based on the idea of transmitting a narrow beam in order to achieve minimum interaction 

with the boundaries and create a single path of wave propagation. For this reason, many 

implementations have introduced long transmitting arrays that are capable of 

beamforming the transmitted signal and directing it to a specific target. Within the 

context of generating highly directive signals, the use of parametric sources have been 

proposed [9], [lo], and [ l l ] .  Parametric sources use a high primary frequency signal and 

are capable of transforming a region of water into a large low frequency source, 

resembling an array. The main advantage, especially with respect to transmitting arrays, 

is that the source is smaller in size. However, they require significant amount of power to 

operate. One disadvantage of all techniques that generate narrow beams is the 

introduction of pointing errors, especially in the case of moving targets. For this reason 

several researchers have proposed the use of receiving arrays to suppress multipath [12]. 



These receivers are capable of separating the signals arriving from different directions 

and selecting the arrival of the main signal. Such systems have been used successfully for 

short ranges, while they are not effective for long ranges since the angular resolution of 

the various anivals becomes very small. 

Spread spectrum techniques have been proposed recently to resolve the effect of 

multipath propagation of the transmitted signal, [13]-[16]. According to this technique, 

the symbols to be transmitted are multiplied by a numerical sequence, preserving the 

effective data rate but spreading at the same time the used bandwidth. The result of this 

method is that sequential symbols are transmitted in different parts of the bandwidth, 

eliminating as much as possible the issue of overlapping received symbols. 

Finally, digital communication techniques are very frequently employed to 

resolve signal distortion such as adaptive equalization, encoding, phase lock loops etc. 

Further analysis of digital communication systems is beyond the scope of this chapter, 

since the focus at this point is on underwater acoustic communications. More extended 

discussion of digital communication techniques and error correction algorithms will be 

provided in chapter 4. 

2.2.3 Hardware 
The successful implementation of an underwater communication system not only 

depends on a robust communication protocol and error correction algorithm, but also is 

heavily dependent on the appropriate design of the pertinent hardware. The hardware of 

primary importance includes hydrophones (for receiving sound), projectors (for 

transmitting sound) or transducers (for both receiving and transmitting), along with 

preamplifier or power amplifier units to drive the receiver or transmitter respectively. 

These devices can be set alone or laid in an array configuration as mentioned above. The 

hardware configuration of the communication system is completed by the supporting 

electronic circuit, in which the software of the communication protocol is embedded, 

along with an analog to digital converter for the receiver, or a digital to analog converter 

for the transmitter side, and of course a power supply. A typical transmitter - receiver 

system is presented in Figure 2.2. 
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At this stage, the devices capable of transmitting and/or receiving acoustic 

signals, will referred to as transducers. There is a large number of parameters, such as 

resonant frequency, efficient bandwidth, beam pattern, beam width, directivity, 

transmitting power, receiving sensitivity, and so on, that needs to be defined in order to 

select an appropriate transducer. Moreover, depending on the application parameters such 

as size, weight, operational depth, service life, material and so on may become of critical 

importance. In what follows only a brief discussion of the most important factors from 

the in-pipe telemetry application point of view will be provided. 

Due to the bandlimited nature of the underwater acoustic channel, the efficient 

bandwidth range is probably the most critical characteristic of an underwater acoustic 

- 

transducer. Recall that the frequency content of the transmitted signal affects 

tremendously the bitrate, range and the quality of the received signal. Therefore, a 

transducer with an appropriate efficient transmitting and/or receiving frequency range is 

required for the robust generation of the acoustic signal. Beyond this range, any 

transmitted or recorded signal is subject to random nonlinearities, which affect 

significantly the quality of the communication link. 

Several underwater acoustic communication implementations require the use of a 

narrow-beam acoustic signal, which is generated with the introduction of an appropriate 

set of transducers usually coordinated in an array pattern. These transducers have special 

construction, size and shape in order to generate beams of specific pattern and 

beamwidth. For example, spherical transducers provide an omnidirectional pattern, 

whereas others are capable of generating elliptical, toroidal, or conical patterns, and so 

on. The beamwidth is defined as the width of the main lobe in degrees, and it is usually 

measured between the half power points where the power has dropped 3dB. The 
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capability of steering the main lobe to a specific direction may also be of importance for 

some applications. Beam steering is achieved by application of proper phase or time 

delays between signals driven by the transducer array. 

Since attenuation is a critical parameter affecting the quality and range of the 

propagating signal, the transmitting power of the projector and the receiving sensitivity of 

the hydrophone emerge as significant factors of the communication system. The higher 

the transmitting power capabilities of the projector the further a robust signal will 

propagate, while the greater the receiving sensitivity of the hydrophone, the better 

becomes the reception of a significantly attenuated signal. However, there exist several 

applications where power resources are limited, such as a wireless sensor network or an 

autonomous underwater vehicle, imposing therefore restrictions on the available power 

for the transmitter. Furthermore, in cases where reverberation is the main factor of the 

signal distortion, such as inside an in-pipe acoustic channel, increasing the power will not 

improve the quality of the reception, since the signal pressure level and reverberation 

increase proportionally. 

The transducer materials can become of major importance in hostile environments 

or where health considerations are of primal importance. In the first case, the transducer 

must be durable enough to sustain the corrosive environment whereas in the second case 

the transducer's material must be biocompatible with the surrounding materials and live 

organisms. Guidelines for designing and specifying underwater transducers including a 

large number of the aforementioned parameters can be found in [17] and [18]. 

The combination of a transducer with an appropriate communication protocol and 

the supporting hardware constitutes an Acoustic Modem. These devices are capable of 

transforming digital data into acoustic signals which are transmitted to the ocean and vice 

versa. There exist several research attempts or commercially available acoustic modems 

that are able to achieve respectable bit rates at significant distances in the ocean, [19]- 

[24], Figure 2.3. 



Figure 2.3: Open - Sea acoustic modem (photo courtesy of Link Quest)

The commercial acoustic modems are capable of transmitting and receIvIng

signals from moving targets, such as ships, submarin~s, autonomous vehicles, etc. at rates

that reach 19.2 kbps at several kilometers range, whereas there exist research attempts up

to 500kbps. However, it has been shown that the range is inversely proportional to the

available bit-rate, see Figure 2.4.

Range (km)

Figure 2.4: Published experimental performance of underwater acoustic telemetry systems. The channels
vary from deep and vertical to shallow and horizontal. In general, the high rate or high range results are for
deep channels while the cluster of low range, low rate results are for shallow channels. Modems developed
by the research community are represented with diamonds while stars denote commercially available
systems. The range x rate bound represents an estimate of the existing performance envelope. [2]
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2.3 Open sea vs. In-pipe communication 

Despite the extensive research in open sea underwater applications, there exists 

minimal research on in-pipe acoustic communication systems. The acoustic 

communication systems, examined in the preceding paragraph, are developed mainly for 

ocean applications. Nevertheless, most of them are large in size and very expensive. On 

the other hand, the point of interest in this research is to deploy a wireless sensor network 

inside pipelines, which translates into small and inexpensive devices. This imposes 

several constraints to the design of the communication system. 

In contrast to long range open sea acoustic communications, where attenuation is 

the primary cause of signal degradation, for in-pipe acoustic applications reverberation is 

the most important signal distortion factor. The confined space of the pipeline imposes 

severe multipath propagation and time spread, as well as phase and frequency dispersion 

on the propagating wave, see Chapter 3 and [25]. Whereas in long range open sea 

communication ray theory is usually sufficient for the description of the acoustic channel, 

the simulation of the in-pipe waveguide requires very sophisticated techniques, as it will 

be shown in the next chapter. As alluded to in a preceding paragraph, the acoustic 

channels in the ocean are characterized with respect to the location of the transmitter and 

receiver as horizontal or vertical and as deep or shallow. Such standardization does not 

exist for in-pipe acoustic channels, since parameters such as pipe material, and geometry, 

presence of joints, shafts, curves, and branches affect tremendously the properties of the 

pipeline waveguide. 

The list of all aforementioned factors significantly affects the performance of the 

in-pipe communication system. A simple example that proves the aforementioned 

statement is the rule of thumb that provides the upper limit of the signal frequency with 

respect to the transmission range. From Figure 2.1 and assuming a maximum 

transmission range of 500m the maximum frequency that can be used for a sonar 

application is around 80 kHz. Consider also that signal attenuation is controlled by a 

number of factors such as salinity, temperature, pressure, hardness, and particle content 

of the water. While in the above calculation typical values of these factors are considered 

for the pipeline environment, these factors increase the attenuation and scattering of the 

propagating wave in the ocean. As it will be shown in a following chapter, this rule of 



thumb overestimates by approximately a factor of 10 the maximum frequency that can be 

used at an in-pipe acoustic communication system. 

On the other hand, time variation of environmental variables, which is significant 

in the ocean, is minimal in the pipeline system. Waves, fish, ships, temperature and so on 

are constantly changing the characteristics of the open sea acoustic channel, while for the 

in-pipe acoustic channel probably only daily or seasonal variations of temperature may 

slightly affect the system. 

Furthermore, acoustic communication over a wireless sensor network installed in 

a pipeline is simplified with respect to an open sea system, since it operates with 

stationary targets in space. In open sea applications the communication link is usually 

implemented between moving devices such as ships, submarines, autonomous 

underwater vehicles, divers and so on. In such systems it is required to compensate for 

Doppler spreading [2], or in other words frequency dispersion and time selective fading. 

The notion of wireless sensing is connected with low power consumption, 

whereas most of the current acoustic modems are operating at the 100 or even 1000 watt 

scale. Inside a pipeline, the power resources are limited, and therefore it is necessary to 

implement an energy efficient communication system. Since pipelines are usually buried 

underground the wireless sensor nodes will not be accessible for battery replacement and 

maintenance, constituting mandatory the presence of a constant power supply. A 

potential source of energy could be the flow of water inside the pipeline. In such case the 

power harvesting system would be comprised of a small generator connected to a 

propeller or turbine driven by the water flow, as discussed in Chapter 5. However, the 

capacity of such a system is restricted to the energy potential in the flow, while the 

undisturbed operation of the pipeline needs to be considered at the same time, limiting 

the size of the turbine used. 

Water pipeline networks supply potable water to communities. As a consequence 

health considerations are far more stringent in such systems than in the ocean. Any 

devices installed inside a pipeline must be rigorously tested for compatibility with the 

environment and must be safe for the drinlung water. These devices may not interact in 

any way, i.e. electrostatically, chemically, and so forth, with materials present in the 



environment, and may not disturb the biofilm, a thin biological layer present on the inside 

of all fresh water pipelines. 

2.4 In-Pipe Acoustic Applications 

In pipe acoustics have been studied extensively for inspection purposes, such as 

leak detection. Acoustic emission is a well established non destructive evaluation 

technique for assessing the condition of pipelines. In this technique, a set of acoustic 

sensors are passively "listening" for sounds emitted by the structure of interest, related to 

release or dissipation of energy from specific locations in the structure. For a pipe such 

sounds are related to crack formation and to water leaking from cracks. An elaborate in- 

pipe wave propagation study can be found in [25]-[29] as well as in Chapter 3. 

Underground exploration with boreholes is another application that requires 

extensive analysis of acoustics within and around cylindrical shafts embedded in the 

ground, [30]-[34]. Acoustic signals sent among various boreholes are used in the oil 

industry, geophysics, geology and earthquake engineering for underground exploration. 

The first communication attempt through a cylindrical borehole was implemented 

in oil well drills. During drilling, operators need to know the location, the orientation and 

the conditions in the area of the drill head as well as other factors such as the presence of 

oil. One way communication is achieved by sending bubbles in the slurry surrounding the 

drill head. Buoyancy drives the bubbles at the surface at a certain rate defining the binary 

data. However, the data rate achieved is very low, on the order of 1 bit per second. In 

addition there is not potential for communication from the surface to the drill head. 

A more sophisticated attempt for oil drill communication is presented in [35]- 

[39]. According to this "Acoustic telemetry system" extensional stress waves are 

transmitted through the drill pipe. These waves are generated and captured with the use 

of piezoelectric films. The achieved data rate without compression is up to 10 baud at a 

range of 10,000 feet. Since this system is based on the propagation of extensional stress 

waves, a significant factor of signal loss in this system is reflections at the joints of the 

drill pipe and the repeaters of the system. Elaborate analysis of the wave impedance of 



the drill pipe had to be completed and the impedance of the repeaters had to be matched 

to the one of the joints for the successful implementation of this communication method. 

An acoustic telemetry system for communication with an autonomous robot in 

water pipelines is presented in [40]-[43]. According to this system acoustic waves in the 

ultrasonic range are sent through the water between the robot and a base station. 

IJnfortunately, the only published experimental results are limited to successful 

communication in a range of 4m inside a 400mm diameter pipeline. The potential of the 

system, according to the authors, is a communication link at a distance of 500m inside a 

1 m diameter pipe at a maximum data rate of 9.6kbps. 
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Chapter 3 

Wave Propagation in pipeline waveguides 

3.1 Introduction 

This aim of this chapter is to provide the basic understanding of wave propagation 

inside a pipeline waveguide. Such knowledge allows the reader to recognize the 

dispersive nature of the pipeline transmission channel and appreciate the difficulties 

behind the implementation of an in-pipe acoustic communication system. Chapter 2 

emphasized on the increased complexity of wave propagation inside pipelines in 

comparison to open sea acoustic channels. The interaction of the wave with the pipe wall 

and surrounding soil results in extensive multipath propagation and reverberation of the 

transmitted signal. While in long range open sea communication ray theory is usually 

sufficient to describe the acoustic channel, for the pipeline waveguide it is required to 

apply modal superposition including an ample number of types and modes of 

propagation. 

To achieve a sufficient level of understanding of the channel physics, this chapter 

presents examples of simple pulses propagating in a simulated channel. Sensitivity 

analysis with respect to propagation distance, pipeline diameter, surrounding soil 

properties, damping, pipe wall thickness, frequency spectrum of wave, position of 

transmitter and receiver, and so forth, provide useful insight on the effect of the channel 

on the propagating wave. These results will assist in the efficient design the transmitted 

signal generated by the digital communication system, utilizing the favorable properties 

while minimizing at the same time the distorting effect of the transmission channel. The 

rigid pipe approximation and the flexible pipe embedded in soil are the two major 

categories of the provided simulations. In all cases, the pipe is completely filled with 

water, with an approximated acoustic wave velocity of 1500 mlsec. The mathematical 

representation of each simulation is presented in advance of the presentation of the case 

results, but first the main facts regarding in-pipe acoustics are discussed. 



3.2 State of the Art for in pipe wave propagation 

In-pipe acoustics was initially studied for the interests of musical instruments 

such as the pipe organ. Early studies of acoustics from both a theoretical as well as 

application specific point of view include [I]-[9]. In the recent years, motivation for 

studying pipe acoustics arises from the need to provide practical solutions to a broad 

range of problems in engineering and geophysics, such as noise and vibration restriction 

in ventilation shafts, pipeline monitoring, underground exploration with boreholes, and so 

forth. 

Most theoretical analyses of wave propagation decompose the wave into various 

forms of propagation, called modes. There are three major types of wave that propagate 

inside hollow, fluid-filled, elastic cylinders, namely the Longitudinal waves (L), the 

Helical or Torsional waves (T), and the Flexural waves (F), see [lo] and Figure 3.1. 

Figure 3.1: Modes of Propagation inside hollow fluid filled elastic cylinders: 
bngitudinal waves (L), Helical or Torsional waves (T), and Flexural waves (F) 

The modes -types- of waves are further decomposed into levels of modes (m) and 

orders (n), indicating the shape of the wave as well as its frequency content. The 

fundamental mode corresponds to waves that travel in the axial direction and have 

wavefronts with uniform phase across the cylinder cross section. Such a mode 

corresponds to m = n = 0. In addition to the fundamental wave, there exist waves that 

reflect back and forth from the cylinder walls or diverge from the straight propagation 

direction as they travel along, and for which the pressure distribution is not uniform 

across the cylinder. All modes except the fundamental mode are found to be dispersive. A 

medium in which the wave velocity is frequency dependent is called a dispersive 

medium. A pipe with elastic walls is a dispersive medium for longitudinal acoustic 

waves. Hence, waves of arbitrary shape will not maintain their shape as they travel along 

the interior of the tube, since different modes, or equally different frequencies, travel with 



diverse velocities. In general it can be said that higher modes contain the higher 

frequencies. To invert this statement, a signal with a higher frequency spectrum excites 

higher modes of wave propagation. According to this statement, for every mode a 

frequency can be found below which it does not get excited, the so called cut-off 

frequency. It is implied that higher modes have higher corresponding cut-off frequencies, 

while, a signal with a finite frequency spectrum excites a finite number of modes. The 

lower the frequency of the signal, the smaller the number of modes excited, whereas the 

modes with higher cut-off frequencies generate wave fields that decay exponentially with 

distance from the source, called evanescent waves. It has also been proven, and will be 

verified in what follows, that even when they get excited, higher modes attenuate faster 

with respect to propagation distance, allowing only the few first modes to be detected at 

great distances from the signal source, [Ill-[14]. 

The wave energy radiation to the environment is mainly controlled by the acoustic 

wave velocities of the surrounding media as well as the material of the cylinder, [15]- 

[17]. This radiation is accounted for the rapid decay of the signal with distance as well as 

leads to multipath propagation, since waves propagate not only inside the cylinder 

waveguide, but also at the cylinder's wall and the surrounding media. Reflections of 

waves from all the possible transmission paths overlap at any point of interest resulting 

into a highly distorted received signal. 

The presence of obstacles, particles and changes in geometry, such as pipe joints, 

bends and branches, is another major source of distortion of the propagating signal, [18] - 

[19]. The wave reflections from obstacles scatter to the environment, consequently 

diffusing significantly the wave energy and increasing once more multipath propagation. 

The acoustic impedances of the joints of an oil drill pipe have been investigated to match 

the impedance of signal transmitters in order to reduce reflections of waves that travel 

along the pipe wall, used for a data telemetry system in oil wells, [20]-[24]. 

Apart from the aforementioned applications of musical instruments, pipeline 

inspection, underground exploration and oil well drill telemetry, in pipe acoustics have 

been studied for communication systems in water pipelines, [25]-[29], which is the main 

focus of this research. However, most of these applications involve transmission of waves 

with medium to low frequency content, consequently exciting only a few modes. A 



digital communication system frequently requires the transmission of high frequency 

signals in order to achieve data rate mandated by the application. These signals are 

modulated appropriately to encapsulate the digital data, resulting in the creation of 

complicated waveforms, as it will be presented in Chapter 4. Such signals suffer from 

significant dispersion in phase, amplitude and frequency when presented to the pipeline 

waveguide. In order to achieve reliable transmission and efficiently utilize the available 

bandwidth, comprehensive understanding of the physics of the in-pipe acoustic channel is 

required. An attempt to acquire this knowledge is presented in the subsequent sections. 

3.3 Pipeline Waveguide Simulations 

In order to understand the physics of wave propagation inside pipelines, it is 

necessary to simulate the environment and experiment with its behavior. The dispersive 

character of the pipeline waveguide is observed with the assistance of single pulses and 

waveforms of certain frequency spectrum, which are introduced to it. These waves after 

propagating through the pipe are recorded at certain distances along its length with 

several receivers arranged at various points across the pipe cross section. These 

recordings facilitate the study of the distortion of the pulses in amplitude, phase and 

frequency as well as the effect of multiple arrivals, materials and geometries. 

The computer simulations included here are focused in wave propagation on 

water-filled cast iron pipe. However, the method and the results can be projected to 

represent other fluid and pipeline material combinations. In what follows four case 

studies are examined, as illustrated in Figure 3.2. First of all, in order to isolate the effect 

of the geometry of the pipeline waveguide, the waves are allowed to propagate only 

inside the pipe by assigning it to be rigid. In this case the pipe material and the properties 

of the surrounding soil are not important, since the wave gets completely reflected at the 

pipe wall. The simulations identify the pipeline acting as a lowpass filter on the 

propagating signal. This fact was implied in the preceding paragraph, during the 

discussion that the higher modes, which contain the higher frequencies, attenuate faster 

with distance. The various modes of propagation inside the pipeline are identified in 

sequence. The effect of multipath propagation inside the pipe is studied and the channel 



is characterized as dispersive and fading, introducing overlap, frequently destructive, 

among the arriving signals. The final simulation using the rigid pipe assumption, 

examines the signal distortion under the presence of obstacles and joints that act as 

scatterers. 

The investigation of parameters that affect the signal propagation at a pipeline 

waveguide is completed with the introduction of a flexible pipe embedded in soil. At this 

stage the wave does not only propagate inside the fluid, but also on the pipe wall and the 

surrounding soil. Therefore, the signal energy distribution among the water, pipe wall and 

surrounding soil can be considered as a function of the pipe material and thickness, as 

well as soil. stiffness, or alternatively the soil acoustic wave velocity. The radiation of 

acoustic waves from the water to the environment results in the introduction of additional 

signal transmission paths, aggravating the phenomenon of multipath propagation. 

For all the aforementioned cases of rigid and flexible pipeline simulations, 

parametric analyses where implemented with respect to a number of variables, such as 

the distance between the source and the target, radius of the pipeline, the radial location 

of the source and the receiver, the frequency content of the signal, and so forth. 
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(a) Signal Decay as a function of frequency (b) Modes of Propagation 

(c) Scattering from joint and obstacles (d) Energy Radiation in Surrounding Soil 

Figure 3.2: Parametric Analyses to identify the effect of the transmission channel to the propagating signal 



Each of the subsequent sections provides analysis of the mathematical 

background on which the simulation codes were based, followed by the corresponding 

results. The main wave propagation theoretical development and code implementation 

are due to Kausel, [30]. 

3.4 Rigid Pipe Approximation 

According to what is mentioned above, when a signal is presented in a fluid filled 

cylinder embedded in another medium, the wave follows several paths along the length of 

the cylinder, through the fluid as well as the cylinder wall and the surrounding media. 

The combined effect on the signal of all these transmission paths, including the random 

interactions and overlaps, results in a very complicated waveform received at the point of 

interest. The first step in order to understand the effect of the in-pipe waveguide on the 

propagating signal, the transmission channel comprised from the fluid inside the pipe 

should be isolated. The value of such results is significant, since a majority of the signal 

energy is actually propagating within the pipe, as will be shown from the flexible pipe 

simulations towards the end of the chapter. The basic assumption for the implementation 

of the current solution is to consider the pipe infinitely rigid, or in other words that the 

pipe wall cannot undergo radial displacements. More specifically, for the case of water 

pipelines, the commonly used pipe materials are cast iron, steel and concrete. It is 

understood that the stiffness contrast between the water and the pipe wall is significant, 

since the bulk modulus of steel and concrete is 160 GPa and 25 GPa respectively, while 

that of water is only 2.2 GPa. For reference the remaining material properties of interest 

for the water filled cast iron pipe currently considered are provided here; the density of 

iron is 7874 kg/m3 and the acoustic wave velocity is 5 100 d s e c ,  while the corresponding 

values for water are 1000kg/m3 and 1500 d s e c ,  respectively, which further emphasize 

their impedance contrast. The pressure caused by acoustic waves is generally much 

smaller than the static pressure in the water, resulting into small displacements with 

respect to the dimensions of the pipe. Hence, it can be safely assumed that the 

propagation of a sound wave through the pipeline waveguide is not going to generate 

fluid separation from the pipe wall. The interface of the pipe wall and the water will 



present compatibility in radial displacements and equilibrium of stresses, two relations 

that act as boundary conditions in the mathematical formulation of the simulation 

described below. 

According to this analysis, only modes propagating inside and without affecting 

the shape of the pipe are involved. As such are the longitudinal modes, the phase of 

which is azimuthally distributed as illustrated in Figure 3.3. 

j l t f f  l2,o) (2J) 

(a) (b) 

Figure 3.3: Azimuthally distributed modes of propagation 
Regions of uniform phase: (a) along the cross section, [31], (b) along the pipe length 

Mode rn corresponds to changes in phase along the circumference, with mode 0 

having uniform phase, mode 1 separating into semicircles, mode 2 separating into 

quadrants, and so forth. On the other hand, order n corresponds into change of phase 

along the radius of the pipe, with order 0 indicating no change of phase, order 1 

corresponding to one change of phase along the radius, and so on. It becomes apparent 

that the mode (0,O) corresponds to the fundamental mode, which exhibits uniform phase 

throughout the whole cross section of the pipe. 

3.4.1. Dynamic equations for a fluid 

The basic governing equations of motion are presented in this section in order to 

provide the mathematical basis for further development specialized for the in-pipe 

waveguide. 
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with c the acoustic wave velocity of the fluid. The velocity potential is written as: 
.. 

or in radial terms, where r is the distance from the origin 

The pressure is finally expressed as 

or otherwise 

Under the presence of a sourcef, the wave equation (3.9) is 

where f (x,t) can be considered as volume injection per unit time and volume in [Us]. 

3.4.2. Harmonic point source in an unbounded fluid medium 

Consider a spherical cavity of radius a in an unbounded fluid medium that is 

subjected to a pulsating pressure p. Talung into consideration the spherical symmetry of 

this problem, the equation of motion for the velocity potential reduces to 

for r > a  with the wavenumber k = w l c  for the frequency o and the distance 

r = ,/-. Its solution can be written as 

To satisfy radiation conditions at infinity with an exponential term of the form e'" , we 

must have B = 0. Hence from (3.1 1) the velocity potential is 



If the normal velocity at the boundary of the cavity is prescribed, then 

A = -a2v (w) 
eika 

(1 + i ka) 

and 

The source strength is defined as the rate of volume injection in [m3/s] 

Thus equation (3.20) is written as 

With the use of the approximation eika = I + i  ka for small values of a, in the limit of an 

infinitesimal cavity equation (3.22) is finally written 

This solution satisfies the inhomogeneous Helmholtz equation in an unbounded medium 

with x being the position vector, while S(w) is the rate of volume injection. This can be 

shown by integrating the above equation in a small sphere containing the source: 

Jp2@ + k2@) dv = dv 
vol vol 

The right hand side of equation (3.25) is 

J J J  
vol 

Integrating the components of the left hand side separately 

Also 

[ :r ( ~ ) ] . i ~ . . 2  
JJJv2@dv = QP ( v @ ) * i d ~ =  -s(u) i- - 
vol ext .area 

= s ( m ) ( ~ + i , ) e - ~ ~  
r=a 



I I k 2 @ d v  = -S(o) [ re-""r = -S(o)(l+ikr)e-'"la o = ~ ( o ) [ l  -(l+ika)e'ika] 
vol 

Addition of the two expressions above cancels the exponential terms, and we obtain the 

identity S(o)  = S(w) from equation (3.25). 

3.4.3. Centered line source in a rigid cylindrical pipe: wave solution 

In this section, a line source centered on the z-axis of an infinitely long cylindrical 

pipe of radius R and rigid walls is considered. The wave equation (3.14) is written 

A A 

The distance vector is expressed as r = x i  + y j , the source term S(z,  t) is arbitrary, and 

S(r) = S(r) / 2nr  with r = Jx2 + y2 . The problem discussed in the preceding paragraph 

of a cylindrical cavity of small radius a subjected to forced vibrations that vary 

harmonically in the axial direction with velocity amplitude V is closely related to the 

cylindrical problem considered here. It obeys the Helmholtz equation in cylindrical 

coordinates 

with a 5 r 2 R , ko = w I c , k, is the axial wavenumber, and @ = @(r, k,, W) . The boundary 

conditions are compatibility of velocities on the source surface and zero velocities on the 

rigid pipe wall 

Equation (3.27) is a Bessel equation, which has a Bessel function solution of the form 

4 = A J,(kr) + BY,(kr) (3.30) 

with k = d k i  - k: . The shape of Bessel functions of the first, J,, and second, Y,, lund is 

presented in Figure 3.4, where n is the order of the solution. 



Figure 3.4: Bessel Functions of the (a) first J,, and (b) second Yn kind, [32] 

Imposing the boundary conditions on the Bessel equation, the following matrix forrn can 

be obtained 

and solving for the two constants A and B: 

V l k  { = J ( a )  ( k )  - I; ( a )  ( 

Hence, from equations (3.30) and (3.32) the solution of the wave equation takes the form: 

In the limit a + 0 , the Bessel functions in the denominator tend to J ,  (ka)  --t 0 ,  

q ( k a )  + - $ I k a ,  so 

By choosing source strength S(kz ,  w )  = 2xaV and talung the limit a = 0 ,  the solution for 

a line source becomes: 

4 = J,, (kr )  - Y ,  ( k r ) ]  



Including the axis, this solution satisfies the inhomogeneous differential equation (3.26) 

a2+ 1 a@ - + -- + k2+ = S ( k z 7  w)  J ( r )  with 31 = 0 as can be demonstrated by integration 
ar2 r  ar ,=, 

dA= J I s ( k z 7 w ) 6 ( r ) d ~  
area 1 area 

The right hand side becomes 

j j s ( k Z , w ) 6 ( r ) d A = S ( k z 7 w )  I J 6 ( r ) d ~  = S ( k z 7 w )  
area area 

For the left hand side it is convenient to work in plane polar coordinates 

and by Green's theorem 

jJv2@&= ( v @ ) * E ~ s  = J - d s = ~ 2 n r /  a@ = O  
area perimeter perimeter a~ ar .=R 

which is zero because of the boundary condition at r  = R. Also for the other term of the 

left hand side of (3.35) 

k 2  J j @ d ~ =  2nk2  c @ r d r  
area 

= 2nk2 S ( k z  b [q ( k ~ )  J ,  (kr )  - J ,  ( k ~ )  & (kr )]  r  dr 
4 J ,  (kR)  

Hut 

[ J~ (kr )  r  dr = 

and 

From (3.36) and the above expression the equality is proven 

s (kz  7 w )  = S (kz  7 w) 



Therefore, it has been shown that the solution found is the Fourier transform of the

original problem of a line load with arbitrary source term S(z,t). Hence, the solution to the

original problem is

ljJ(r,z,t) == - 2~ [ 2~ [ tS(k"W)[ ~ ~~~ lo(kr)- Yo(kr) }i(aK-k,'jdk, dw (3.37)

The solution found corresponds to a pressure distribution

p(r,z,t) == p 2~[ 2~[tiWS(k"W{ ~~~~ lo(kr)- y;'(kr>}i(aK-k,'jdk, dw (3.38)

and a radial velocity

Ii, (r, z,t) == -1" [ 2~ [ t S(k,. w) k [ ~ ~~~ 1,(kr) - 1';(kr>}ilaK-k,'jdk, dw (3.39)

In each of these expressions ko = wi c and k = ~k~ -k: ' which is multi-valued.

3.4.4. Pipe with rigid walls: Source expansion into modes

source

Figure 3.5: Fluid filled cylinder, with source of arbitrary spatial distribution

Let S(r, B, k , w) be the strength of a source with arbitrary spatial'distribution in r, e andz .

harmonic distribution in z, t. This source can be expanded in a Fourier-Bessel series of

the form

70



-- -- 

s(r ,@,kz,w) = ~ Z S ,  = x Z ( a ,  cosnB+ bnj sin n0) Jn(knir) 

in which the wavenumbers knj are the roots of J: (knjR) = 0 ,  and the coefficients are to be 

determined. Thus, each term in the series satisfies the homogeneous Helmholtz equation 

in cylindrical coordinates with boundary condition J'(~,R) = 0 .  To obtain the 

coefficients anj7 b,, it is necessary to multiply by an appropriate factor, integrate over the 

area of the circle, and use the orthogonality conditions. The coefficients a,, bnj are found 

to be 

n =0,1,2,... 
for 

j =l,2,3, . --  

L -J 

For reference the integrals and orthogonality conditions of the first h n d  Bessel functions 

are provided here: 

f J, (a r )  Jn (pr )  r d r  = 
[J, (aR) J: (PR) - J; (aR) J, (PR)] 

a + B  (3.43) a2 - p2 

First orthogonality condition: 

Second orthogonality condition: 

The differential equation for waves in the pipe is then 



v2@ + k2# = 7 (anj cos n0 + bnj sin n 0 )  Jn (knj r )  

in which k 2  = k t  - k: and ko = w l  c . To solve this equation, @ is expressed in terms of a 

Fourier-Bessel series analogous to the expansion used for the source, namely 

@(r,  0, k, , w) = 7 @nj = 7 (A,,j cos n o  + Bnj sin n o )  Jn (k,r) 
n=O j=l n=O j=l 

Substitution into the differential equation yields 

m m m m 

(v2 + k 2 )  cos n0 + Bnl sin n 0 )  Jn (k,r) =x (anj cos n0 + bnj sin n o )  J,  (knjr) 

Clearly, if each term of the two series is equal, so are also the sums. Hence, 

(v2 + k 2 )  (6 cos n0 + Bnj sin n o )  J ,  (k,r) = (anj cos n0 + bnj sin n 0 )  J ,  (knjr) (3.50) 

This implies 

{ [ ( J :  + J: + (k: - ( ? ) 2 )  J n ) ]  + ( k 2  - k; ) J n ]  (% cos n0 + B~~ sin n 0 )  = (anj cos n0 + bnl sin n 0 )  Jn 

(3.51) 

The term in square brackets is zero, because it is the differential equation for Jn (knjr)  . 

2 2 2  Considering that k 2  - ki. = k, - knj - k, , then 

which can be written as 

and 

B . =  "nj 

" ( k z  - dm) ( k ,  + ,/=I 
These are the only terms in the solution for @ that contain the axial wavenumber k,. 

Hence, for a concentrated load 6 (z ) ,  the inverse Fourier transform back into the spatial 

domain will involve the integral 



which can be evaluated by contour integration. This requires determining the proper 

location of the poles. Adding a small amount of damping, then k, has a small negative 

imaginary part, and it can be seen that the two square roots + J k i  - k i  lie in the second 

and fourth quadrants, respectively. Now, for z > 0, the exponential term in the integrand 

is bounded in the lower half-plane, which contains only one pole, namely J k i  - k i  . 

Hence, a contour integration must be carried out in that plane in clockwise direction, 

which in turn introduces a negative sign. By similar considerations when is negative, it 

is obtained 

Finally, the solution in the frequency-space domain is 

. . ,  . 
$(r,e,z,w) =iCCe r (a, cos nB + bnj sin no) J, (k,r) 

n = ~  j=1 k t  - ki.  

3.4.5. Pipe with rigid walls: Off-center point source 

The rigid pipe simulation utilizes a point source which can be located anywhere 

within the cross section, Figure 3.6, at a distance a from the axis. 

Figure 3.6: Off-center source in pipe with rigid walls 



The source term is then taking the form 

S(r ,07  2 7  W )  = +G(r - a )  4 0 )  4 z ) f  ( ~ 8  

which satisfies 

R 2z 6 6 ~ ( r , 0 , k ~ , ~ ) r d r d @ = S ( z )  f ( w )  

In this case, from equations (3.41) and (3.42) the coefficients an,, bnj are found 

- J ,  (k,a) 
a, - 

;(l+'on)R2J:(knjR)[l-[+J] 

bnJ = 0 

and 

- i l z l J R  o" o" e cos n o  J ,  (knJa) J ,  (k ,  r )  
$(r70,~7m)=&f (w) eiutCC n = ~  j=l (3.62) 

JR 
L 

In particular, for a centered source a = 0 ,  the source term reduces to 

S ( r ,  0 , z ,  m) = $ S ( r )  4 6 )  & z ) f  ( w )  (3.63) 

which satisfies 

- 1 
aoj - a,,,, = 0 and bnj = 0 

E R ~  J,Z (ko ,R) 

It is interesting to observe that the solution is dependent only on the n = 0 order solution 

for a point source located at the center. Finally, equation (3.62) reduces to: 

resulting in a pressure field 

Observe that the normal modes of the pipe are given by knj = wnj l c = z, I R ,  i.e. 

c r a 
w,=z,-- -+ k,r=z,-, k,a=z,-- with ~ i ( z , . ) = O .  

R R R 



Equation (3.62) can be used to estimate the pressure field in a pipe with rigid 

walls for a point source located anywhere within the cross section. It should be noted that 

in this equation the forcing function f (o) is expressed in the frequency domain. The 

response of the pipeline waveguide to this excitation is consequently calculated in the 

frequency domain. With the assistance of an inverse Fourier transform, the solution is 

expressed back in the time domain. Special caution should to be exercised in the selection 

of the number of points for the Fourier transform, which need to be sufficient to describe 

all the frequencies of interest. The implementation of the Fast Fourier Transform (FFT) 

assumes that the input signal is periodic. In case of non periodic signals, the FFT 

implementation converts the signal into periodic form by adding zeros at the tail and 

repeating itself in a periodic manner. The number of zeros needs to be adequate to allow 

enough time for the decay of the system response to reach zero. It is very frequently 

observed that the system under consideration does not have enough damping for the 

system response to vanish within a reasonable time. In such cases the FFT suffers from a 

phenomenon called leakage or wrap around, in which the remaining response of the 

system at the end of the one cycle appears at the beginning of the next. To avoid such 

phenomena, the Exponential Window Method, [33], was used, which essentially adds 

artificial damping to the system and forces its response to zero. This artificial damping is 

removed from the final result by inverting the effect of the exponential window in the last 

step. 

3.4.6. Simulations 

The controllable parameters of this experiment concern the geometry of the 

pipeline waveguide as well as the transmitted signal characteristics and the fluid material 

properties. Parameters related to the waveguide geometry are the radius of the pipe R, the 

distance between the source and receiver z, the radial location of the source a and the 

receiver r. The main adjustable characteristic of the transmitted signal in this section is 

the frequency spectrum, due to its significance on the signal distortion. The two distinct 

waveforms introduced for the current simulations are the single pulse and the tapered 

sinusoidal wave which are described in the next paragraph. The only variable material 



properties are the ones related to the fluid contained within the pipeline. Since water is 

the fluid under consideration, the fluid acoustic wave velocity is 1500m/sec, the density 

1000kg/m3, and the damping is i. Material properties are the least critical parameters for 

the rigid pipe approximation, since in relative terms similar, but scaled, response can be 

obtained from different set of parameters. The base case, around which parametric 

analyses are implemented, has a pipe with radius of R = 0.5m, distance between source 

and receiver z = 10m, radial location of source and receiver a = r = R = 0.5m, the 

transmitted signal has a central frequency off, = lkHz, and the material damping is < = 

0.1%. The selected radius of R = 0.5m corresponds to the majority of the water 

transmission pipelines, which have diameters of 32" to 42". Other values used for the 

pipeline diameter are R = 0.15m and lm, representing 12" distribution pipelines and 

large trunk mains, which are extra large pipelines used for transportation of water from 

reservoirs to the transmission stations. In order to ensure the accuracy of the modal 

decomposition simulation, the first 50 modes are taken into account from up to the n = 8 

order of solutions, even though only few modes and the first 3 orders provide response of 

any significant magnitude. Recall that when the source, or the receiver, is located on the 

axis of the pipeline, only the n = 0 order is needed, as indicated from equation (3.64). If 

the source in located on the axis then the higher orders do not get excited, whereas if the 

receiver is located on the axis, it does not record any of the higher orders that propagate 

away from the centerline. 

For the purposes of both the rigid and the flexible pipe simulations two 

waveforms are used which have a clean, easily recognizable shape, and a relatively 

narrow bandwidth with adjustable central frequency. The waveforms are a single squared 

sinusoidal pulse, and a tapered group of sinusoidal waves, which offers a narrower 

bandwidth at the expense of a more complicated wave than the pulse, Figure 3.7. For 

reference the frequency spectrum of these waveforms is presented in Figure 3.8 for a 

central frequency of 1 kHz. 
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Figure 3.7: Excitation Waveforms 

(a) Single squared sinusoidal pulse, (b) Tapered group of sinusoidal waves 
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Figure 3.8: Frequency Spectrum 

('a) Single squared sinusoidal pulse, (b) Tapered group of sinusoidal waves 

Distortion vs. Frequency and Range 

In this section the pipeline waveguide is identified acting as a lowpass filter to the 

propagating wave. Signal attenuation is not only controlled by the propagation distance, 

but also by the frequency spectrum of the wave. It is intuitively understandable that the 

larger the distance the more the attenuation, while the higher the frequency content the 

more the reverberation. The signal distortion mechanisms, attenuation and reverberation 

are defined in Chapter 2. 

To illustrate that signal attenuation is a function of propagation distance, the 

pressure time history response of a tapered sinusoidal wave transmitted in a pipeline 
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recorded at distances = 10m, lOOm and 500m from the source is presented in Figure 

3.9. For reference the corresponding frequency spectrum of each recording is also 

provided. The pipeline has radius R = 0.5m7 while the source and receiver are located at 

the axis of the pipeline for simplicity. The frequency content of the transmitted signal is 

preserved constant with a central frequency fo = 5 kHz. 
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Figure 3.9: Attenuation vs. Distance; Pressure Time History and Frequency Response Spectrum 
for R = 0.5m, a = r = Om, f, = 5kHz, and (a) z = lorn, (b) z = loom, and (c) z = 500m 

The above pressure time histories illustrate the magnitude decay of the 

propagating wave with distance. It is also observed that following.the initial signal arrival 

a significant tail is present in all recordings. This signal is the result of an overlap of 

waves propagating from different transmission paths, which have longer propagation 

distances than the direct one, resulting in delay at the signal arrivals. This is the first 

indication of the multipath propagation behavior of the in-pipe waveguide, which results 

in severe reverberations of the transmitted signal. It is very interesting to notice the 

increase with distance at the separation between the first signal arrival and the subsequent 

group of the signals. The separation increase indicates that the length of the multiple 

propagation paths increase disproportionally with respect to the direct path along the 

length of the pipe. It is important to comment that these reverberations correspond to the 



higher modes, which describe those reflected paths. In addition to the increased 

separation it can be noted that the magnitude of these tails decays faster with distance 

with respect to the initial arrival. This observation is a first indication that the higher 

modes attenuate faster with distance. 

The conclusion that higher modes attenuate faster with distance, can be also 

obtained by observing the frequency response of the signals. The second row of plots in 

Figure 3.9 indicates a shift into lower frequencies with propagation distance. Since the 

higher modes are the ones corresponding to higher frequencies, it can be safely assumed 

that these modes decay faster, once more proving the lowpass character of the pipeline 

waveguide. 

To illustrate the dependency of signal attenuation with frequency Figure 3.10 

provides plots of the tapered sinusoidal waveform recorded at a distance of z =10m in a 

pipe of R =0.5m radius, but with varying central frequencyf, = IkHz, SkHz, and 20kHz, 

respectively. 
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Figure 3.10: Attenuation vs. Frequency; Pressure Time History and Frequency Response Spectrum 
for R = OSm, a = r = Om, z = lorn, and (a) fo = lkHz, (b) f, = S H z ,  and (c) fo = 20kHz 



The first conclusion that can be obtained from the pressure time history plots of 

Figure 3.10 is that signals with higher frequency content excite an increasing number of 

propagation modes. As the frequency content of the transmitted signal gets higher, the 

magnitude of the tail of the recorded signal grows larger. According to the preceding 

paragraph the tail corresponds to the signal reverberation in the waveguide, represented 

in the simulation model from the higher modes of propagation. It can be understood that 

the more the excited modes, the more the observed reverberation of the wave. It is also 

important to notice that the relative difference of magnitude of the initial arrival from the 

tail of the signal diminishes in the high frequency signals, indicating the dominance of 

the higher modes over the fundamental for these frequencies. 

The lowpass behavior of the pipeline waveguide is finally verified by observing 

the transfer function plot, Figure 3.1 1. A transfer function is defined as the response of 

the transmission channel in the frequency domain to the introduction of an impulse. Since 

the impulse is assumed to have infinite bandwidth, the transfer function indicates the 

response of the channel at any signal frequency. Multiplication of the frequency spectrum 

of any signal with the transfer function provides the response of the channel to that 

particular signal. If the result is transformed back to the time domain the time history 

response is obtained. 
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Figure 3.11: Transfer Function for a pipeline with R = 0.5m, at a distance z = 10m, for the n = 0 solution 
containing the first 50 modes 



Figure 3.1 1 illustrates the transfer function of a pipeline with radius R = 0.5m, at a 

distance z =lorn, for a source and receiver located at the axis of the pipe. The decaying, 

with increasing frequency, shape of the transfer function indicates the lowpass nature of 

the pipeline channel. Moreover, the dispersive character of the channel is illustrated by 

the abrupt variations of the transfer function magnitude for adjacent frequencies, as 

illustrated nicely in Figure 3.12 which corresponds to the transfer function for a l m  

radius, 10m long pipeline. J3gh levels of attenuation and reverberation caused by 

increased distance and frequency content will be proven detrimental to the fidelity of the 

received signal as will be discussed in Chapter 6 which examines the performance of the 

proposed acoustic communication system. 
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Figure 3.12: Transfer Function for a pipeline with R = lm, at a distance z = 10m, for the n = 0 solution 
containing the first 50 modes 

Modesofpropagation 

This section focuses on the effect of the multiple mode overlap on propagating 

wave emphasizing on the dispersive nature of the acoustic channel. Parametric analyses 

with respect to the pipeline radius, frequency of the propagating wave and damping of the 

acoustic waveguide system are implemented, revealing the effect of high modes. As a 

first step, the dispersion relationship for the in-pipe acoustic channel is examined, which 

corresponds to the association between the wavenumber k and the frequencyf, and it is a 



property of the type of wave, as well as the acoustic waveguide characteristics. The 

dispersion relationship indicates, among other things, whether the spatial form of a wave 

gets distorted by the propagation channel. This distortion is called dispersion and 

concerns time, frequency and phase changes of the transmitted wave. When the 

relationship between k and f is linear, the propagating waveform is not subjected to 

dispersion. From what follows, it will be found that the fundamental mode is not 

dispersive due to the linear correlation of k and f for the waves corresponding to this 

mode. 

The correlation of k and f for the various modes is pictorially represented by the 

dispersion curves. Such curves present the potential non-linear behavior of the 

corresponding modes as well as the lowest frequency at which each mode can propagate, 

the cut-offfrequency. The dispersive curves can also be very useful for the study of 

interaction between waves in coupled media, such as the fluid-filled pipeline waveguide 

system. To study the interaction of vibration waves in solids and acoustic waves in fluids 

the dispersion curves are plotted in a common graph. The intersections of the dispersion 

curves of two different types of waves indicate points with common wavenumber and 

frequency, usually denoted as critical or lowest coincidence frequency, and therefore 

common wavelength and phase speed. However, in this section the pipeline is considered 

rigid and the interaction of the fluid and solid is not taken into account. 

The dispersion curves for the n = 0 order of modes are illustrated in Figure 3.13 

for pipelines with radius R = 0.15m, R = 0.5m and R = lm, respectively. In each of these 

plots the horizontal axis corresponds to the frequency f and the vertical axis corresponds 

to the axial wavenumber k,. The curves plotted represent the relationship between k, and f 

for each mode in increasing order, with the leftmost corresponding to the fundamental 

mode. The aforementioned statement that the fundamental mode is not dispersive is 

illustrated here, since the leftmost dispersion curve is a straight line, indicating a linear 

correlation between k, and f. The point that each curve meets the horizontal axis 

corresponds to the lowest frequency that this mode can get excited. Therefore, the modes 

that will get excited from the transmission of a specific frequency spectrum signal can be 

easily identified with the assistance of the dispersion curves. It is important to notice the 

change in density of the dispersion curves with increasing radius of the pipe, which 



indicates that a signal propagating inside a large pipe excites more modes than when it 

propagates in a small pipe. In other words, the cut-off frequencies of the modes become 

smaller as the radius of the pipeline grows larger. 
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Figure 3.13: Dispersion Curves for n = 0 and (a) R = 0.15m, (b) R = 0.5m and (c) R = l m  

The case n = 0 is sufficient only when waves at the axis of the pipeline are 

considered, i.e. the source and/or the receiver are located at the center of the pipe cross 

section. When waves at off-center locations are of interest, it is important to account for 

the n > 0 modes. The dispersion curves of these modes are located at the intervals among 

the dispersion curves discussed above, therefore indicating the increased number of 

modes excited at off-axis locations. Example of the complete set of dispersion curves for 

a pipe with radius R = 0.15m is presented in Figure 3.14. 
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Figure 3.14: Dispersion Curves for R = 0.15m 

Following the above discussion for the dispersion curves it is necessary to present 

the result of the introduction of the additional modes n > 0 at the propagating wave. The 

pressure time histories of a tapered sinusoidal wave with central frequencyf, = 5kHz for 

the reference distance of z = 10m having the both the source and the receiver located at 

the periphery of the pipe is presented in Figure 3.15. The three consecutive plots 

correspond to pipelines with radius of R = 0.15m, 0.5m and lm, respectively. In these 

plots the effect of the higher order n z 0 of solutions is present and can be observed by 

the high levels of reverberation, apparent from the long tail signals following the initial 

arrival, as well as the significant signal distortion. As the dispersion curves have 

indicated, waves that propagate in larger pipes excite more modes, a phenomenon 

apparent from the highly dispersed received signal at the large pipe plots. 
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Figure 3.15: Effect of pipeline radius; Pressure Time Histories for z = lorn, a = r = R, f, = 5kHz and 
(a) R = 0.15m, (b) R = Q.5m and (c) R = l m  

A direct comparison of Figure 3. 10b with Figure 3.15b reveals the increased 

reverberation due to the n > 0 modes, since the former plot corresponds to the n = 0 

solution and the latter includes all the significant orders n. The received signal in the 

second case is highly distorted, with multiple arrivals of significant magnitude, which can 

be detrimental for the performance of a digital communication system. A close up 

examination of the plots of Figure 3.15 reveals the extent of signal distortion, as shown in 

Figure 3.16. 
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Figure 3.16: Effect of pipeline radius; Pressure Time Histories for z = lorn, a = r = R,f, = 5kHz and 
(a) R = 0.15m, (b) R = 0.5m and (c) R = l m  [Close up of Figure 3.151 

From the above plots can be identified that the initial arrival, which corresponds 

to the n = 0 solution, does not correspond to the maximum magnitude signal, indicating 

that higher order solutions are dominant at the off-center positions. Because of the 

increased number of modes excited at the larger pipes the initial arrival is significantly 

distorted due to overlaps with signals arriving from other paths. Larger pipes can also 



offer longer propagation paths for the higher modes. This fact along with the increased 

number of modes excited, which carry higher frequencies, is the cause of the augmented 

separation observed between some of the delayed amvals at the larger pipes. This 

phenomenon is certainly more apparent at high frequency signals, which present shorter 

duration in time for the same waveform, and correspond to higher modes propagating at 

various multipath trajectories. However, the same behavior is apparent even at lower 

frequency signals, when the pipe is large enough to allow for larger propagation 

distances. Such behavior is presented in Figure 3.17, which exhibits the pressure time 

histories of a pipeline system with the source and receiver at the periphery, at the 

reference distance of z = lOm, but now for an excitation with central frequency f, = 

1.5kHz. 
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Figure 3.17: Pipe Radius vs. modes of propagation; Pressure Time Histories for z = 10m7 a = r = R, 
f, = 1.5kHz and (a) R = 0. 15m7 (b) R = 0.5m and (c) R = l m  

The first plot corresponds to the case of a pipeline with radius R = 0.15m, and 

presents no signal distortion as expected from the dispersion curves shown in Figure 

3.14, since the frequency spectrum of the signal is below the first cut-off frequency, 

therefore exciting only the fundamental mode. However, when the same signal is 

introduced to a larger pipeline, plots (b) and (c), the received wave gets significantly 

distorted due to the excitation of higher modes. Once again, when the pipeline is large 

enough, the multiple delayed arrivals present some separation among them, as illustrated 

in plot (c) by the multiple distinct peaks. It is also interesting to observe from both Figure 

3.15 and Figure 3.17 that the magnitude of the received signal gets smaller with 



increasing the radius of the pipe, consistent with the notion of wave energy distribution in 

larger space, or in other words signal spreading. 

In general it can be said that the higher the frequency spectrum of the signal the 

more modes it excites, resulting in increased reverberation. However, since high 

frequency signals correspond to high modes of propagation, when it is required to 

transmit high frequencies, it is necessary to preserve some of the higher modes and orders 

of solutions, specifically the ones carrying the majority of signal's energy. Recall that the 

n > 0 modes present the maximum response at the periphery of the pipeline and vanish 

towards the center. Since the source and the receiver of the proposed in-pipe digital 

communication system are located at the internal surface of the pipeline, as will be 

discussed in Chapter 5, it is important to identify which modes contribute the maximum 

energy with the least dispersion. In case more than one source or receiver is available at 

multiple locations, it is feasible to isolate some of the modes of interest. For example, 

observe from Figure 3.3 that odd orders of solutions n are 180" out of phase at opposing 

locations, i.e. present inverse phase sign. The idea of stacking signals received at opposite 

locations in order to isolate solutions of interest is discussed in Chapter 5, while results 

ilre presented in Chapter 6. 

The amount of damping in the pipeline system is certainly an important parameter 

affecting the wave propagation characteristics of the channel. It is known that increasing 

damping suppresses the higher frequencies, [9]. Consequently, since high frequencies 

correspond to high modes of propagation, it can be assumed that increasing damping 

reduces the effect of higher modes on the propagating signal. On the other hand, 

increasing damping restricts the propagation distance of waves, since it can significantly 

reduce their magnitude, thus limiting the performance of the communication system. The 

level of damping used in the simulations was conservatively selected to be 0.1%. The 

effect of other damping ratios is illustrated in Figure 3.18, which presents the default case 

of a 0.5m radius pipeline, having the source and receiver located at the internal perimeter 

at a distance of 10m. The signal introduced to the pipeline is the tapered sinusoidal wave 

with central frequency of f, = 5kHz and the controlling parameter is the pipeline 

waveguide damping with values < = 0.5%, 1 % and 5%, respectively. 
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Figure 3.18: Effect of damping; Pressure Time Histories for z = lorn, R = 0.5m, a = r = R, f, = SkHz, and 

(a) r= 0.5%, (b) <= 1% and (c) r= 5% 

From the plots presented above it becomes apparent that the magnitude of the 

received waveform is significantly reduced with increased damping, especially when it is 

compared with Figure 3.16b. The notable reduction of the tail signal indicates the drastic 

decay of the higher modes and consequently the decay of the high frequency components. 

Even though the general shape of the received waveform is not affected, the shift towards 

the lower frequencies is enhanced as illustrated by the increased time spreading of the 

sequential pulses. In other words higher damping enhances the lowpass filtering character 

of the pipeline waveguide. In order to explore the dispersion characteristics of the in-pipe 

acoustic channel the selected damping ratio of < = 0.1% is thus considered appropriate, 

while at the same time it provides some sense of the limiting propagation distance. 

Scattering 

Geometry anomalies and features such as joints, bubbles, obstacles, and so forth 

that intrude the pipe act as scatterers. Any wave that reaches the location of such features 

is scattered in all directions introducing severe reverberations and significant energy loss 

of the received signal. In this section the effect of joints that are regularly spaced along 

the pipeline is examined. The current study of scattering effects is focused on the joints, 

since they are always present at regular intervals in any pipeline system, while their shape 

and size can be approximately estimated and hence easily modeled. Other scatterers, such 

as bubbles and roots, may be present in the pipeline but their geometry varies 

significantly and their location cannot be estimated. 



For the purposes of this research, the joints are considered to be a rectangular 

indentation along the circumference of the pipe. In the rigid pipe code the joints are 

modeled as circular distributed sources, which retransmit a scaled version of whatever 

signal arrives at their location. The scaling factor of signal retransmission from the 

scatterer is assumed to be proportional to the area of the joint and is calculated as the 

ratio of the area of the scatterer to the total area of the pipe cross section. In the 

simulations presented hereafter this percentage is conservatively estimated to be 5%, 

which corresponds to the ratio of the areas of a pipeline with 0.5m radius and a 1.25cm 

deep joint. The signal arriving at the receiver is the superposition of the direct 

transmission according to the rigid pipe approximation and the signal radiated from the 

scatterer. Therefore three sets of solutions are required for the calculation of the received 

signal, (a) the direct transmission from the source to the receiver, (b) the transmission 

from the source to the location of the scatterer, and (c) the propagation of a scaled signal 

found at step (b) from the scatterer acting as a source to the receiver. The resulting signal 

is obtained by superposition of the signals calculated in steps (a) and (c). 

In this section the cumulative effect of scatterers is studied for the case of the off- 

center source-receiver system. Scatterers are distributed near the source, near the receiver 

and at the mid-distance of source and receiver. Due to the Betty-Maxwell reciprocity 

theorem, scatterers at equal distances from the source and receiver have the same effect 

on the propagating wave, thus reducing the case studies to just two, the mid-distance and 

near the source or receiver. For the reference distance of z = 10m, the distance of the 

scatterer from the source, z,, for the two case studies is 5m, for the mid-distance case, and 

l m  or 9m, for the scatterer near the source or receiver case. 

In what follows, the pressure time histories for both scatterer cases are presented 

for transmitted tapered sinusoidal signals with central frequencies f, = 1.5, 5, and 20 kHz 

in Figure 3.19, Figure 3.20, and Figure 3.21, respectively. The left column plots 

correspond to the scatterer at mid-distance between the source and receiver case, zs = 5m, 

while the right column plots correspond to the near source or receiver case, 2, = lm, or 

9m. The top row plots present with a solid line the direct signal transmission, identical to 

the discussion of the previous section, and the scattered signal arriving at the receiver 



with a dotted line. The bottom row of each figure plots the cumulative effect of direct and

scattered signals at the location of the receiver.
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Figure 3.19: Pressure Time History of the direct and scattered signals arriving at the receiver
for!o = l.SkHz, and R = O.Sm, Z = 10m, a = r = R, (a) Zs = Sm, and (b) Zs = 1m or 9m

The first observation from Figure 3.19, which corresponds to a low frequency

transmitted waveform, fo = 1.5kHz, is that the scatterer adds a significant ringing effect

on the received signaL While the initial arrival is not significantly affected, the tail of the

signal is excessively magnified in duration and amplitude. Considering a digital

communication system, this additional reverberation may be limiting its data rate

performance, since it would restrict the maximum length of the transmitted signal

requiring long silent periods between the transmissions of the individual data packets in

order to avoid overlap with this prolonged taiL
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Figure 3.20: Pressure Time History of the direct and scattered signals arriving at the receiver
for fa = 5kHz, and R = 0.5m, Z = 10m, a = r = R, (a) Zs = 5m, and (b) Zs = 1m or 9m

Similar conclusions can also be extracted from Figure 3.20, which corresponds to

the transmission of a tapered sinusoidal wave with a central frequency fo of 5kHz. Due to

the shorter duration of the pulse, the received signal has several distinctive peaks. This

allows identifying that the scattered signal follows the directly received wave with a very

small delay. It should be noted that the scatterers are located on the periphery of the

pipeline where the higher order solutions n > 0 are dominant. These modes correspond to

longer than the straight transmission paths, resulting in the observed tail signal which is

essentially delayed copies of the original signal. This explains the increased magnitude of

the scattered signal at the tail of the received signal, since the received scattered wave is

mainly the outcome of the higher modes.
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Figure 3.21 presents the received signal when a tapered sinusoidal wave withfo =
20kHz is introduced to the pipeline waveguide.
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Figure 3.21: Pressure Time History of the direct and scattered signals arriving at the receiver
for fa = 20kHz, and R = O.5m, Z = 10m, a = r = R, (a) Zs = 5m, and (b) Zs = 1m or 9m

In this figure, the response of the scatterer, located at the mid-distance between

the source and receiver, presents significantly different behavior from the near the source

or receiver case. The magnitude of the scattered signal for Zs = Sm is larger than both the

directly received signal and the scattered signal at the Zs = 1 or 9m case. It is important to

notice that the relative magnitude of the scattered signals in both cases is much larger

than the magnitude of the scattered. signals at the previous frequencies. This indicates the

increased importance of the higher modes excited due to the higher frequency. spectrum

of the transmitted signal. Following the above analysis, the effect of the enhanced
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reverberation, due to scattering, on the received signal regardless of its position needs to 

be considered for the design of the proposed digital communication system. The system 

is required to transmit messages short enough and at adequately spaced intervals to avoid 

overlap of the main signal with the reverberant part. 

3.5 Flexible pipe embedded in soil 

In this section, an extension of the approximation of the rigid pipe is examined in 

order to take into account the effect of pipe stiffness and soil properties. The pipeline is 

no longer considered rigid, while it is embedded completely in soil, consequently 

allowing wave energy to be radiated to the pipe wall and the surrounding soil. It will be 

shown that the controlling variable of the energy distribution among the in-pipe fluid, the 

pipeline and the soil is their impedance contrast. For this reason, parametric analyses with 

respect to the pipe wall thickness and material, as well as the acoustic wave velocity of 

the surrounding soil are executed. The leakage of energy to the media surrounding the 

fluid results in faster decay of the propagating signal with respect to the rigid pipe 

approximation, a phenomenon frequently referred to as radiation damping. Portions of 

the transmitted signal propagate through the fluid, the pipe wall and the soil resulting in 

ambiguous signal arrival at the target, due to the multiple propagation paths. The acoustic 

wave velocity and the distance that the signal covers in each of the materials involved in 

these analyses is different. This results in early arrivals for short propagation distances 

and high acoustic wave velocities and delayed arrivals for large propagation distances 

and slow acoustic wave velocities. The arriving signals overlap, often destructively, 

resulting in a highly distorted signal of significantly reduced amplitude. The destructive 

overlap of the arriving signals is called fading and the channels presenting this behavior 

are called fading channels. 

In addition to the modes propagating inside the pipe, presented in paragraph 3.4, 

in the flexible pipe solution one more set of modes gets excited, the flexural modes, 

Figure 3.22. These modes represent the response of the flexible pipe wall to the 

propagating signal. Figure 3.22 presents the phase on any given cross section of the first 

5 mode orders. The n = 0 case obviously represents the fundamental mode, in which the 



whole cross section has uniform phase. The rest of the modes have n number of pairs of 

opposing phase. Once again it becomes apparent that higher modes present higher 

frequencies. It will be shown that the first three modes (n = 0, 1, 2) are the most 

important ones corresponding the pipe breathing, beam bending, and pipe ovalling 

shapes, respectively, [34]. The n = 0 "breathing" mode radiates as a line monopole, the 

n = 1 "bending" mode radiates as a line dipole, the n = 2 "ovalling" mode radiates as a 

line quadrupole, and so on. The efficiency of radiation at any frequency is decreasing 

with the increase in the order of the equivalent source. 

n = 0 n =  1 n = 2  n = 3  n = 4  
Breathing Beam bending Ovalling 

Figure 3.22: Flexural modes, [34] 

The results from the aforementioned analyses, in addition to the results presented 

from the rigid pipe approximation, complete the understanding of the pipeline waveguide 

behavior required to design an efficient digital communication system. In the subsequent 

sections a brief description of the algorithm used to simulate the flexible pipe is presented 

followed by the results of the parametric analyses. 

3.5.1. Off-center source in a layeredflexible pipe 

A two stage approach is implemented to solve the problem of wave propagation 

in a flexible pipe embedded in soil, as illustrated in Figure 3.23. First, a radially inward 

pressure p* is applied to the fluid at the pipe wall interface, which matches exactly the 

pressure of the rigid pipe case of paragraph 3.4. The overlap of the source excitation and 

p* results in a perfectly firm pipe with stationary walls. In effect, this is the same as if a 

radial constraint had been applied to the wall, and measured the support reaction, which 

equals the pressure at the wall. 



Second, a radially outward traction p* is applied at the pipe wall as the only 

source. This whole system will respond as appropriate, and by superposition with stage 

one, the inward and outward pressures cancel out, thus providing the final solution to the 

Flexible pipe problem. Consequently, p* is the effective source which must be estimated. 

Observe that for the interior points, the two displacement solutions must be overlapped, 

but this is not necessary for points on or beyond the wall. 

Fluid filled Pipe , / Source Fluid filled Pipe , 

(b) 

Figure 3.23: Two stage solution for flexible pipe embedded in soil 

(a) Source and inward pressure p* , (b) Outward traction p* 

3.5.2. Estimation of p* 

From equations (3.13) and (3.62), the expression in the frequency-wavenumber 

domain of the pressure at the pipe wall is: 
m m 

p* = -iwp&R, 8, w, k, ) = -iwpx &, (R, w, k, ) cos n8 = p: cos n o  
n=O n=O 

in which 



Hence, 

Finally, the fictitious source term is 

3.5.3. Fluid cylinder subjected to external pressure 

It remains to evaluate the motions and pressures elicited in the fluid during the 

second stage. Since there are in this case no sources in the fluid other than at the pipe 

wall, the solution for interior points is obtained from the motions at the pipe wall via 

analytic continuation. 

Consider next a fluid cylinder of finite radius R subjected to a prescribed outward 

traction p' . The Helmholtz equation in this case is 

v2(I+k ,2(I=o  (3.74) 

or in full 

The n2 1 r2  term comes from the second derivative in 0. Its solution is 

@ = B, J ,  (kr )  e i ( a - k , z )  

so from (3.1 I), the velocity is 

rir = k B,, J i  (kr )  

and the corresponding pressure 



p, = - i ~ p  Bn J ,  ( k r )  

At the boundary r=R, it is obtained 

which is the impedance of the fluid cylinder as seen from the extemal surface. The 

negative sign is used for consistency of the direction of pressure calculated in this stage 

with radial velocity. 

For r = R, equation (3.77) can be written as 

~ ( k ,  R )  kBn =- 
J,' (kR) 

in which u ( k , R )  is the radial fluid velocity at the pipe wall for the pipe in layered 

medium provided by the program for the fictitious source p*,  given by (3.73). 

Substituting kB, in equation (3.77), it follows that 

and from (3.78) the pressure of the second stage is 

p, ( k ,  r) = -iup u ( k ,  R )  J ,  (kr )  
k J,' ( k ~ )  

To obtain total pressure, it suffices to overlap the pressure of the rigid pipe case with 

those given by the above formula. 

3.5.4. Fluid cylinder vih. stgfness matrix method 

This section elaborates on flexible pipe solution subjected to a point source, and 

use for this purpose the stiffness (impedance) matrix formulation, which is convenient to 

implement in a computational environment. 

Stvf~zess matrix 

Consider a hollow fluid cylinder bounded by inner and outer surfaces with radii 

rl, r2, which is subjected to extemal, harmonic pressures pl,  pz with implied azimuthal 



variation of order n. From previous sections it was found that the solution for the fluid 

potential can be written as 

en ( k ,  r )  = A  Y, (kr )  + B J ,  (kr )  (3.82) 

in which k  = dm , k, = 01  c . For notational convenience, this equation is abbreviated 

simply as 

@n = AY, + B  J ,  (3.83) 

The pressure and radial velocity at the radial distance r are then 

= - ~ o ~ ( A Y ,  + B J , )  (3.84) 

and 

u = ~ ( A Y , ' +  B J ; )  (3.85) 

with J; = d J,  1 d ( k r )  and Y,' = d Y, l d ( k r )  . For simplicity, the following notation is used 

J n l = J , ( k r , ) ,  J n 2 = J , ( k r 2 ) ,  Ynl=Yn(kr , ) ,  Yn2=Y,(kr2) (3.86) 

The external tractions per radian are then 

Hence, in a matrix form the tractions can be expressed as 

Similarly, following equation (3.85) the velocities are 

Inverting equation (3.90) the constants A, B are estimated 

Substituting the above to (3.89) gives 

or more compactly 



q = K u  

in which K is the stiffness matrix of the fluid layer. Its elements are 

The stiffness matrix is symmetric, as indicated by expanding the derivatives in terms of 

the recursive equations and from the Wronsluan property of Bessel functions, [35]. It 

follows that 

and by a similar expansion of the numerator in K12 , it is finally obtained 

Static condensation 

For a source placed on the inner surface, and especially in the limit of a 

vanishingly small cavity r, - t o ,  it will be found necessary to condense out the inner 

degree of freedom so as to avoid both a singularity and an ambiguity in the formulation. 

The result is 

and from the expressions in the previous section, 



r Y  Y' -+w and In particular, when r, -+ 0 ,  then Ynl -+ = , Yil -+ = , nl nl 

2 1  
K21 K;' + -- 

AT' J L 2  5% 

Point source at axis 

A source of the form is considered 
7 

which corresponds to a point source at r = a expressed in terms of point sources on the 

axis via Graf's theorem, presented in paragraph 3.5.5. Hence, 

P a  J n ( k a ) ( l - ' ~  ) lim K21 ~~y ql = -1-- 2 On q+o nk J12 

so the equivalent load (radial traction per radian) to be applied at the exterior surface is 

Observe that if qeq = 0 , then u2 = 0 , in which case there is a rigid pipe containing the 

fluid, and q2 = -r2 p2 is the reaction of the rigid wall on the fluid. 

Analytic continuation 

From the preceding paragraph it was found that 

and 

in which 



or alternative1 y from equation (3.89) 

Substituting equation (3.1 10) in (3.108) and (3.11 1) in (3.109), it is found 

respectively. After expansion, this gives 

which express the velocity and pressure fields in the interior in terms of the fields on the 

boundaries. Observe that these expressions return the proper values when r = r, or r = r2 . 

In particular, in the limit when r, + 0 and for a point source on the axis, 

p, -+ - i e ( 2  - so,,) J, (ka) Yn1 
4 

(3.116) 



3.5.5. Graf addition theorem 

Figure 3.24: Graf addition theorem 

This section presents the Graf Addition Theorem used to express a source at an 

arbitrary location in terms of sources at the pipeline's axis. Let C,(kr) be shorthand for 

any of the Bessel functions. Then, with reference to Figure 3.24, the following addition 

theorem holds, [35]: 

in which f l  = a - 0 . In particular, for integer m=O, Cm = HA') (kb) , cos mfl = cos 0 = 1 

HA2) (kb) = HL2) (kr) J, (ka) cos n0 

But 

H!:) = (-1)" H : ~ )  and J-, = (-1)" J, 

SO 

H'Z,' J-, = H ; ~ )  J, 

It follows that 
m 

H : ~ )  (kb) = HA2) (kr) J, (ka) + 2 x  H ; ~ '  (kr) J, (ka) cos n o  
1 

3.5.6. Simulations 

According to the flexible pipe solution, not only the geometry of the pipeline and 

the characteristics of the transmitted signal are controlled, but also the surrounding soil 



properties and the pipeline stiffness are parameters to the problem. The reference case has 

the same geometry as the rigid pipe approximation concerning a pipe with radius 

R = 0.5m, a source and receiver located at the periphery of the pipe separated with a 

distance z = 10m, while the damping of the system is { = 0.1%. The excitations used are 

the single squared pulse and the tapered sinusoidal wave, similar to those of the rigid pipe 

solution. However, the novelty of this section is the adjustable surrounding soil acoustic 
a wave velocity, which by default is set to Cs = 0.2km/sec, and the pipeline thickness, of 

which the default value is t = 2cm. The selected value of C, = 0.2krnlsec corresponds to a 

relatively soft soil frequently encountered in the top soil layers where most pipelines are 

located. The acoustic wave velocity of the surrounding soil controls the impedance 

contrast among the three materials, water, cast iron, and soil, which as it will be shown, is 

responsible for the wave energy distribution among them. The pipeline thickness, on the 

other hand, provides a factor for adjusting the pipe wall stiffness, once more affecting the 

energy trapped in the water, and its interaction with the pipe wall. Similar to the rigid 

pipe approximation, the first n = 8 orders of solutions are considered in the results with 

the 50 first modes taken into account for each order. 

In what follows, parametric analyses regarding the distance between the source 

and the receiver, the frequency content, and the pipe radius will be presented in order to 

provide a relative sense of the role of the flexible pipe and the soft surrounding soil in 

comparison with the rigid pipe approximation. Thereafter, results of varying soil 

properties and pipe wall thickness will be presented, which is the main focus of this 

section. Due to the increased complexity of the phenomena associated with the flexible 

pipe solutions, the single pulse waveform will be the main excitation presented in this 

section. Results with the tapered sinusoidal wave excitation will be presented at points of 

interest for comparison with the rigid pipe approximation. 

* Distance 

In order to illustrate the effect of propagation distance on a wave transmitted 

inside a flexible pipeline, Figure 3.25 presents the pressure time histories for distances 

z = 10m and 100m. The transmitted signal is a single squared pulse with duration 

t , ~  = lmsec corresponding to a central frequency of 1 kHz, the pipeline has radius 



R = 0.5m, with the source and the receiver located at the internal perimeter of the pipe. 

The acoustic wave velocity of the soil is C, = 0.2 W s e c  and the pipeline thickness 

t = 2cm. The frequency spectrum of the received waveforms is also provided for 

reference. It becomes directly apparent that the pipeline waveguide acts as a lowpass 

filter on the propagating signal. Such information becomes available not only by 

observing the frequency spectrum of the received signals, but also by noticing the 

increasing time spread of the pulse with distance and the reduction of the ripples 

following the main pulse. The lowpass characteristics are even more pronounced than the 

rigid pipe approximation, as presented in paragraph 3.4.6. 

Frequency (kHz) 

( 4  

Frequency (kHz) 

(b) 

Figure 3.25: Attenuation vs. Distance; Pressure Time History and Frequency Response Spectrum 
for R = 0.5m, a = r = R,f,  = IkHz, C, = 0.2 kmlsec, t = 2cm, and (a) z = 10m, (b) z = lOOm 



One interesting observation is that the flexible pipe system has a slower acoustic 

wave velocity than each of the materials constituting the waveguide. More specifically 

from the z = 10m plot the effective acoustic wave velocity is Ce8 = 10m 1 10.26msec = 

0.97krn/sec, while from the z = lOOm plot Cefl = lOOm I 92.92msec = 1.076km/sec. In the 

literature, [36], an analytical far field approximation of the acoustic velocity of a wave 

propagating in a hollow fluid filled thin-walled tube is found to be equal to: 

where p is the fluid's density, B is the fluid's bulk modulus, E is the Young's modulus of 

the tube, b is the internal radius, and h is the thickness of the tube wall. Substituting for 

the water filled cast iron pipe of the system under consideration with p = 1 ton/m3, 

B = 2.25GPa7 E = 91 GPa, b =0.50m, and t =0.02m the acoustic wave velocity is found to 

be in agreement with the simulation results equal to C, = lkmlsec. 

For reference, Figure 3.26 presents the pressure time history response and the 

frequency spectrum for a tapered sinusoidal wave excitation for a pipeline system 

identical to the above and for a propagation distance of z = 10m. It is interesting to notice 

in this plot the absence of the extended tail signal received in Figure 3.17b and the 

concentration of the distortion around the initial arrival. The absence of a tail signal can 

be explained mainly due to the radiation of the energy into the surrounding soil, as will 

be discussed later in this section. 
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Figure 3.26: Pressure Time History and Frequency Response Spectrum for the tapered sinusoidal waveform 
excitation and R = 0.5m, a = r = R, z = 10m,f, = 1.5 kHz, C, = 0.2 krnlsec, and t = 2cm 



Frequency content 

Figure 3.27 presents the pressure time histories and the corresponding frequency 

spectra of the response of the transmission channel introduced with pulses of various 

durations. The plots illustrate the channel's response to pulses with durations 

t d  = OSmsec, 0.2msec, and O.O5msec, which correspond to central frequencies of 

f, = 2Wz, 5kHz and 20kHz respectively. The increased reverberation of the higher 

frequency spectrum pulses becomes directly apparent, in accordance with the behavior 

identified from the rigid pipe approximation. The presence of the flexible pipe and the 

surrounding soil introduces more transmission paths for the signals to propagate. The 

plots reveal signals arriving earlier than the main pulse, probably from propagation 

through the pipe wall, which has acoustic wave velocity of 5100rn/sec in contrast with 

the water's 1500m/sec. Significant delayed anivals are observed for a long period of 

time, implying signals that propagate through longer transmission paths, possibly 

including reflections through the surrounding soil and the pipe wall. 
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Figure 3.27: Attenuation vs. Frequency; Pressure Time History and Frequency Response Spectrum for 
R = 0.5m, a = r = R, z = 10m, C, = 0.2 krntsec, t = 2cm, and (a)f,= 2kHz, (b) f,= 5kHz and (c) f,= 20kHz 



Pipe Radius 

This section examines the effect of pipe radius on the propagating signal. The R = 

0.5m case was presented in Figure 3.25a, while the R = 0.15m and R = l m  cases are 

presented in Figure 3.28. The remaining parameters are held constant with the transmitter 

and receiver located at the internal perimeter of the pipe at a distance of z = 10m, the 

excitation is a squared single pulse with central frequency off, = I&, and the acoustic 

wave velocitjr of the surrounding soil is C, = 0.2kmIsec. Finally, the thickness of the pipe 

wall has been adjusted proportionally to the radius used starting from t = 2cm for R = 

0.5m. 
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Figure 3.28: Pressure Time History and Frequency Response Spectrum for z = lorn,& = 1 kHz, a = r = R, 
C, = 0.2 kmlsec, and (a) R = 0.15m, and (b) R = l m  



A remarkable first observation is that the lowpass filtering character of the 

pipeline waveguide is enhanced with the increase of the pipe radius. Even though larger 

pipelines excite a large number of high order modes, n > 0, the frequency content of the 

signal drops significantly. The main reason for this phenomenon is the reduction of 

stiffness of the pipe wall with increasing radius, allowing more high frequency signals to 

radiate to the surrounding media. This phenomenon will become apparent also in the 

following sections where the soil properties and the pipe wall thickness will be the 

adjustable parameters. The presence of the higher modes in the larger pipes is revealed 

from the high frequency ripples preceding and following the main received pulse. Finally, 

the energy of the received signal, revealed by the area under the main pulse, is 

significantly reduced in larger pipelines as expected, due to energy spread over a larger 

volume, and the aforementioned radiation of energy into the surrounding media. This 

section concludes the parametric analyses regarding variables also examined at the rigid 

pipe approximation. The following sections examine properties related to the pipeline 

itself and the surrounding soil, and more specifically, the pipe wall thickness and the soil 

acoustic wave velocity. 

Soil Properties 

The effect of the soil hardness is examined in this paragraph. The hardness of the 

pipeline surrounding media is important since it affects the stiffness of the pipeline 

waveguide system. An indicator of the material hardness is the acoustic wave velocity, 

which is used in this section as an adjustable parameter. The default value of the acoustic 

wave velocity Cs = 0.2 krnlsec used in the simulations up to this point corresponds to a 

soft soil frequently found in the upper soil layers, where the pipelines are usually located. 

Extreme cases are considered in both directions for the acoustic wave velocity parameter, 

using values Cs = 0 kmlsec, and Cs = 2 km/sec. The first one, Cs = 0 krnlsec, corresponds 

to no soil surrounding the pipeline, as if the pipe were located in free space and therefore 

there were no support of the pipe wall from other media, which results in the minimum 

stiffness case. The latter case, Cs = 2 kmlsec, corresponds to a pipeline laid in a very hard 

soil, or even soft rock, resulting in a significantly stiff pipe configuration. Figure 3.29 



presents the results for the two extreme cases, whereas for comparison Figure 3.25a is 

considered for the case C, = 0.2 kmlsec. 
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Figure 3.29: Effect of soil stiffness; Pressure Time History and Frequency Response Spectrum for z = 10m, 
f, = 1 kHz, R = 0.5m, a = r = R, t = 2cm, and soil acoustic wave velocity 

(a) Cs = 0 (No soil), and (b) Cs = 2 krnfsec 

The effect of the soil stiffness is directly evident from the presented results. The 

pipe in free space plot indicates the presence of significant ringing around the main pulse. 

On the other hand, the observed ringing is minimal in the hard soil case, which is an 

indication that the ringing energy has radiated to the surrounding soil. This theory is 

supported by the fact that the soft soil case presents the minimum ripples. The impedance 

contrast of the soft soil with the pipe wall allows the most radiation of energy away from 

the waveguide, thus reducing significantly the energy of the received signal. The hard 

soil offers some stiffness to the pipeline, which allows confining the energy in the 



transmission channel. Alternatively, the hard soil can be considered as an intermediate 

step between the soft soil and the rigid pipe solution, as indicated by the received signals 

presented and the resulting stiffness of the acoustic waveguide. The loss of energy from 

the transmission channel into the surrounding media is frequently referred to as radiation 

damping, since it results in significant decay of the signal with time resembling to 

systems with increased damping. Figure 3.30 illustrates this point by plotting the results 

for the first order of solutions, n = 0, presenting at the same time \he relative energy 

distribution among the channel materials. 

Time (msec) 

Figure 3.30: Radiation Damping 
(Pressure Time History for n = 0, z = 1 Om, f, = 1 kHz, R = a = r = 0.5m, and C, = 0,0.2, and 2 krnlsec) 

Pipe Stvfness 

Following the results where the waveguide stiffness is controlled by the soil 

hardness, this section examines the effect of the stiffness of the pipe itself. The adjustable 

parameter at this stage is the pipe wall thickness, as a measure of controlling the pipeline 

stiffness. Figure 3.31 presents results for very thin pipe wall t = 5mm to very thick pipe 

wall t = 10cm. The thin pipe wall case generates a transmission channel with very small 

stiffness. In sequence, the signal energy radiates tremendously to the environment, 

especially the high frequency signal components, as indicated by Figure 3.31a in which 



the recorded signal is mainly the result of the n = 0 order of modes and essentially no 

high frequencies are present. On the other hand, the thick pipe wall creates a very stiff 

waveguide, resulting in the entrapment of the high frequency vibrations observed around 

the main pulse. Once again, the thick pipe case can be considered as an intermediate 

stage between the default flexible pipe case studied in the above sections and the rigid 

pipe approximation. 
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Figure 3.31: Effect of pipeline thickness; Pressure Time History for z = 10m,f, = 1 kHz, R = 0.5m, a = r = 
R, C, = 0.2 kmlsec and pipe wall thickness (a) t = 5mm, and (b) t = lOcm 

* Pipe Material 

Final1 y, this section examines the effect of the pipeline material in the propagation 

of acoustic waves. Even though most of the water pipeline networks consist of cast iron 

pipes, other materials have also been used such as concrete, steel and PVC. Since 

concrete is a heterogeneous material, it is not trivial to model it for acoustic wave 

propagation purposes. Moreover, the increased stiffness of concrete pipes, which usually 

have thick pipe walls, and steel pipes, which are harder than cast iron, allow to estimate 

their behavior as a projection of the characteristics observed in the preceding cases. In 

this section, the cast iron pipe will be replaced with a PVC pipe, which has density p = 

1400ton/m3, acoustic wave velocity CpVC = 1580m/sec, and Young's Modulus EpVC = 

1500GPa. The remaining parameters have the default values of the previous analyses. 
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Figure 3.32: Effect of pipeline material; Pressure Time History and Frequency Response Spectrum for PVC 
pipe with z =  10m7 f, = 1 kHz, R = 0.5m7 a = r =  R, C, = 0.2 k d s e c  

The above plots reveal the significant lowpass filter character of the PVC pipe. 

The PVC waveguide strongly shifts the frequency content of the propagating signal 

towards the origin, while at the same time its magnitude drops dramatically. This is an 

indication that the damping of the transmission channel is very high, mostly due to 

radiation of energy into the surrounding soil. However, the recorded signal is the result 

mainly of the fundamental mode, and therefore presents minimal dispersion. A successful 

digital communication system operating in such an environment should employ a 

sensitive receiver in combination with an amplifier in order to be able to record the 

transmitted signal, while it should compensate for the frequency shift in order to decode 

the encapsulated data. 

3.6 Conclusions 

This chapter examined the effect of the pipeline waveguide on a propagating 

signal as well as the interaction of the waveguide with the surrounding media. The 

behavior of the channel was studied with respect to a number of parameters, initially for a 

simple rigid pipe approximation and thereafter for the complete model of flexible pipe 

embedded in soil. The initial study allowed identifying the propagation characteristics of 

a hollow fluid filled cylinder, while the second set of simulations focused on the 

interaction of the surrounding soil and pipe wall with the propagating signal. From the 
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complete set of results it was identified that the distortion of the recorded signal is the 

outcome of a complex interaction of all parameters involved. Key findings include that 

high frequency signals excite more modes of propagation resulting in severe 

reverberation. The number of the excited modes of propagation is also a function of the 

pipe radius, with larger pipes introducing more modes for lower frequencies. The pipeline 

waveguide on the other hand acts as a lowpass filter on the propagating signal, resulting 

in frequency shifts on the recorded wave, especially for long propagation distances, and 

low stiffness acoustic channels. The previous statement implies that the higher modes, 

carrying the high frequency content signals, attenuate faster than the lower modes. 

However, due to multipath propagation and severe attenuation the fidelity of the received 

signal degrades significantly with distance. For the implementation of a reliable digital 

communication system it is important to identify the modes with the highest energy 

concentrated at the frequency spectrum, i.e. bandwidth, of the transmitted signal, with the 

simultaneous minimum resulting dispersion. This can be achieved by identifying the 

transfer functions for each order of modes after a thorough examination of the 

transmission channel. Further analysis of the behavior of the pipeline waveguide will be 

provided in Chapter 6, where simulations of actual digital signals with specific 

characteristics will be introduced to the computational models introduced in this chapter, 

and in Chapter 7, where experimental results are presented. 
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Chapter 4 

Digital Communications 

4.1 Introduction 

The evolution of society mandated the use of devices that would allow exchange 

of data and communication of people at remote locations. These communication systems 

are capable of transferring data reliably over long distances and enable, apart from voice 

and video transfer, remote control of devices, telemetry, navigation aids for ships and 

airplanes, and so on. 

Communication systems can be categorized into two very broad groups with 

respect the type of data they handle, namely analog or digital. The term data here implies 

any type of information that must be transmitted, from sound, voice and video to numbers 

and records. Analog systems are capable of processing and transmitting analog data, i.e. 

c;ontinuous waveforms with infinite number of shapes. In digital systems on the other 

hand, data is digitized, i.e. discrete in time, and can form into a finite number of states 

fiom a finite number of characters. 

From a historical perspective an interesting fact is that the first electrical 

communication system was digital. The telegraph, invented by Gauss and Weber in 1833, 

was used by Samuel Morse in 1837 to send digital signals. The messages were encoded 

into binary form using dots and dashes, groups of which were representing letters from 

the English alphabet, the well known "Morse Code7', illustrated in Figure 4.1. This code 

uses variable length codewords separated by a brief silent time between the transmission 

of each one. The most commonly used letters are represented by the smaller sequences. 



A .- N -. 0 ----- 
B - m m m  0 --- 1 .---- 
C -. -. p .--. 2 ..--- 
D - a m  Q - - m -  3 ...-- 
E n R .-a 4 r n m . 8 -  

F m a - .  S m . 8  5 m a m m m  

G --. T - 6 -.... 
H m m m m  IJ m m -  7 - - m m m  

I m .  v m m m -  8 - - - m 8  

J .--- W a - -  9 ----¤ 

K -.- X - m m -  --. . -- [comma] 
L .-.. y -.-- . -. -. -. [period] 
M --  Z --.. ? ..--.. 

Figure 4.1: Morse code, [I] 

There exist several fundamental quantities and concepts that must be defined 

before proceeding to the analysis of a digital communication system (DCS). The dashes 

and dots of the "Morse Code" correspond to the bits of a current DCS. A bit is the 

fundamental information unit for all digital systems, which is represented in binary form 

by zeroes and ones. A sequence of bits is called a bit stream. Similar to the "Morse 

Code", were the groups of dashes and dots represent letters, in current DCS, groups of 

bits are representing symbols. Symbol is a group of k bits which are considered as a unit. 

The number of available symbols M ,  or in other words the size of the alphabet, is M = 2k, 

where k is the number of bits included in the symbol. The rate at which the bits are 

transmitted through the communication system is called the data rate, which is measured 

in bits per second (bitsls) and is given by R = k l T  = (l/T)log, M bitsls, where k bits 

identify a symbol from an M = 2k symbol alphabet and T is the k-bit symbol duration. 

4.2 Digital vs. Analog Communication 

Most communication systems nowadays follow the trend of digital 

implementation, a selection justified by a direct comparison between analog and digital 

systems. The key feature of a digital communication system is that it deals with a finite 

set of discrete messages, in contrast to an analog communication system in which 

messages are defined on a continuum. The objective at the digital receiver is not to 

reproduce the transmitted waveform with precision, but rather to identify from the 



distorted received signal which of the predetermined finite set of waveforms was sent by 

the transmitter. 

The main advantage of digital communication is the easy identification and 

regeneration of distorted data. When a signal propagates through any transmission 

channel, it gets noisy and distorted, as illustrated in Figure 4.2. However, the distorted 

signal can be easily matched to one of the predetermined states and regenerated to its 

original form. 

Signal 
Recognition 

I \ 

Figure 4.2: Signal distortion and recognition 

However, this is not true for analog signals since there are no predetermined 

shapes that are generated and therefore expected by the receiver. A distorted signal 

cannot be recovered completely and this affects the quality of the transmitted data. Only 

when the transmitted signals have a predetermined frequency range, filtering can be 

applied to reduce the effect of the ambient noise added to the signal. 

By contrast, there exist numerous signal processing techniques for digital signals 

that allow distortion compensation and error correction, resulting in more reliable 

c:omrnunication. These techniques can be embedded into microchips that handle the 

recognition and regeneration of the data efficiently, allowing easy and flexible 

implementation of the signal processing algorithms. These digital circuits are in general 

more reliable and less expensive than analog circuits. Processing of digital data is further 

assisted by the packetized transmission of data, i.e. clusters of data that are sent as a 

group at the same time. Digital circuits are capable to buffer these data packets for review 

and further processing, if required. 

However, the use of packets for digital data transmission requires synchronization 

of the transmitter and receiver. The receiver has to collect the packets in the correct order, 

appoint the packet numbers and check if all the packets were received, and decide if they 



were or not received correctly. The whole procedure of synchronization, buffering, 

processing and correcting the data is frequently a very resource intensive process. In 

addition, the digital signals present non-graceful degradation, meaning that when the 

signal to noise ratio (SNR) falls below a certain point, the performance of the 

communication system drops from very good to very poor. 

Signal to noise ratio, defined as SIN, is a quantity mainly used to represent the 

quality of analog signals. The numerator represents the average power of the received 

signal S and the denominator is the average electrical noise power N observed in that 

signal. However, in digital communications the signal to noise per bit ratio, Eb/No, is 

used, where Eb is the bit energy and No is the noise power spectral density. The bit energy 

Eb can be described as noise power S times the bit time Tb = (l/Rb), where Rb is the bit 

rate, while the noise power spectral density No can be described as noise power N divided 

by bandwidth W, as presented in equation (4.1): 

It becomes apparent that Eb/No is just a version of the SIN that has been 

normalized by the bandwidth and the bit rate. It is important to notice that E&Vo is an 

energy comparison and not a power comparison as the analog SIR is. The selection of 

EdN0 as a quality measure for digital signals is justified due to the characterization of the 

digital signals as energy signals. An energy signal is defined as a signal that has zero 

average power and a finite energy, in contrast with a power signal that has finite average 

power and infinite energy. An analog signal is a continuous signal in time and is 

frequently characterized as power signal, since it can be considered having infinitely long 

waveform resulting in carrying infinite amount of energy. Therefore, the comparison of 

signal and noise is a comparison of average powers, i.e. average rates of delivering the 

energy. On the other hand, a digital signal is transmitted by using finite duration 

waveforms. These waveforms have finite energy and zero average power, resulting in the 

characterization of digital signals as energy signals. In addition, it is important to notice 

that the E& is a comparison of the corresponding signal and noise energies per bit. 

Each transmitted waveform corresponds to different amounts of data in terms of bits 

(contains different number of bits), depending on the modulation method used, as 



described in paragraph 4.5.3. To compare the performance of different systems utilizing 

different modulation methods, it is important to decompose the signal to noise ratio 

requirement into a ratio corresponding to each separate bit. 

Finally, the differences between analog and digital systems are extended on the 

performance measures. While performance in digital communication is usually evaluated 

by the probability of incorrectly detecting a digit, bit or symbol, in analog communication 

performance is evaluated with fidelity criteria, such as signal to noise ratio, percent 

distortion, expected mean square error between transmitted and received waveforms, and 

SO on. 

4.3 Digital Communication System Components 

Three main objects are present in any communication implementation: a 

transmitter to send the signals, a communication channel to carry the signals and a 

receiver to collect the transmitted signals. To send a signal through a transmission 

medium, it is necessary to convert it to a set of waveforms that encapsulate the digital 

data. Depending on the transmission channel the output of a transmitter can be either in 

pulse shape, resembling to digital data, or'an analog wave modulated appropriately to 

encapsulate the digital data. The structure of the transmitter and receiver may vary from 

simple to very complex and consist of several elaborate signal processing steps, which 

depend on the channel imposed signal distortion, and the need to provide reliable 

communication. However, there are only two essential steps, namely the mapping and the 

modulation of the signal, illustrated in Figure 4.3. Mapping is the process of converting 

the digital message into a sequence of pulses. Mapping is also frequently referred to as 

pulse modulation or baseband modulation, since it generates waveforms that have 

frequency spectra from DC to some specific finite frequency. Filtering is frequently used 

at this step to limit the frequency range used. There are some applications were pulse 

modulation is adequate to transmit the digital signal, such as fiber optic channels. 

I3owever, for the majority of the communication systems, the modulation step is 

required. Modulation, frequently referred to as bandpass modulation, is the process of 

generating a signal with a specific frequency spectrum capable of carrying the pulse 



modulated signal. The pulse modulated signal is enclosed within this generated signal in 

the form of predefined variations from a wave that has specific amplitude, frequency and 

phase characteristics. More detailed analysis will be provided in paragraph 4.5.3. 

Transmitter 
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Transmission Channel I 
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Figure 4.3: Traditional components of a digital communication system, [2] 

The modulated signal propagates through the transmission channel and is 

recorded by the receiver. The signal processing steps executed at the receiver are 

essentially reversing the ones implemented at the transmitter. Detailed analysis of the 

various elements that compose the transmitter and receiver is provided in paragraph 4.5. 

4.4 Mathematical models for communication channels 

To facilitate the design of a digital communication system, its operation is 

frequently simulated using mathematical models of the transmission channel. Such 

models attempt to capture the most important characteristics of the channel. The 

simulations lead to more efficient and reliable designs for the transmitter and receiver, 

adjusted to deal with the limitations and make use of the good properties of the channel. 
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Depending on the application, a large variety of transmission media have been used for 

the propagation of the digital signals, such as the air, water, wires, optical fibers, and so 

on, varying the nature and efficient frequency range of the transmitted waves. Despite the 

fact that each combination of transmission medium and propagating wave presents 

different characteristics, they all have several common properties, such as all physical 

channels must obey wave propagation principles. To simulate these channels, several 

models have been proposed in the literature [3], from very simple to very complex. 

However, the most frequently used ones are the simplest models, since the uncertainty is 

very large due to the variability and unpredictability of the transmission path, which 

renders the elaborate models not practical for general use. In the following paragraphs, 

the three dominant and most general models are summarized. Frequently, the more 

elaborate models are refinements of these models that capture the special characteristics 

of a specific channel. 

4.4.1. Additive White Gaussian Noise 
The additive noise model of a communication channel is the simplest and 

probably the most powerful simulation technique. The applicability of the model is so 

broad that it has been incorporated even in the most elaborate communication channel 

models. According to this model, the received signal y(t)  is the superposition of the 

transmitted signal x(t)  and a random noise signal n(t), as illustrated in Figure 4.4. 

Figure 4.4: Additive Noise Model 

The noise considered in this model refers to the total effect of several noise 

sources, such as the electrical circuit components, electromagnetic interference, ambient 



noise, and so on. This noise is considered to follow a zero mean Gaussian distribution, 

according to the central limit theorem. According to this theorem, the probability 

distribution of the sum of j statistically independent and identically distributed random 

variables, with finite mean and variance values, approaches the Gaussian distribution as 

j--too. Therefore, even though individual noise mechanisms might have other than 

Gaussian distribution, the cumulative effect of these mechanisms will tend toward the 

Gaussian distribution. 

The noise considered in this model is also characterized as white, meaning that 

the power spectral density is the same for all frequencies of interest in most 

communication systems. It is apparent that there exists no globally white noise, or in 

other words there exists no noise that has the same amount of power for all frequencies. 

However, as long as the bandwidth of noise is significantly larger than that of the 

communication system, the noise can be considered to have an infinite bandwidth. Due to 

the "whiteness" of the noise, it can be shown that its individual samples are uncorrelated. 

It is important to observe at this point that, since the samples of noise are uncorrelated 

and follow the Gaussian distribution, they are also independent. The importance of this 

statement is that the noise affects each transmitted symbol independently. 

The model resulting from this analysis is usually referred to as Additive White 

Gaussian Noise (AWGN) channel. An extension of this model includes the attenuation a 

of the channel as a percentage of the transmitted signal: 

y ( t )  = a . x ( t ) + n ( t )  (4.2) 

4.4.2. Linear Time Invariant Filter 
Most physical transmission channels impose distortion on the propagating wave. 

This distortion is frequently simulated mathematically with the use of a linear filter, h(t), 

which attempts to encapsulate the characteristics of the channel. The result of the effect 

of the channel on the transmitted signal x(t) is calculated as the convolution of the 

impulse response of the filter h(t) with the transmitted signal x(t). In most cases, additive 

white Gaussian noise is included in the model for better representation of the physical 



channel. A pictorial representation of the Linear Time Invariant Filter model is provided 

in Figure 4.5. 

Figure 4.5: Linear time invariant filter model 

4.4.3. Linear Time Variant Filter 
Most physical channels present characteristics that vary with time, such as long 

range high altitude radio, underwater channels and so on. In these channels 

environmental conditions, such as temperature, interference from hovering or swimming 

objects and particles change their characteristics with time, mandating the use of time 

variant mathematical models for the simulation of their effect. For this reason, linear time 

variant filters h(t,t) are employed to simulate the effect of the channel. The resulting 

signal y(t)  is calculated as the convolution of the transmitted signal x(t) and the impulse 

response of the linear time variant filter h(t,.t), as illustrated in Figure 4.6. White Gaussian 

noise is frequently added to complete the effect of the channel. Here h(t,t) is the response 

of the channel as time t for an impulse applied at time t - t, where the variable t provide 

the time variance of the channel. 

Figure 4.6: Linear time variant filter model 



4.5 Digital Communication Techniques 

In paragraph 4.3 the fundamental steps of a digital communication system were 

presented. However, depending on the severity of the channel imposed distortion of the 

received signal, a digital communication system may be composed of several signal 

processing steps, which aim to correct this distortion. A typical set of transmitter and 

receiver signal processing blocks is presented in Figure 4.7. In the following paragraphs a 

brief analysis of each component will be presented. 

Figure 4.7: Common Signal Processing Steps of a Digital Communication System 

4.5.1. Formatting 
Formatting is the process of converting the message that needs to be transmitted 

in a form appropriate for digital processing. Thus, it is the first step in a digital 

Modulation 

communication system, where the text or numbers in the message are usually 
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transformed into a stream of binary bits with the assistance of a standard coding format. 

The first formatting code was the Morse code, presented in Figure 4.1, while the first 

d b b 

fixed length binary code for processing textual data was the Baudot code, illustrated in 

Figure 4.8, which was introduced in 1874 for use in the printing telegraph. 
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Figure 4.8: 5-Bit Baudot Code, [1]

Nowadays, there exist several coding formats that are used In digital

communications, such as American Standard Code for Information Interchange (ASCII),

the Extended Binary Coded Decimal Interchange Code (EBCDIC), Baudot, and

Hollerith, to name a few. The most commonly used is the 7-bit ASCII code capable of

describing 128 different characters, see Figure 4.9, whereas the EBCDIC is extensively

used by IBM systems. The formatting process is essentially reversed at the final signal

processing step of the receiver, in order to recover the original message.
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Figure 4.9: 7-Bit American Standard Code for Information Interchange (ASCII), [4]
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The process of converting the output of a digital or analog source into a sequence 

of binary digits is called source encoding. Analog signals are frequently converted into 

digital form so as to be processed and transmitted more efficiently. For this reason, the 

analog signal must be sampled at an appropriate rate. The sampling frequency must be at 

least twice the maximum frequency represented by the analog signal according to the 

Nyquist theorem. Signals sampled below the Nyquist frequency are subject to aliasing, 

which is an effect that causes different continuous signals to become indistinguishable. 

Digital representation of analog signals is outside the scope of this research. 

4.5.2. Encoding 
Since the communication channel distorts the propagating signal, it is possible 

that one or more bits may be identified incorrectly by the receiver. In anticipation of 

faulty transmission, digital communication systems employ an encoding scheme to 

identify and potentially correct any erroneous transmitted bits. The purpose of the 

encoder is to add some redundant bits in the transmitted signals that would allow the 

receiver to identify these erroneous bits and possibly correct them. There exist several 

categories of encoders, which, according to the complexity of the algorithm, allow 

identifying if there is an error at the received signal, where is the error at the received 

signal, and even to correct this error. The two main categories of error control codes are 

the Block, and Convolutional codes. This section is mainly focused on linear block codes 

and more specifically on Reed-Solomon codes, since they are used in the proposed 

system, due to simple implementation, low computational complexity and robustness. 

The three essential elements that describe any block codes are: the number of information 

input bits k, the number of encoded output bits n, and a generator matrix or polynomial. 

In what follows a brief description of the linear block codes is presented. 

According to the linear block code algorithm, a specific number of bits are added 

in a block of k bits of the original signal, forming a new extended series of bits, the code 

words. A block code consists of a collection of such code words with fixed length n, 

which corresponds to the number of included elements. In a binary block code of length n 

there are 2" possible code words. From these 2" code words the M = 2k may be selected to 

form a code (k < n). Therefore, a block of k information bits is mapped into a code word 



of length n, selected from the set of M = 2k code words. The resulting block code is 

referred to as (n,k)  code and the ratio kln = R is the ratio of the code. The elements of a 

code word are selected from an alphabet of q symbols. The q = 2 case corresponds to a 

binary code and the elements of the code words are bits 0 and 1. In the non-binary case 

where the number of symbols corresponds to a power of 2, q = 2b, where b is a positive 

integer, each symbol has an equivalent binary representation consisting of b bits. In this 

case, a non-binary code of length N can be represented with a binary code of length 

n = bN. Another important parameter of a code word is its weight, which corresponds to 

the number of nonzero elements that is contains. Each code word in a block code has its 

own weight and the collection of all the weights compose the weight distribution of the 

code. The apparent categorization emerges at this point, which separates the codes into 

fixed weight codes, when all the code words have the same weight, and variable weight 

codes. 

The encoding and decoding signal processing steps involve addition and 

multiplication operations performed on the code words. These operations are performed 

according to the conventions of the algebraic field to which the elements of the used 

alphabet belong to. These fields are comprised from a limited, finite, number of elements 

q and are generally called Galoisfields, GF(q). In order to construct a GF(q), q must be a 

prime number or a power of a prime, q = pm, integer number larger than 1. The arithmetic 

operations of this field are defined as modulo q. If q = pm, where p is a prime number and 

m is any positive integer, it is possible to extend the field GF(p) to the field GF(pm), 

where the addition and multiplication operations are based on modulo p arithmetic. The 

basic properties for these arithmetic operations for a Galois Field F are described as 

follows: 

Addition 

1 .  C L o s e d a , b ~ F = a + b ~ F  

2. Associative a, b, c E F (a + b) + c = a + (b + c) 

3. Commutative a + b = b + a 

4. The set F contains a zero element: a + 0 = a, Va E F 



5. Every element in F has its own negative element, i.e. the negative element of a 

is -a and it holds that a + (-a) = 0 

Multiplication 

I .  Closeda, b ~ F s a  b g F  

2. Associative a, b, c E F 3 (a b) . c = a . (b . c) 

3. Commutative a . b = b . a 

4. Distributive over addition (a + b)  c = a . c + b c 

5. The set F contains an identity element: a . (I) = a, V a  E F 
-1 6. Every element of F, except zero, has an inverse, a . a = 1 

An important parameter of a block code is the distance among the various code 

words, frequently referred to as Hamming distance. If Ci and Cj are two code words of a 

(n,k) block code, the distance d,, is the number of corresponding elements in which they 

differ. The Hamming distance satisfies the condition 0 l d, l n, whereas of importance is 

the minimum distance among all the code words, denoted dmin. Since the Hamming 

distance is a measure of the separation between pairs of code words, it is related to the 

cross correlation coefficient between corresponding pairs of waveforms generated from 

the code words. It can be understood that it is desirable to maximize the minimum 

distance of the code words in order to increase their separation and be able to distinguish 

as much as possible the different transmitted waveforms, or in other words reduce their 

detection ambiguity. The block code is linear if and only if alCi + a2Cj is also a code 

word, where a1 and a2 are any two elements from the alphabet. This definition implies 

that a linear code must contain the all-zero element code word, since for any code word 

Ci it holds that Ci = Ci + Co, where Co represents the zero code word. However the zero 

code word has zero weight, as a consequence of which it is concluded that a constant 

weight code is always non-linear. The weight of the code word is very important because 

the distance between two code words of the same code is simply the weight of the code 

word formed from the difference of the two code words, which in the current case is also 

a code word since the code is considered linear. Therefore, the weight distribution of a 

linear block code completely characterizes the distance properties of the code. 



Furthermore, excluding the weight of the all-zero element code word, the minimum 

distance is equal to the weight of the code word with the smaller weight. 

The aforementioned code words are generated by simply multiplying blocks of 

information with the generator matrix of the code. On the receiver side, the recorded code 

words are multiplied with a parity check matrix to detect any potential errors, and the 

initial multiplication is reversed to reveal the original information block. This brief 

description of the complete encoding process is described in more detail in what follows. 

Assume that x,~, ~ ~ 2 ,  . . . , xmk are a block of k information bits to be encoded into 

the code word C,  with n elements c,~, cm2, . . ., cmn. In a linear block code the encoding 

operation is represented by a set of n equations of the forrn: 

- cmj - xmlglj + xm2g2, + . . . + xmk gkj , where j = 1,2, . . . , n (4.3) 

The go represent elements of the generator of the code, which for the binary case take the 

values 0 or I .  It is frequently convenient to describe the complete operation in vector 

form as follows: 

x ,  =[x,, Xm2 ... ~ m k  1 (4.4) 

c m  cm2 ..- ',.I (4.5) 

C, = X,G (4.6) 

where G is a k x n matrix which contains all the elements of the generator of the code, 

hence called the generator matrix: 

It can be shown that the linear (n,k) code with 2k code words is a subspace of 

dimension k. As a consequence, the rows of the generator matrix G must be linearly 

independent, meaning that they span a subspace of k dimensions, or in other words the 

rows constitute a basis of the code. The basis vectors of this space are not unique, having 

as a consequence that the generator matrix G is not unique. Moreover, since k is the 

dimension of the subspace considered, the rank of G is also k. 



To simplify the implementation, a systematic code is desired, having code words 

with the first k information symbols unchanged followed by n - k check symbols. The 

generator matrix then takes the form: 

where & is the k x k identity matrix and P_ is a k x (n - k) matrix that determines the n - k 

redundant bits or check parity bits. A non-systematic code can be transformed into a 

systematic one by elementary row and column operations on the generator matrix. The 

non-systematic linear code and the resulting systematic code are frequently called 

equivalent codes. 

Associated with any linear (n,k) code is the dual code of dimension n - k. The 

dual code is a linear (n,n - k) code with 2"- code vectors, which corresponds to the null 

space of the (n,k) code. The generator matrix for the dual code, El, consists of n - k 

linearly independent code vectors selected from the null space. Any code word Cm of the 

(n,k) code is orthogonal to any code word in the dual code. Hence, any code word of the 

(n,k) code is orthogonal to every row of matrix H:  
C,H' = O  (4.9) 

where 0 is an all zero row vector with n - k elements. Since equation (4.9) holds for every 

code word C,  of the (n,k) code, it follows due to (4.6) that 

where Q is a k x (n - k) zero matrix. If the code is systematic, from equation (4.10) the 

matrix H takes the form: 

The negative sign in equation (4.11) may be dropped when binary codes are considered, 

since modulo-2 subtraction is equivalent to modulo-2 addition. 

The matrix H ,  called parity check matrix, is used to assist the error control 

algorithm at the decoding process. During this process the block of n bits recorded by the 

receiver need to be associated with a transmitted code word from the set of M = 2k 



possible code words. The code word that presents the shortest Hamming distance to the 

received block of bits is selected. Assuming that Y represents the block of the n received 

bits and Cm is the actual transmitted code word, Y takes the form: 

Y = C , + E  (4.12) 

where E  is the corresponding error vector, which is the zero vector if the received bits 

contain no errors. The Syndrome of the Error Pattern is defined as: 

Y H ~  = ( c , + E ) H ~ = c , H ~ + E H ~  = O + E H ~ = E H ~ = S  - (4.13) 

The (n  - k) sized vector S has components that are zero for all parity check equations that 

are satisfied and nonzero for those not satisfied. Therefore, S contains a pattern of failures 

in the parity checks. It is important to recognize that the syndrome is a characteristic of 

the error pattern and not of the transmitted code word. Furthermore, the use of syndrome 

cannot correct all potential errors, since there exist 2" potential error patterns and only 
~n - k syndromes, having as a consequence that different error patterns may result in the 

same syndrome. All the potential combinations of transmitted code words along with the 

corresponding errors are presented in an array of the form: 

This array is called standard array and is constructed by distributing at the columns all 

the potential code words and at the rows all the potential error patterns. It is considered 

that the C1 corresponds to the all zero code word and El corresponds to the all zero error 

pattern. It can be seen from equation (4.13) that all potential combinations at each row of 

the standard array have the same syndrome, since S depends only on the error pattern. 

The first column of the standard array represents the minimum weight error pattern. For 

received block of bits Y, the syndrome calculated according to equation (4.13) as 

S = Y H~ is associated to the most likely error vector from the first column of the 

standard array, Em. The estimated transmitted code word is recovered from the received 

signal then: 

etn = Y + Em (4.15) 



It is important to note that the properties of the parity check matrix H define an 

upper limit on the minimum distance that can be acheved by a linear block code (n,k). 

The product cmgT with C, f 0 represents a linear combination of the n columns of H .  
Since cmgT = 0, the columns of g are linearly dependent. The minimum weight code 

word Cmin, should also satisfy the condition c,,,@ = 0. Since minimum weight 

corresponds to minimum distance, it follows that dmin number of the columns of g are 

linearly dependent, or in other words there are no more than dmin - 1 linearly independent 

columns of H .  Since the rank of H is at most n - k, it follows that n - k 2 dmin - 1. 

Therefore, the upper bound of the minimum distance is 

d,, i n - k + l  (4.16) 

The aforementioned procedures correspond to a general description of all the 

linear error control block codes. There exist several variations and subcategories of the 

linear block codes, each one employing different code word generators to produce a set 

of code words with specific properties. A diagram of the categorization of the linear 

block codes is presented in Figure 4.10. 

I Linear Block Codes / 
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Figure 4.10: Linear Block Codes 

A Hadamard code is obtained by selecting as code words the rows of a Hadamard 

matrix. A Hadamard matrix M is an n  x n  matrix of zeros and ones with the property that 



1 
any row differs from any other row in exactly -n positions, where n is an even integer. 

2 

1 1 
One row of the matrix contains all zeros, and the others contain - n zeros and - n ones. 

2 2 

Cyclic codes are a subset class of linear codes that satisfy a cyclic shift property. 

If C = [el, c2, . . . , c,] is a code word of a cyclic code, then [c,, cl, c2, . . . , cn-]] obtained by 

a cyclic shift of the elements of C, is also a code word. As a consequence of the cyclic 

property, the codes possess a considerable amount of structure, which can be exploited in 

the encoding and decoding process. When dealing with cyclic codes it is convenient to 

associate with a code word C = [c, - 1, c, -2,. . . , C*, cO] a polynomial C@) of degree I n - 1, 

defined as 

c ( p )  = cn-,pn-I +~ , - ,p" -~  +...+ clp +c, (4.17) 

For a binary code each of the coefficients of the polynomial are either zero or one. It is 

possible to create a cyclic linear block code by using a generator polynomial, g@), of 

degree n - k, and has the form: 

n-k-1 
g ( p ) = ~ " - ~ + g ~ - ~ - ~ p  + . . . + g , p + l  (4.18) 

The generator matrix can be constructed from the generator polynomial by assigning the 

coefficients of the polynomial at the corresponding positions denoted by the power of the 

polynomial for the first row and cycling around all the possible combinations for the rest 

of the rows. 

The Golay code is a (23,12) code, with dmin = 7, described by a generator 

polynomial of the form g@) = pl '  + p9 + p7 + p6 + p5 + p + 1. 

The Maximum length shift register codes are a class of cyclic codes with 

jn,k) = (2"' - I ,m), where m is a positive integer. 

The Bose-Chaudhuri-Hocquenghem (BCH) codes comprise a large class of cyclic 

codes that in the binary form are constructed according to the parameters n = 2" - 1, 

1 ~ - k < m t a n d d ~ ~ , = 2 t +  1. 

The Hamming codes are a class of codes with the property that 

(n,k) = (2"' - 1, 2m - 1 - m), where m is any positive integer. The parity matrix of a binary 

Hamming code consists of n = 2" - 1 columns, having all possible binary vectors with 

n - k = rn elements, except the all zero vector. An important property is that no two 



columns of the parity matrix are linearly dependent. However, for m > 1, it is possible to 

find three columns that add to zero, limiting the minimum distance dmin = 3. 

Finally, the Reed-Solomon Codes are a very powerful non-binary linear block 

error control codes very frequently used in digital communication systems. Assuming 

that the code words are selected from an alphabet of q = 2k symbols, such that k 

information bits are mapped into one of the q symbols, the length of the code is denoted 

by 

N = q - 1 = 2k - 1, and the number of information symbols encoded into a block of N 

symbols is denoted by K = 1, 2, 3, . . ., N. The minimum distance among the code words 

is Dmin = N - K + 1, which corresponds to the maximum value for Dmin that can be 

achieved according to (4.16), and the rate of the code is R = K / N. The generator 

polynomial of the Reed-Solomon codes is: 

where the term a is the Nth root of 1, i.e. aN = 1 in GF(q), and a' # 1 for 1 I i 5 N - 1. 

The weight distribution of the Reed-Solomon codes is provided by: 

i- D- 

with i 2 Dmin 
j=o 

The Reed-Solomon code is guaranteed to correct up to 

symbol errors. Finally, the symbol error correcting probability is given by: 

where P, is the symbol error probability. 

Due to the great minimum distance characteristics and the efficient algorithms 

that exist for the implementation of large codes, the Reed-Solomon codes are capable of 

correcting not only isolated erroneous symbols, but also bursts of errors. Moreover, the 

implementation of the generator matrix guarantees the correction of symbols up the value 

t defined in equation (4.20). It becomes apparent that the Reed-Solomon codes are more 

efficient when the subtraction of N - K provides an even number. 



A convolutional code is generated by passing the information sequence to be 

transmitted through a linear finite state shift register. A convolutional code is described 

by three parameters, n, k, and K, where k is the number of data bits to be encoded, n is the 

length of the encoded message, which it does not correspond to a code word, and K is the 

constraint length representing the number of k bit series in the encoding shift register, 

memory of the encoder. An important distinctive characteristic of the convolutional codes 

with respect to block codes is that the encoder has memory, meaning that the series of n 

bits generated by the convolutional encoding procedure is not only a function of the input 

k information bits, but is also a function of the previous K - 1 input k bit series. In order 

to control the complexity of a convolutional code the n and k are usually small integers 

and K is varied to control the capabilities of the code. A special powerful subcategory of 

the convolutional codes is the Turbo Codes, which are essentially two or more parallel 

concatenated convolutional codes. In this way it is possible to achieve the error correction 

capability of much longer codes by using small, relatively simple, convolutional codes. 

For further discussion and detailed description of the block and the convolutional codes 

the reader should refer to [3] and [4]. 

The selection and use of an encoding algorithm requires the balance of quite a few 

parameters, since encoding introduces several trade-offs. First of all, the fact that 

encoding adds redundant bits to the transmitted message means that either the effective 

bit rate will be lower, or additional bandwidth will be required to preserve the same bit 

rate. In accordance with the above, the encoding algorithm provides better performance at 

lower signal power levels, or Eb / No, at the cost of additional bandwidth. There exist 

channels where the additional bandwidth will result in a great penalty in the digital 

performance of the communication systems, i.e. channels in the bandwidth limited 

region, as described in paragraph 4.6. It becomes apparent that the limitations of the 

application in bit rate and available power, as well as the limitations of the channel in 

terms of bandwidth dictate the selection of the parameters of the encoding algorithm. In 

cases of very demanding applications for high rate real-time communication in 

bandwidth limited channels, the use of Trellis Coded Modulation error control technique 

may be appropriate, since it does not require higher bandwidth or increased bit rates at 

the expense of limited error correction capabilities and increased computational 



complexity. It must be understood that the error correcting capability of all the codes is 

limited, usually intimately related to the code rate. If the number of errors in the received 

signal exceeds the error correcting capability of the code, it is not necessary that the 

decoded signal will contain fewer errors than the received signal. In cases with excessive 

received errors, i.e. very low Eb 1 No, digital communication systems using encoding 

algorithms have presented worse performance than ones without error correction, due to 

the embedded redundant symbols. In other words the longer transmitted sequences result 

in increased number of errors. Turbo codes have been proven to present better 

performance than other error correcting algorithms in cases of low Eb /No. 

4.5.3. Mapping & Modulation 
In order to transmit the data over a physical channel it is necessary to convert it to 

a waveform shape that can be easily realized with the use of antennae and is compatible 

with the characteristics of the channel. In real life systems, direct transmission of digital 

bits is not feasible since the communication is implemented with signals of some short, 

electrical, optical, acoustical, and so on. The mapping process is responsible for 

converting the digital information into analog pulse shaped waveforms. Mapping is also 

frequently referred to as pulse modulation or baseband modulation, since it generates 

waveforms that have frequency spectra from DC to some specific finite frequency. 

However, most physical channels mandate the use of waveforms of certain structure, with 

limited amplitude and bandwidth, to match the channel's characteristics. Moreover, the 

transmission of pulse signals with physical systems, such as antennae, would require very 

large structures and is not efficient for long ranges. Finally, due to the increasingly 

demanding modern applications, the high required data rates, and the simultaneous 

transmission at the same channel, usually denoted as multiple access, are not realizable 

with pulse waveform signals. Such tasks are implemented by using sinusoid waves, 

modulated accordingly from the pulse shaped waveform, called carrier waves. 

In modem digital communication systems, the steps of mapping and modulation 

are frequently combined into a single step. In a broad sense, the process of mapping and 

modulation is performed by talung blocks of k = logzM binary digits at a time from the 

information sequence and selecting one of M = 2k deterministic, finite energy waveforms 



{s,(t), rn = 1, 2, . . . , M} for transmission over the channel. When the mapping from the 

digital sequence to analog waveforms is performed under the constraint that a waveform 

transmitted at any time interval depends on one or more previously transmitted 

waveforms, the modulator is said to have memory. On the other hand, when mapping 

from the data sequence to waveforms is performed without any constraint from 

previously transmitted waveforms, i.e. the transmitted waveform depends only on the 

data sequence under consideration, the modulator is called mernoryless. This section is 

focused to memoryless procedures, since they were selected to be used for the proposed 

system, due to potential carryon errors at the demodulation process. 

In digital communications, the terms demodulation and detection are often used 

interchangeable, although demodulation emphasizes waveform recovery and detection 

entails the process of symbol decision. When the receiver exploits knowledge of the 

carrier's phase to detect the signals, the process is called coherent detection, whereas in 

the opposite case the process is called non-coherent detection. In ideal coherent detection, 

the receiver has a prototype of all possible arriving signals. These prototype waveforms 

attempt to duplicate the transmitted signal set in every respect, including phase. The 

receiver is then said to be phase locked to the incoming signal. During demodulation, the 

receiver correlates the incoming signal with each of its prototype replicas and decides on 

the best match. Non-coherent demodulation refers to systems that employ demodulators 

designed to operate without knowledge of the absolute value of the incoming signal's 

phase, eliminating the need for phase estimation existing in coherent systems. The 

advantage of non-coherent over coherent systems is reduced complexity at the cost of 

increased error probability. However, in transmission channels that significantly affect 

the phase of the propagating signal coherent receivers suffer from incorrect estimation of 

the phase of the signal, resulting in significant loss of performance. 

Baseband Modulation 

The most basic and straightforward conversion of digital data to analog signal is 

achieved with pulse modulation. When pulse modulation is applied in binary symbols, 

the resulting waveform is called pulse code modulation (PCM) waveform. When pulse 

modulation is applied to non-binary symbols, the resulting waveform is called M-ary 



pulse modulation waveform, of which there exist several types, such as pulse amplitude 

modulation (PAM), pulse position modulation (PPM), and pulse duration modulation 

(PDM) or pulse width modulation (PWM). Even though the title of each method is almost 

self explanatory, analysis of these methods is beyond the scope of this text. Figure 4.1 1 

provides a pictorial view of the various forms of pulse coded modulation. The pulse 

coded modulation is the most frequently used baseband modulation type. It is separated 

into four major categories, namely non-return to zero (NRZ), return to zero (RZ), phase 

encoded, and multilevel binary. The NRZ group is the most commonly used PCM 

waveform. According to the NRZ-L, for level, which is extensively used in digital logic 

circuits, a binary one is represented by one level and a binary zero is represented by 

another level. There is a change in level whenever the data change from a one to zero and 

vice versa. With NRZ-M, for mark, a change in level happens only when a binary one is 

represented and no change in level happens for a zero. Complementary to NRZ-M is the 

NRZ-S, for space, case. The return-to-zero (RZ) waveforms are consisted from the 

unipolar-RZ, bipolar-RZ, and RZ-AMI, for alternate mark inversion. This category of 

PCM is frequently used in communication systems involving magnetic recording. Their 

main characteristic is that the pulse always returns to zero after talung its corresponding 

value. In unipolar-RZ, a one is represented by a half-bit wide pulse and a zero is 

represented by the absence of the pulse, in contrast with bipolar-RZ where the ones and 

zeros are represented by opposite level half-bit wide pulses. The RZ-AM1 is a signaling 

scheme used in telephone systems, where the ones are represented by equal amplitude 

alternating pulses and zeros are represented by the absence of pulses. The phase encoded 

group has four variations, the bi-phase level (bi-CL), bi-phase mark (bi-+M), the bi- 

phase space (bi-Q-S), and the delay modulation. According to bi-@-L, a half-bit wide 

pulse positioned during the first half of the bit interval represents a one, and positioned at 

the second half of the bit interval represents a zero. With bi-$-M and bi-@-S, similarly to 

the NRZ case, the half-bit wide pulse happens only when a one or zero appears 

respectively and no change happens otherwise. With delay modulation, a change in level 

happens at the middle of the bit interval only when there is a change in the bit sequence 

from a zero to one and at the end of the bit interval when there is a change from one to 

zero. No change in level happens for consecutive bits of the same value. According to the 



dicode-NRZ the one to zero or zero to one data transition changes the pulse polarity, 

while without data transition the zero level is sent. Finally, with the dicode-RZ the one to 

zero and zero to one transition produces half duration polarity change, where otherwise 

the zero level is sent. 
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NRZ-S 

Unipolar 
RZ 
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RZ 

Delay 
modulation 
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Figure 4.1 1 : Pulse coded modulation waveforms, [4] 



The special characteristics of each one of the pulse code modulation methods 

define the suitability for their use at digital communication systems. For example, 

modulation schemes which eliminate the use of DC signals are suitable for applications 

with little sensitivity to low frequency signals, such as magnetic recording systems. 

Applications requiring rigorous synchronization may benefit from methods like bi-@-L 

that includes a transition at the middle of every bit transmitted. Other schemes provide 

inherently error detection, data compression capabilities, or immunity to noise due to 

their structure, such as the NRZ waveforms. 

Bandpass Modulation 

Bandpass modulation is the process where the amplitude, frequency or phase of a 

sinusoidal wave, or a combination of them, is varied in accordance with the information 

to be transmitted. The general form of the carrier wave is: 

s ( t  ) = a ( t  ) cos [w,t + &t)] (4.22) 

The signal a(t) corresponds to the amplitude of the signal, o, is the angular 

frequency, and fit) is the phase of the camer wave. Depending on the type of modulation 

method, the flow of information symbols controls the value of a(t) or fit). Thus, 

amplitude modulation adjusts the value of a(t) while phase and frequency modulation 

methods control the instantaneous phase o,t + fit) and the instantaneous frequency 

o ( t )  = o, + d$(t)ldt of the signal respectively. The frequency in hertz f, is very often used 

instead of the angular frequency o,, with o, = 2 nf,. 

Amplitude shifi keying ( A S K )  is the modulation method where the amplitude a(t) 

is adjusted to describe the information data. The phase term $(t) is constant and can be 

considered equal to zero. The signal waveform (4.22) is written as: 

sm ( t  ) = 4, ( 1 )  ~ 0 s  ( 2 n f c t )  (4.23) 

with m = 1, 2, . . . , M and 0 I t I T and where A, denote the set of M possible amplitudes 

corresponding to the M = 2k possible k bit blocks of symbols. The signal amplitudes A, 

take the discrete values: 

4 = ( 2 m - 1 - ~ ) d  



where 2d is the distance between adjacent signal amplitudes. The waveform g(t) is a real 

valued signal pulse whose shape influences the spectrum of the transmitted signal. The 

time T = k/R is the symbol interval, where Tb = 1/R is the bit interval. The symbol interval 

is the reciprocal of the symbol rate, which corresponds to the rate at which changes occur 

in the amplitude of the carrier to reflect the transmission of new information. In the 

special case of M = 2, corresponding to binary modulation, ASK waveforms have the 

special property that sl(t) = - sz(t), thus the two signals have the same energy and a cross 

correlation coefficient of -1, which characterizes them as antipodal signals. 

The mapping of k information bits to the M = 2k possible signal amplitudes is 

most frequently implemented with the assistance of the Gray encoding, according to 

which adjacent signal amplitudes differ by one binary digit, as illustrated in Figure 4.12. 

This bit assignment is very effective, since most likely errors caused by noise involve 

erroneous selection of adjacent amplitude to the transmitted signal amplitude. With gray 

encoding, such a case, results in only one bit error in the k-bit sequence. A representative 

ASK waveform is presented in Figure 4.13. 

Figure 4.12: ASK signal constellation 



Figure 4.13: ASK waveform 

Phase shift keying (PSK) is the modulation method according to whch the phase 

of the signal is adjusted with the introduction of every new information symbol. The 

signal waveform (4.22) is written as: 

with rn = 1, 2, . . ., M and 0 I t 5 T and where g(t)  is the signal pulse shape and 

81) = 27t (m - 1) / M are the M possible phase states of the camer that convey the 

transmitted information. The signal constellations for PSK waveforms for M = 2,4, and 8 

are presented in Figure 4.14. It is interesting to notice that for the binary case, M = 2, the 

PSK signal constellation is identical to the binary ASK. A representative PSK waveform 

is presented in Figure 4.15. 



k = l ,  M = 2  k = 2 ,  M = 4  k = 3 ,  M = 8  

Figure 4.14: PSK Signal Constellations 

Figure 4.15: PSK waveform 

In Quadrature amplitude modulation (QAM) both the amplitude and phase of the 

transmitted signal are adjusted to carry the digital information, resulting essentially in 

double the bandwidth efficiency. According to this method, two separate k bit symbols 

are transmitted on two quadrature carriers cos(2ttf,t) and sin(2qct). The corresponding 

waveform is written as: 

Sm ( t)  == &,g (t)  cos (2xfct)  - 4 , g  (t) sin (2xfct)  (4.26) 

with m = 1, 2, . . . , M and 0 I t < T and where Am, and Am, are the information bearing 

signal amplitudes of the quadrature carriers and the g(t) is the signal pulse shape. 

Alternatively QAM waveforms can be expressed as: 

sm ( t )  = = ~ , ~ ( t ) c o s ( 2 n f , t  +@m) (4.27) 



where V, = ,/g, + gS and @m = tan-' (4,/4,) . It becomes apparent that QAM 

waveforms may be viewed as combined amplitude and phase modulation. The signal 

constellations for QAM waveforms for M = 4, 8, and 16 are presented in Figure 4.16. It is 

interesting to notice that QAM is not limited to the same M for phase and amplitude. Any 

combination of MI-ary ASK and M2-ary PSK is acceptable to generate and M = M1 M2 

combined signal constellation. For M1 = 2" and M2 = 2k, the resulting modulation scheme 

is capable of transmitting n + k = log2 MI M2 binary digits occuning at a symbol rate 

R I (  n + k). A representative QAM waveform is presented in Figure 4.17. 

M = 4  M = 8  M ;  16 

Figure 4.16: QAM signal constellations 

Figure 4.17: QAM waveforms 
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Finally, in Frequency shifi keying (FSK) the varying parameter that encapsulates 

the digital information is the frequency of the carrier wave. FSK constructs M equal 

energy orthogonal signal waveforms which are represented as: 

s, ( t  ) = A cos [ 2 n  f,t + 2nmAf t ]  (4.28) 

with m = 1, 2, . . . , A4 and 0 < t I T and where A is the constant amplitude term and Af is 

the frequency variation term which indicates the frequency separation among the adjacent 

signals. In order to preserve the orthogonality of the waveforms, the minimum frequency 

separation Af should be 112T. 

L 
Figure 4.18: FSK representation in the frequency plane 

Figure 4.19: FSK waveform 

Regardless of the employed modulation method, band pass filtering is very 

frequently applied during the modulation and demodulation processes. At the transmitter 



side the objective of filtering is to limit the frequency spectrum of the generated signals 

only at the bandwidth region around the carrier frequency, which is usually selected to be 

in the favorable range according to the attenuation and dispersion properties of the 

channel. At the receiver side, filtering allows the demodulator to consider only the 

waveforms that correspond to the transmitted frequency range, while eliminating the 

ambient noise. 

4.5.4. Equalization 
Most physical communication channels introduce phase, amplitude and frequency 

distortion to the propagating signal as a result of multipath propagation, reverberation, 

scattering and time variations. It is required to remove this distortion in order to improve 

the error performance of the demodulator in detecting the encapsulated information in the 

carrier signal. The process of removing amplitude and phase distortion from multipath 

propagating waves is called equalization. In a broad sense, any filtering attempt to reduce 

intersymbol interference can be referred to as equalization. Such a component is not 

always present in digital communication systems, however it is necessary for signals 

propagating in multipath environments. 

Signal multipath occurs when the transmitted signal arrives at the receiver via 

multiple propagation paths of various lengths, consequently introducing different delays. 

These propagation paths are generated due to reflections from interfering objects, 

variable ray patterns and so forth. In a digital communication system, multipath 

propagation results in intersymbol interference due to the multiple time spread and 

delayed arriving signals that overlap with each other. Moreover, these signals may add 

destructively, resulting in a phenomenon called signal fading. A channel that presents this 

kind of behavior is consequently called fading channel. 

Several algorithms have been proposed in the literature to achieve signal 

equalization. The Maximum Likelihood Sequence Estimator (MLSE) is an equalizer 

based on the Viterbi algorithm and has the optimum probability error. However, its 

computational complexity, which grows exponentially with the length of the channel time 

dispersion, makes its use prohibitively expensive for practical use. Other algorithms, with 

reduced computational complexity with respect to MLSE, are based on the use of linear 



filters with adjustable coefficients, and are usually referred to as linear equalizers. This 

idea is also extended to equalizers that use previously detected symbols to suppress 

intersymbol interference in the detection of the current symbol, the so called decision 

feedback equalizers (DFE). The latter two equalizers will be described in this section, 

since they present interesting characteristics applicable to the digital communication 

system considered in this research. 

In most cases, due to the a priori unknown channel characteristics, as well as the 

uncertainty and time variability of the channel properties, equalizers with adjustable 

response are frequently required. These equalizers employ algorithms that automatically 

adjust their properties to the channel's response, and are referred to in the literature as 

adaptive equalizers. Both linear and decision feedback equalizers may employ adaptive 

algorithms for the real time adjustment of their properties. 

The linear adaptive equalizer employs a linear transversal filter, the coefficients of 

which are adjusted in real time according to the response of the channel by an adaptive 

weight control algorithm, as illustrated in Figure 4.20. The transversal filter is a finite 

impulse response filter consisted from three basic elements, a unit delay element, a 

multiplier, and an adder, see Figure 4.21. The number of delay elements, M - 1, used in 

the filter determines the finite duration of its impulse response, frequently referred to as 

filter order. The delay elements, usually illustrated by z-', operate on the input u(n) 

resulting in output u(n-1). The multiplier is then multiplying each input with a 

corresponding filter coefficient Gk (n) , the so called tap weight, with k = 0, 1, 2, . . . , M - 

1. The sum of all the weighted inputs represents the output of the filter, y(n). At the next 

time step n + 1, the filter tap weights are adjusted to their improved values Gk (n +l) . 

The output of the filter y(n) is presented to the demodulator, which detects the 

corresponding symbols i ( n ) .  The error of the equalization e(n) is determined by 

comparing the detection result along with the output of the filter. This calculated error 

and the current sequence of data inputs is finally presented to the adaptive weight control 

algorithm in order to calculate the new improved tap weights for the next time step 

c; ( n + l )  . The procedure for the adjustment of the filter tap weights is initialized with 

the use of a reference signal with an a priori known response d(n), in order to train the 



algorithm to the channel properties. The length of this training signal must be at least as 

large as the length of the equalizer so that the spectrum of the transmitted signal 

adequately covers the bandwidth of the channel being equalized. The hat pointer A at the 

demodulator output and at the tap weight coefficients indicates that these values are 

estimated. 

Reference 

Figure 4.20: Linear Adaptive Equalizer 
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Figure 4.21: Transversal filter detail 
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The basic limitation of the linear adaptive equalizer is that it performs poorly on 

channels having spectral nulls. A powerful variation of the linear equalizer is the decision 

feedback equalizer in which the transversal filter is divided in a feedforward G ,  and a 
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last decision made by the demodulator 41-2). Functionally, the feedback filter is used to 

remove that part of intersymbol interference from the present estimate caused by 

previously detected symbols, or in other words the feedback filter is subtracting the 

distortion on a current pulse that was caused by previous pulses. However, the 

performance of a decision feedback equalizer is affected by the occasional incorrect 

decisions made by the detector, which then propagate in the feedback section. The 

superiority in performance of the decision feedback equalizer over the linear equalizer 

has been proven in literature [3] and will be verified during the simulations and 

experiments conducted for the purposes of this research. 
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Figure 4.22: Decision Feedback Equalizer 
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In the above discussion the structure of adaptive equalizers is presented. The 

adaptive weight control algorithm remains to be examined. Two performance measures 

that have been used to optimize the coefficients of the filter are the peak distortion 

criterion and the mean square error criterion. The peak distortion is simply defined as the 

worst case intersymbol interference at the output of the equalizer. Adaptivity is achieved 

by employing the zero forcing algorithm, which enforces the equalizer response to be an 

- 

Adaptive Weight e(n) -t 

*I Control Algorithm I 



impulse only when the accurate symbol is achieved and zero at all other times, by cross 

correlating the error in the detected symbol with the desired symbol solution. This 

algorithm provides high gain at certain frequencies where the channel has the most 

attenuation. Therefore, in channels which a lowpass character, it would provide a 

highpass equalizer, which would cause an unintentional increase in the noise level. 

Hence, zero forcing equalizers are not suitable for receivers in noisy environments. 

Due to the aforementioned characteristic of the zero forcing algorithms, most 

implementations of adaptive equalizers are employing algorithms minimizing the mean 

square error. The fundamental and most frequently used algorithm is the Least Mean 

Square (LMS) error algorithm. According to this method, the sum of weighted error 

squares is minimized to achieve an optimum solution, where the error is defined as the 

difference between the desired response and the actual filter output. The LMS algorithm 

is an important member of the stochastic gradient algorithms family. The term stochastic 

gradient is intended to distinguish the LMS algorithm from the method of steepest decent, 

which uses a deterministic gradient in a recursive computation. A significant feature of 

the LMS algorithm is its simplicity, while it eliminates matrix inversions and 

measurement of correlation functions. The algorithm is initialized with an initial selection 

of the tap weight coefficients w, for the transversal filter. In case an appropriate value for 

the tap weights is not available, all w, can be set to zero for the first time step, $ ( 0 )  = 0 .  

At every time step n, a M x 1 tap input vector is presented to the filter and the adaptive 

algorithm, 

T 
u ( n )  =[u (n ) ,u (n -1 ) ,  ..., u ( n - M  + I ) ]  (4.29) 

where M is the number of taps, i.e. the length of the filter. Given the tap weights at time 

n, 6 ( n )  , the objective is to calculate the tap weights at the next time step tir ( n  + 1) . The 

estimation error from the detector is 

e ( n )  = d ( n ) - C ( n ) u ( n )  

where d(n) is the output of the demodulator. The tap weights .for time step n + 1 are then 

C ( n + l )  =C(n )+puT  ( n ) e ( n )  (4.3 1) 



L 

,u is the step size parameter with 0 < ,u < ---- and governs the convergence of the 
Smx 

algorithm. S,, is the maximum value of the power spectral density of the tap inputs u(n). 

The step size parameter needs to be small enough in order to reduce the mean square 

error but needs to be large enough to bring the equalizer coefficients in the vicinity of the 

optimum solution. Since p is usually small, the vector ,uuT ( n ) e ( n )  reduces to a 

minuscule quantity, which in a digital communication system may end up smaller than 

one half of the least significant bit. The LMS algorithm is appropriate for traclung slowly 

time varying channel characteristics, since there is always a lag between the channel 

change and its response due to the estimation of gradient vectors. When the time 

variations of the channel characteristics occur rapidly, the lag error will dominate the 

performance of the adaptive equalizer, even with the largest possible value of the step 

size parameter p. In such channels the LMS algorithm is inappropriate and the equalizer 

must employ more complex algorithms such as the Recursive Least Squares to obtain 

faster convergence and traclung. The major advantage of the LMS algorithm is its 

computational simplicity. However, the price paid for simplicity is slow convergence, 

due to the fact that only a single adjustable parameter exists in the whole algorithm, the 

step size p. Several variations of the LMS algorithm have been proposed in literature 

attempting to improve the performance of the original algorithm, such as the signed 

LMS , normalized LMS , and Variable Step LMS, [5]. 

The Recursive Least Squares (RLS) algorithms are capable of faster convergence, 

since they minimize the quadratic performance index, whereas the LMS algorithms 

minimize the expected value of the squared error. The rate of convergence is typically an 

order of magnitude faster than that of the simple LMS algorithm. However, this 

performance advantage is achieved at the expense of the increased computational 

complexity of the RLS algorithm. The algorithm is initialized by setting the tap weights 

I; (0) = 0 and P (0) = 6'1 where is an M x M matrix called inverse correlation matrix 

and 6 is a regularization parameter. The parameter 6 should be assigned a small value for 

high signal to noise ratio and large value for low signal to noise ratio, 151. The time 

varying gain vector k(n) is computed as: 



where 1 is a positive constant with 0 < 1 2 1 called the exponential weightingfactor or 

forgetting factor. This weighting factor is usually less than, but close to unity, where the 

inverse of 1 - A represents a measure of the memory of the algorithm. The special case 

A = 1 corresponds to infinite memory. 

The a priori estimation error <(no is calculated from the tap weights of the 

previous time step as: 

{ ( n )  = d ( n ) - $  ( n - l ) u ( n )  (4.3 3) 

The a priori estimation error a n )  is in general different from the a posteriori estimation 

error e(n) of the LMS algorithm, which involves the current least squares estimate of the 

tap weight vector available at time n. The r(n) can be considered as tentative value of e(n) 

before updating the tap weight vector. 

The updated weights for the n  time step are finally calculated 

C ( n )  = $ ( n - l ) + k ( n ) { ( n )  (4.34) 

At the next time step the updated inverse correlation matrix P is required, which 

is provided by the Riccati equation of the RLS algorithm: 

~ ( n )  =A- '~ (n -1 ) -A- ' k (n )uT  (n)l'(n-1) (4.35) 

The major drawback of the RLS algorithm is its computational complexity, which 

makes its use prohibitive for large equalization structures. The RLS algorithm requires 

4 ~ ~ + 4 ~ + 2  calculations, whereas the LMS algorithm requires 2M+1 multiplications and 

2M additions. Apart from its complexity, another drawback of the RLS algorithm is its 

sensitivity to round-off errors that accumulate due to the recursive computations. 

Moreover, its performance is frequently heavily dependent of the correct selection of the 

regularization parameter 6 and the exponential weighting factor A. However, the RLS 

algorithm provides faster convergence than the LMS algorithm, even though the latter is 

capable of computing more steps in the same time frame. Detailed analysis of adaptive 

equalization as well as the LMS, RLS and other adaptive algorithms can be found in [3] 

and [5] .  



4.5.5. Synchronization 
Synchronization is a fundamental element embedded in all communication 

systems. Most components of the communication system require and assume some short 

of synchronization in order to operate. The synchronization step is illustrated with a 

floating box in Figure 4.7, since it may be applied at various steps of the communication 

system depending on the parameters that need to be synchronized and the method used. 

The most common synchronization tasks can be separated into three distinct groups, 

namely phase andfrequency, symbol and frame synchronization. 

Digital communication systems that employ coherent modulation techniques at 

the receiver are required to have knowledge of the absolute phase of the transmitted 

signal in order to demodulate it correctly. The phase of the carrier signal can be estimated 

by the use of a pilot signal and a local oscillator, or alternatively, by enclosing the phase 

information in the carrier signal, i.e. the so called suppressed carrier. Phase and 

frequency synchronization is frequently referred to in literature also as carrier 

synchronization. 

According to the first method, an unmodulated carrier component is transmitted 

along with the information bearing signal. The receiver reproduces a replica of the camer 

signal with the assistance of a phased locked loop (PLL), illustrated in Figure 4.23. Phase 

locked loops are servo-control loops, whose controlled parameter is the phase of a locally 

generated replica x(t) of the incoming carrier signal r(t). The three major components of a 

phase locked loop are the phase detector, a loop filter and a voltage controlled oscillator. 

The phase detector is a device that produces a measure of difference in phase, e(t), 

between the incoming signal and the local copy. The phase error between the incoming 

signal and the local copy are introduced to a loop filter, which adjusts the response of the 

PLL. The PLL is designed to have a narrow bandwidth so that it is not significantly 

affected by the presence of frequency components and noise from the information 

bearing signal. However, the narrower the bandwidth, the smaller the capability of the 

PLL to track rapid phase shifts. The voltage controlled oscillator provides the local 

replica of the signal, and adjusts its output frequency according to the input voltage level. 
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Figure 4.23: Phase Locked Loop 

A very widely used technique for carrier synchronization is to modulate the signal 

accordingly in order to enclose the phase information. This approach has the advantage 

over the aforementioned method that the total transmitter power is allocated to the 

transmission of the information bearing signal. According to this method, the effect of 

modulation on the carrier signal are removed and the absolute phase is estimated. There 

exist several methods to remove and track the phase from a suppressed carrier signal such 

as the Squaring loop, Costas loop, and so forth, the description of which exceeds the 

scope of this text. Carrier synchronization is not required when the communication 

system employs non-coherent modulation techniques, with the aforementioned penalty of 

increased bit error probability with respect to coherent modulation. 

Directing the focus of the synchronization discussion from the signal to the 

symbol level, the receiver should have accurate knowledge of when an incoming symbol 

started and when it stopped. This knowledge is required in order to know the proper 

symbol integration interval, the interval over which energy is integrated prior to malung 

symbol decisions. Clearly if the receiver integrates over an interval of an inappropriate 

length, or over an interval that spans two symbols, the ability to make accurate symbol 

decisions will be degraded. Therefore, in order to acquire the transmitted symbols the 

demodulator needs to be sampled periodically at the symbol rate. To perform this 

periodic sampling, a clock signal is required at the receiver. The process of extracting this 

clock signal at the receiver is called symbol synchronization, and can be accomplished in 

several ways. 



In some systems both the transmitter and receiver are synchronized to a master 

clock, which provides a very precise timing signal. In this case, the receiver estimates and 

compensates for the relative time delay between the transmitted and received signals. 

This method has been used successfully in radio communication systems, where the 

transmitter and receiver are synchronized with the assistance of a master radio station or a 

global positioning system (GPS) signal. 

Other synchronization methods employ the transmission of the clock frequency at 

a separate signal along with the information signal. The receiver extracts the clock 

frequency using a narrowband filter tuned to the transmitted clock frequency, similar to 

the aforementioned phased locked loop. The major disadvantage of this method is that the 

clock signal allocates a small portion of the transrnitter power and the available channel 

bandwidth. To overcome this disadvantage, there exist methods that extract the clock 

signal directly from the received data signal employing maximum likelihood timing 

estimators arranged in open and closed loops. The estimation of carrier phase and symbol 

timing can be accomplished jointly with a common synchronization algorithm. Further 

information and detailed analysis of the phased lock loops, suppressed carrier method, 

and symbol synchronization can be found in [3] and [4]. 

Most digital data communication systems use some sort of frame structure in 

order to group and transmit data. Examples of such organization are the blocks of vertical 

and horizontal lines in digital television transmission, the chunks of 8 bit bytes used to 

describe computer data, the code words of error block codes, the time windows in Time 

Division Multiple Access methods, and so forth. Frame synchronization is the process 

that allows the receiver to separate and process independently these blocks of data. To 

accomplish frame synchronization the transmitter introduces a special marker at the 

beginning of each separate data block or at frequent predetermined time intervals. The 

frequency and pattern of this marker is a priori known to the receiver. The marker can be 

a synchronization codeword consisted of a single bit or a sequence of bits, the presence of 

which can be easily recognized by the receiver by cross correlation of the incoming data 

signal with the locally stored marker pattern. Synchronization is achieved when the 

correlation coefficients are high, whereas at all other times the correlation of the 

incoming signal with the marker pattern is very low. Since this synchronization method 



introduces a series of bits ahead of the data blocks, the effective data rate is decreased, or 

alternatively higher bandwidth is required to preserve the same data rate. The effective 

data rate is further decreased when a time delay is required for the identification process 

of the synchronization codeword as well as from the use of relatively long codewords. 

Longer codewords may need to be employed to reduce the presence of correlation 

sidelobes and enhance the absolute value of the main correlation lobe indicating its 

precise position in time. 

Two complementary probabilities characterize the performance of a system using 

synchronization codewords, namely the missed detection and the false alann 

probabilities. The probabilities of both are desired to be low. However, to decrease the 

probability of a missed codeword the system may allow recognition from less than 

perfect matches from the correlation algorithm, which may thus lead to a false alarm. On 

the other hand, if the false alarm probability must be decreased, only perfect correlations 

are recognized as codeword matches, which may lead to missed codewords. The 

probability of a miss Pm for an N-bit codeword where k or fewer errors are accepted is 

provided by: 

where p is the probability of a bit error. The probability of a false alarm PFA generated by 

N bits of random data is given by: 

It can be seen that for small p, P, will decrease exponentially with increasing k, whereas 

PFA will increase exponentially. The probabilities Pm and PFA can be improved by using 

longer codewords, i.e. larger N. 

A well known class of appropriate synchronization sequences is Barker codes, 

[6]. Their primary property is that when the synchronization word is introduced to a 

matched filter, the highest peaks of the correlation sidelobes will be equal to unity 

whereas the value of the main lobe is equal to the length of the code. Unfortunately, there 



is no constructive method of finding Barker codes, only 10 of which are known up to a 

length of 13 bits, presented in Table 4.1. 

Table 4.1 : Barker Codes 

A synchronization code can also be composed using the synchronous idle (SYN) 

Length 

2 

3 

4 

5 

7 

11 

13 
J 

character or by the end of transmission (ETB) character of the ASCII code, presented in 

Figure 4.9. Other sets of codes suitable for synchronization purposes are the Newman and 

Hofman, Maury-Styles, Turyn, and Linder codes, which include much longer 

synchronization sequences thus improving the aforementioned error probabilities, [7] - 

[lo]. 

4.6 Trade-offs of Digital Communication Systems 

Code 

+1, -1 or +1, +1 

+I, +I, -1 

+1, +1, -1, + l  or +1, +1, +1, -1 

+I, +I, +I, -1, + l  

+I, +I, +I, -1, -1, +I, -1 

+I,  +I, +I,  -1, -1, -1, +I ,  -1, -1, +I,  -1 

+I,  +I, +I, +I, +I, -1, -1, +I, +I, -1, +I, -1, +I 

Due to the higher performance demanding nature of current applications and the 

distorting characteristics of the transmission channels, several compromises are required 

at the design level of a digital communication system. The perfect communication system 

would require simultaneously maximizing the transmission bit rate R, minimizing the bit 

error probability PB, minimizing the required power, minimizing the required bandwidth 

W, minimizing system complexity, computational load, cost, and so forth. However, most 

of these goals are conflicting with each other and therefore trade offs in the various 

performance characteristics of the communication system are required. 

Sidelobe level (dB) 

- 6.0 

- 9.5 

-12.0 

-14.0 

-16.9 

-20.8 

-22.3 
I 



The most fundamental communications trade off is the adjustment of the error 

performance versus the bandwidth performance of the system. This trade off is presented 

in the error probability performance curves, illustrated in Figure 4.24 for the cases of 

coherent detection of orthogonal and multi-phase signaling. In these figures, each curve 

presents the probability of bit error PB at any given signal to noise ratio per bit Eb/No for 

modulators using alphabets of M = 2k symbols. For a given system information rate, each 

curve can be associated with a different fixed minimum required bandwidth. The closer 

the curve to the origin, the more bandwidth it requires. Figure 4.24a illustrates the 

potential bit error improvement for orthogonal signaling with increasing k. In other 

words, for modulation methods using orthogonal signal sets, such as FSK, increasing the 

size of symbol set results in improving the bit error probability or in reducing the 

required EdNo at the expense of additional bandwidth. On the other hand, Figure 4.24b 

illustrates the bit error probability increase with increase of k, for multi-phase 

modulation. For non orthogonal signaling methods, such as M-ary PSK, increasing the 

size of the symbol set results in reduction of the required bandwidth at the expense of the 

bit error probability, or otherwise increased Eb/No is required. These trade offs are 

indicated on the plots of Figure 4.24 with the straight arrowed lines. Line 1 represents the 

trade off between PB and EbJN, for fixed bandwidth. Line 2 is the trade off between PB 

and bandwidth for a fixed EdN,. Finally, line 3 corresponds to the compromise of 

bandwidth for Eb/No, for a fixed PB. 



Figure 4.24: Bit error probability PB versus Signal to noise ratio per bit Emo for coherently detected M-ary 
signaling: (a) orthogonal signaling, (b) Multiple phase signaling, [4] 

In Figure 4.24a the ideal communication system curve is represented with the 

leftmost bilinear line, theoretically achieved for orthogonal signaling when k = -. This 

curve corresponds to the Shannon limit that represents the threshold of Eb/No below 

which the system cannot establish reliable communication. For all values of Eb/No above 

the Shannon limit of -1.6dB the bit error probability is zero, whereas below the limit the 

probability goes directly to the worst case value, which for the binary case is 0.5. 

An interesting point arising from the above discussion is that for orthogonal 

signaling the larger the symbol length the lower the power requirement EJN,. However, 

it should be noted that the total power required for the transmission of each symbol is 

larger, or in other words the signal to noise ratio demand for each symbol transmitted is 

greater for larger k. This power demand gets smaller for increasing k only when it is 

normalized with the number of bits included in each symbol, meaning signal to noise 

ratio per bit Ed&. It is also important to notice that an incorrectly received symbol may 



correspond to just a single incorrectly received bit, malung significant the distinction 

between the symbol error probability PE and the bit error probability PB. 

The major trade off between the bandwidth efficiency and the required power of a 

communication system should be emphasized, as an extension to the above discussion 

regarding the required power. Real transmission channels have a specific data rate 

capacity that restricts the available useable bandwidth. Exceeding this capacity results 

into significant detection errors at the received signal. Furthermore, for a specific power 

level .there is a limited amount of bitrate that can be extracted from a particular 

bandwidth. This tradeoff between the bandwidth efficiency and the required power is 

described by the Shannon Theorem and illustrated in Figure 4.25. According to this 

theorem the ratio of channel capacity C over bandwidth W is given by 

Figure 4.25 provide plots of the bandwidth efficiency, i.e. bitrate over bandwidth, 

versus the required power per bit, EdN,, for various modulation methods and signaling 

sizes corresponding to a symbol error probability of lo-'. The leftmost curve corresponds 

to the limiting case where the bitrate R is equal to the capacity C of the channel, C = R. 

The area on the left of the C = R curve is the unattainable region, where the bit error 

probability can be arbitrarily large. All practical communication systems lie somewhere 

on the right of the C = R curve, where two distinct behaviors can be recognized. 

Communication systems using M-ary orthogonal signaling yield to the RIW 5 1 

region. In this region, increasing M results in decreasing the ratio RIW, due to an increase 

in the required bandwidth W. At the same time, the power requirement EbIN, decreases. 

Hence, a system operating with RIW I 1 is appropriate for power-limited channels as the 

modulation uses excessive bandwidth but may operate at lower power levels. 

On the other hand, in the case of PAM, QAM, and PSK modulation methods, 

increasing M results in higher bandwidth efficiency, at the expense of higher power 

requirement. Therefore, systems operating in the RIW > 1 region suitable for bandwidth- 

limited channels as they use bandwidth efficiently but require excessive power. 
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Figure 4.25: Bandwidth efficiency q, in bit/s/Hz as a function of SNR per bit, for constant symbol error 
probability of [3]. 

Several of the theorems and techniques presented in this section are based on the 

assumption of strictly bandlimited signals, which means that no power is allowed outside 

the defined band. However, such signals are not realizable since they require infinite 

duration waveforms. On the other hand, finite duration waveforms have infinite 

bandwidth, meaning they present some power at all frequencies. Therefore, the term 

bandwidth must be defined in a relaxed form with respect of the signals used. There exist 

several definitions of bandwidth generated for use to various applications: The single 

sided power spectral density of a single finite duration pulse follows the general 

analytical form of the square of a sinc function 



where f. is the carrier wave frequency and T is the pulse duration. The power spectral 

density is plotted in Figure 4.26, which also indicates according to [4] the various 

definitions of bandwidth. 

Figure 4.26: Bandwidth of digital data, [4]. 
(a) Half Power, (b) Noise equivalent, (c) Null to Null, (d) 99% of Power, (e) Bounded Power Spectral 

Density at 35 and 50 dB. 

The bandwidth definitions are as follows: 

(a) Half Power Bandwidth is the interval between frequencies at which G(f) has 

dropped to half power or equivalently 3dB below the peak value. 

(b) Noise Equivalent Bandwidth WN of a signal is defined by the relationship 

WN = PIGmarV), where P is the total signal power over all frequencies and 

Gmax(f) is the value at the center of the band assuming it is the maximum over 

all frequencies. WN was originally conceived to permit rapid computation of 

the output noise power from an amplifier with a wideband noise input. 

(c) Null to Null Bandwidth corresponds to the width of the main spectral lobe, 

where the most signal power is contained. Even though it is a widespread 



bandwidth definition within the digital communications community, it lacks 

general applicability because several modulation formats do not generate 

signals with well defined spectral lobes. 

(d) Fractional Power Containment Bandwidth is adopted by the Federal 

Communications Commission (FCC Rules and Regulations Section 2.202), 

and represents the band that leaves exactly 0.5% of the signal power beyond 

the upper and lower bound respectively, leaving consequently the 99% of the 

signal power within the occupied band. 

(e) Bounded Spectral Density defines bandwidth as the region that leaves outside 

any frequencies that have power spectral density below a certain threshold 

from the maximum power. Typical values for this threshold are 35dB and 

50dB. 

4.7 Advanced Communication Issues 

In the previous paragraphs, the components and theory behind a simple digital 

communication system were discussed, assuming single point to point communication. 

However, modem applications frequently require more complex architectures with 

bidirectional or multiple point communications, multiple user access of the same 

transmission channel and so forth. Every additional feature that the communication 

system is required to provide is translated into more complex transmitter and receiver 

architectures, with supplementary components to facilitate the new needs. For example, 

multiple user access of the same transmission channel requires signal processing steps, 

such as multiplexing, which would allow separation of the individual transmitted signals. 

To avoid signal collisions, methods such as Code Division Multiple Access (CDMA), 

Time Division Multiple Access (TDMA) or Frequency Division Multiple Access (FDMA) 

are required. These methods utilize the channel separating the signals by encoding, time 

frame or individual frequency of each user respectively. As the number of users increase 

and the potential data connections grows among the users, the necessity to employ a 

communication protocol, which will handle the transmission and redirection of data, 

becomes 'apparent. There exist several communication protocols which are capable of 



packetizing, routing, and receiving the data, as well as confirming the integrity of the 

received packets and requesting retransmission in case of an erroneous packet or absent 

piece from the packet sequence. Other potentially required steps may include encryption 

of sensitive digital data, which increases the complexity of the transmitter and receiver 

substantially according to the protection level. Communication protocols constitute the 

backbone of current communication networks. The analysis of such advanced digital 

communication issues are beyond the scope of this text. For further information the 

reader should refer to specialized books such as [ l l ]  and [12]. 
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Chapter 5 

Proposed Communication System 

5.1 Introduction 

Within the context of this thesis and the restrictions imposed by the in-pipe 

acoustic channel and the digital communication technology, this chapter proposes a 

solution to the telemetry system of an in-pipe wireless sensor network. Recall that the 

scope of this thesis is to explore the feasibility of acoustic data communication inside 

pipelines, for use with wireless sensor networks. The previous chapters provided the 

required background to understand the characteristics and acknowledge the limitations of 

the in-pipe acoustic channel as well as recognize the extent of the capabilities of digital 

communication systems. In what follows the details of the in-pipe acoustic 

communication system are provided along with discussions regarding the remedies or 

trade-offs for the imposed limitations. 

First of all, the objectives of this research should be precisely defined; the 

~mplementation of a compact, power efficient data communication system that will 

operate inside a water pipeline and is capable of transmitting data at rates in the order of 

several hlo-bits per second (kbps) at a distance of several hundred meters. The system 

needs to be small enough to fit in the cross section of the pipeline and not to obstruct its 

normal operation. The notion of power efficiency is connected with the use of the system 

at a wireless sensor network, which by default implies low energy consumption devices, 

since the available power resources are limited, while unattended long term operation of 

the system is required. The distance among the sensors is mandated by the required 

resolution of the pipeline monitoring system. It can be safely assumed that the most 

distant sensors will be placed in the order of hundreds of meters to a kilometer. In 

locations of critical importance, the spacing among the sensors may be required to be in 

the order of tens of meters, in order to provide more accurate and reliable failure 

identification or even prediction. Since most smart sensor systems are nowadays capable 



of local data processing, there is no need to continuously transmit the monitored 

parameters, which decreases dramatically the data transmission requirement. The 

wireless sensor node is essential to send only alerts of identified events, or crucial parts of 

the monitored data for cross correlation with data from other sensor nodes. This 

decreased data transmission duty cycle reduces significantly the power requirement of the 

sensor node, since not only continuous operation of the communication module is not 

necessary, but also allows to use power efficient communication schemes with low data 

rate requirements, thus justifying the selection of several kbps throughput as adequate for 

the proposed system. Finally, due to environmental constraints, the materials selected for 

the implementation of the communication system need to be compatible with the 

materials of the pipeline and comply with all the health standards for potable water 

supply. All the aforementioned issues in relation with the communication system, and 

along with suggested solutions, are discussed in detail in what follows. 

5.2 Operational Layout 

The implementation of the digital communication system can be separated into 

two major categories, the software and the hardware. These two levels of implementation 

are essentially the signal processing steps and the devices that generate or receive the 

actual acoustic signal, respectively. The operational diagram of the signal processing 

steps for the transmitter and receiver is illustrated in Figure 5.1. 
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Figure 5.1 : Operational diagram of proposed digital communication system 
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The above figure constitutes the core of the proposed digital communication 

system and includes all the signal processing steps required to compensate for all 

potential distortion mechanisms imposed to the propagating signal by the acoustic 

waveguide. Essentially, the signal processing steps applied at the transmitter are inverted 

at the receiver. The receiver also includes signal processing steps that attempt to reverse 

the effect of the pipeline waveguide on the propagating wave. From a hardware point of 

view, the transmitter and receiver signal processing steps can be incorporated in micro- 

processing units capable of implementing all the mathematical computations. The actual 

transmitting and receiving devices, denoted by XMT and RCV in Figure 5.1 respectively, 

are realized in the hardware level as an assortment of electronic circuits and devices. A 

simple organizational hardware diagram describing the transmitter and receiver is 

presented in Figure 5.2. In this figure the presence of a power supply is implied but not 

shown. According to this diagram, the outcome of the digital signal processing steps at 

the transmitter is introduced to a digital to analog converter, which transforms the 

discrete time signal to a continuous waveform. This waveform is amplified appropriately 

and radiated in the transmission medium, in t h ~ s  case the water, with the assistance of a 

transducer, which acts as a source. At the receiver side, a transducer, acting as a receiver, 

captures the transmitted waves and after a pre-amplification stage, the received waveform 

is converted to a discrete time signal with the assistance of an analog to digital converter. 

'f ie pre-amplification stage is necessary in order to adjust the magnitude of the received 

waveform to fit the operating range of the analog to digital converter 

Transducer Transducer 
I 

(acting as a source) (acting as a receiver) 

(a) Transmitter (b) Receiver 

Figure 5.2: Transmitter and receiver hardware diagram 

The following paragraphs analyze each of the components in both the software 

and the hardware level, justifying at the same time the selection among the various 

alternatives. 



5.3 Software Implementation 

Most signal processing steps executed at the transmitter or receiver of a digital 

communication system are implemented at the software level. This statement is true for 

all the transformations executed on digital signals, or in other words, signals that are 

discrete in time. The analog to digital conversion and vice versa, as well as the signal 

amplification, mentioned in the preceding paragraph are usually implemented at the 

hardware level. Minor filtering is also sometimes applied at the hardware level, limited 

however to the stages where the signal is still analog. This section focuses on the digital 

signal processing steps of the proposed data communication system, as they are presented 

in Figure 5.1, in conjunction with the material presented in Chapter 4. 

Since the scope is to assess the feasibility of an in-pipe acoustic communication 

system, it is necessary to use techniques that allow isolating as many parameters as 

possible. Even though higher complexity methods are also introduced, most proposed 

techniques utilize the simpler, more basic, and robust methods, frequently at the expense 

of bit rate performance. 

5.3.1 Message Formatting 
The first step in the sequence of processing steps of a digital signal is the 

transformation of the actual message that must be transmitted in a form appropriate for 

processing. The alphanumeric message is converted into a stream of binary bits with the 

assistance of the 7-bit American Standard Code for Information Interchange (ASCII) 

code. This code is capable of representing 128 different characters, adequate for the 

description of virtually any message, allowing at the same time the introduction of 

several textual and device control special characters, as shown in Figure 5.3. The 

implementation of the ASCII code is straightforward, since it simply replaces each 

character with a string of seven binary bits. 
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Figure 5.3: 7-Bit American Standard Code for Information Interchange (ASCII), [I] 

Following the conversion of the textual message to binary bits, the stream of bits 

is separated into standard length packets. The generation of these packets is necessary to 

limit the duration of the transmitted waveforms and to format the bit stream into blocks 

appropriate for the remaining digital signal processing steps. In the experiments and 

simulations completed within the scope of this research, the package length used varied 

from 42 to 140 bits, even though larger packages can be considered. 

At this point, the choice of a binary representation of the digital alphabet is 

implied and should be noted, since it affects the design of the remaining components. The 

binary representation indicates that the signal symbols in the alphabet can take only two 

distinct forms, 0 and 1. This selection is preserved across all the signal processing steps, 

resulting into binary modulation, as it will be shown in a later paragraph. Alternatively, 

the signal can be represented with an alphabet with more than two symbols. However, the 

ambiguity during the detection process among the various states of the signal 

transformation increases with increasing number of different symbols. Since, only two 

states exist in a binary representation, the maximum error rate is 50%, which can be 

achieved even with no information of the incoming data, while the distance between the 

two representations is maximum, resulting in decreased detection error rates. 



5.3.2 Encoding 
Encoding is the process of adding redundant bits to the signal prepared for 

transmission, which allows the receiver to detect and potentially correct any erroneously 

received parts of the signal. In practice the encoder transforms the incoming stream of 

bits into a predefined set of codewords. Therefore, any variation of the received signal 

from the prespecified set indicates an error, while correction is achieved by selecting a 

closely matching codeword. The encoding algorithm used is the Reed Solomon code, 

described in paragraph 4.5.2, due to its powerful attributes for detecting and correcting 

erroneous bits or streams of bits. The codewords generated by the Reed Solomon code 

present the maximum available distance among them in the detection space, enabling the 

algorithm to correct the maximum number of errors that can be achieved for the 

introduced level of redundancy. The algorithm is guaranteed to correct up to 

1 
t = - ( N  - K )  errors, where N is the length of the code and K  is the number of 

2 

information symbols encoded into a block of N symbols. The length of the code is equal 

to N = q - 1 = 2k- 1, with q the number of symbols in the alphabet and k the information 

bits mapped into each of the q symbols. For the binary case considered here, k = 1 and 

q = 2, corresponding to one bit mapped into each information unit and two being the total 

number of available symbols, 0 and 1, respectively. The length of the codewords used is 

N = 15, while each one contains K = 7 bits of information. Thus the resulting code is 

1 
capable of correcting t = -(15 - 7) = 4 incorrectly received bits in each codeword. 

2 

Considering the small number of bits present in each packet, this error correcting 

capability is considered adequate, since each of the ASCII transformed characters is 

encoded separately. It is important to understand that increasing the redundancy of the 

encoding algorithm, i.e. increasing the ratio of the length of the codeword over the 

number of bits represented, results in decreasing the effective bit-rate of the system, since 

it uses significant part of the available bandwidth to transmit the redundant bits. The 

selected codeword length is a trade-off between the error control algorithm capability and 

the bit-rate performance of the communication system, especially considering the limited 

available bandwidth of the in-pipe transmission channel. In addition, the generation of 

large codewords should be avoided, because it increases the complexity of the algorithm, 



consequently requiring more powerful processing units, with increased demand in 

memory and power consumption. 

5.3.3 Modulation 
The combination of Mapping and Modulation processes is responsible for 

converting the digital data into a set of waveforms appropriate for transmission into 

physical media. As mentioned in paragraph 4.5.3, most modem digital communication 

systems execute both operations in the same processing step. According to this step, a 

block of k binary digits is selected at a time from an information sequence and is 

represented by one of M = 2k deterministic, finite energy waveforms. Each of these 

selected blocks represents a specific symbol from the alphabet used. For the digital 

communication system considered here, there exist only two symbols equal to the bits 0 

and 1. Therefore, k = 1 bit is the length of each selected block and M = 2 are the 

corresponding waveforms. 

When the mapping of the digital sequence to analog waveforms is performed 

under the constraint that a waveform transmitted at any time interval depends on one or 

more previously transmitted waveforms, the modulator is said to have memory. On the 

other hand, when mapping from the sequence to waveforms is performed without any 

constraint on previously transmitted waveforms, the transmitted waveform depends only 

on the selected block, the modulator is called memoryless. The communication system 

implemented utilizes memoryless procedures, due to their immunity to potential carryon 

errors at the demodulation process. More explicitly, when a modulator has memory, 

erroneously detected signals at the receiver side may affect the integrity of signals 

received in the future, resulting in errors at their demodulation process. 

In digital communications the terms demodulation and detection are often used 

interchangeably, although demodulation emphasizes waveform recovery and detection 

entails the process of symbol decision. When, in order to demodulate the signal, the 

receiver requires knowledge of the absolute phase of the carrier signal, the process is 

called coherent detection, whereas in the opposite case the process is called non-coherent 

detection. Coherent receivers preserve copies of all possible arriving waveforms and 

match them with the incoming signal. However, this process requires estimation of the 



absolute phase of the received signal, which may potentially lead to errors, especially in 

dispersive channels which affect the phase characteristics of the propagating wave. On 

the other hand non-coherent detectors don't require knowledge of the absolute phase of 

the incoming signal, thus reducing the complexity of the receiver and potential phase 

estimation errors, at the cost of increased error probability for identical signal to noise 

ratio signals. In this research, non-coherent detectors are mainly used, due to their 

reduced complexity and elimination of phase estimation. However, some modulation 

methods such as phase shift keying and quadrature amplitude modulation, require 

coherent detection due to its superior performance. 

Modulation is the process where the amplitude, phase or frequency of a sinusoidal 

wave, or a combination of them, is varied in accordance with the information to be 

transmitted. In digital communications, this variance of the parameters of the signal 

corresponds to different symbols of the selected alphabet. When only one parameter of 

the carrier signal is adjusted, amplitude, phase or frequency, each of the generated 

symbols corresponds to a different value of the adjustable parameter. Thus the 

modulation methods in digital communications are denoted as the name of the adjustable 

parameter with the ending shift keying, indicating that the method generates the 

modulated wave by shifting among several predefined keys, i.e. states, of the carrier 

wave. The widely known nomenclature Amplitude Modulation, Frequency Modulation 

and so forth, is used for modulation of analog signals. 

Due to the binary representation of the signals used in the communication system 

considered in this thesis, only two values for each adjustable parameter are required for 

each modulation method. In that respect, the modulation methods examined in this 

research are the binary Frequency Shift Keying, (FSK), the binary Amplitude Shift 

Keying, (ASK), or the equivalent binary Phase Shift Keying, (PSK), and the Quadrature 

Amplitude Modulation, (QAM). The FSK is used as the method of reference, due to its 

simplicity and robustness, however, at the cost of low bandwidth efficiency. Detailed 

description of each modulation method is provided in paragraph 4.5.3. It should be noted 

that for QAM the number of available waveform states M = 4, as a result of the 

combination of two states for amplitude and two states for phase modulation. 



For every modulation method, the frequency of the carrier signal is varied from 3 

kHz to 63 kHz, with a bandwidth from 2 kHz to 20 kHz, achieving bit rates of lkbps to 

2lkbps. These values reveal a bandwidth efficiency of 0.5 to 1.05 bps/Hz as calculated 

by the ratio of the bit rate over the bandwidth used, with the lower value corresponding to 

FSK and the higher value corresponding to QAM. Figure 5.4 presents the bandwidth 

efficiency as a function of the signal to noise ratio per information bit for a constant 

symbol error probability of 10? On this plot the area that corresponds to the current 

implementations of the in-pipe digital communication system is indicated. 
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Figure 5.4: Bandwidth efficiency 7, in bit/s/Hz as a function of SNR per bit, for constant symbol error 
probability of lo-', [2] 

Three regions can be identified on this plot. The region on the left of the channel 

capacity limit curve, defined by the Shannon Theorem, see paragraph 4.6, is the 



unattainable region, where the error rate of a system operating in this region cannot be 

predicted or corrected. On the right of the channel capacity limit curve and above the 

horizontal axis, is the bandwidth limited region, and below the axis is the power limited 

region. Recall from Chapter 4 that a system operating in the bandwidth limited region 

requires excessive amounts of power in order to increase the bandwidth efficiency, 

whereas a system operating in the power limited region requires excessive amounts of 

bandwidth in order to lower the required signal power. Therefore, the bandwidth limited 

region is suitable for bandwidth efficient methods such as PSK and QAM, while the 

power limited region is suitable for power efficient methods such as FSK with orthogonal 

signaling. At this point, it is important to realize that in a confined environment, such as 

the inside of a pipeline, the capacity is significantly reduced with respect to the open sea 

channels, due to the increased levels of reverberation as well as environmental noise. The 

trade-off between power and bandwidth for an in-pipe communication system becomes 

clear at this point, since the channel is bandwidth limited but the application is power 

limited. Using excessive bandwidth to reduce power is not feasible since it would 

increase the distortion impact on the signal. On the other hand, it is not possible to 

increase power to control the bandwidth, since the available power is restricted to that of 

a potential power harvesting system. This justifies the selection of the modulation 

schemes to lie near the horizontal axis of Figure 5.4, as a compromise between bandwidth 

and power. 

5.3.4 Synchronization 

The synchronization block of this communication system corresponds to frame 

synchronization, presented in paragraph 4.5.5. Phase, frequency and symbol 

synchronization are inherently included in the proposed system due to the modulation 

techniques used and the structure of the formatted message. Synchronization is achieved 

by including a Barker Code [3] before each packet or group of packets prepared for 

transmission. The Barker code corresponds essentially to a waveform with very good 

autocorrelation properties. The cross correlation of a signal, which includes a Barker 

code, with another signal including the same code, results in a distinctive peak, with 



magnitude equal to the length of the included code, at the time step where the codes 

coincide, whereas the correlation sidelobes are equal to unity. 

According to the proposed scheme, the receiver preserves a copy of the 

transmitted Barker Code and correlates it with the incoming signal. The highest value of 

the correlation corresponds to the instant of the Barker Code, allowing the receiver to 

establish an absolute time stamp. The synchronization code is introduced ahead of the 

modulated signal, allowing for some prespecified silent time t between the code and the 

signal, as illustrated in Figure 5.5. The silent time is necessary to allow for the decay of 

the reverberations introduced by the Barker code and in order to present minimal 

interaction or overlap with the actual message. Moreover, this time can be used for the 

calculation of the correlation coefficients and thus detection of the barker code time 

stamp, in order to prepare the receiver for the demodulation of the recorded signal. The 

information bearing message is the signal received exactly time z following the detection 

of a Barker Code. 

Barker Code Data Signal 
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Figure 5.5: Example of signal with Barker Code illustrating silent time z 

Unfortunately, there is no constructive method of finding Barker codes, and only 

10 of which are known up to a length of 13 bits. This longest available code is used in the 

proposed communication system, followed by silent time z equal to 8-50msec, depending 



on the carrier frequency. A complete list of the Barker Codes is provided in Table 5.1 for 

reference. 

Table 5.1 : Barker Codes 

5.3.5 Inverse Transfer Function 

Sidelobe level (dB) 

- 6.0 

- 9.5 

-12.0 

-14.0 

-16.9 

-20.8 

-22.3 

Length 

2 

3 

4 

5 

7 

11 

13 
.' 

In case the recorded signal is expected to be severely distorted, the 

preconditioning block is introduced to the receiver in order to prepare the signal for the 

remaining signal processing steps. The scope of the preconditioning block is to remove 

some of the channel imposed distortion and enhance the characteristics of the transmitted 

signal, even before any other type of filtering or identification of the Barker Code is 

Code 

+1, -1 or +1, +1 

+I, +I, -1 

+1, +1, -1, +1 or +1, +1, +1, -1 

+I, +I, +I ,  -1, + l  

+I, +I, +I, -1, -1, +I, -1 

+I, +I, +I, -1, -1, -1, +I, -1, -1, +I, -1 

+I, +I, +I, +I ,  +I, -1, -1, +I, +l ,  -1, +I, -1, + l  

applied. The signal enhancement is achieved by reversing the effect of the transmission 

channel by applying an Inverse Transfer Function, or by isolating the less dispersive 

and/or carrying the majority of the signal's energy modes with Stacking, which is 

discussed in the next section. These steps are necessary in regions with significant 

reverberation and ambient noise, which severely distort the propagating signal; however, 

they can be computationally intensive or require additional equipment not always 

available. 

The concept of transfer functions was introduced in Chapter 3, where it is defined 

as the response of the transmission channel in the frequency domain for an impulse 

excitation. It was also stated that multiplication of the frequency spectrum of any signal 

with the transfer function provides the response of the channel to that particular signal, 



while transformation back to the time domain provides the time history response. The 

main idea of this signal processing step is to reverse the effect of the channel on the 

propagating wave by applying the inverse of the transfer function representing the 

channel. According to the proposed method, the transfer function is estimated 

experimentally by the transmission of a trial signal, a priori known to the receiver. The 

receiver identifies the transfer function by comparing the recorded signal with the locally 

stored copy of the transmitted signal, and applies the inverse on every incoming signal to 

remove the channel distortion. In case the channel has time varying characteristics, 

retransmission of the same trial signal and re-estimation of the transfer function may be 

required at appropriate time intervals. 

The transfer function can be modeled as a causal Infinite Impulse Response (IIR) 

filter, the coefficients of which can be found using an Auto-Regressive Moving Average 

(ARMA) method. Assuming that the output of the transmission channel y[n] for an input 

signal x[n] can be modeled as: 

where h[n] is the transfer function, e[n] corresponds to the additive Gaussian white noise 

and the operator * denotes convolution. The parameter n indicates the discrete time 

counter, appropriate for the computational implementation of the algorithm. Ignoring the 

noise term for the transfer function calculation, in the frequency domain equation (5. I), is 

written as 

Y ( ~ ) = x ( u ) . H ( u )  (5.2) 

In an infinite impulse response form the filter H(w) can be expressed as 

and by substituting in equation (5.2) 

B ( ~ ) * Y ( U )  = A ( L - O ) . X ( ~ )  

where A and B are filters with N and M number of coefficients respectively. Converting 

equation (5.4) back in the time domain gives 



with a and b being the coefficients of filters A and B respectively. By selecting b[O] = 1, 

the output of the channel at the time instance n can be expressed as the weighted sum of 

the previous inputs x and preceding outputs as follows 

This equation corresponds to a set of equations equal to the number of discrete time 

inputs. Assuming that the channel input x' and response y at negative time indexes 

correspond to zero, the above set of equations is written as 

y [1] = a [ ~ ] . x [ l ]  +a[ l ] .x[~]-b[ l ] .  y[0] 
, ' - 1  

y[2] = a[0].x[2] + a[l]-n[l] + a[2].x[0]-b[l]. [1] -b[2]. y[0] 

This set of equations can be expressed in a convenient matrix form as follows for a total 

number of L + 1 time steps 

or more compactly 

y = W . u  

where y  is the ( ( L  + 1)xl) vector containing the response of the channel, _W is the 

( ( L  + 1) x ( N  + M + 1)) matrix containing the channel inputs and the preceding response 

values formatted as shown above, and u  is the ( ( N  + M +l )x l )  vector containing the 

coefficients of filters A and B. The system of equations described above is over- 

determinate, assuming that the used time steps L + 1 are more than the number of 

equations N + M + 1. Therefore, there is no unique solution satisfying all equations, and a 



Least squares type approach is employed to identify a sufficient solution. Multiplying 

with the transpose of matrix W on the left each side of equation (5.9) gives 

W T  - y  =wT - .W - .U (5.10) 

Inversion of t:he resulting matrix _W ' _W provides the coefficients of the transfer function 

u = ( w T  .w)-'.VyT s y  (5.1 1 )  

At this point, the importance of the selection of the number of coefficients of the 

numerator N and denominator M of the transfer function H should be emphasized. At 

first, it is suggested that N should be larger than M. The values of N and M should be 

large enough to describe adequately the transmission channel, but not excessive in order 

to preserve the computational cost at reasonable levels. If computational cost is not an 

issue, large values for N and M can be selected; however, following the calculation of the 

transfer function, the coefficients with small values can be ignored, since they most 

probably attempt to describe the ambient noise of the physical system, which was 

neglected from the mathematical model presented above. For the stability of the response 

of the transfer function, it is important to preserve the poles of B and the roots of A inside 

the unit circle. The accuracy of the solution can also be improved if the initial N, or M 

whichever is larger, rows of matrix _W are eliminated, since they contain zeros that do not 

contribute to the final solution. 

5.3.6 Stacking 

Staking is the second method included in the preconditioning block. The main 

idea is to isolate the orders of modes and preserve the ones that present the minimum 

dispersion andor carry the majority of the signals energy. Caution is however required, 

since there may be cases, especially for high frequency signals, where the modes with 

low dispersion characteristics do not carry significant part of the signals energy. 

In geophysics the term staclung refers to transmission of multiple copies of the 

same signal, which by superposition reduce the effect of white noise, since it is 

considered a random process, while at the same time increase the transmitted signal's 

magnitude. However, reverberation is the main source of signal distortion for the in-pipe 

acoustic channel, rather than ambient noise and therefore staclung aims to reduce this 



effect. For the proposed system, Stacking refers to the addition or subtraction of signals 

simultaneously received at various locations at the pipe cross section to remove the effect 

of the odd or even modes or isolate any necessary mode. The main disadvantage of this 

method is the need to install more than one receiver around the cross section of the pipe, 

which is not always feasible. 

Isolation of different orders of modes is made possible due to the phase changes 

within the cross section of the pipe, illustrated in Figure 5.6 for the first 4 modes. Odd 

numbered orders of modes present reverse phase sign at opposite locations of the cross 

section, while even numbered orders of modes preserve the same phase sign. Therefore, 

addition of the signals received at positions across a diameter of the pipe results in 

removing the effect of the odd numbered orders of modes and doubling the effect of the 

even numbered orders of modes. Alternatively, subtracting those two signals removes the 

effect of the even numbered orders and doubles the effect of the odd numbered orders of 

modes. 

Figure 5.6: Azimuthally distributed modes of propagation 
Regions of uniform phase along the cross section for the first mode of each of the first 4 orders 

Further resolution in the isolation process can be achieved with the introduction of 

additional receivers. For example, if four receivers are installed at the internal periphery 

of a cross section the pipe at opposing locations separated by 90°, the effect of every 

fourth order of modes can be isolated. More explicitly, considering the modes presented 

in Figure 5.6, summation of the signals from all four receivers results in isolation of the 

zero numbered order. In such a case the next appearing order would be the fourth, then 

the eighth and so on, since summation of each pair of opposite located receivers cancels 

the odd numbered orders and then the summation of the horizontally and vertically 

positioned receivers cancels the second, sixth order and so forth. On the other hand 



subtraction of the vertically and horizontally aligned receivers would eliminate the zero, 

fourth eighth and so on orders, preserving the second, sixth, and so forth order. By 

employing additional receivers and with the aforementioned pattern of summations and 

subtractions of the simultaneously received signals, it is possible to isolate the specific 

orders of interest, or eliminate modes that severely distort the propagating signal. 

5.3.7 Bandpass Filtering 

The frequency spectrum of the received signal may vary significantly from the 

corresponding spectrum of the transmitted signal due to channel dispersion, superposition 

with ambient noise and so on. Aforementioned techniques included in the 

preconditioning block are capable of reducing the signal distortion, but cannot control the 

magnitude of environmental noise. This noise is considered to be white, i.e. to have 

infinite bandwidth. Depending on the magnitude of this noise, its effect may be proven 

detrimental to the demodulation process, resulting in significant symbol detection errors. 

The scope of bandpass filtering is to remove the unwanted noise, outside the bandwidth 

of the transmitted signal. Even though noise within the frequency spectrum of the 

bandpass filter is still present in the received signal after the filtering process, it does not 

alter significantly the signature of the waveform, since it corresponds to a small fraction 

of the total noise energy. It becomes intuitively apparent that narrow bandwidth signals 

are affected less by white noise, since less noise energy overlaps with the frequency 

spectrum of the signal. Bandpass filtering is especially beneficial when the FSK 

modulation method is used, because it limits the frequency spectrum of the received 

signal to the bandwidth expected by the FSK demodulator'. 

Careful selection of the bandwidth of the applied filter is required in order not to 

annihilate useful data bearing signal along with the white noise. Recall, that the 

dispersive nature of the transmission channel may result in frequency shifts that may 

expand the bandwidth of the transmitted waveforms. In the proposed digital 

communication system, the bandwidth of the bandpass filter used is selected to be several 

kHz wider than the bandwidth of the transmitted signal, expanding proportionally for 

higher frequencies. The finite impulse response filter used is designed by employing a 



Kaiser Window method [5], requiring the magnitude of the sidelobes to be at least 50 dB 

below the signal in the pass band. 

5.3.8 Equalization 

Equalization is the process of removing amplitude, phase and frequency distortion 

from waves propagating in dispersive transmission channels. When the equalizer 

employs algorithms that automatically adjust their properties to the response of the 

channel, the process is called adaptive equalization. Adaptive equalizers are required in 

channels with unknown characteristics, or which present time variability in their 

properties. In contrast with the proposed inverse transfer function technique, which 

corresponds to an infinite impulse response filter, the adaptive equalizer is essentially a 

finite impulse response filter with adaptive coefficients. The operation of adaptive 

equalizers, as well as the available adaptation methods of their coefficients are described 

in paragraph 4.5.4. 

Within the scope of this research, the Linear and the Decision Feedback 

Equalizers ( D m )  are examined, combined with the Least Mean Squares (LMS) and the 

Recursive Least Squares (RLS) as the adaptation algorithms. A large variety of adaptive 

equalizer structures are implemented, including transversal filters with 5 to 100 taps, or in 

other words delay elements. In general, the DFE requires lower number of taps with 

respect to the Linear equalizer to achieve the same level of performance, since the DFE 

benefits from the experience of past data while removes its effect from the current data. 

Signals with higher frequency spectra and channels with significant dispersion require 

larger equalizer structures, since finer resolution is required to describe the channel 

characteristics. In the current implementations, the step size parameter p of the LMS 

algorithm varies from 0.001 to 0.1 depending on the size of the structure, the 

characteristics of the channel and their expected time variability. Larger p results in larger 

steps in the adaptive algorithm, which consequently results in faster convergence to the 

region of the optimum solution. However, when the algorithm reaches the area of the 

optimum solution, a large step size parameter may prevent the algorithm from identifying 

the actual optimum solution. On the other hand, a small p results in a slow convergence 



to the optimal solution, or even worse, may trap the algorithm in the area of a local 

optimum. For this reason in most simulations a variation of the LMS algorithm is used, 

which allows to adjust the step size parameter p between a high and low value, stating 

with the high value and decreasing it as it approaches the optimal solution. 

The RLS algorithm requires specification of two adjustable parameters; the 

regularization parameter 6 and the forgetting factor /I. The regularization parameter 6 is 

given values between 0.5 and 0.004 with the high values corresponding to signals with 

low signal to noise ratio (SNR), and the low values corresponding to cases with high 

SNR, [6]. The forgetting factor 1 is set equal to 0.95 for all adaptive equalizer 

implementations. The RLS algorithm converges faster than the LMS algorithm to the 

optimal solution. However, its stability is very sensitive to the selected parameters as well 

as to the dimensions of the equalizer. In general, the LMS algorithm is more suitable for 

equalizers with long filters. 

This section discusses the implementation the hardware components required to 

realize waveforms and execute the signal processing steps examined in the preceding 

paragraphs. Figure 5.2 illustrates the hardware layout of the transmitter and receiver. The 

blocks labeled modulated signal and received signal represent the integrated circuit 

processing units that execute all the required software operations for the transmitter and 

receiver respectively. A powering unit, essential for the operation of every block 

presented in this figure, is omitted but implied. Unfortunately, since the system has not 

yet been integrated for autonomous use in a pipeline network, some of the components' 

discussions remain at an abstract level, expressing the emerging trade-offs and issues that 

require attention, acting mostly as design guidelines rather than specifications. The 

hardware used for the experiments completed, will be presented in Chapter 7 along with 

the obtained results. 



5.4.1 Microprocessor 

All the aforementioned signal processing steps are implemented at the software 

level. The mathematical computations indicated by the software are executed in the 

proposed communication system by a micro-processing unit. This processing unit is a 

programmable microcontroller in which the developed software can be embedded. The 

selection of the microcontroller is mainly controlled by the computational demand of the 

transmission or reception algorithms. In an integrated wireless sensor node, the same 

processing unit may handle the computational load of the sensor data analysis and event 

recognition. Increased computational demand is translated in the selection of a more 

powerful microprocessor, which can handle more instructions per second. The 

computational capabilities of the microprocessor are controlled by its architecture and the 

frequency of its internal oscillator, or in other words, the internal clock. Higher oscillator 

frequency results into more data packets processed at a specific time frame. However, the 

increased calculation capabilities are provided at the expense of increased power demand. 

Since the power resources are limited for the in-pipe communication system, there exists 

a trade-off between processing time and power consumption. It should be noted that a 

microprocessor with low oscillator frequency would consume less power per unit time, 

but it would require more time to execute the prescribed calculations. Therefore, there 

exists an optimal solution which compromises the power consumption and the processing 

speed, and is heavily dependent on the microprocessor architecture and the amount of 

required calculations. The selection of the processing unit may also depend on the 

structure of the software code, and vise versa, indication that the software should be 

written in such a way to avoid expensive calculations, especially numbers with decimal 

points and matrix inversions. 

In addition to the processing capabilities of the microprocessor, the available 

memory should also be considered. Memory is required for buffering the data to be 

processed, or temporary storage for further processing in the future, preserving an event 

logger, and so on. The trade-off between the power and the processing speed extends to 

the amount of memory as well, since increasing memory increases the power 

consumption of the system. Since most microcontrollers have sufficient memory only for 

the computational load they can handle, it may be required to include at the circuit board 



some other form of data storage, such as flash memory chips, in order to preserve data for 

future processing. 

5.4.2 Analog to Digital Converter 

The signals prepared for transmission by the microprocessor are actually discrete 

in time points representing analog waveforms. Transmission of the waveform in a 

physical medium requires a real continuous analog signal. Therefore, the output of the 

microprocessor needs to be converted from discrete to continuous in time with the 

assistance of a Digital to Analog Converter (DIA). In turn, at the receiver side, the 

recorded signal is in the format of a continuous waveform. In order to process and extract 

the digital data for the incoming signal, it is necessary to convert it into a discrete time 

form, appropriate to be presented to the microprocessor. This operation is achieved with 

the assistance of an Analog to Digital Converter (AD). The selection of these converter 

units are based on two parameters, namely the resolution and sampling rate. These two 

parameters are contradictory to each other, since increasing the resolution decreases the 

sampling rate capability and vise versa. 

The sampling rate is the rate at which the converter is capable of converting the 

information from one form to the other. The sampling rate capability is controlled by the 

frequency spectrum of the data bearing signal. In order to convert the signal correctly, the 

sampling rate of the analog to digital converter needs to be at least twice than the highest 

frequency of the received signal, denoted as the Nyquist frequency. In the same context, 

the sampling rate of the digital to analog converter needs to be at least equal to the time 

step of the discrete signal generated at the transmitter microprocessor. 

The resolution describes the accuracy with which conversion can be achieved. 

Higher resolution means that the converter is capable of representing smaller values. 

Therefore, the resolution of the converter must be high enough to avoid quantization 

errors, and be able to represent the signal as accurately as possible. However, increasing 

the resolution of the converter beyond a specific point is not beneficial due to signal 

magnitude and transducer sensitivity limitations. When the smallest quantity that can be 

represented by the converter is significantly smaller than the minimum value expected in 



the data signal, or the sensitivity of the transducer, then the achieved accuracy is not 

useful, since these small quantities represent the ambient noise or the electrical noise of 
I 

the transducer. 

5.4.3 Signal Amplgier 

The output of the digital to analog converter is a low power signal frequently 

normalized to a maximum value of one. Therefore, a power supply is required to provide 

the power required to drive the signal source. This power supply can be an amplifier, 

which will adjust the signal magnitude and power to the acoustic source, in order to 

generate an acoustic signal of sufficient intensity to reach the receiver. This amplifier is 

composed of either a single, or more frequently a collection of operational amplifiers, 

with appropriately adjusted gain to amplify the incoming signal, [7] and [a]. 
On the receiver side, an amplifier is required to adjust the unregulated output 

recorded from the transducer so as to fit the amplitude (or current depending on the 

transducer) range of the analog to digital converter. Adjusting the range of the incoming 

signal to the input range of the converter is necessary to utilize more efficiently the 

resolution of the converter. The digitization process, for signals with smaller amplitude 

range than that of the converter, utilizes only a part of the resolution of the AID 

converter. On the other hand, signals beyond the range of the converter are represented 

by their maximum output value, resulting in significant errors. This amplifier is 

frequently denoted as pre-amplifer, since it regulates the input signal before any other 

processing operation. 

5.4.4 Transducers 

Underwater transducers are responsible for converting the acoustic pressure 

waves into electrical waves, usually in the form of a voltage signal, when they operate as 

receivers. On the other hand, used as sources of acoustic waves, underwater transducers 

convert energy provided by a power amplifier into an acoustic pressure output. An 

underwater transducer with the primary operation to receive acoustic signals is usually 

denoted as a hydrophone, while when it is used to transmit signals, it is named a 



projector. The process of selecting an underwater transducer can be a painstaking and 

toilful procedure, since there exists a large number of parameters that must be specified, 

the most important of which are summarized next. 

The most important attribute of a transducer used for an underwater acoustic 

communication system is its operating frequency range. Hydrophones have relatively flat 

receiving response with respect to input signal frequency, enabling them to be used over 

a large frequency range. On the other hand, projectors tend to have highly variable 

transmitting response with increasing frequency, limiting significantly the efficient 

transmitting frequency range for which they can be used. The transmitting frequency 

response of projectors typically presents a sharp peak at a specific narrow frequency 

range, and a highly decaying performance for all other frequencies. The operational 

frequency range of a projector is controlled mainly by its size and structure assembly. It 

should be understood that the smaller the transducer, the higher it's efficient frequency 

range, due to improved generation of waves with smaller wavelength. The narrow 

operating frequency range of the projector may impose severe limitations to the 

bandwidth of the data bearing signal specified by the communication system. Moderate 

extension of the projector's operating bandwidth can be achieved, if high voltage power 

supplies are employed to drive it. This becomes possible since most underwater 

transducers are manufactured from piezoelectric materials, which can sustain and 

perform well under high voltage excitations. For this reason, many underwater 

transducers require high power sources with very high voltages; these are, however, 

unsuitable for the proposed in-pipe communication system due to limited power supply, 

as well as environmental concerns due to the presence of high voltage sources. 

Aside from the frequency response, a very important property of an underwater 

transducer is the beam pattern of the waves that it generates. The beam pattern provides 

an indication of the relative amplitude of the transmitted or received acoustic wave as a 

function of the direction relative to the transducer. There exist several patterns such as 

omnidirectional, hemispherical, toroidal, conical, and so on, each one appropriate for a 

different class of applications. A collection of the aforementioned beam patterns are 

illustrated in Figure 5.7. 
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Figure 5.7: Beam Patterns (a) Omnidirectional, (b) Hemispherical, (c) Toroidal, and (d) Conical, [9] 

It becomes apparent that for the in-pipe communication system a narrow beam 

transducer that would transmit along the length of the pipeline is desirable. A projector 

with a highly directional beam pattern would allow focusing the energy of the transmitted 

signal along the axis of the pipeline, reducing consequently the amount of multipath 

propagation and the energy of the reverberant signals. A highly directional hydrophone, 

on the other hand, is capable of collecting signals from specific directions, allowing to 

focus the energy of the received signal on the direction of the pipeline and hence to avoid 

multipath received signals. Along with the beam pattern, quantities such as the beam 

width and the directivity index must be specified. The beam width is the angle in degrees 

of the main lobe, usually defined between the half power points, i.e. where the amplitude 

has dropped by 3dB. The directivity index is a measure of the sound intensity of the 

transducer in the direction of the main lobe compared with the intensity generated from a 

point, and therefore omnidirectional, source. Unfortunately, high directionality and beam 

forrning frequently requires large in size transducers, which may not be suitable for the 

in-pipe communication system. 

Of critical importance for the successful implementation of the in-pipe 

communication system is the transmitting and receiving sensitivity of the transducers. A 

measure of the transmitting sensitivity is given by the Transmitting Voltage Response 

(TVR), which is calculated as the level of acoustic output referenced to one meter per one 

volt of input. The receiving sensitivity is provided by the Open Circuit Voltage (OCV), 

which is the level of electrical output for one micro-Pascal of acoustic input. It is 

understandable that the higher the sensitivity of the transducer the more the energy of the 

acoustic wave it generates. Therefore, a projector with high TVR is required for the 

proposed communication system in order to achieve the necessary magnitude of the 



acoustic wave with lower voltage requirements. In the same context, the sensitivity of the 

hydrophone must be adequate to resolve the minimum pressure of the data bearing wave 

that arrives at the receiver. However, excessive receiver sensitivity would result in 

increase of the recorded noise levels, since even the smallest pressure disturbance is 

recorded and overlapped along with the data signal. 

Secondary, but important, considerations include the mounting of the transducer 

at the internal surface of the pipeline, as well as its size and weight, the materials used, 

the service life and so forth. The mounting mechanism must provide a stable base in 

order to allow the efficient transmission and reception of acoustic waves. If the support of 

the transducer is not stable enough for the frequency range of the signals of interest, the 

operation of the transducer will not be efficient due to its relative motion with the 

support. The size of the transducer should be small enough to fit inside the pipeline from 

the insertion point, which may be an access point, a pumping station, and so on. 

However, recall that the transducer size affects the efficient operating frequency range, 

with smaller transducers operating at higher frequencies. This size restriction may impose 

significant limitations on the operation of the communication system, since higher 

frequency spectrum of the transmitted signal translates into increased reverberation. 

Special care is required for the materials in order to be safe for introduction inside a 

potable water pipeline. Further discussion of these issues is provided in paragraph 5.4.6. 

Design guidelines for the selection of available underwater transducers or the 

specification of their parameters are provided in literature, [lo] and [l 11. 

5.4.5 Power unit 

All the aforementioned operations are feasible under one major, and frequently 

overlooked, condition; the availability of sufficient power supply. All the devices 

described above, along with the remaining components of the wireless sensor node as 

described in Chapter 1, require some amount of power to operate and implement the 

purpose for which they are employed. The uninterrupted operation of the wireless sensor 

network, for which this communication system is proposed, requires power sources 

capable of providing energy for a theoretically infinite amount of time, since the in-pipe 



installation of these devices prohibits the use of batteries or any other form of power 

supply that requires replacement at frequent time intervals, due to access limitations. A 

potential solution for the required renewable energy source is provided from a system 

that harvests energy from the flow of water inside the pipeline. Such a system was 

created and is described in a subsequent paragraph. 

First of all, it is necessary to identify the amount of power required for the 

operation of each wireless sensor node. The largest power consumer in each such node is 

the amplifier-projector combination of the communication system. The power required 

by the projector is controlled by the amplitude of the pressure wave necessary to transmit 

the data from the source to the receiver. An estimation of the required pressure wave 

amplitude is provided by calculating the signal attenuation due to spreading and 

absorption. The resulting amplitude of the wave at the location of the receiver should be 

at least equal to the minimum detectable pressure by the hydrophone. Considering that 

the sensitivity of a typical hydrophone, as expressed by the open circuit voltage, is in the 

order of -180 dB/Volt/mPa, the output of the receiver is lnVolt per 1pPa of pressure. In 

order to exceed the levels of the ambient noise of the water and the electrical noise of the 

circuit, the mean value of received pressure level is required to be around 0.5Pa, which 

translates to a hydrophone response of 0.5mVolts. The basic sonar equation relating the 

sound pressure level L, at the location of the receiver with the energy of the signal L, at 

the location of the transmitter in water is written as 

L, =Lw+171+DI-H (5.12) 

where DZ is the directivity index and H is the transmission loss. All the quantities are 

expressed in dB for the default references values for water of l m  distance, 1 pPa pressure, 

and lWatt of power. If the transmitter and receiver are assumed conservatively to be 

omnidirectional, the directivity index is equal to zero. The transmission loss is calculated 

as the addition of the signal attenuation due to spreading and absorption. Even though 

signal spreading for the in-pipe waveguide matches better the cylindrical pattern, for 

simplification it is considered here spherical, which provides again conservative results. 

Thus the transmission loss is expressed as: 



where r is the propagation distance, r,f is the reference distance for pressure waves in 

water, which is equal to lm, and a is the sound absorption factor for water. The sound 

absorption factor is a function of the frequency spectrum of the wave as well as several 

environmental parameters such as temperature, pressure, salinity, and so on. For a water 

temperature between 10 and 20 degrees Celsius and for an approximately maximum 

signal frequency of 60 1<Hz, according to Figure 5.8 the absorption factor is equal to 0.4 

dBlkm. Assuming a propagation distance of lkm, which is within the objectives of this 

research, the transmission loss is found to be equal to H = 54.4 dB re. lm. The only term 

missing in the above transmission loss equation is the signal attenuation due to fading, 

j.e. destructive overlap of multipath signals, which however cannot be easily predicted 

and modeled. 

Frequency (kHz) 

Figure 5.8: Volumetric absorption including all known relaxation processes, [12] 

The objective sound pressure level is calculated from the desirable mean pressure 

of 0.5Pa as 



Substituting the above values in equation (5.12) the energy level of the wave at 

the location of the source is found to be 

Lw =114-171+54.4 = -2.6dB re lWatt (5.15) 

The energy level is expressed in terms of watts as 

where W is the power in Watts of the wave at the location of the transmitter. Therefore, 

from equations (5.15) and (5.16) the power of the wave is calculated to be equal to 

W = 0.55 Watts (5.17) 

It is important to note that the power demand increases exponentially with the 

input pressure requirement. Therefore, for a required pressure of 1Pa the power 

requirement would be in the order of 2 Watts, i.e. four times higher power for two times 

pressure increase. However, the projector operates only when a signal transmission is 

required. The power calculated above is the power consumed by the projector during 

signal transmission. Since the duty cycle of the transmitter is usually low, higher power 

surges may be available from the same energy source, which would allow generation of 

higher amplitude pressure signals. 

The power consumption of each of the remaining components of the wireless 

sensor node, such as sensors, microprocessors, AID converters, and so forth, lie in the 

order of mWatts. Summing typical values for the power consumption of each component 

requires approximately another 0.4 Watts raising the total power consumption of the 

system in the order of just less than 1 Watt. 

At this point the energy demand has been specified and remains to identify the 

potential renewable energy source that can satisfy this demand. The most readily 

available source of energy at the pipeline environment is the flow of water inside the 

pipe. While the idea of harvesting energy from the flowing water is not new, it has only 

been applied at large and very large scale in water turbines used at hydroelectric power 

plants as well as lower intensity energy sources as harvesting energy from tides, waves 



and so on. Several attempts for renewable energy have been presented for household use, 

[13], involving however, large rotating parts and requiring fast flowing streams. Most 

commercial power generators that use the water flow to extract energy employ a 

propeller as a turbine. The flowing water causes the propeller to rotate, which in turn is 

connected to a generator that produces electricity. However, the efficiency of the 

propeller as a generator is relatively low, in the order of 20%, [14]. A very promising 

energy harvester from tides and waves is the patented Gorlov's Helical Turbine, [15] and 

[16], which offers a higher efficiency than regular propellers with a claimed maximum 

efficiency of 35%, [14]. However, the efficiency of this turbine has only been verified for 

large scale generators, in the order of kW to MW. In general, there is a lack of small scale 

power generators in the order of 1 watt. 

According to the proposed power harvesting system, the energy extracted from 

the water flow, with the assistance of the turbine, is converted to electrical energy with 

the use of a generator, as illustrated in Figure 5.9. 

Generator --j 
1 r Generator 

Garlov's Helical Turbine 7\ 

Figure 5.9: Power harvesting system from the flow of water inside the pipeline 

The capacity of such a system is restricted to the energy potential of the flow. 

However, the undisturbed operation of the pipeline needs to be considered, and therefore 

the turbine needs to be as small as possible. The power extracted from a generator can be 

approximately calculated according to 



where P is the power, p is the fluid density, A is the area of the turbine perpendicular to

the flow, V is the velocity of the water and 17is the efficiency of the turbine. The

dimensions of the. turbine and its corresponding efficiency are the only variables on this

equation. Considering that the density of the water is 1000kg/m3, the velocity of the water

within a pipeline is often at most in the order of 1m/see, the dimensions of a miniature

turbine to be approximately 10cm tall by 10cm wide, and having efficiency of at most

35%, the maximum available power that the power harvesting system can generate lies in

the order of 1 watt.

Due to the aforementioned necessity of using a small turbine, the helical turbine

lacks the initial torque to startup easily for slow water velocities. For this reason, within

the scope of this research, a hybrid scheme that encapsulates the high efficiency of the

helical turbine with the high initial startup torque of a Savonius turbine was designed,

with dimensions 2" in diameter by 9" tall and capable of generating energy up to 1 Watt

for water flow velocity 1m/sec. The hybrid design along with illustrations of Gorlov's

Helical Turbine and the Savonius turbine are presented in Figure 5.10.

Figure 5.10: (a) Godoy's Helical Turbine, (b) Sayonius Turbine, [17], (c) Hybrid Design

Since the energy requirements of a wireless sensor network, due to processing and

transmission of data, as well as the available energy, in terms of water flow, vary over

time, it is required to employ an energy storage device. This storage device can be
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realized with a rechargeable battery or a capacitor, which will be charged and discharged 

according to the needs of the system. According to the expected scenario, the power 

harvesting system will operate at all possible times, i.e. when the water flow is sufficient, 

and will charge the energy storage device, which in turn continuously supplies power to 

the sensor node. 

5.4.6 Installation 

One of the most troublesome parts of the in-pipe communication system 

implementation is its installation inside the pipeline. The communication system 

integrated with the sensors, CPU and the power unit, comprises an independent node of 

the wireless sensor network. Each node must be inserted in the pipe enclosed in a 

waterproof, insulated and compact package. Access points with sufficient clearance for 

the insertion of each package are required. Such access points may be in the form of 

l~umping stations, or gate valves, located along the length of the pipe and usually installed 

for inspection purposes. However, gate valves are infrequent and of small size, thus 

restricting the number of available access points inside the pipeline as well as the 

maximum size of the wireless sensor node packaging. For this reason, large components 

such as the turbine may need to be deployed in a collapsible manner, i.e. implement a 

mechanism that would allow collapsing the turbine into a small tube for the installation 

phase, and expanding it when it is ready to be used. Pumping stations, as well as other 

points of complete exposure of the pipe on the surface, are points of potential access to 

the complete cross section of the pipe. This allows the use of robots, similar to Figure 

5.1 1, which may carry several sensor nodes and install them as they crawl along the 

length of a pipeline segment. 



Figu're 5.11: Examples of Pipeline Robot Configurations, [18]

The packaging of each sensor node, not only must be small, but also it should

have a hydrodynamic shape, such that its presence generates the minimum possible

disturbance of the water flow. It is desired to have minimal turbulence around the sensor

node in order to avoid interaction with the acoustic communication system as well as

mlnimal disturbance of the biofilm, a thin biological layer present on the inside of all

fresh water pipelines.

Within the same context, the installation and the materials used for the sensor

node, must be compatible with the pipeline environment and safe for long term exposure

to underwater conditions. Special care should be taken for the safety of the system, which,

must comply with all water pipeline health regulations, since it is intended primarily for

potable water pipelines. Therefore, to attach the sensor node at the pipe wall, special non-

toxic and suitable for underwater use epoxy should be used. Alternatively, a magnetic

connection may be feasible, provided that the pipe is made from a ferromagnetic

material, such as steel or cast iron, and that it will not interfere with the electronics of the

sensor node. In general, solutions such as attaching the sensor node with screws and

drilling the pipe wall should be avoided, since it may create failure prone areas in terms

of the structural integrity of the pipe as well as contamination of the water.

Finally, it should be noted that water pipelines usually operate under pressure,

with typical values of 4atm and peaks up to 10atm. Therefore, the container of the sensor

node must be insulated and capable of sustaining such high pressures. Alternatively, the

whole system can be manufactured under the same pressure conditions existent in the

200



pipeline, such that the container is in equilibrium of pressures under normal operating 

conditions. Insulation is necessary, to protect the electronics from corrosion as well as 

leakage to and from the water. Special care is required for the insulation of the rotating 

shaft connecting the turbine with the generator. H ~ g h  pressure seals are required that 

would allow at the same time the rotation of the shaft with minimal friction. To remove 

this obstacle, magnetically driven shaft connections can be used instead of a solid axle. 

According to this system, the rotating turbine is connected with a transversally attached 

magnet, both located at the outside of the insulation shield. This magnet drives in 

sequence a magnet attached to the generator, installed inside the shield and facing the 

location of the turbine. This mechanism eliminates the use of specialized seals with solid 

axle shafts, which are failure prone areas, and completely isolates the electronics 

compartment inside the container from the flowing water. 
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Chapter 6 

Simulations 

6.1 Introduction 

This Chapter evaluates the performance of the proposed digital communication 

system, utilizing the signal processing techniques described in Chapter 5. For this 

purpose computerized simulations as well as scaled laboratory experiments are 

conducted, according to which the digital communication system attempts to transmit and 

receive digital data reliably through a pipeline waveguide. This Chapter presents the 

results from the data transmissions inside a simulated pipeline, while the actual lab 

experiments are presented in Chapter 7. 

The main purpose of the computerized simulations is to evaluate the performance 

of every single component of the digital communication system, and the effectiveness of 

the available alternative methods. Parametric analyses are conducted, with respect to the 

signal processing techniques presented in the previous chapter, isolating as much as 

possible the effect of the controlled parameter. The aggregating improvement of the error 

performance of the system for each technique is estimated by adding constructively, one 

by one, the proposed signal processing components up to the implementation of the 

c:omplete communication system. More explicitly, the effect of the selected modulation 

technique is initially examined, by transmitting signals modulated with the binary 

Frequency Shift Keying (FSK), binary Amplitude ShiB Keying (ASK) or the equivalent 

Phase ShiB Keying (PSK), and the Quadrature Amplitude Modulation (QAM).  

Transmission through the pipeline waveguide and demodulation of these signals provides 

an indication of the robustness of each modulation method, while the high error rates 

prove the necessity of the error and distortion correction steps. Thus, the Reed Solomon 

encoding step is added in sequence, followed by the preconditioning and the adaptive 

equalizer blocks. The effectiveness of adaptive equalizers is demonstrated by 

implementing both Linear and Decision Feedback Equalizers (DFE) of various lengths, 



utilizing the Least Mean Squares (LMS)  and the Recursive Least Squares (RLS) 

adaptation algorithms. 

The effect of white noise on the reliability of the system is examined by adding 

Gaussian white noise onto signals. Received signals of various signal to noise ratios 

(SNR) are achieved by varying the power of the added noise. A direct comparison 

between the channel distortion due to the reverberation and the ambient noise is therefore 

accomplished. The performance of the Baker code is finally verified by the presented 

results, as well as an initial estimate for the appropriate silent time for each carrier 

frequency is justified. 

In accordance with the results presented in Chapter 3, the digital communication 

system's parametric analyses also involve geometric parameters of the waveguide, such 

as the length and diameter of the pipeline. The reference case for the parametric analyses 

presented includes an FSK modulated signal with a carrier frequency of 3kHz transmitted 

through a 0.5m radius pipeline for a length of 10m, while both the transmitter and 

receiver are located at the internal periphery of the pipe. The messages used in the 

following simulations are packetized in blocks of 42 to 140 bits. The simulations are 

conducted with the rigid pipe approximation code described in Chapter 3, in order to 

limit the number of adjustable parameters related to the pipeline environment. 

6.2 Modulation 

This section examines the performance of the employed modulation method with 

respect to the integrity of the received signal. The results provided in the subsequent 

paragraphs illustrate the transmission of a modulated signal through the pipeline 

waveguide. In order to evaluate the performance of each modulation method, no error or 

distortion correction as well as no filtering is applied to the received signal, which is 

directly demodulated. The poor error performance in the attempt to detect the 

encapsulated bits proves the necessity of the error compensation signal processing steps. 

Preceding the signal modulation the textual message to be transmitted must be 

converted into bits and formatted into an appropriate style for further processing. The 

data conversion to bits is achieved according to the 7-bit ASCII code, presented in 



paragraph 5.3.1, which represents each character of the textual message with a string of 7 

binary bits. For example if the message desired to be send is "George" the string of bits 

takes the form 

with each one of the rows of the above steam of bits representing one of the letters of the 

textual message. In the above example the matrix representation is used for the reader's 

convenience, while the message is actually processed in the transmitter in the form of a 

bit stream. The following paragraphs present results from messages modulated with the 

binary Frequency Shift Keying, binary Amplitude Shift Keying, and Quadrature 

Amplitude Modulation, respectively. The textual message at the simulations implemented 

is modulated at data rates ranging from 1 to 21 kbps. However, this section presents 

results in the 1 to 7 kbps range, for direct comparison with the scaled experiments 

introduced in Chapter 7. High data rate results are presented in paragraph 6.5.5 towards 

the end of the chapter. 

6.2.1 Frequency Shift Keying 

According to this modulation method the analog representation of the binary bits 

is implemented with frequency shifts upwards or downwards from the central frequency 

of the carrier signal. Examples of FSK modulated signals are illustrated in Figure 6.1, 

which presents the amplitude of the signals to be transmitted, normalized to unity, along 

with the resultant frequency responses. The three sets of plots correspond to signals 

modulated at 1, 4, and 7kbps data rates, respectively. The signal amplitude plots, along 

with the modulated signal, feature the Barker code and the appropriate silent time in 

between. The introduction of the Barker Code is required for the synchronization of the 

data bearing signal at the receiver side. 



I I l l 1 l  

I l l 1  

Frequency (kHz) 

\ r 

Figure 6.1: Amplitude and Frequency Response of Transmitted Signal for FSK modulation 
at data rates (a) lkbps, (b) 4kbps and (c) 7kbps 

Since in all three cases the textual message represented is the same, the resulting signal is 

essentially the same waveform, scaled in time to correspond to the shifted carrier 

frequency. In sequence, the frequency spectra of the signals generated are shifted 

versions of the leftmost spectrum to higher frequencies and wider bandwidths. The two 

distinctive peaks in each of the presented frequency spectra correspond to frequency 

sllihs from the central frequency, often denoted as the carrier f e n  representing the 

0 and 1 bits, respectively. 

Figure 6.2 presents the pressure time histories, along with the frequency response, 

of the received signals corresponding to the transmission of the above waveforms through 

n R = 0.5m radius pipeline for a propagation distance z = 10m. The transmitter and 

receiver of the communication system are located at the crown of the pipe. In accordance 

with the result!; presented in Chapter 3, the current pressure time histories reveal the 

Io~vpilss character o i  ihe pipeline ivi'vcguide, since signals with a h e  frequency 

:;pectrurn present higher decay with distance, as observed from the smaller amplitude of 

the high frequency received signals. The dispersive nature of the channel results in 

received signals with time spreading and frequency shifts from the originally transmitted 

wavefi,ms, as indicated by the presented plots. The decaying reverberations following 



the initial signal arrival, observed at the pressure time histories, are the result of multipath 

propagation of the transmitted signal. These overlapping signals are the main cause of the 

demodulation errors, as will be presented in what follows. Moreover, the frequency 

spectrum response plots indicate the presence of several peaks within the bandwidth of 

the transmitted signal, which result in significant ambiguities at the detection of the 

encapsulated data bits. 
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Figure 6.2: Pressure Time History and Frequency Response of Received Signal from a pipeline waveguide 
with R = a = r = 0.5m, z = 1Om for FSK modulation at data rates (a) lkbps, (b) 4kbps and (c) 7kbps 

The data bearing part of the received signal is identified with the assistance of the 

Barker Code, the exact time stamp of which is obtained from the correlation of the 

recorded signal with the original Barker Code. In the pressure time histories of Figure 

6.2, the Barker Code corresponds to the first arriving signal, followed by some silent time 

in which its reverberations decay enough to avoid significant overlap with the subsequent 

modulated signal, hence justifying the selection of the silent time duration z. Having 

identified the exact location of the Barker Code within the received signal, the data 

bearing signal can be isolated by extracting a block of length equal to duration of the 

original modulated waveform, allowing for exactly time r following the Barker Code 

time stamp. 



The correlation of the received signal with the original Barker Code is achieved 

with the use of a matched filter. The outcome of filtering the received signal reveals a 

sharp peak at the location of the Barker Code. This filter is called matched because their 

coefficients are matched to the elements of the Barker Code. Recall from Chapter 4 about 

the good autocorrelation properties of the Barker Code, which reveal a peak of magnitude 

equal to the length of the code at its location and unity elsewhere. Figure 6.3 illustrates 

the output of the matched filter for the transmitted and the received signal for the 4kbps 

data rate case, indicating also the silent time z. Since no dispersion is introduced to the 

transmitted signal, the corresponding output of the matched filter is perfect, revealing 

excellent performance, as predicted in theory. 
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Figure 6.3: Synchronization with Barker Code, Matched Filter Response (a) Theoretical, and (b) Actual 

The output of the matched filter for the received signal reveals successfully the 

exact location of the Barker Code, although the existence of several other peaks of 

significant magnitude may potentially affect the performance of the identification 

process. It is interesting to observe that the sidelobes of the main peak present magnitude 

larger than unity, mainly due to the presence of delayed multipath signals. It should be 

noted that the presented plot corresponds to scaling of the received signal to a maximum 

value of one, in order to evaluate the autocorrelation performance of the Barker Code. 

These plots are used only to identify the absolute time stamp of the Barker Code, while 

the data bearing signal is extracted directly from the recorded signal. 



Demodulation of the extracted data bearing block of the signal provides the 

received message. Since in this section no error correction and distortion compensation is 

applied, it is expected that the reverberant nature of the received signal will result in high 

bit detection error rates. Indeed, the bit error rates are 32%, 30%, and 34% for the signals 

modulated at lkbps, 4kbps and 7kbps, respectively. It should be noted that since the 

symbol alphabet contains only two values, 0 and 1, the maximum error rate is 50%. 

These significant error rates indicate the necessity of the error correction and distortion 

compensation signal processing steps. It is interesting to observe that the error rates do 

not monotonically increase or decrease with increasing frequency. This may be an 

indication of the existence of specific frequency regions corresponding to modes with 

significant magnitude and low dispersion characteristics throughout this range. Such 

regions can be identified with the assistance of the transfer functions, as it will be 

discussed in a subsequent section. However, the error rates are high enough that prohibit 

the extraction of a safe conclusion at this stage. 

6.2.2 Amplitude Shift Keying 

In Amplitude Shift Keying the data symbols are represented as variations of the 

amplitude of the transmitted signal. For the binary symbol case examined here, the 

symbol alphabet consists of only two elements, 0 and 1, resulting into only two required 

signal amplitude stages. Recall from Chapter 4, and [I], that the binary ASK is equivalent 

to the binary phase shift keying, and for this reason only one of the two methods needs to 

be examined. 

The textual message to be transmitted is modulated at data rates from 1 to 21 

kbps. Figure 6.4 presents the messages modulated at 1 ,4 ,  and 7 kbps, respectively, along 

with their corresponding frequency spectra. Similarly to the FSK, they are essentially the 

same waveform scaled appropriately in time to represent signals of different carrier 

frequency and bandwidth, and consequently different bit rate. Hence, the frequency 

response of these signals are shifted versions of the same signal corresponding to the 

appropriate bandwidths. Once again, the amplitude plots feature the introduction of the 

Barker Code followed by the silent time t. 
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Figure 6.4: Amplitude and Frequency Response of Transmitted Signal for ASK modulation
at data rates (a) lkbps, (b) 4kbps and (c) 7kbps

The ASK' signals described are introduc~d as excitations ~o a pipeline with the

dimensions of the reference case, i.e. radius R = O.5m, receiver and transmitter attached at

the pipe wall separated by z = 10m distance. The response of the transmission channel,

along with the corresponding frequency spectrum is presented in Figure 6.5. These plots

once more verify the lowpass character and the dispersive nature of the pipeline

waveguide, presenting notable amplitude, frequency and time spreading. Moreover, it is

interesting to observe that the resulting frequency response is in accordance with the

transfer functions presented in Chapter 3, presenting high values at mid range frequencies

from 1.5 to 30 kHz and low values elsewhere. The low response for values below 1.5kHz

correspond to the excitation in the fundamental mode, while the decay for high

frequencies is a result of the lowpass character of the transmission channel. In such a

way, the usable frequency range for each pipeline waveguide can be determined. Further

discussion on this topic is included in paragraph 6.4, along with the introduction of

transfer functions.
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Figure 6.5: Pressure Time History and Frequency Response of Received Signal from a pipeline waveguide 

with R = a == r = 0.5m, z = lorn for ASK modulation at data rates (a) lkbps, (b) 4kbps and (c) 7kbps 

Following the data extraction with the assistance of Barker Code synchronization, 

the demodulation step provides the corresponding error rates. The ASK modulated 

signals present slightly worse error performance than the FSK modulation. More 

explicitly, the demodulation of the data bearing signals provided error rates of 36%, 35%, 

and 38% for the lkbps, 4kbps and 7kbps data rates, respectively. The frequency response 

of the received signals for ASK modulation does not provide clear indication of the 

performance of the algorithm, since the modulation method is based on adjustment of the 

amplitude of the carrier signal. To illustrate the error performance of demodulator for 

amplitude or phase modulation the signal constellation plot is usually presented. Such a 

plot presents the location of the detected symbols in the solution space. For reference the 

desirable solutions, as indicated at the modulation step, are also included. The 

corresponding signal constellation plots for the signals recorded in this section are 

provided in Figure 6.6, along with the desired solutions as described in Figure 5.12. In 

these plots the horizontal axis corresponds to the in-phase components of the solutions 

and the vertical to the out of phase components, often denoted as quadrature. For the 

ASK method all the solution points are expected to have the same phase, while their 

location on the horizontal axis indicates the corresponding amplitude. For the binary 



ASK modulation only two points are prescribed as the desired solutions, corresponding to 

the 0 and 1 bits, as described in Chapter 4. Due to the channel imposed noise and 

reverberations, the detected solutions from the demodulator are expected to present some 

variance around the desired locations. The demodulator then matches the obtained point 

to the nearest desired solution, in order to regenerate the digital data. However, from the 

results obtained in this section, the significant spread on the horizontal axis of the 

detected points becomes apparent, indicating the ambiguity of the matching process, and 

thus the increased error rates. Following the appropriate filtering and dispersion 

compensation signal processing steps, the detected solutions will approach the 

neighborhood of the prescribed points. 
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Figure 6.6: Signal Constellations for ASK modulated signals (a) lkbps, (b) 4kbps, and (c) 7kbps. 

6.2.3 Quadrature Amplitude Modulation 

Quadrature Amplitude Modulation (QAM) is essentially the combination of two 

modulation methods, according to which both the amplitude and the phase are adjusted 

simultaneously, representing two symbols with every transmitted waveform. Therefore, 

even though binary representations are used in both amplitude and phase, the resulting 

modulation method presents significantly increased bandwidth efficiency, at the expense 

of required power as indicated in Chapters 4 and 5. The amplitude and the phase plots of 

the transmitted signals modulated at lkbps, 4kbps and 7kbps data rates are presented in 

Figure 6.7. 



lim (msec) 

(a) 

- - I - - i - - T - 7 - - I -  

- - I - - L - L - l - - l -  
I I I I I  

- - ( - - & - + - - I - - \ -  

- - 1 -  - L - I - - - 1 -  
I I I I I  

- - 1 -  - & - + - 4 - - 1 -  

I I I I I  
- - I - - r - T - 7 - - -  

I l l 1  

4 5 6 7 8 9 1 0 0  1 

Tim (msec) 

T h e  (msec) 

(b) 
lime (msec) 

( 4  

Figure 6.7: Amplitude and Phase of Transmitted Signal for QAM at data rates 
(a) lkbps, (b) 4kbps, and (c) 7kbps 

It is interesting to observe the significantly smaller duration of the transmitted 

signals, especially compared with the previously presented FSK and ASK modulated 

signals. The modulation in both amplitude and phase allows more efficient bandwidth 

usage and generates shorter signals, while preserves the similar detection ambiguity on 

the solution space with the binary methods presented in the preceding paragraphs. Due to 

the binary representation in amplitude and phase, the generated signal has two states with 

respect the amplitude and two states regarding phase changes. The combination of these 

states generates four distinct solutions each one of them representing two bits, as shown 

In Figure 4.16. 

Figure 6.8 presents the response of the pipeline waveguide to the excitation 

presented above. The characteristics of the waveguide correspond to the reference case 

with radius R = 0.5m7 propagation distance z = lorn, and with the transmitter and receiver 

located at the internal periphery of the pipe. Along with the pressure time histories, 

Figure 6.8 presents the constellation of the detected symbols from the received signal, 

whereas for reference the transmitted signal constellation is also provided. 
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Figure 6.8: Pressure Time History and Signal Constellation of Received Signal from a pipeline waveguide
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The received signal constellation plots -reveal the magnitude of the dispersion of

the detected symbol solutions with respect to the original signal's four points. The

resulting error rates are 76%, 80%, and 68% for the lkbps, 4kbps, and 7kbps QAM data

rates, respectively. Unlike to the binary ASK and FSK methods, in QAM more than 50%

error rates are realizable, since they correspond to errors both in phase and in amplitude.

The ambiguity of the symbol detection, as illustrated by the signal constellation plots, and

the high error rates confirm the severe dispersion of the transmitted signal, initially

observed at the received pressure time history plots. It should be noted that these error

rates are comparable with the error rates obtained from the binary FSK and ASK

modulation methods, as a result of the similar ambiguity of the binary representation in

the solution space.

The poor performance of the communication system regardless of. the applied

modulation method proves the necessity of the introduction of the filtering, the dispersion

compensation and the error correction signal processing steps, in order to achieve reliable

transmission inside the pipeline waveguide. On the other hand, due to the comparable
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error rates, obtained by all modulation methods, the trade-off between bandwidth and 

power becomes the controlling parameter of the selection of the method used, as will be 

discussed in a subsequent section. 

6.3 Encoding 

To identify the sole effect of encoding on the error performance of the 

communication system, the encoding signal processing step is added next. Once again, no 

other form of distortion compensation or filtering is applied to the received signal, 

allowing to evaluate the error correction capabilities of the proposed method, as observed 

by the reduction of the obtained bit error rates. The encoding block employs the Reed- 

Solomon algorithm, as described in Chapter 4 and implemented in Chapter 5. According 

to the method, every 7 bits block is transformed into a 15 bits long codeword selected 

from a specific pool of previously generated codewords. The selected code rate enables 

the correction of 4 incorrectly detected bits in each codeword. It becomes apparent that 

the encoding procedure adds redundancy to the communication system, but on the other 

hand increases significantly the length, and consequently the duration, of the transmitted 

message, with significant effect on the effective data throughput and signal dispersion. 

At this stage, an estimation of the error rate reduction achieved by the 

introduction of the encoding step can be provided. For simplicity, assume that the error 

rate is constant regardless of the length of the message, even though this is not true since 

longer messages result in longer reverberations, consequently degrading the quality of the 

received signal. Considering that the error rate is proportional to the number of 

incorrectly received bits with respect to the total number of bits of the message, and that 

the mean error rate achieved in the preceding section is in the order of 35%, the error 

improvement can be estimated as follows. As indicated by the code rate, the encoding 

algorithm can correct up to 4 incorrectly received bits in each code word. Then, assuming 

that the error rate is constant, every from 15 bits transmitted, which correspond to a 

single codeword, the 15*35% = 5.25 bits will be received incorrectly. If the algorithm 

succeeds in correcting four bits, only 1.25 bits of the message will remain erroneous, 

resulting in an error rate of 8.3%. This oversimplified approach provides an upper limit of 



the error rate reduction, since the algorithm may not be capable to correct four bits 

incorrectly received bits in case of severely distorted signals, according to the discussion 

of Chapter 4. In case of low SNR, the algorithm may be unable to match the received 

signal to one of the predefined codewords. However, the estimated error rate reduction 

from 35% to 8.3% is very significant, even though it is still not sufficient for the reliable 

operation of a digital communication system. 

The encoding step is applied while the message is at a pure digital state, i.e. 

consisted of binary bits. At the proposed digital communication system the encoding 

block is located between the formatting and the modulation blocks. An example of the 

encoded message is provided below, where the textual message is going through a two 

step procedure before the modulation block. 

G 1 1  1 0 0 0  1  1 0 0 1 0 1 0 1 1 1 1 0 0 0 1  

e 1 0  1 0 0  1 1  0 0 0 1 1 0 1 0 1 0 1 0 0 1 1  

Message =, Binary form 3 Encoded message 

The first step is the conversion in binary form with the use of the ASCII code, 

identical to what is presented in the preceding section. In sequence, the binary formatted 

message is encoded with the assistance of the Reed-Solomon code. The message is 

finally presented to the modulator which converts it into a waveform appropriate for 

transmission into physical media. The message is presented above in a matrix like form, 

in which each row corresponds to a different character of the textual message, for the 

reader's convenience; it is however processed at the transmitter in a sequential bit stream 

In order to examine the single effect of the encoding on the error performance of 

the communication system, only the reference method of FSK will be presented in this 

section. Figure 6.9 presents the amplitude and frequency response of the signals 

generated from the modulation at data rates 1, 4, and 7kbps of the encoded signals. It is 

important to observe the increased duration of the generated signals, due to the added 



redundant bits. with respect the modulated signals presented in Figure 6.1, in which the 

modulated signal is not encoded. 

We.iuen~y (kHz) 

(a, 
Frequency (kHz) 

(c> 

Figure 6.9: Amplitude and Frequericy Spectrum of Transmitted signals for FSK modulation of encoded 
messages at data rates (a) I kbps, (b) 4kbps, and (c) 7kbps. 

The rnLodulated signals presented above are introduced as excitation to the 

reference pipeline waveguide, with radius R = 0.5m, with the transmitter and receiver 

installed at thc internal surface of the pipe wall at a distance z = 10m. The received 

pressure time histories and the corresponding frequency spectra are presented in Figure 

6.10. From the received signals, the data bearing signal is extracted with the assistance of 

the Barker code synchronization. Thereafter, it is demodulated and decoded. 
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Figure 6.10: Pressure Time History and Frequency Response of Received Signal from a pipeline waveguide 
with R = a = r = 0.5m, z = 10m for FSK modulation of encoded messages at data rates 

(a) 1 kbps, (b) 4kbps, and (c) 7kbps 

The bit error rates of the demodulated signal before application of the decoding 

are 33%, 32% and 36% for the lkbps, 4kbps and 7kbps data rates, respectively. The 

increased data rates with respect to the previously received FSK signals presented in 

paragraph 6.2.1 can be attributed to the increased duration of the pulse, which causes 

significant overlaps of the main signal with the arrivals of the multipath propagating 
\ 

signals. However, following the decoding process of the detected message, the 

corresponding error rates drop at 12%, 10% and 16%, respectively. These error rates are 

close to the improvement estimated by the aforementioned simplified procedure. The 

lowest expected value is in the order of 8.3%. The actual improvement provides higher 

error rates due to the inability of the error correction algorithm to detect erroneous bits in 

low SNR signals. Recall that the examples presented in the current section do not include 

any filtering or dispersion compensation methods. Introduction of such techniques in 

advance of the decoding process increases the effective signal to noise ratio, by removing 

the signal dispersion and ambient noise, allowing the more efficient operation of the 

Reed-Solomon decoder. 



6.4 Stacking 

The stacking process belongs, along with the inverse transfer function method, to 

the preconditioning block of the receiver. These methods may be required only in case of 

extreme signal distortion and should be applied with caution, since they impose radical 

irreversible changes on the recorded signal. Such changes, if applied unwarily, may 

remove from the signal features necessary for the symbol detection process. 

According to the stacking process, a synthetic received signal is generated by 

addition or subtraction of simultaneously received signals at several locations around a 

specific cross section of the pipeline. The purpose of staclung is to isolate or eliminate the 

effect of specific orders of modes. This process is made possible due to the phase changes 

of the various orders of modes throughout the cross section, as presented in Chapter 5. In 

the proposed system two receivers are installed at opposite locations across a diameter of 

the pipe, such as the crown and the bottom of the pipe, allowing to control over the odd 

or even numbered orders. 

Considering initially the FSK modulation, for the signals presented in Figure 6.9, 

and a transmitter installed at the crown of the pipe, the received signals at the crown of 

the pipe are presented in Figure 6.10, while the signals received simultaneously at the 

bottom are presented in Figure 6.11. Observe that the response of the pipeline at the 

bottom, as indicated by the pressure time histories presented below, is significantly 

different from the response at the top, as a result of the superposition of the odd 

numbered orders of modes, which change phase at the bottom, with the even numbered 

orders of modes, which preserve the phase sign at the bottom. 
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Figure 6.11: Pressure Time History and Frequency Response of Received Signal at the bottom of a pipeline 
waveguide with R = a = r = OSm, z = lorn for FSK modulation of encoded messages at data rates 

(a) lkbps, (b) 4kbps and (c) 7kbps 

It is interesting to observe that the performance of the communication system 

based solely on the signals received at the bottom of the pipe, with the transmitter located 

at the crown, is degraded with respect to the error rates achieved from the signals 

received at the crown. The error rates of the received signals at the bottom are 39%, 40% 

and 40% for the lkbps, 4kbps and 7kbps data rates, respectively. These error rates are 

improved after the Reed-Solomon decoding, by reducing to 20%, 22% and 23%, 

respectively. 

Isolation of the odd or even numbered orders of modes is achieved by 

superposition of the pressure time histories received at the crown and the bottom of the 

pipe, presented in Figure 6.10 and Figure 6.11, respectively. Addition of these signals 

results in the elimination of the odd numbered modes, the result of which is presented in 

Figure 6.12. On the other hand, Figure 6.13 presents the outcome of the subtraction of the 

aforementioned signals, which results in elimination of the even numbered modes. 
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Figure 6.13: Stacked Signal by subtraction of received signals at crown and bottom of pipe. Pressure Time
History and Frequency Response for FSK modulation at data rates (a) 1kbps, (b) 4kbps and (c) 7kbps

The error performance of the above generated stacked signals demonstrates the

importance of understanding which modes carry the most energy of the propagating
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signal. More explicitly, the error rates of the pressure time histories obtained by addition 

of the received signals at the crown and the bottom of the pipe are 27%, 40% and 39%, 

for the lkbps, 4kbps and 7kbps data rates respectively. Following the decoding process, 

these error rates are improved to 9%, 30% and 28%, respectively. On the other hand, the 

corresponding error rates for the pressure time histories generated by the subtraction of 

the aforementioned signals are 41%, 37% and 25%, for the 1, 4 and 7kbps throughputs, 

respectively. Again, the decoding process improved these error rates to 32%, 19% and 

8%, respectively. The error performance of the communication system, employing the 

stacking and decoding processes, is summarized in Table 6.1 for the crown and bottom 

received signals, as well as the signals generated by their addition or subtraction. Each 

cell presents the error rates before and after decoding, while the best performance is 

emphasized with bold letters. 

Table 6.1: Error Performance before and after decoding of Crown, Bottom and Stacked signals for FSK 
modulation 

The error performance results presented above indicate that stacking can be 

beneficial, but should be applied with great caution. Indeed for the low and high data 

rates presented, stacking achieved reduction of the error rate by approximately 10%. 

However, for the 4kbps case staclung actually increased the error rate, indicating that the 

energy of the data bearing signal is spread along several orders of modes including both 

odd and even numbered ones. Moreover, it is interesting to observe that for low data rate 

lkbps 

4kbps 

7kbps 

signal the error performance is improved by addition of the top and bottom signals, while 

for the high data rate signal the error rate is improved from their subtraction, presenting 

also the overall best performance so far. 

It can be intuitively understood that a significant part of the energy of the low data 

rate signal propagates with the zero ordered modes, due to its low frequency content. 

Stacked = 
Crown + Bottom 

27% s 9% 

40% --. 30% 

39% 3 28% 

Crown 

33% z 12% 

32% s 10% 

36% 3 16% 

Stacked = 
Crown - Bottom 

41% 3 32% 

37% 3 19% 

25% -. 8% 

Bottom 

39% 3 20% 

40% 3 22% 

40% a 23% 



Therefore, elimination of the odd numbered modes, by addition of the top and bottom 

signals, allows isolation of the even numbered modes including the zero order, which 

contains the fundamental mode that is non-dispersive. Recall that the effect of each mode 

on the propagating signal decreases with increasing modal order, so the effect of the 

second, fourth and so on orders, which remain on the stacked signal, is less important in 

the lkbps example. On the contrary, the stacked signal, generated by the subtraction of 

the top and bottom received signals, presents significantly worse error performance, since 

only the highly dispersive modes remain present following the staclung process, while an 

important part of the signal's energy is lost. 

An inverse analysis from the above can explain the behavior of staclung for the 

7kbps signal, where subtraction of the crown and bottom signals provides the best results. 

The first and third orders modes have significant energy content in the frequency range of 

the 7kbps signals, making their presence imperative for the demodulation process. 

Stacking in this case removes as many modes as possible, reducing consequently the 

level of signal distortion. On the other hand, the error performance degrades for the 

stacked signals generated by the subtraction of the crown and the bottom recordings. 

Similar conclusions can be extracted from the analysis of examples introducing 

QAM and ASK modulated signals. Signals modulated at lkbps benefit from addition of 

crown and bottom recordings, whereas signals modulated at 7kbps benefit from 

subtraction of these recordings. Staclung proves harmful for signals with 4kbps data rates 

for the current pipeline waveguide configuration. The consistency of these results, 

regardless of the modulation method used, indicates the importance of identifying the 

orders of modes excited for each frequency band used, since the only common parameter 

of the above signals with uniform data rate is the carrier frequency. The distortion 

imposed by the modes of propagation affects not only the frequency of the signal but also 

ils phase and amplitude. However, the selective correction, with respect to the carrier 

frequency achieved with staclung, regardless of the modulation method, is a strong 

indicator that certain modes are predominant in certain frequency ranges. When a signal 

of some bandwidth is presented to the pipeline waveguide, these modes carry the 

majority of the energy and therefore it is essential to preserve them. Estimation of the 

transfer function separately for each mode can reveal such zones of high energy. For 



reference, the transfer functions for the first four modal orders for a pipeline waveguide,

with radius R = O.Sm and length z = 10m, are calculated with the assistance of the rigid

pipe simulation 'code and presented in Figure 6.14. Even though these plots seem

complicated, careful examination reveals frequency bands where one set of modes

predominates. For example, there exists a frequency band around 17kHz, where the

magnitude of the n = 1 modal order dominates over all other modes. Similar, but less

pronounced, effect can be identified in the region of 21kHz, which coincides with the

7kbps data rate signals used in the above examples, explaining the effect of stacking on

the error perlormance, since subtraction of the top and bottom recordings removed the

effect of even modes, allowing the n = 1 modes to carry the majority of the signal's

energy content with minimal distortion. A more apparent demonstration of the frequency

band identification with the assistance of the transfer function plot is provided in Chapter

7.
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Figure 6.14: Transfer Functions of the first four orders of modes for a pipeline waveguide with R = O.Sm
and z = lam

Alternatively, the modes of propagation that get excited can be identified with the

assistance of the dispersion curves, presented in Chapter 3, see Figures 3.13 and 3.14.

When the frequency spectrum of the signal is matched to a frequency band in the

horizontal axis of the dispersion curve plots, the region above the specified band contains

the modes that get excited by the signal. By selecting the modes that present the

minimum curvature, i.e. the minimum dispersion, the set of modes that must be preserved
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from staclung can be identified. On the other hand, the dispersion curves can provide 

useful insight during the design phase of the communication system, to avoid excitation 

of highly dispersive modes. This can be achieved by generating signals with a frequency 

spectrum below the cut off frequency of the specific modes. 

An interesting application of the aforementioned guideline is the transmission of 

signals below the cut off frequency of the first mode, leaving only the fundamental mode 

being excited by the signal. For this reason an FSK modulated signal is generated with 

data rate 0.4kbps, which generates waveforms with frequency content at the limit of the 

first cut off frequencies. Figure 6.15 presents the amplitude and frequency response of the 

transmitted signal as well as the pressure time history of the received signal at the top of 

the pipe and the result of the stacking process, for a signal that propagates inside the 

reference pipeline. In the frequency response plots of the received and stacked signals, 

the effect of the propagating modes becomes apparent along with their cut off 

frequencies. Addition of the top and bottom recorded signals removes the effect of the 

first modal order, leaving the zero order as the predominant one. The first cut off 

frequency of the first mode of zero order is 1.5kHz approximately, as it is clearly 

indicated in the frequency response of the stacked signal. This mode is dispersive and its 

effect can be removed with filtering, allowing perfect reconstruction of the initially 

transmitted signal, thus resulting in zero error rate. 
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Figure 6.15: Pressure Time Histories and Frequency Response of FSK modulated signal at 0.4kbps data 
rate for a pipeline waveguide with R = a = r = 0.5m7 z = 10m (a) Transmitted signal, (b) Received signal at 

the crown, and (c) Stacked signal generated by addition of top and bottom recorded signals 

6.5 Adaptive Equalizer 

Even though the application of stacking improves significantly the error 

performance of the in-pipe acoustic communication system, the error rates achieved are 

not sufficient for reliable operation. Moreover, stacking presents selective performance 

improvement, and since its effect is irreversible, it should be applied with caution only in 

case of extreme signal distortion. A reliable and robust dispersion compensation 

technique is required that is capable of dropping the error rate to acceptable values for a 

digital communication system. A very powerful dispersion compensation technique is the 

adaptive equalization, as presented in Chapter 4, the results of which are presented in 

what follows. The inverse transfer function method, described in Chapter 5, is an 

alternative method to reverse the distortion effect of the transmission channel. However, 

it is computationally expensive and will not be applied at this stage. Moreover, its effect 

is similar to the linear adaptive equalizer, since the inverse transfer function implements 

an infinite impulse response filter with constant coefficients, while the linear adaptive 



equalizer realizes a finite impulse response filter with adjustable coefficients, thus 

achieving more efficiently a comparable distortion compensation performance. 

The error performance objective for the digital communication system is to 

achieve a bit error probability of less than This performance criterion is achieved 

with the introduction of the adaptive equalizer block, as will be shown in what follows. 

[nitially, the performance of various adaptive equalizer structures is examined by further 

processing the FSK modulated signals presented in the preceding paragraphs. Two forms 

of adaptive equalizers are considered, the linear equalizer and the decision feedback 

equalizer. For each form both the Least Mean Squares (LMS) and Recursive Least 

Squares (RLS) adaptation methods are implemented and evaluated. The main 

performance parameters considered for adaptive equalizers are the length of the filter 

required to achieve the objective error rate, as well as the training cycles required to for 

the algorithm to converge. In sequence, the performance of adaptive equalization is 

verified with the introduction of QAM and ASK modulated signals, as well as signals 

~nodulated at higher data rates, such as 12kbps and 2lkbps. Finally, parametric analyses 

with respect to the pipeline waveguide characteristics are implemented, such as the radius 

and propagation distance. While the reference case corresponds to a pipeline with radius 

R = 0.5m and propagation distance z = IOm, the parametric analyses include pipeline 

radii of 0.15m and l m  and propagation distances of lOOm and 500m. To evaluate the sole 

effect of the equalizer, the staclung process is not applied in any of the aforementioned 

examples, due to its selective performance with respect to frequency content of the 

signal. 

6.5.1 Linear Equalizer 

This section utilizes a linear adaptive equalizer, which is essentially a transversal 

feedforward filter with an adaptation algorithm that adjusts the tap weights in each cycle, 

as described in Chapters 4 and 5. The equalizer is initially trained with a test message 

until a desirable performance is achieved. As indicated in paragraph 4.5.4, during the 

training stage the equalizer is provided with both the recorded signal and the desirable 

equalizer response. During normal operation the equalizer is fed with the received signal 



and the potential detection error of the demodulator. In what follows plots of the 

equalizer output are presented for FSK modulated signals propagating in a 0.5m radius 

pipeline for a distance of 10m, with the transmitter and receiver located at the internal 

periphery of the pipe. The plots display the pressure time history and frequency response 

of the data bearing signal only, i.e. after the barker code synchronization, since only this 

part of the signal is presented to the equalizer in the proposed digital co&ununication 

system. 

The filter length of the adaptive equalizer must be sufficient to reverse the signal 

dispersion imposed by the channel. Also the training sequence must be long enough and 

representative of all channel characteristics to allow the convergence of the adaptation 

algorithm to the optimal solution, or in other words, to the desirable equalizer behavior. 

In case of poor training or inadequate filter length, the performance of the equalizer may 

be compromised and reliable transmission may not be feasible under variable channel 

conditions. In general, the more severe the signal dispersion, the longer the training 

sequence and equalizer structure needs to be. Figure 6.16 presents examples of poorly 

trained and insufficient structure adaptive equalizer cases. 
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Figure 6.16: Example Pressure time history and Frequency response of (a) inadequate length and (b) poorly
trained Linear Adaptive Equalizer using the LMS filter tap weight adaptation algorithm for FSK modulated

signals at lkbps data rate

The irregular pressure time histories and the corresponding frequency responses

presented above illustrate the effect of inadequate equalizer structures as well as the

effect of poor training. The inadequate length equalizer is incapable of achieving zero

error rates, regardless of the training time. However, it removes a considerable amount of

signal distortion with respect to frequency, as indicated from the frequency response plot,

which consequently significantly reduces the bit error rate to 4%. On the other hand, the

poorly trained equalizer is repeatedly attempting to correct its response by adjusting the

filter tap weights, as indicated by the large variations in amplitude and frequency. It

finally achieves zero error rate following application of the Reed-Solomon error control

algorithm. However, the behavior of a particular equalizer is prone to errors, since it is

trained mostly to the characteristics of the particular signal and not the nature of the

transmission channel. The signal-specific training may lead to detection errors, in case of

variation of the characteristics of the channel simultaneously with the transmission of a
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significantly different waveform, due to the inability of the equalizer to adjust to both the

signal and channel changes.

Figure 6.17 and Figure 6.18 present the response of linear adaptive equalizers for

FSK modulated signals at 1kbps, 4kbps and 7kbps data rates propagating in a O.Sm radius

pipeline at a distance of z = 10m. The adaptation algorithms used are the Least Mean

Squares (LMS) and the Recursive Least Squares (RLS), respectively. The plots illustrate

the amplitude and the corresponding frequency response of each equalized data bearing

.message, which resembles as much possible to the original modulated message. The

originally received signal was presented in Figure 6.10.
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Figure 6.18: Pressure time history and Frequency response of Linear Equalizer using the RLS filter tap
weight adaptation algorithm for FSK modulated signals at data rates (a) lkbps, (b) 4kbps and (c) 7kbps

The equalizers employing both the LMS and RLS adaptation algorithms achieved

perfect error performance, reducing the detection bit error level to zero. The equalizer

structures used vary from 40 to 100 filter elements depending on the data rate, and

consequently the dispersion level, as well as the adaptation algorithm. Generally, the RLS

algorithm converges to the optimum tap weights in fewer training cycles than the LMS.

However, it is computationally intensive, requiring therefore significantly higher total

training time than the LMS. Moreover, the exponential growth of the complexity of the

RLS algorithm with increasing length of the filter prevents the use of long equalizer

structures. Such .long equalizers, allowed by the LMS algorithm, present noticeable

performance improvement with respect to RLS, as indicated by the smooth output of the

LMS equalizer and the clean corresponding frequency response plots. On the other hand,

the shorter equalizers used in the RLS case, result in more abrupt equalizer outputs. The

frequency response plots of the output of the RLS. equalizers present clear frequency

peaks, of similar magnitude with the corresponding LMS response, enabling reliable

detection of the zero and one bits. However, this output signal presents more ambiguity

than the LMS output, since it is richer in intermediate frequencies.

233



In general, the linear equalizer requires long filters that need many training cycles, 

especially with respect to the decision feedback equalizer that is presented in the next 

section. Moreover, it is observed that the length of the filter is controlled by the 

complexity of the channel distortion mechanism, with highly dispersive channels 

requiring longer equalizer structures. The accurate description of the channel behavior 

requires a sufficient number of taps at the transversal filter. Recall the inability of the 

equalizer presented in Figure 6.16 to describe the pipeline waveguide due to the 

inadequate filter length. With the introduction of appropriate stacking, shorter equalizer 

structures are required, due to the reduced levels of signal dispersion. However, as it has 

been mentioned before, staclung should be applied with caution, since it may remove 

from the signal features necessary for the correct detection of the encapsulated symbols. 

6.5.2 Decision Feedback Equalizer 

The decision feedback equalizer (DFE) is comprised of a pair of filters, similar to 

the transversal filter of the linear equalizer. The main difference is that one of the filters 

is used to feedback information from the detector output to the input of the equalizer, 

while the second filter retains its traditional feedforward operation. Therefore, the 

equalizer's response is dependent on both the current block of inputs as well as some 

subset of the previous, already equalized, outputs. The feedback filter allows the DFE to 

remove the reverberant effect of past inputs from the current input signal. The response 

of the DFE thus takes advantage of previously received information, and more 

importantly, of the outcome of this information, resulting in more efficient dispersion 

compensation with shorter equalizer structures. Detailed description of the DFE's 

operation is included in Chapter 4. Figure 6.19 and Figure 6.20 illustrate the response of 

the DFE utilizing the LMS and RLS adaptation algorithms respectively. The signals 

presented correspond to FSK modulation at lkbps, 4kbps and 7kbps data rates 

propagating in the reference pipeline with radius R = 0.5m at a distance of z = 10m. 
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The DFE was capable of removing from the signal most of the channel imposed 

distortion, allowing the communication system to achieve perfect error performance in all 



cases. The similarity of frequency response plots among the Linear Equalizer and DFE 

for each of the adaptation algorithms indicates that the LMS and RLS arrived at similar 

solution spaces regardless of the structure of the equalizer. The solution identified by 

LMS minimizes the frequency everywhere except for the frequencies corresponding to 

the symbols, while the RLS solution attempts to reconstruct the original signal's 

spectrum. The observed equalizer response may be an indication that the LMS algorithm 

arrives at an excessive dispersion correcting solution, due to the longer training cycles as 

well as the increased filter length. 

In general, the DFE requires smaller equalizer structures to achieve similar 

distortion compensation performance as the Linear Equalizer. The equalizer structures 

used varied from 20 to 40 elements for the feedforward filter and from 10 to 20 elements 

for the feedback filter, depending on the signal distortion. The more efficient organization 

of the DFE allows the RLS adaptation algorithm to present excellent behavior, since it 

required significantly smaller training times and reached the optimum solution in very 

few cycles, due to the shorter implemented filters. 

6.5.3 Equalization of ASK and QAM signals 

For completeness, equalization examples of signals modulated with the ASK and 

QAM methods, at 1 ,4  and 7kbps data rates, are presented in Figure 6.21 and Figure 6.22, 

respectively. Figure 6.21 presents the response of the DFE for an ASK modulated signal, 

using the LMS adaptation algorithm. The plots present the pressure time history of the 

equalized data bearing signal, and the corresponding frequency response, along with the 

resulting signal constellation. 
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Figure 6.21: Pressure time history, Frequency Response, and Signal Constellation of DFE using the LMS
filter tap weight adaptation algorithm for ASK modulated signals at data rates (a) 1kbps, (b) 4kbps, and (c)

7kbps

The absolute nature of the solution provided by the LMS adapted equalizer is

apparent in the ASK case from the frequency response plots, where, similar! y to the FSK

examples, it leaves only the signal corresponding to the usable bandwidth while it

diminishes the sidelobes, explaining the abrupt variations observed at the amplitude of

the equalized signal. Recall that the frequency response of the initial signal indicates the

presence of several sidelobes, similar to the ones observed in Figure 6.4. The DFE is

always successful in removing the signal distortion and achieving the objective error

performance. The signal constellation of resulting signal, also presented in the above

plots, indicates the reduction of ambiguity of symbol detection since it distributes them
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closely around the transmitted signal constellation points. For comparison, even though it 

does not represent the same textual message, review the great ambiguity in the ASK 

signal observed without dispersion compensation, presented in Figure 6.6. The remaining 

detection errors are corrected with the implementation of the Reed-Solomon decoding, in 

order to achieve perfect bit error performance. 

Figure 6.22 presents the response of the DFE for a QAM modulated message. 

Each column of plots corresponds to the 1,4,  and 7kbps data rate signals, while the rows 

represent the pressure time history of the received signal, as well as the signal 

constellation before and after equalization, respectively. The signal is transmitted in a 

0.5m radius pipeline across a distance of 10m. The transmitter and receiver are located at 

the reference positions at the crown of the pipe. 
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Figure 6.22: Pressure Time History and Signal Constellation of received and equalized signals with DFE
using the LMS filter tap weight adaptation algorithm for QAM modulated signals at data rates (a) lkbps,

(b) 4kbps, and (c) 7kbps

The high signal dispersion of the received signal is not only apparent in the

recorded waveform, but also In the received signal's constellation, indicating the

exceSSIve ambiguity of the detected symbols. The even distribution of the detected

symbols across the scatter plot explain the inabili,ty of the detector to identify the

underlying symbols, which in sequence result in very high error rates from 75 to 80%.

However, the introduction of the DFE compensates for most of the signal distortion,

concentrating the detected symbol representations very close to the transmitted signal
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constellations, essentially eliminating any ambiguity in symbol detection. Therefore, the 

bit error rate of the communication system following the equalization process is zero as a 

result of the perfect bit representation. The ASK and QAM examples verified the 

increased efficiency of the DFE with respect to the filter length. The equalizer structures 

used are similar to the ones identified for the FSK signals presented above and thus the 

feedforward and feedback filters are composed from 20 to 40 elements and 10 to 20 

elements, respectively, depending on the signal distortion. 

6.5.4 Effect of pipeline waveguide on equalization process 

Thls section examines the effect of the pipeline waveguide geometry on the 

equalization process. The filter length and dspersion compensation efficiency of the 

equalizer is studied with respect to the pipeline diameter and the propagation distance. It 

is expected that the parameters affecting the signal reverberation level will also affect 

accordingly the required equalizer structure. The effect of each parameter is studied 

separately. Initially, the radius of the pipe is varied from the reference value of R = 0.5m 

studied above to a small pipeline with R = 0.15 and a large pipeline with radius R = lm, 

which correspond to the values used in the waveguide parametric analyses of Chapter 3, 

while the distance of transmitter and receiver is preserved at the reference value of z = 

10m. In sequence, the radius of the pipe is constant and equal to the reference case of R = 

0.5m, while the propagation distance is set to z = lOOm and z = 500m. 

According to the above, the effect of the pipeline radius on the equalization 

process is initially examined. Figure 6.23 presents the pressure time histories and the 

corresponding frequency spectra of the received signals for a propagation distance of 

= 10m inside a pipeline with radius R = 0.15m and lm, respectively. The transmitted 

signal is modulated at a data rate of 4kbps using the FSK method, illustrated in Figure 

6.9b. In accordance with the findings of Chapter 3, the larger pipeline increases the 

reverberations on the propagating signal, due to the increased number of modes excited 

for a specific frequency spectrum. The resulting bit error rates for signal demodulation, 

without any error correction or signal compensation, is 30% and 40% for the R = 0.15m 

and l m  respectively. 
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Figure 6.23: Pressure Time History and Frequency Response of Received Signal for FSK modulation at
4kbps data rate for propagation distance.z = lam and pipeline radius (a) R = O.15m, and (b) R = 1m

Figure 6.24 presents the' result of a decision feedback equalizer using the LMS

adaptation algorithm on the data bearing part of the recorded signals. In both cases the

equalizer removed the majority of the signal dispersion and achieved perfect message

reproduction, i.e. zero symbol detection errors. However, the larger pipe required longer

filters at the DFE, with the feedforward and the feedback filter consisting of 50 and 20

elements, respectively. At the same time, the R = 0.15m case required an equalizer with

20 elements in each of the feedforward and feedback filters. Moreover, the excitation of

additional modes at the R = 1m case, resulted in an increase of the required training

cycles to allow the LMS algorithm. to identify the optimal solution. It is interesting to

observe, however, that the increased equalizer structure length for the large pipe resulted

in complete elimination of the frequencies not representing transmitted bits, as illustrated

in the frequency response plot of Figure 6.24b.
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Figure 6.24: Pressure time history and Frequency response of DFE using the LMS filter tap weight
adaptation algorithm for FSK modulated signals at 4kbps data rate, for a propagation distance of z = 10m in

a pipe with radius (a) R = 0.15m and (b) R = 1m

In what follows the effect of propagation distance on the equalization structure is

examined. Preserving the pipeline radius at O.5m, the transmitted signal is recorded at

100m and 500m distance. Figure 6.25 presents the pressure time histories and frequency

contents of the recorded signals in the aforementioned locations. The significant shift of

the recei ved signals towards lower frequencies indicates once again the lowpass character

of the propagation channel, which becomes more pronounced with increasing distance.

The signal dispersion is so severe that the Barker code is almost indistinguishable from

the modulated signal, while the amplitude and frequency content of the signal is highly

distorted. The resulting bit error rates before any error correction or dispersion

compensation is applied are 42% and 49% for z = 100m and 500m, respectively. The

extraordinarily high error rate for the 500m propagation distance indicates that the
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demodulator is essentially randomly selecting bits, due to the ambiguity of the received 

waveforms. 
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Figure 6.25: Pressure Time History and Frequency Response of Received Signal for FSK modulation at 
4kbps data rate for pipeline radius R = 0.5m and propagation distance (a) z = loom, and (b) z = 500m 

Despite of the high error rates before any dispersion compensation, the received 

waveform encapsulates the required information, which can be extracted with the use of 

(he receiver signal processing blocks of the proposed communication system. Figure 6.26 

presents the pressure time histories and frequency content of the equalized signals 

produced by a DFE. However, the required equalizer structure is rather large, with 60 and 

30 elements at the feedforward and feedback filters respectively. The receiver achieved 

perfect reconstruction of the transmitted message in both cases. However, the extended 

equalizer structure removed all the frequencies that do not correspond to transmitted bits, 

as illustrated by the frequency response plots. The DFE utilized the LMS adaptation 



algorithm, which in order to identify the optimal solution required extensive training

time, with several training sequences through many cycles.
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Figure 6.26: Pressure time history and Frequency response of DFE using theLMS filter tap weight
adaptation algorithm for FSK modulated signals at 4kbps data rate inside a R = O.5m pipeline for a

propagation distance of (a) z = 100m, and (b) z = 500m

6.5.5 Equalization of higher data rate signals

The final paragraph regarding adaptive equalization IS concerned with the

transmission of high throughput signals. For reference purposes, the pipeline waveguide

used corresponds to the reference case, with radius O.Sm, and propagation distance lam

between the transmitter and receiver, which are installed at the crown of the pipe. In

order to amplify the effect of reverberation a longer transmitted signal is selected, which

will result in increased overlap among the delayed multipath arrivals. However, the

results presented in the current section correspond to signals modulated with the
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bandwidth efficient Quadrature Amplitude Modulation technique at 12 and 2 1 kbps data 

rates, which generates complicated but relatively short waveforms. Figure 6.27 presents 

the formatting and encoding of the textual message selected, or in other words the 

conversion of the alphanumeric message into a stream of bits and the redundancy 

introduction by the Reed-Solomon error correction code. 

Figure 6.27: Formatting and encoding of textual message 

Figure 6.28 presents the amplitude and phase time histories of the modulated 

signals at 12 and 21 kbps data rates preceded by the Barker code. 



Xme (msec) lime (msec) 

lime (msec) %me (msec) 

(a) tb) 

Figure 6.28: Amplitude and Phase of Transmitted Signal for QAM at data rates (a) 12kbps, and (b) 2lkbps 

The pressure time histories of the received signals are presented in Figure 6.29, 

illustrating the increased reverberations with respect to lower frequency content signals. 

The silent time between the barker code and the modulated signal is proven sufficient for 

the synchronization purposes; however, its reverberations significantly overlap with the 

data bearing signal. The severity of the received signal distortion is also illustrated by its 

signal constellation, presented in the second row of plots in Figure 6.29. These scatter 

plots demonstrate the ambiguity of the detected symbols directly from the received 

signal, due to their uniform distribution across the solutions space, indicating no apparent 

correlation to the four original signal constellation points. The aforementioned ambiguity 

of symbol detection is responsible for the 82% and 85% bit error rates of the demodulator 

without any dispersion compensation. 
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Figure 6.29: Pressure Time History and Signal Constellation of Received Signal and equalized signals with
DFE using the RLS adaptation algorithm for QAM at data rates (a) 12kbps, and (b) 21kbps inside a

pipeline waveguide with R = a = r = O.Sm, z =.10m
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The final row of plots in Figure 6.29 presents the constellation of the equalized 

signal, when a DFE is employed. The signal distortion is almost completely removed as 

indicated by the perfect alignment of the detected symbols with the transmitted 

constellation points. The required equalizer structure is composed by 50 feedforward and 

20 feedback filter elements, while the RLS adaptation algorithm is employed. The RLS 

algorithm performed exceptionally in identifying the optimal solution, since it required 

very few training cycles for the two data rates considered here. 

In general, the adaptive equalizer proves to be an invaluable tool for removing the 

signal dispersion imposed by the channel. Its stability and robustness, along with the 

"real time" adjustability of its response, provide the necessary confidence and reliability 

for the proposed in-pipe acoustic digital communication system. The decision feedback 

equalizer is established as more efficient than the linear equalizer in terms of required 

filter length. The LMS adaptation algorithm is relatively fast, but requires many training 

cycles, while the RLS requires significantly lower number of training cycles, but its 

computational complexity prohibits its use for long equalization filters. 

6.6 Effect of Ambient Noise 

The simulations executed and presented up to this point considered the dispersion 

from the transmission channel as the only signal distortion mechanism. However, apart 

from dispersion, the signal distortion is also a result of the ambient noise. Thus, this 

section is concerned with the effect of environmental noise on the integrity of the 

received signal. According to the discussion in paragraph 4.4.1, the environmental noise 

is considered Gaussian and White, or in other words it follows the Gaussian distribution 

with a certain mean amplitude value that remains constant throughout a theoretically 

infinite frequency spectrum. The effect of such a noise source is additive to the 

propagating signal, i.e. the received signal is the result of superposition of the transmitted 

signal and the ambient noise level. 

For the simulations presented in this section, the additive Gaussian white noise 

model presented in Chapter 4 is used. The received signal is considered to be simply the 

addition of the transmitted waveform and a random signal with mean value equal to zero 



and variance appropriate to generate the required signal to noise ratio. No other channel

effect is introduced, such as reverberation, in order to identify the sole effect of

environmental noise in the propagation signal and to enable a direct comparison between

dispersion and ambient noise. Bandpass filtering is introduced to the communication

system as remedy for the noise effect, according to the discussion of paragraph 5.3.7. A

Kaiser Window filter is implemented with a length appropriate to eliminate any signal

outside a prespecified frequency band, which is essentially an extended range of the used

bandwidth. The signal reduction achieved by the used Kaiser filters for the signal outside

the desired frequency range is of the order of 50dB. Figure 6.30 and Figure 6.31 present

the effect of ambient noise on the pressure time history and frequency response of FSK

and ASK modulated signals at 4kbps data rates respectively, for an increasing noise level.
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Figure 6.30: Effect of Ambient noise on transmitted signal; Pressure Time History and Frequency response
for FSK modulated signal at 4kbps data rate for SNR equal to (a) 10dB, (b) 2dB, and (c) OdB

The plots ,presented above illustrate the effect of ambient nOIse on an FSK

modulated signal from an intermediate to extreme noise levels, corresponding to SNR =
lOdE, 2dB, and OdB, respectively. The latter case indicates that the amplitude of the

noise added is of the same order of magnitude as the transmitted signal. The frequency
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response plots indicate that the FSK modulated signals are little affected by the ambient

noise introduction, since the frequencies representing the encapsulated bits are easily

identifiable. The bit error level for the 10dB SNR is zero even without filtering, while the

bit error rates for the 2dB and OdB cases are in the order of 5% and 8% respectively. The

communication system achieves perfect message reconstruction in all cases following the

bandpass filtering. The low error rate of the received signal can be explained from the

fact that the FSK demodulator depends on frequency detection, which remains essentially

unaffected even when noise levels are very high. It is important to observe that the bit

error rates imposed by ambient noise are significantly smaller than the corresponding

error levels due to reverberation, before dispersion compensation and error correction, .

indicating that reverberation is the main cause of signal distortion for the in-pipe

waveguide.
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Figure 6.31: Effect of Ambient noise on transmitted signal; Pressure Time History and Frequency response
for FSK modulated signal at 4kbps data rate for SNR equal to (a) 10dB, (b) 2dB, and (c) OdB

Figure 6.31 presents the result of additive Gaussian white nOIse on ASK

modulated signals. This time the error rates before filtering are higher than the FSK case,

on the order of 2%, 9% and 16% for the 10dB, 2dB and OdB SNR, respectively, while
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bandpass filtering reduces these error levels to zero, 3% and 5%. The digital 

communication system achieves perfect message reconstruction with the assistance of the 

Reed-Solomon decoding. The ASK demodulators seem more prone to errors by the 

introduction of ambient noise with respect to FSK modulation, since according to ASK 

symbol detection depends on amplitude variations, which are significantly affected by the 

noise random amplitude, explaining the increased error levels. However, the error rates of 

the received signal are once again significantly lower than the error rates associated with 

channel imposed reverberation, confirming the aforementioned conclusion that dispersion 

is the main source of signal distortion for the pipeline waveguide. It is therefore shown 

that under any noise conditions the introduction of simple filtering and error correction 

processes ensure reliable transmission with the proposed digital communication system. 

For very long propagation distances, where attenuation, absorption, and spreading have 

reduced significantly the amplitude of the propagating wave, or in case of even more 

extreme noise levels, it may be required to increase the power and consequently the 

amplitude of the transmitted signal. Evaluation of the communication system including 

the effect of both ambient noise and reverberation is implemented in the scaled 

experiments presented in Chapter 7. 

6.7 Conclusions 

This Chapter essentially demonstrated the use, and justified the selection, of each 

signal processing block proposed for the in-pipe communication system. The 

effectiveness of each method is verified, identifying at the same time the advantages and 

disadvantages. The effect of the environmental parameters, as well as the characteristics 

of the transmitted signal, on the fidelity of the communication system are also examined. 

Each of the various signal processing blocks serves a different purpose and 

enables a feature of the digital communication system. For example the formatting and 

packetizing block is necessary to convert the textual message to blocks of binary streams 

appropriate for further processing. The encoding step adds redundancy to the binary 

stream in order to recover potential errors at the receiver, since complete removal of 

dispersion or ambient noise related distortion is not always feasible. Modulation is 



required to map the binary streams in a set of waveforms appropriate for transmission in 

physical media. The Barker code enables accurate synchronization of the transmitted 

blocks. The preconditioning block, which includes the stachng and inverse transfer 

function processes, is necessary in case of severe signal distortion, since it can enhance 

the original features of the signal and decreases significantly the signal dispersion and 

noise. The combination of bandpass filtering and adaptive equalizer is necessary for the 

compensation of the channel imposed signal distortion, since the first is responsible for 

reducing the ambient noise level in the recorded signal, while the second removes the 

dispersion. 

The pipeline waveguide characteristics, initially identified in Chapter 3, are 

present in the simulations completed in this chapter. The pipeline acoustic channel 

behaves like a lowpass filter, presenting increasing signal decay with propagation 

distance and frequency content. The higher frequency signals also exhibit increased 

levels of reverberation, since they correspond to propagation of higher and therefore 

more dispersive modes. Moreover, larger pipes present increased levels of channel 

imposed signal dispersion, due to the increased number of modes excited, or in other 

words due to the drop of the cut off frequencies of each mode. Therefore, signals 

containing higher frequencies andfor propagating inside larger pipes may potentially 

require extensive dispersion compensation and noise cancellation processing, since they 

present higher dispersion and their corresponding amplitude is smaller than lower 

frequency signals propagating in smaller radius pipes. 

The computerized simulations indicate that the proposed communication system 

design allows reliable data transmission under a wide range of circumstances, with 

appropriate adjustment of its parameters. The received signal is generally severely 

distorted by the propagation within the pipeline waveguide and, therefore, direct 

detection of the encapsulated symbols usually results in very high error rates. Each of the 

signal processing steps implemented at the receiver is responsible for some reduction of 

the error rate, since it removes part of the channel imposed signal distortion. The error 

rate reduction for each receiver signal processing block, including all alternative 

proposed techniques, is summarized in Table 6.2 for a wide range of parameters, such as 

the achieved data rates from 1 to 2lkbps, message lengths from 42 to 140 bits, 



propagation distances from 10 to 500m, pipeline radii from 0.15 to lm, and ambient 

noise levels from 0 to 10dB. The error rates presented in the following table are 

corresponding to the complete set of the conducted simulations, whether or not presented 

in the preceding paragraphs. 

Table 6.2: Bit error rates following the signal processing blocks of the receiver 

FSK 

ASK 

QAM 

The error rates presented above indicate that the greatest error reduction is 

achieved with the introduction of the adaptive equalizer. Similar error reduction can be 

potentially achieved with the implementation of the inverse transfer function. The top 

error rates following the stacking process correspond to cases where staclung has not 

effect or is even harmful to the detection process. However, the low values indicate that 

careful application of staclung can be very beneficial for the communication system, 

especially for severely distorted signals. 

It is very important to notice that for the in-pipe acoustic communication the 

maximum error rate of the received signal corresponding only to ambient noise distortion 

is 18%, while the error rate due to reverberation can be up to the maximum error rate, i.e. 

50% for the binary symbols presented or 100% for the four bit symbols in QAM. 

Moreover, the noisy message can be completely restored with relatively simple processes 

such as bandpass filtering and decoding. These facts indicate that reverberation is the 

main source of signal distortion for the in-pipe transmission channel, justifying the focus 

of this research study on dispersion compensation. 

Alternative techniques are considered for several signal processing blocks, such 

as the modulation and adaptive equalization. The selection of one for the implementation 

of the digital communication system is usually controlled by several parameters, such as 

computational complexity, available power, available bandwidth, required data rate, and 

so forth. Three methods are considered for the modulation process, the Frequency Shift 

Received signal 

30 - 49% 

35 - 50% 

68-85% 

Stacking 

8 - 45% 

14 - 50% 

42 - 80% 

Bandpass 
Filtering 

8 - 36% 

12 - 40% 

35 - 70% 

Adaptive 
Equalization 

0-2% 

0 - 3% 

0-4% 

Reed Solomon 
Decoding 

0% 

0% 

0% 



Keying, the Amplitude Shift Keying and the Quadrature Amplitude Modulation. All 

modulation methods provided comparable bit error rates, which are always completely 

eliminated with the introduction of the appropriate signal processing steps. Therefore, the 

selection of the modulation method will be decided on the basis of the bandwidth vs. 

power requirement and/or availability trade-off. According to the discussion of Chapter 

4, the FSK modulation is more appropriate for power limited transmission channels, since 

it has low power requirements at the expense of used bandwidth. On the other hand, 

methods such as ASK and QAM are suitable for bandwidth limited channels, since they 

can be very bandwidth efficient at the expense of excessive power requirement. However, 

for the in-pipe acoustic communication system, the transmission channel is bandwidth 

limited while the device is power limited, as has been discussed in Chapter 5. The 

selection of one modulation method will, therefore, be specific to the application of the 

communication system, and more explicitly will be controlled by the data throughput 

requirement as well as the bandwidth and renewable power availability. 

With respect to adaptive equalizer structures the Decision Feedback Equalizer 

turned out to be the most efficient, since it requires significantly shorter filters than the 

Linear Equalizer. The Recursive Least Squares adaptation algorithm is potentially 

preferable, due to its fast convergence with respect to training cycles to the optimal 

solution. However, when long equalizer filters are required, the Least Mean Squares 

should be used, due to the exponentially increasing computational complexity of the RLS 

algorithm with filter length. In any case, both adaptation algorithms achieved similar 

dispersion compensation performance, leaving the selection only to computational 

restrictions. 

The findings of this Chapter will be compared and verified with the corresponding 

results in Chapter 7, where the communication system is tested in laboratory experiments. 
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Chapter 7 

Laboratory Experiments 

7.1 Introduction 

To verify the results of the communication system performance evaluation 

conducted with the assistance of the computerized simulations presented in Chapter 6, it 

is necessary to implement real pipeline experiments. However, since no water pipeline 

was readily available within the time frame of this research, this Chapter presents results 

from pipeline experiments executed in a laboratory environment. Space and equipment 

limitations restricted the length, diameter and materials of the pipes used. The 

experiments are conduced in an appropriate fashion scaling all the parameters by a 

certain factor in order the results to correspond to larger pipes and longer distances. More 

explicitly, a 4" diameter PVC pipe is used, with length varying from 10 to 30 feet, while 

the acoustic transmission medium is air at atmospheric pressure. The scaling factor 

achieved with this arrangement is in the order of 10, as explained in the subsequent 

paragraph. The laboratory experiments allow examination of the combined effect of 

reverberation and ambient noise on the propagating signal. In addition, the cumulative 

effect of scatterers at the signal reverberation is also studied. Such scatterers are present 

at frequent locations along the pipeline in the form of joints. Finally, bends and branches 

are added in the experimental pipeline configuration, resulting in an aggravated factor of 

signal distortion and attenuation. Water pipelines are assembled into a network with 

numerous curves, merges and divisions, all of which have potentially detrimental effects 

on the propagation of a transmitted signal. It is necessary to examine such disturbances, 

while the design of the in-pipe communication system should compensate for their effect. 

In what follows, a detailed description of the experimental layout is provided, 

along with the hardware used. The scaling factor of the experiment is also determined 

and justified. Furthermore, the limitations of this experimental configuration in 

comparison to a real water pipeline network are discussed. Thereafter, the results 



obtained from the three pipeline configurations, straight, bend, and branch, are provided, 

along with a comparison to the corresponding computerized simulations of Chapter 6. 

Finally, general conclusions from the research work, as a feasibility study of the in-pipe 

acoustic communication system, along with potential future work that would establish 

and extend the use of such a system, are discussed. 

7.2 Experimental Layout 

Three main experimental layouts are selected for laboratory testing of the in-pipe 

acoustic communication system, namely straight, bent and branch pipe sections. All the 

computerized simulations, presented up to this point, involved straight pipeline segments 

from 10m to 500m. However, pipelines in real water transmission and distribution 

systems are arranged in a network manner, and they must conform to landscape 

restrictions, such as roads, bridges, and hills, turn around buildings, and so forth. 

Therefore, the presence of pipe bends as well as other pipes branching on the pipe of 

interest is inevitable. Such deviations from a straight pipeline affect the propagation of 

the transmitted waves, necessitating investigation of not only of straight waveguides, but 

also of curved and branched ones, justifying the selection of the experimental layouts. 

Figure 7.1 presents the three main pipeline configurations tested. The experiments are 

conducted with 4" diameter, 10 feet long PVC pipe segments. These sections are 

connected with sleeve type joints that generate a 0.5" to 1" long, and 0.3" deep, 

indentations around the internal circumference of the pipe, which act as scatterers. In the 

case of bent pipe configuration one of the joints is replaced with a 90' curved connection. . 

While the angle of this turn is considered excessive for actual water pipeline networks, to 

avoid hydraulic hammers, it provides an upper limit on signal distortion effect that can be 

encountered in real pipes. For the branched pipe configuration, one of the joints is 

replaced with a T-shaped connector on the side of which a 10 feet long, 1.5" in diameter 

pipe is connected. This configuration attempts to simulate the connection of a 

distribution, i.e. a local and small diameter, pipe onto a transmission main pipeline. Due 

to laboratory space restrictions, only up to three 10 feet segments are used, resulting in a 



total of 30 feet long pipeline. Experiments are conducted employing one, two or all three 

segments, so as to identify the effect of propagation distance. 

r @ 4" PVC Pipe /- Joint /- Joint 
10 feet 10 feet 

10 feet 
4 90" Angle 

connection 

( 4  

Figure 7.1: Laboratory Experiment Pipeline layout (a) Straight, (b) Bend, (c) Branch 

It is necessary to identify the correlation, or in other words what is the distance 

correspondence, between the laboratory experiment and the actual pipeline, usually 

denoted as scaling factor of the experiment. An estimation of the scaling factor can be 

obtained by equating the pressure fields generated by both configurations. A first 

approximation can be obtained by the theoretical development of the rigid pipe case 

presented in Chapter 3. Considering equation 3.66, provided below for convenience, it 



can be observed that the response of the waveguide is controlled mainly by the 

summation term while the remaining part outside is just an amplitude scaling factor. 

Reformulating the above formula in order to collect the constant terms provides 

WR tc 
where a = koR = - is the dimensionless frequency and z = - is the dimensionless 

c R 

time. Both dimensionless quantities must be preserved constant in each pipeline case to 

maintain consistency of the resulting pressure fields. From the above equation it becomes 

apparent that the summation part is controlled only by the term with respect to the l$l 
comparison of the actual and laboratory pipeline pressure fields, since every other term 

cancels out for equivalent radial distances. Considering that the radius of the actual 

pipeline considered is 0.5m while the radius of the PVC pipe is 0.05m, a distance of 10m 

in the laboratory corresponds to lOOm in the field by equating the above ratio for both 

pipes. 

A simplified procedure similar to the above is the estimation of the effective 

scaling factor by a direct comparison of the impedance contrast of the water and cast iron 

pipe combination with the air and PVC pipe. The absolute acoustic impedance of a 

material is defined as the product of the density and acoustic wave velocity over the cross 

sectional area of the material in which the wave propagates. The impedance contrast of 

two materials provides a measure of the reflection intensity when the propagating wave 

reaches their interface, which in the pipeline waveguide case controls the amount of 

reverberation. Considering the acoustic wave velocities and densities of water, cast iron, 

air and PVC, provided for convenience in Table 7.1, as well as a water pipeline of l m  

diameter and approximate wall thickness 2cm, while the PVC pipe is 4" in diameter, i.e. 

0. lorn, and has approximate thickness of 5rnrn, the ratio of acoustic impedance contrasts 

is calculated to be approximately equal to 10, agreeing with the aforementioned factor. 



Table 7.1 : Acoustic wave velocity and density of Water, Cast Iron, A r ,  and PVC 

Water 

Cast Iron 

Air 

PVC 

It is also important to preserve the ratio of the wavelength over the pipe diameter 

in both configurations, in order to achieve similar channel imposed distortion 

characteristics. This ratio is equivalent to the aforementioned ratio of dimensionless 

d d x f  
frequency a. Thus, considering the properties of the two systems and that - = -, 

A c 

where d is the diameter of the pipe, A is the wavelength, f is the frequency and c is the 

acoustic wave velocity we get 

Acoustic Wave Velocity (mlsec) 

1500 

5 100 

343 

1580 

'iron fwaler - - d~~~ fair 

0 0 3 fair = 2.3 fwater 

Density (kg/m3) 

1000 

7874 

1400 

1.25 

where f,,,, is the frequency of the acoustic wave in the water filled iron pipeline, and fair 

is the frequency of the acoustic wave in the air filled PVC pipeline. The above equation 

indicates that the frequency content of the signal in the actual water pipe corresponds to 

2.3 times the frequency content of the signal in the scaled experiment. For example, 

transmission of a signal with carrier frequency of 2lkHz over lorn length in the 

laboratory experiment corresponds to a 130m of propagation distance in an actual water 

pipeline of a 9.1 kHz carrier frequency signal. 

A first proof of compatibility of the laboratory experiment with the actual water 

pipeline can be obtained from computerized simulations of both systems. Figure 7.2 

presents the pressure time histories of the laboratory and the actual pipeline systems for a 

single pulse excitation. The actual pipeline result corresponds to propagation of a single 

pulse with 2kHz central frequency over a distance of 100m. The laboratory experiment 

result corresponds to a propagation of a single pulse with central frequency 4.6kHz over a 
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distance of 10m, following approximately the scaling factor for both frequency and 

distance. 
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Figure 7.2: Simulated Pressure Time Histories single pulse transmitted inside a (a) 4" diameter, lorn long 
PVC pipe, and (b) l m  diameter, 100m long cast iron pipe. 

The above plots reveal the similarity in attenuation characteristics and energy 

distribution among the main received pulse and the dispersive part of the signal in the 

two acoustic channels. The energy distribution is illustrated by the area, magnitude, and 

duration of the main and the subsequent pulses. The shorter duration of the pulses 

illustrated at laboratory experiment plot are explained from their higher frequency 

correspondence. However, the number and strength of modes that get excited in both 

examples remain the same as indicated by the similar dispersion patterns. Recall from 

Chapter 3, that pipes of smaller diameter excite fewer modes for the same frequency 

content, thus justifying the necessity for increased frequency spectrum in the laboratory 

experiments to achieve the same results with the large water pipes. Finally, it is 

interesting to notice the essentially identical magnitude of the main pulse received in both 

examples presented above, indicating the similar levels of signal decay from parameters 

such as attenuation, absorption, and radiation damping. 



Hardware 

Within the scope of the laboratory experiments, essentially all the components of 

the proposed digital communication system, presented in Chapter 5, are implemented. A 

schematic diagram of the hardware configuration used for the experiment is presented in 

Figure 7.3. All the software signal processing steps of both the transmitter and receiver 

are realized with the assistance of a portable personal computer equipped with the MS 

Windows operating system. The projector - hydrophone pair of underwater transducers, 

required for an actual pipeline implementation, is replaced in the laboratory experiment 

by a speaker - microphone set. The remaining hardware components are the data 

acquisition board that serves as analog to digital converter and vise versa, as well as the 

necessary amplifiers that drive the transmitter and receiver. 

Figure 7.3: Schematic Diagram of Laboratory Experiment Hardware Configuration 
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More explicitly, the experiment progresses as follows. The portable computer is 

programmed to implement all the signal processing blocks of the transmitter and receiver, 

from the textual message formatting of the transmitter, to the symbol detection and 

conversion back to text of the receiver. The transmitter code executes all the necessary 

calculations and generates a waveform as described in Chapter 5. This waveform is 

converted into a continuous voltage varying signal with the assistance of the digital to 

analog converter. This signal is in turn amplified appropriately and fed, with the 

assistance of a power supply, to the speaker, which acts as an acoustic source. The 
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speaker under the electrical excitation generates pressure pulses that propagate along the 

pipeline waveguide. These pulses are recorded at the receiver with the assistance of a 

microphone, and converted into an electric signal. This signal following a pre- 

amplification stage, which adjusts its amplitude into an appropriate range, is converted 

into a discrete time waveform with the assistance of the analog to digital converter. This 

discrete time signal is presented to the portable computer, which recovers the transmitted 

message by executing software implementing the signal processing steps of the receiver. 

The immediate availability of speakers and microphones lead to their selection as 

transmitter and receiver units. However, this selection limits the usable transmitted signal 

bandwidth in the audible frequency range. Unfortunately, there is a shortage of 

commercially available microphones capable of receiving ultrasonic range acoustic 

signals in the air. The speaker used is the "WM-R30B Panasonic Card Type Speaker", 

with transmitting frequency range from 400Hz to 100kHz and sound pressure level 70dB 

referenced at 0.3m distance with 3V RMS input. The microphone used is the "WM-61A 

Panasonic Omnidirectional Back Electret Condenser Microphone Cartridge", with 

receiving frequency range 20Hz to 20kHi and sensitivity -35k4dB at 1kHz. The speaker 

and microphone along with their transmitting and receiving frequency responses 

respectively are illustrated in Figure 7.4. 

The digital to analog and analog to digital conversion of the signal at the 

transmitter and receiver respectively is achieved with the assistance of a "6062E National 

Instruments Data Acquisition Card .  This data acquisition card (DAC) is capable of 

receiving 16 analog inputs and transmitting 2 digital outputs at a combined sampling rate 

of 500 thousand samples per second with 12-bit resolution. The high sampling rate of the 

DAC is important in order to maintain accurate representation of the signal with high 

frequency content and avoid effects such as aliasing. The resolution of the selected card 

is considered adequate due to the high levels of ambient noise present during the 

experiments, while higher resolution would just represent accurately the noise part of the 

signal. Finally, this DAC uses the PCMCIA interface, making it ideal for use with 

portable computers, especially during field experiments, since it requires no external 

power supply. 



fiIJ 100 .200 fiCO 100J mo EtOO 111('(0 z.J:lOO
FI~um.")' (Hl)

(b)(a)

" ....... " -"
/~ ~ "" "

J

~
.,

70

10100

Figure 7.4: (a) Speaker and (b) Microphone used as transmitter and receiver and corresponding frequency
response, [1]

According to the aforementioned experimental procedure, the signal prepared by

the transmitter is converted into a continuous form with the assistance of a digital to

analog converter (DIA) arid presented to the speaker through an amplifier. The electronic

circuit driving the speaker is presented in Figure 7.5, and consists essentially in the DIA

converter, an operational amplifier, and several resistors and capacitors. The design of the

driving amplifier is selected to be as simple as possible so as to reduce sources of

potential failures and easily control the amplification parameters. The selected

operational amplifier is the "OPA2350PA Burr-Brown Texas Instruments High Speed

Low noise Operational Amplifier", which is optimized for low voltage, single-supply

operation, with wide range of input and output voltages, low noise (5nV/~Hz), and high

speed operation (38MHz, 22V/Jls). The input voltage of the amplifier is biased at +2.5V,

while the gain is controlled by the ratio of the negative feedback resistances, and
I

currently set at 10. Capacitive coupling is used at both the amplifier input and output to

block the low frequencies and mainly the dc level. The reference volt~ge V+ from the

external power supply is set at 5Volts.
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Figure 7.5: Speaker Amplifier

A similar amplification structure is also implemented at the receiver side to pre-

amplify appropriately the recorded signal for use in the analog to digital (AID) converter.

The microphone used is essentially a variable capacitor which adjusts its value according

to the input pressure level. Changes at the input pressure level correspond to variations of

the capacitance and consequently its effective resistance. The capacitive nature of the

microphone requires a resistance and capacitor bridge, which allows acquiring its

pressure recordinOg as variations of the voltage drop across its electrodes due to the

varying electric charge. The circuit diagram of the receiver hardware configuration is

presented in Figure 7.6. The operational amplifier used is identical to the one employed at

the transmitter, with a gain of 4.5 at this time. The estimated microphone output voltage

level is in the range :t200m V, corresponding to the expected input pressure level. The

selected gain scales the maximum expected value to the unit range, in order to utilize the

complete resolution of the AID converter. Once again, a simple circuit structure is

implemented in order to easily identify potential sources of problems. Future

implementations will incorporate multistage amplification for precision and stability,

along with analog filters, in the form of resistance and capacitor combinations around the

operational amplifiers, for noise elimination outside the bandwidth of the transmitted

signal.
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Figure 7.6: Microphone supporting circuit and preamplifier 

A piece of acoustic Styrofoam is used at both free endpoints of the pipeline 

serving as a cushion for the speaker and microphone, as a damper for the reflected waves, 

and as an absorber of ambient noise. The speaker and microphone are both installed at 

opposite ends of the pipeline embedded in the cushioning sponge, which isolates 

potential vibrations from the laboratory environment. The cell structure of the Styrofoam 

covering the complete cross section of the pipeline endpoints acts as a damper, 

eliminating the corresponding reflections, and therefore transforming the finite length 

pipe into an infinite length pipeline. This model is closer theoretically to the actual 

pipeline network configuration, where no reflections from the pipe endpoints are 

expected, due to their substantial distance from the communication system. Finally, the 

foam acts as a filter of the environmental noise that inserts the pipe from the free 

endpoints. Ambient noise enters the in-pipe waveguide penetrating the pipe wall, 

similarly to the expected behavior encountered in actual water pipelines in the field. 

However, ambient noise is not only existent in the form of acoustic waves, but 

also in the form of electromagnetic interference. When electric current is passing through 

any piece of equipment, an electromagnetic field is formulated around it, radiating energy 

to the environment. Therefore live wires, monitors, motors, power supplies, and so forth, 

present in any laboratory environment, act as sources of electromagnetic noise. This lund 

of noise is present but less apparent in the open field. It is very important to protect the 

c:ornmunication system components from such noise sources, since they account for a 



significant part of the total signal noise as it will be shown in what follows. In order to 

limit the electromagnetic noise pickup from the electrical components of the system 

coaxial connection cables and grounded shield cages, enclosing all the circuits, are used. 

The shield of the cage and coaxial cable captures the electromagnetic noise and drives it 

directly to the ground, i.e. to the point with zero voltage potential, protecting the circuits 

and the live wires used. It is interesting to observe that some of this noise is systematic, 

i.e. corresponds to sources with specific frequency spectrum such as the 60Hz of the AC 

domestic electrical circuit, and therefore can be easily filtered out. 

Noise measurements are conducted by recording for some period of time without 

any signal transmission. The magnitude of the received signal without any 

electromagnetic shield protection was in the order of 20mV, while it dropped to 3mV 

following the grounded shield activation. This drop corresponds to elimination of 

electromagnetic noise, while the remaining noise is attributed to acoustic noise as well as 

electrical noise from the components used. It becomes apparent that 85% of the initially 

received noise corresponds to electromagnetic interference. The electrical noise from the 

components used is also known as Johnson or Thermal noise and can be calculated on the 

resistors by the following equation: 

vnoirr = (0.4) 

where K is the Boltzman constant equal to 1.38 -10"~ JoulesIK, T is the temperature in 

Kelvin considered equal to 300K (26OC) for the laboratory environment, R is the 

resistance of the component, and Af is the frequency of the electrical signal passing 

through the resistor. The maximum resistor used in the implemented circuits is 220kQ 

and the maximum frequency is in the order of 21kHz, leading to Johnson noise level of 

8.54pV. The noise corresponding to the operational amplifier is 5 n v l d ~ z  leading to 

0.7pV for the aforementioned frequency. It becomes obvious that the electrical noise of 

the components is on the order of pV, orders of magnitude less than the recorded 3mV, 

which consequently can be safely assumed that corresponds to the ambient acoustic 

noise. 

The complete pipe configuration is supported on top of several sawhorses with the 

assistance of Styrofoam padded restraints, in order to avoid propagation of vibrations on 

the pipe wall from the laboratory floor. Vibrations existent in any building, caused from 



off balanced machines and people walhng to nearby passing cars and trucks, can excite 

the pipe wall and add a constant ringing to the in-pipe acoustic waveguide. The results 

presented in the subsequent paragraphs correspond to the system utilizing all the noise 

protection components described. 

7.4 Results 

The effect of the pipeline waveguide on the transmitted signal for three pipe 

configurations is presented in this section. The subsequent paragraphs provide results 

from the straight, bent, and branched pipe configurations, respectively, identifying the 

effect of different geometries. The transmitted signals are the FSK, ASK and QAM 

modulated signals, identical to the signals presented in Chapter 6. 

7.4.1 Straight Pipe 

The straight pipeline configuration is first examined in the laboratory 

environment, with lengths varying from 10 to 30 feet. This corresponds to the simplest 

and most common waveguide geometry, with no special features such as bends or 

branches which generate strong localized signal distortion areas. 

Considering the 30 feet pipeline a collection of FSK modulated signals at lkbps, 

4kbps and 7kbps data rates are initially transmitted. The original waveforms are identical 

with the signals used in the computerized simulations and are presented in Figure 6.9. 

The pressure time histories and the corresponding frequency spectrum of the recorded 

signals at the receiver side of the pipeline are presented in Figure 7.7. It is important to 

realize that these plots represent the pre-amplified electrical response of the microphone 

to the pressure wave that arrives at the receiver location, which consequently explains the 

amplitude discrepancy between the current and the Chapter 6 corresponding plots. Due to 

the pre-amplification stage the maximum pressure representing voltage level is on the 

order of 1. 
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Figure 7.7: Pressure Time History and Frequency Response of Laboratory Experiment for 30 ft propagation
distance in straight pipe of FSK modulated signals at data rates (a) lkbps, (b) 4kbps, and (c) 7kbps

The signal distortion presented in the above plots is the result of the simultaneous
..

effect of channel imposed dispersion and ambient noise. Considering the level of signal

dispersion it can be observed that it is significantly lower than the dispersion of same data

rate signals obtained from the computerized simulations, as shown in Figure 6.10. In.

order to preserve the consistency of the simulated and experimental results, it is important

to realize the effect of the aforementioned frequency scaling factor i~posed on this

experiment. The frequencies of the signals presented in this Chapter correspond to signals

with frequency contents 2.3 lower in reality. For example the 7kbps signal presented

'above has 21kHz carrier frequency which corresponds to 9. 1kHz frequency in the actual

water pipe. The significantly reduced signal dispersion of the above signals is, therefore,

an indication that fewer modes are excited, as it is expected for smaller pipes, see Chapter

3. Figure 7.8 illustrates the transfer functions estimated for the first 9 orders of modes of

the air filled PVC pipeline configuration for 30 ~eet length and 0.05m radius. The transfer

function plots can provide very useful insight on the behavior of the pipeline waveguide.

Considering the 1kbps data rate signal, which its bandwidth extends from 2.5 to 3.5kHz,

it can be found that only the first 3 orders of modes are getting excited. More importantly

the frequency content of the 1kbps signal is below the cut-off frequencies of the highly
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dispersive modes, thus presenting minor reverberation mainly due to the slightly delayed

arrivals of the first three orders of modes excited and their variation in magnitude. This

analysis approach can be extended to the remaining signals, while comparison with the

transfer function of the actual pipeline would indicate the required frequency shift by 2.3

to correspond to similar regions of excited modes and dispersion levels.
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Figure 7.8: Transfer Functions of the 30 feet straight pipe laboratory experiment for the first 9 orders of
modes

The above time histories reveal the effect of ambient noise level on the integrity

of the received signal. Signal attenuation, which is not important for the dispersion

analysis presented in the preceding chapters, becomes here imperative, since it becomes

the controlling factor of the signal to noise ratio for severely attenuated signals. Factors

that affect the level of signal attenuation such as the frequency content and the

propagation distance may impose restrictions on the capabilities of the communication

system. It becomes apparent that the 7kbps signal is severely attenuated, due to its high

frequency conten~, resulting in very low signal to noise ratio levels. Aside from the

frequency related attenuation, the 7kbps signal has a carrier frequency of 21kHz, which is

at the limit of the receiving frequency spectrum of the microphone resulting in lower

sensitivities and therefore lower amplitudes of the recorded signal. However, the remedy

for the ambient noise effect can be found in very simple techniques such as bandpass
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filtering and increase of the transmitted signal's power. Aside from the signal to noise 

ratio, the effect of ambient noise becomes apparent from the frequency response plots, 

where the noise level affects the frequency distribution, since it generates a level of 

response at all frequencies. Therefore, similarly to the amplitude, low levels of signal 

frequency response may become indistinguishable, from the noise, since it dominates over 

the complete frequency spectrum. 

The resulting bit error levels for the lkbps, 4kbps and 7kbps signals before any 

distortion compensation or error correction are lo%, 21 %, and 32%, respectively, which 

are significantly lower than the corresponding data rate signals of Chapter 6, but 

comparable considering the frequency scaling of the experiment. Due to the increased 

error levels of the 7kbps signal, stacking is applied as a preliminary measure of distortion 

compensation. Figure 7.9 presents the pressure time history and frequency response of 

the stacked signal generated by subtraction of the recordings at the crown and bottom of 

the pipe. Recall that subtraction of opposite received signals eliminates the even 

numbered orders of modes, while it enhances the effect of odd orders of modes. 
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Figure 7.9: Pressure Time History and Frequency Response of Stacked signal generated by subtraction of 
the crown and bottom recordings for the 7kbps FSK modulated signal in a 30ft straight pipe 

The resulting stacked signal presents significantly reduced dispersion and noise 

levels, while the frequencies of interest are emerging in the frequency response plot. The 

dispersion level is reduced, due to the fewer number of modes contributing to the 

received signal, while the noise level drops due to the addition, or subtraction in this case, 

of two zero mean random processes, which cancels out some part of the received noise. 

However, in this case these noise random processes are correlated, since they correspond 



to noise recorded at two points simultaneously. The reduced dispersion and noise level is

responsible for the appearance of various peaks in the frequency response plots; however

the presence of several peaks within the region of interest indicates the ambiguity in the

signal detection. The bit error rate following the stacking process dropped to 24%.

Figure 7.10 presents the data bearing part of the signal following the. bandpass

filtering and adaptive equalization processes of the receiver. The bandpass filter is

responsible for removing the noise outside the bandwidth of the transmitted signal in

order to improve the signal to noise ratio, while the adaptive equalizer removes the

channel imposed signal distortion. The decision feedback equalizer is used in these

examples, employing 30 elements for the feedfotward filter and 10 elements for the

feedback filter, while utilizes the recursive least squares tap weight adaptation algorithm.
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Figure 7.10: Pressure Time History and Frequency Response of equalized signal with a DFE utilizing the
RLS adaptation algorithm for FSK modulated signals at data rates (a) lkbps, (b) 4kbps, and (c) 7kbps

Following the DFE the detector achieves perfect reconstruction of the original
I

signal, reducing the bit error level to zero. The similarity of the current frequency

response of the equalized signal with the solution identified during the simulated results

of Chapter 6 indicates that the RLS algorithm arrived at a comparable "optimal"
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configuration, allowing frequencies present across the spectrum and representing

accurately the transmitted waveform.

The consistency of the results obtained from the computerized simulations is

validated by Figure 7.11, which presents the pressure time history and frequency

response of a 7kbps FSK signal transmitted inside a simulated air filled PVC pipeline

waveguide. The simulation code used in Chapter 6 is employed here to reproduce the

behavior of the laboratory experiment pipeline for a propagation distance of 30 feet and a

pipe radius of 0.05m. Clos'e inspection reveals that the resulting waveform has similar

dispersion characteristics in terms of amplitude and frequency distortion with the 7kbps

signal presented in Figure 7.7. Of course in this case the ambient noise is not present in

the received signal.
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Figure 7.11: Pressure Time History and Frequency Response of 7kbps FSK transmitted signal for simulated
laboratory experiment of air filled 30 feet long and 0.05m in radius PVC pipe

Earlier results from Chapters 3 and 6 examining the effect of propagation distance

indicate that the level of signal dispersion increases with increasing distance. The above

statement is verified by conducting laboratory experiments at 10 and 20 feet. For

reference, Figure 7.12 presents the received signal from a laboratory experiment identical

to the preceding, with the exception of the propagation distance that is now reduced to 10

feet. More explicitly, Figure 7.12 presents the received pressure time history and

frequency response for the transmission of a 7kbps FSK modulated signal. The resulting

signal following the equalization process with a DFE utilizing the RLS adaptation

algorithm is also presented. The received pressure time history and the corresponding

frequency response indicate the reduced dispersion levels with respect to the 30 feet
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propagation distance case. Moreover, the signal to noise ratio is significantly improved

due to the notably higher signal amplitude. As a consequence of the low reverberation

and attenuation, the bit error level for the received signal is 17%, significantly improved

with respect to the 30 feet case, while the application of the DFE results again in perfect

reconstruction of the original signal.
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. Figure 7.12: Pressure Time History and Frequency Response of received and DFE equalized FSK 7kbps
signal for propagation distance 10 feet

For completeness Figure 7.13 and Figure 7.14 present the response of the

laboratory experiment waveguide for a propagation distance of 30 feet and. for the

transmission of 7kbps ASK and QAM signals respectively. The included plots

correspond to the pressure time history and frequency response or signal constellation of

the received, stacked, and equalized signal for the ASK or QAM case, respectively. Once
"again the received signal is severely dispersed and attenuated, resulting in high initial bit

.. error rates of 32% for the ASK and 76% for the QAM case. The stacked signal generated

by the subtraction of the crown and bottom received signals presents lower rlOise and

dispersion levels, as indicated by the emerging of the frequencies .of interest or the even
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distribution of detected symbols in the constellation space for the ASK and QAM signals, 

respectively. The achieved error rates following the stachng process dropped to 25% and 

49%, while the application of the DFE resulted in elimination of all erroneously detected 

bits. 

Xme (msec) Tim (msec) 

Frequency (Hz) 

(b) 

Figure 7.13: Pressure Time History and Frequency Response of (a) received, (b) stacked by subtraction, 
and (c) DFE equalized, 7kbps ASK modulated signal for 30 ft propagation distance in straight pipe 
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Figure 7.14: Pressure Time History and Signal Constellation of (a) received, (b) stacked by subtraction, and
(c) DFE equalized, 7kbps QAM modulated signal for 30 ft propagation distance in straight pipe

7.4.2 Bent Pipe

The effect of pipe bends on the propagating wave IS the matn focus of this

paragraph. Landscape restrictions constitute inevitable the presence of bends at the

pipeline network. The bend location. flexures the trajectory of the transmitted wave's

propagation path, resulting in generation of multiple reflections. and distortion of the

signal characteristics. It is intuitively understandable that the sharper the change of

direction, the more the generated reflections. In order to study the effect of pipe bends on

the reverberation level of the signal and consequently on the integrity of the transmission,

a 90 degree turn is introduced to the pipe in the laboratory experiments. Transmitting

signals of various carner frequencies allQws identifying how the signal distortion is

affected with reSpect to its frequency content. Figure 7.15 demonstrates the received

signals from a 30 feet air filled pve pipe with a 90 degree turn at one third of the total

distance from the receiver, for the transmission of the lkbps, 4kbps, and 7kbps data rate

FSK modulated messages presented in Figure 6.9.
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Figure 7.15: Pressure Time History and Frequency Response of a 30ft bent pipe Laboratory Experiment for
FSK modulated signals at data rates (a) lkbps, (b) 4kbps, and (c) 7kbps

Due to the reciprocity theorem experiments with the same feature, such as a bend, a

scatterer or a branch, located at equal distances from the transmitter or the receiver

produce identical results, constituting the above experiment equivalent to haying the

location of the bend at distance 10 feet from the transmitter.

The pressure time histories presented above illustrate the increased level .of

reverberation with respect to the straight pipe case. The received waveform not only is

more distorted, but also is significantly attenuated, revealing that the presence of the pipe

bend redistributes, or in other words reflects, the signal energy in trajectories away from

the receiver. It is very interesting to notice that the lkbps signal, which for the straight

pipeline case presented almost no dispersion, is severely distorted, while the frequency

peaks representing the zero and one bits are absent from the frequency response of the

recei ved signal. The radical change of behavior can be explained by the spatial phase

change of the wave before and after the bend location. A qualitative explanation can be

provided with the assistance of Figure 7.16. Consider the reflection of a uniform phase

incident wave approaching the bend location. It is important to notice that even though

the phase is uniform along the cross section, the wave has varying phase along the axis of
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propagation. The spatial phase gradient of the pressure field produced by interference 

between the incident wave and that reflected from the bend wall increases with 

frequency. The phase distribution of the wave downstream becomes increasingly 

mismatched with the corresponding incident wave with increasing frequency. The 

mismatch reaches a maximum when the pipeline diameter equals half the wavelength. 

Figure 7.16: Qualitative explanation of transmission loss near to the frequency at which the wavelength 
equals twice the pipe diameter, [2] 

For the case of the PVC pipe with 0.10m diameter, the frequency corresponding 

to the maximum loss of energy due to reflection and phase change is 

C 
343 mlsec = 17 15 Hz , very close to the bandwidth of the lkbps signal. The =/t= 0.20m 

resulting bit error rates at this stage, with no distortion compensation or error correction, 

are 40%, 32%, and 38% for the 1, 4, and 7kbps data rates, respectively, significantly 

increased, as expected, from the straight pipeline. It is interesting to notice that the 

ambient noise level presented in the above pressure time histories is significantly lower in 

comparison with the straight pipeline case. A possible explanation can be that the bend 

pipe experiment was conducted at a time with lower environmental noise levels, such as 

late evening or night, while the straight was conducted during daytime. 

The stacking process, successfully applied at the 7kbps case at the straight pipe 

case, provides no particular benefit in any of the received signals during the bend pipe 

experiment. For reference the stacked pressure time history and frequency response of the 

7kbps signal is presented in Figure 7.17, which is generated by the subtraction of the 

crown and bottom received signals. The resulting bit error rate of the stacked signal is 

39%, which is considered randomly varying around the error rate of directly received 

signal, indicating the inability of staclung to separate the orders of modes. The stackrng 

process is not necessarily inappropriate for bend pipelines, and the results may be 



representative only for the audible frequency spectrum. However, there IS a strong

indication that the modes of propagation are severely differentiated from the straight

pipeline, with the aforementioned phase change downstream of the bend, incapacitating

the stacked signal's advantage.
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Figure 7.17: Pressure Time History and Frequency Response of Stacked signal generated by subtraction of
the crown and bottom recordings for the 7kbps FSK modulated signal propagating inside a 30ft bend pipe

It becomes clear that the whole burden of dispersion compensation is carried out

by the adaptive equalizer. Figure 7.18 presents the amplitude and frequency response of

the data bearing signal following the bandpass filtering and adaptive equalization

processes. The DFE adaptive equalizer is used with 40 elements at the feedforward and

20 elements at the feedback filter. The RLS filter tap weight adaptation algorithm is used,

providing fast convergence to a robust solution, or in other words the optimal set of filter

coefficients. The produced waveforms allow the detector to perfectly reconstruct the

transmitted signal, providing once more error free reliable communication.
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Figure 7.18: Pressure Time History and Frequency Response of equalized signal with a DFE utilizing the 
RLS adaptation algorithm for FSK modulated signals at data rates (a) 1 kbps, (b) 4kbps, and (c) 7kbps 

Figure 7.19 and Figure 7.20 present the received and equalized pressure time 

history and frequency response or signal constellation of 7kbps ASK and QAM 

transmitted signals, respectively. The received signals present significantly increased 

dispersion with respect to results corresponding to the straight pipe. However, reliable 

error free transmission is achieved with the application of bandpass filtering, decision 

feedback equalizer and Reed-Solomon error control, as illustrated by the plots of the 

equalized data bearing waveforms indicating perfect amplitude and frequency response 

for the ASK signal and close to the original solution signal constellation for the QAM 

signal, eliminating essentially the detection ambiguity. 
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Figure 7.19: Pressure Time History and Frequency Response of (a) received, and (b) DFE equalized, 7kbps 
ASK modulated signal for 30 ft propagation distance in a bent pipe 

Figure 7.20: Pressure Time History and Signal Constellation of (a) received, and (b) DFE equalized, 7kbps 
QAM modulated signal for 30 ft propagation distance in a bent pipe 
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7.4.3 Branch Pipe 

In an attempt to simulate the effect of network layout of the water transmission 

system the final configuration examined in the laboratory environment employs a 

pipeline system formed into a "T" shaped arrangement. The straight pipe section 

examined initially is modified including at this stage a transversely connected pipe of 

smaller diameter. The original straight pipe segment is 4" in diameter and 30ft long, 

while the branch is 1.5" in diameter and loft long, both made from PVC. The modulated 

signal is transmitted at the one end of the main pipe and received at the far end of both 

the main and branched pipelines. The connection location generates a local zone of 

reduced stiffness, where the propagating wave is not sufficiently supported by the pipe 

wall. As a consequence, there is leakage of signal energy from the main to the branching 

pipe. The connection area also resembles the interface of two different acoustic media, 

where portion of the propagating wave gets transmitted through the second medium, 

while the remaining wave gets reflected back into the original medium. As a result of the 

aforementioned mechanisms, a pictorial representation of which is provided in Figure 

7.21, the recorded signal at the receiver is severely attenuated with respect to the simple 

straight pipe case. 

Original Reflected lL Transmitted wave 
Propagating wave wave at main pipe 

1 

Figure 7.21: Signal energy distribution at branch location 

Transmitted wave 
at branch pipe 

The existence of the above mechanisms can be identified and verified from the 

signal recordings at the far end of the main pipe. Figure 7.22 presents the pressure time 

histories and the corresponding frequency response plots for the FSK modulated at 

1 kbps, 4kbps, and 7kbps signals, presented in Figure 6.9, transmitted across the 30ft main 

pipeline. A direct comparison of the provided pressure time history plots with the 

corresponding results presented in Figure 7.7, which includes the pressure time history 



plots for the 30ft long simple straight pipeline, illustrates the significant signal decay of

the recei ved signal. Despite the significantly reduced amplitude, it is important to notice

that the dispersion level in both cases remains the same, since both signals present similar

time spreading and frequency shift characteristics. The attenuation level presents a strong

positive correlation with the frequency content, disproportional to what is predicted by

the lowpass behavior of the transmission channel, indicating that either the reflection or

the energy redistribution increases with frequency. The relative effect of these two

attenuation parameters with respect to frequency is examined with the assistance of the

signal received at the end of the branched pipe, presented in Figure 7.23.
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Figure 7.23: Pressure Time History and Frequency Response of branch pipe received signal from 30ft
branched pipe Laboratory Experiment for FSK modulated signals at data rates (a) lkbps, (b) 4kbps, and (c)

7kbps

The above pressure time histories indicate a decreasing level of signal amplitude

diverted into the branched pipeline with increasing frequency. The received signal

corresponding to the lkbps data rate presents a very strong energy signal within the same

order of magnitude as the signal propagating inside the main pipeline. On the other hand,

the higher data rate plots present minimal received signal, which for the 7kbps case is

diffused within the ambient noise level. Consequently, it can be safely assumed that the

observed signal attenuation in the main pipe is a result of energy redistribution between

the main and the branched pipe for the low frequency signals, while it is a result of strong

reflections at the connection interface for high frequency signals. Such behavior is

consistent with the results obtained by the bent pipeline experiments. More explicitly the

wavelength of the lkbps signal, which corresponds to carrier frequency of 3kHz, is

11.4cm, much larger that the diameter of the branched pipe, which is 3.81cm, while the 4

and 7kbps signals correspond to wavelengths of 2.86cm and 1.63cm, respectively,

smaller than the pipe diameter. The long wavelength of the lkbps signal allows the

propagating wave to maintain uniform phase across the branched pipe diameter, resulting

in significant energy transfer inside it. On the other hand, the short wavelength of the
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high data rate signal results in multiple simultaneous phase changes across the branched 

pipe cross section, which add destructively inside it explaining the absence of identifiable 

data bearing signal for the 7kbps case. 

In contrast with the main pipeline, the signal received at the branched segment 

presents significant dispersion. The frequency characteristics of the recorded signal are 

severely distorted with respect to the original waveform, while the pressure time history 

presents significant time spreading. The 90 degree turn that the propagating signal has to 

take in order to propagate inside the branch pipe can account for these severe dispersion 

levels, which result in large bit error levels before any distortion compensation and error 

correction, i.e. 40%, 45%, and 49% for the lkbps, 4kbps and 7kbps data rate FSK 

modulated signals, respectively. The corresponding bit error rates for the signals received 

in the main pipe, and for the same propagation distance, are 13%, 27%, and 34%, for the 

1, 4 and 7kbps data rate signals, respectively. These bit error rates are slightly higher than 

the corresponding error rates obtained from the straight pipe laboratory experiment, but 

significantly lower than the bend pipe and the branched pipe results. 

As expected from the straight pipe experiment, application of the stacking process 

improves the fidelity of the 7kbps signal received in the main pipe. Figure 7.24 presents 

the pressure time history and frequency response of the signal generated by the 

subtraction of the crown and bottom recordings in the main pipe. The stacked signal 

presents increased amplitude and slightly reduced noise levels with respect to the single 

point reception, while frequency peaks of interest, representing the binary bits, are 

emerging. The application of the stachng process drops the bit error rate to 27%, 

achieving similar rate of improvement with the straight pipeline case. 
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Figure 7.24: Pressure Time History and Frequency Response of Stacked signal generated by subtraction of 
the crown and bottom recordings for the 7kbps FSK modulated signal in a 30ft branched pipe 

In order to achieve perfect reconstruction of the original transmitted signal the 

combination of the adaptive equalizer and Reed-Solomon error correction algorithm can 

be applied. A decision feedback equalizer with 40 feedforward and 20 feedback filter 

elements, using the recursive least squares adaptation algorithm, is employed for the 

equalization process. Figure 7.25 presents the pressure time histories and corresponding 

frequency responses of the data bearing part of the signal following the bandpass filtering 

and equalization processes for signals with lkbps. 4kbps and 7kbps data rates 

respectively. 
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Figure 7.25: Pressure Time History and Frequency Response of equalized signal with a DFE utilizing the
RLS adaptation algorithm for FSK modulated signals at data rates (a) lkbps, (b) 4kbps, and (c) 7kbps

For reference, Figure 7.26 and Figure 7.27 present the results at vanous

incremental signal processing stages at the receiver, for the transmission of a 7kbps signal

modulated with ASK and QAM methods, respectively.
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The recorded signal for both the ASK and QAM cases presents similar distortion

behavior with the previously observed at the 7kbps FSK signal, presenting similar

attenuation and time spreading. Consequently, the bit error rates achieved, 34% and 760/0

for the ASK and QAM methods respectively, are close to the previously presented 7kbps

received signals. The stacked signal, generated by the subtraction of the crown and

bottom received signals, improves these error rates to 27% and 50%, respectively. The

application of bandpass filtering and the combination of the aforementioned adaptive

equalizer and Reed-Solomon decoding, reduces the bit error level to zero.
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Figure 7.27: Pressure Time History and Signal Constellation of (a) received, (b) stacked by subtraction, and
(c) DFE equalized, 7kbps QAM modulated signal for 30 it propagation distance in a branched pipe
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Chapter 8 

Conclusions 

8.1 Conclusions 

The first and foremost conclusion is that the proposed digital communication 

system is capable of achieving reliable transmission under all the studied circumstances. 

Perfect reconstruction of the original transmitted signal is feasible in both simulated and 

experimental results, under a number of varying parameters including from the 

waveguide geometry to environmental factors to signal characteristics. The contribution 

of the adaptive equalizer and the Reed-Solomon encoding algorithms are indispensable 

for the performance of the communication system. 

The laboratory experiments examined the performance of the digital 

communication system under the presence of both ambient noise and the dispersive 

nature of the pipeline waveguide. During the computerized simulations the effect of only 

one of the two distortion parameters was taken into account, while the level of ambient 

noise was unknown and estimated. However, there is a strong agreement of the simulated 

and experimental results, in terms of signal distortion and resulting bit error levels, 

validating the mathematical models used in the computerized simulations. The behavior 

of the transmission channel introduced in Chapter 3 and examined with respect to the 

digital communication system in Chapter 6 was verified from the results of Chapter 7. 

The channel was characterized as highly dispersive, the level of which is mainly 

controlled by the frequency content of the propagating wave, the radius of the pipeline, 

and the propagation distance, presenting positive correlation for all of the aforementioned 

parameters. Other factors affecting the dispersion level is the impedance contrast between 

the fluid and the pipe wall, examined by varying the pipe material, as well as the stiffness 

of the acoustic waveguide, studied by controlling the acoustic wave velocity of the 

surrounding soil, and the pipe wall thickness. 



The observed performance of the digital communication system was essentially 

identical during both the simulations and laboratory experiments, since similar bit error 

rates were obtained following the introduction of each of the receiver's signal processing 

steps, for the various modulation methods at the corresponding data rates. Recall that the 

laboratory experiment imposes a frequency scaling factor of 2.3, which consequently also 

scales the data throughput. According to the results, all modulation methods provided 

similar bit error performance, with the FSK having usually a slight advantage under 

severe signal distortion conditions. Therefore the selection of the modulation method 

used for the digital communication system will be decided with respect to the available 

power and bandwidth, as well as the data throughput mandated by the application, as 

discussed in Chapter 6. The two sources of signal distortion, ambient noise and multipath 

propagation, were attacked by employing the bandpass filtering and adaptive equalization 

processes. In case of severe distortion, a signal preconditioning block was introduced 

including the inverse transfer function and the staclung methods. While an algorithm for 

estimating the inverse transfer function was provided, the technique was not used during 

the computerized simulations, since the transfer function was calculated by the simulation 

code analytically, whereas there was no need for it during the laboratory experiments 

since no extraordinarily high dispersion level was developed. The stacking process was 

proven very useful in both the dispersion compensation and noise reduction; however its 

application requires caution due to the selective correction behavior, as discussed in 

Chapter 6. Finally, the Reed-Solomon decoding process corrects any potentially 

remaining erroneously detected bits, ensuring the high reliability of the digital 

communication system. 

Concerning the laboratory experiment implementation two scaling factors are 

identified with respect to distance and with respect to frequency. The first one provides 

the correspondence between the length of the scaled experiment and the propagation 

distance in an actual pipeline. The second scaling factor indicates the frequency range 

that must be used in the laboratory experiment in order to preserve the same dispersion 

characteristics between the scaled and the actual transmission channel. Therefore, the 

first scaling factor is desirable, since it allows conducting experiments in shorter 

distances and projecting the results to longer ones, while the second factor is restrictive, 



since it increases the frequency of the signal used in the laboratory experiment in order to 

preserve the consistency of the produced results. 

It should be noted that the laboratory hardware implementation was proven 

invaluable, since it revealed several potential sources of problems in the communication 

system, such as the electromagnetic interference, recognized the importance of several 

parameters and identified its restrictions. Even though the implementation of the 

laboratory experiment was extremely beneficial for the evaluation of the in-pipe acoustic 

communication system, there exist several limitations that restrict its simulative 

capabilities. The most significant limitation relates to the restriction of the frequency 

content of the propagating signal in the audible range, imposed by the microphone used 

as receiver. The frequency scaling factor of 2.3, used for consistency of the dispersion 

characteristics of the laboratory experiment with the actual pipeline, emphasizes more the 

significance of this restriction. More explicitly, not only the frequency range of the 

signals tested in the laboratory environment is restricted to approximately 20kHz, but 

also this signal corresponds to 8.7kHz in the actual water pipeline. The current laboratory 

layout is unable to experiment with higher frequencies and therefore evaluate the 

communication systems performance at high frequencies and consequently high data 

rates. Moreover, space limitations restricted the length of the experimental pipeline 

configuration to 30ft, confining the maximum transmission distance that was examined. 

Finally, the laboratory experiment is limited in the level of representation of the channel 

imposed dispersion and energy distribution among the multipath propagating signals, 

since the experimental pipe is supported in mid air in contrast with the actual water 

pipeline that is buried underground. According to Chapter 6, the surrounding soil affects 

the ambient noise level and the stiffness provided to the pipe wall, diversifying the 

sources of signal distortion with respect to the implemented experiment. However, as it 

was mentioned above the effect of the surrounding soil on the signal dispersion is less 

pronounced than other geometric and signal specific parameters. Moreover, the 

agreement with the computerized simulations supports the validity of the experimental 

results. 



8.2 Future Work 

As an extension of the present work a full scale experiment implemented in an 

actual water pipeline is necessary to further validate the simulated and experimental 

results. The produced communication and power harvesting systems should be integrated 

with the wireless sensor node and deployed for a long term monitoring project, in order to 

reveal potential problems in sustaining reliable communication and sufficient power for 

an extended period of time. Potential issues related to the integration of the system as 

well as its deployment inside the pipeline were discussed briefly within the context of this 

dissertation, but by no means were resolved. Following the field trial, several features 

should be introduced to the communication system, such as a robust communication 

protocol that will allow the co-existence of multiple simultaneous users within the same 

transmission channel, as well as encryption methods for increased security from data 

retrieval or malevolent infiltration. Finally, it would be very interesting to introduce the 

acoustic data communication system in other types of pipelines and underground 

infrastructure, such as oil and gas pipes, and so forth. It is very appealing to identify 

novel applications in which a generic communication system similar to the one proposed 

in this research study would be of essence. The acoustic communication system enables 

reliable data transmission where radio frequency communication is not feasible, 

providing a robust solution to applications requiring data exchange underground, 

underwater, or in environments presenting severe electromagnetic interference. 

Therefore, the proposed communication system can be invaluable for certain 

applications, for instance monitoring of critical infrastructure, dealing with emerging vital 

issues of the current society such as infrastructure sustainability and homeland security. 
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