
Effects of Dynamic Vegetation and Topography on
Hydrological Processes in Semi-Arid Areas

by

Valeriy Yuryevich Ivanov

M.S. Hydrology, Massachusetts Institute of Technology (2002)
Diploma in Hydrology, Moscow State University, Russia (1996)

Submitted to the Department of Civil and Environmental Engineering
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy in the field of Hydrology

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

June 2006

© Massachusetts Institute of Technology 2006. All rights reserved.

_,4

Author ........ ...Author .. . . . ...........- . .~ .: .-. .................................

Department of Civil and Environmental Engineering
April 28, 2006

Certified by ..... ... . . .................................

$/ Rafael L. Bras
Edward Abdun-Nur Professor of Civil and Environmental Engineering

Jc:f I Tsis Supervisor

Accepted by............................... ......... o........
Andrew J. Whittle

Chairman, Departmental Committee on Graduate Students

ARCHAM8

MASSACHUSETTS INSM
OF TECHNOLOGY

JUN 0 7 2006

lI i

LIBRARIES

Ir





Effects of Dynamic Vegetation and Topography on

Hydrological Processes in Semi-Arid Areas

by

Valeriy Yuryevich Ivanov

Submitted to the Department of Civil and Environmental Engineering
on April 28, 2006, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy in the field of Hydrology

Abstract
Ecosystems of dry climates represent a particularly interesting object for ecohydro-
logical studies, as water is generally considered to be the key limiting resource. This
work focuses on vegetation-water-energy dynamics occurring in the complex terrain
of a semi-arid area characteristic of central New Mexico. The study constructs a
dynamic model of coupled interactions, [tRIBS+VEGGIE], that considers essential
water and energy processes over the river basin and links them to the basic plant
life regulatory processes. After model calibration, a set of numerical experiments is
carried out for two small-scale synthetic domains that exhibit characteristic hillslope
curvatures. A weather generator is used to create the long-term series of meteo-
rological forcing. The linkages between terrain attributes and patterns of C4 grass
productivity and water balance components are examined for three generic soil types:
sand, loam, and clay. It is argued that in conditions of negligible moisture exchange,
site aspect and slope are the key determinants of both the hydrologic behavior and
the degree of "favorability" to vegetation. As shown, certain topographic locations
are more favorable to vegetation development, as compared to a flat horizontal sur-
face not affected by lateral effects such as radiative shading or water transfer. These
locations are associated with sites of northerly aspect with surface slopes within a
narrow range of magnitudes. Contributions from both the rainfall and radiation forc-
ings are discussed to explain the existence of these niches. The sensitivity of results is
investigated relative to modifications in the meteorological forcing and the dominant
mechanism of lateral water transfer. The analysis unequivocally demonstrates the
critical role of soil texture type in regulating the spatio-temporal aspects of coupling
between vegetation-hydrology processes. Two additional controlling topographic fea-
tures are suggested, corresponding to the local and global terrain convergence levels.
Furthermore, it is argued that grass productivity and water fluxes of a site can be
characterized as a function combining local and global terrain properties.
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gles depict TIN facets, the polygon inside is the constructed Voronoi

cell sloped along the steepest direction n. The n-direction is orthogonal

to the p-direction ........................................... 154

3-2 An illustration of vegetation representation at the element scale. The

area is divided into patches of bare soil, soil covered with herbaceous

(grass) and woody vegetation. R is rainfall, I is infiltration, T is tran-

spiration, and E is evaporation ......................... 156

3-3 A schematic diagram of the a.) direct beam and b.) diffuse solar ra-

diation absorbed, transmitted, and reflected by vegetation and under-

canopy ground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
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3-4 A schematic diagram of the longwave radiation absorbed, transmitted,

reflected, and emitted by vegetation and under-canopy ground. Latin l

is the downward atmospheric longwave radiation, Lveg is the down-

ward longwave radiation below the vegetation canopy, L eg is the

upward longwave radiation from the ground, and LVe9 is the upward

longwave radiation above the vegetation canopy. Lveg and L9e are the

net radiation fluxes (positive towards the atmosphere) for canopy and

understory ground, respectively ......................... 167

3-5 A conceptual diagram of resistances for a) sensible and b) latent heat

fluxes for non-vegetated surfaces ......................... 170

3-6 A conceptual diagram of resistances for canopy a.) sensible heat and

b.) latent heat fluxes and for under-canopy c.) sensible heat and d.)

latent heat fluxes ........................................... 173

3-7 An illustration of the finite-element mesh assumed in the soil profile.

The dashed lines are located at depths corresponding to the location

of mesh nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

3-8 Time-series of synthetic hydrometeorological forcing: a.) global short-

wave radiation and b.) air and dew point temperatures. Plot c.) il-

lustrates temperatures of the tree canopy T ("canopy"), soil surface

T9 ("soil surface"), and soil Toil ("soil") estimated from the energy

balances ................................... 192

3-9 The simulated soil water contents, evaporative fraction, and moisture

fluxes for an area vegetated with broadleaf deciduous trees: a.) surface

01 and root zone root soil moisture and evaporative fraction AE/(AE +

H); b.) transpiration rate ETve9; c.) under-canopy soil evaporation

rate Ee9; d.) drainage from the root zone to deeper layers QDout

"Ev, Daily" and "Eg,Daily" are the mean values of daily transpiration

and soil evaporation, respectively, over the considered period of time. 196
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3-10 The simulated temperatures and components of canopy and ground

surface energy budgets for an area vegetated with broadleaf deciduous

trees: a.) air Tatm, canopy T, and soil surface Tg temperatures; b.) net

radiation (Rn and Rug); c.) incoming global and absorbed shortwave

radiation ((Satin l, +Satm A) and (Sve9 and veg )); d.) net longwave

radiation (Lveg and Le9); e.) ground heat flux G; f.) sensible heat

flux (H e9 and He9); g.) latent heat flux (Ev eg and AE g 9) ..... 197

3-11 Vapor pressures and the simulated resistances used to estimate canopy

and ground surface energy fluxes for an area vegetated with broadleaf

deciduous trees: a.) sunlit and shaded canopy stomatal resistances

(rsun and rshd); b.) leaf boundary layer rb and aerodynamic resistances

(rah and rah); c.) atmospheric eatrn, reference height es, and stomatal

e*(Tv) water vapor pressures; d.) soil surface resistance rrf ..... . 198

3-12 Time-series of synthetic hydrometeorological forcing: a.) global short-

wave radiation and b.) air and dew point temperatures. The plot

c.) illustrates temperatures of the C4 grass canopy Tv ("canopy"), soil

surface Tg ("soil surface"), and soil Tsoil ("soil") estimated from the

energy balances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

3-13 The simulated soil water contents, evaporative fraction, and moisture

fluxes for an area vegetated with C4 grass: a.) surface 01 and root

zone root soil moisture and evaporative fraction AE/(AE + H); b.)

transpiration rate ETve; c.) under-canopy soil evaporation rate Eeg;

d.) drainage from the root zone to deeper layers QDout. "Ev,Daily" and

"Eg, Daily" are the mean values of daily transpiration and soil evapora-

tion, respectively, over the considered period of time ......... . 201
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3-14 The simulated temperatures and components of canopy and ground

surface energy budgets for an area vegetated with C4 grass: a.) air

Tatrn, canopy T, and soil surface Tg temperatures; b.) net radiation

(R,v and Rn9 ); c.) incoming global and absorbed shortwave radiation

((Satm l' +Satm A) and (e 9 and Sveg )); d.) net longwave radiation

(Le9 and Lve9); e.) ground heat flux G; f.) sensible heat flux (H eg

and Hgeg); g.) latent heat flux (Ev e9 and AEge9) .......... . 202

3-15 Vapor pressures and the simulated resistances used to estimate canopy

and ground surface energy fluxes for an area vegetated with C4 grass:

a.) sunlit and shaded canopy stomatal resistances (rsun and rhd); b.)
8~ ~~~~ .

leaf boundary layer rb and aerodynamic resistances (rah and rh); c.)

atmospheric eatm, reference height e, and stomatal e*(Tv) water vapor

pressures; d.) soil surface resistance rsrf ................. 203

3-16 An illustration of sensitivity of the energy partition and simulated tem-

peratures to wind speed for an area vegetated with broadleaf deciduous

trees: a.) canopy latent heat flux AEe9; b.) canopy sensible heat flux

Hve9; c.) canopy net longwave flux L`ve9; d.) canopy temperature Tv;~V

e.) under-canopy soil latent heat flux Egeg; b.) under-canopy soil

sensible heat flux Hgve9; c.) under-canopy soil net longwave flux Lge;

d.) ground surface temperature Tg ............................ . 206

3-17 An illustration of sensitivity of the energy partition and simulated tem-

peratures to wind speed for an area vegetated with C4 grass: a.) canopy

latent heat flux AEVv eg; b.) canopy sensible heat flux Hwe9; c.) canopy

net longwave flux Lve9g; d.) canopy temperature Tv; e.) under-canopy

soil latent heat flux AEgve9; b.) under-canopy soil sensible heat flux

Hgteg; c.) under-canopy soil net longwave flux Lve9g. d.) ground surface

temperature Tg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
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3-18 Hydrometeorological observations for Albuquerque (NM), with June

10th, 1991 as the starting date. Note that the rainfall rates are arti-

ficially amplified by a factor of 5: a.) rainfall rate; b.) cloudiness;

c.) global shortwave radiation; d.) air and dew point temperatures; e.)

wind speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

3-19 Soil moisture dynamics and drainage from the root zone for loamy

sand soil (surface is vegetated with broadleaf deciduous trees): a.) net

precipitation (rainfall less interception losses); b.) instantaneous soil

moisture profiles for hour 0- 30; c.) instantaneous soil moisture profiles

for hour 35 - 72; d.) relative soil moisture content at the surface and

root zone; e.) drainage from the root zone to lower soil layers and runoff.211

3-20 Soil moisture dynamics and drainage from the root zone for clayey soil

(surface is vegetated with broadleaf deciduous trees): a.) net precipi-

tation (rainfall less interception losses); b.) instantaneous soil moisture

profiles for hour 0 - 30; c.) instantaneous soil moisture profiles for hour

35 - 72; d.) relative soil moisture content at the surface and root zone;

e.) drainage from the root zone to lower soil layers and runoff .... . 212

3-21 An illustration of a synthetic domain used in the experiments on lateral

moisture transfer in the unsaturated zone. Four Voronoi elements (the

empty polygons) are sloped at the same angle towards one element

(the shaded polygon). The former are the contributing elements, while

the latter is the receiving element located in the convergent area. The

arrows indicate directions of the surface and subsurface flow. The

circles are the centers of the Voronoi polygons . ........... ..... . 213
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3-22 The time-series of the relative root zone soil moisture content for

broadleaf deciduous trees on loamy sand soil. Only one contributing

and the downslope receiving elements are illustrated. Four slope angle

magnitudes are considered for the contributing elements: a v = 10°,

20°, 30° , and 40°. Two soil anisotropy (Section 3.7.3) values are used:

ar = 1 (the left column of plots, a-d) and ar = 100 (the right column

of plots, e-h) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

3-23 The time-series of the relative root zone soil moisture content for C4

grass on clayey soil. Only one contributing and the downslope receiving

elements are illustrated. Four slope angle magnitudes are considered

for the contributing elements: a v = 10°, 20°, 30°, and 40°. Two soil

anisotropy (Section 3.7.3) values are used: ar = 1 (the left column of

plots, a-d) and ar = 100 (the right column of plots, e-h) ....... . . 216

3-24 The time-series of the relative root zone soil moisture content for C4

grass on loamy soil. Only one contributing and the downslope receiving

elements are illustrated. Four slope angle magnitudes are considered

for the contributing elements: cv = 10° , 20° , 30°, and 40°. Two soil

anisotropy (Section 3.7.3) values are used: a = 1 (the left column of

plots, a-d) and ar = 100 (the right column of plots, e-h) ....... . . 217

3-25 The time-series of the relative root zone soil moisture content for C4

grass on sandy soil. Only one contributing and the downslope receiving

elements are illustrated. Four slope angle magnitudes are considered

for the contributing elements: cv = 10°, 20°, 30° , and 40°. Two soil

anisotropy (Section 3.7.3) values are used: ar = 1 (the left column of

plots, a-d) and a = 100 (the right column of plots, e-h) ....... . . 218

3-26 The soil moisture profiles of the contributing and receiving elements

for hours 30, 37, 70, and 150 of simulation shown in Figure 3-25d: C4

grass on sandy soil, ar = 1, all contributing elements are sloped at an

angle a v = 40°. The dashed lines show the grass and tree maximum

root depth ................................. 220
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3-27 An illustration of effect of the runon process on vegetation-hydrology

dynamics for isotropic clayey soil: runon depth and root zone soil mois-

ture for broadleaf deciduous trees (plots a, b) and C4 grass (plots c,

d). All contributing elements are sloped at av = 40° angle ....... 221

4-1 A conceptual diagram of carbon fluxes simulated by the model and an

outline of the processes involved. The three major carbon pools are

leaves, fine roots, and sapwood (woody species). Boxes outlined with

dashed lines illustrate processes that affect the carbon balance. The

dotted-line boxes represent intermediate quantities, whose magnitude

impacts the occurrence of processes that are assumed to follow. The

solid-line arrows show carbon fluxes, while dotted-line arrows depict an

intermediate partition of carbon fluxes, which depends on the outcome

of carbon balance at the preceding stage. The filled downward arrow

depicts carbon uptake from CO2, while the filled upward arrows show

carbon loss by vegetation . . . . . . . . . . . . . . . . . . . . . . . . 227

4-2 A conceptual diagram of state variables, resistances, and fluxes in stom-

ata and at the leaf surface (explanation of the variables is provided in

the text) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

4-3 The time-series of environmental characteristics and grass biochemical

CO2 fluxes for initially wet soil: a.) air, canopy, and soil surface tem-

peratures; b.) relative soil moisture contents and transpiration factor

/T; c.) foliage gross CO2 assimilation rate and Net Primary Produc-

tivity (NPP); d.) growth, foliage, and root respiration flux rates. The

rates are provided for a unit area of vegetated fraction of the compu-

tational element .............................. 255
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4-4 The time-series of environmental and biophysical characteristics for

initially wet soil: a.) relative soil moisture contents and transpiration

factor /T; b.) relative humidity of the atmosphere and canopy-space

air (at the reference height ZOh +d, Section 3.6.3); c.) sunlit and shaded

canopy stomatal resistances; d.) sunlit and shaded canopy LAI. Note

that the shaded LAI equals to the total LAI during night time hours. 256

4-5 The time-series of environmental characteristics and grass biochemical

CO2 fluxes for initially dry soil: a.) air, canopy, and soil surface tem-

peratures; b.) relative soil moisture contents and transpiration factor

fT; c.) foliage gross CO2 assimilation rate and Net Primary Produc-

tivity (NPP); d.) growth, foliage, and root respiration flux rates. The

rates are provided for a unit area of vegetated fraction of the compu-

tational element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

4-6 The time-series of grass water stress induced foliage loss, dynamics of

carbon pools and vegetation fraction for initially dry soil: a.) foliage

and root turnover rates (vegetated fraction scale); b.) foliage and root

carbon pool dynamics (computational element scale); c.) vegetation

fraction dynamics (estimated based on the carbon pool size) ...... 258

4-7 Map of the Sevilleta National Wildlife Refuge, illustrating the location

of weather stations and fertilization study sites ............. 261

4-8 The time-series of a.) the total daily observed precipitation and the

simulated time-series of the mean daily b.) relative soil moisture con-

tents and transpiration factor /T, c.) leaf-area index (LAI), and d.)

vegetation fraction for McKenzie Flats site in the Sevilleta National

Wildlife Refuge. The considered period is 1988-1992 ......... ... . 264
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4-9 The time-series of the mean daily a.) relative soil moisture contents

and total daily b.) transpiration c.) soil evaporation, and d.) drainage

/ capillary rise from / to the grass root zone simulated for McKenzie

Flats site in the Sevilleta National Wildlife Refuge. The flux rates

are provided as the element scale quantities. The considered period is

1988-1992 ............................................. 265

4-10 The time-series of the total daily CO2 and carbon fluxes simulated

for McKenzie Flats site in the Sevilleta National Wildlife Refuge: a.)

gross foliage assimilation and Net Primary Productivity (NPP); b.)

respiration fluxes; and c.) turnover and foliage loss. The flux rates are

provided as the vegetated fraction scale quantities (PFT scale). The

considered period is 1988-1992 ..................... ......... . 266

4-11 The time-series of a.) the simulated mean daily relative soil moisture

contents and transpiration factor T and b.) simulated and observed

above ground carbon content in grass biomass (note that a factor of

0.5 was applied to the data values in Table 4.3 to convert the measured

dry biomass to approximate carbon contents) for McKenzie Flats site

in the Sevilleta National Wildlife Refuge. The density is provided as

the element scale quantity. The considered period is 1988-1992. .... 267

5-1 An illustration of Voronoi element, the basic computational unit for the

considered domains, and its six cardinal flow directions: north-north-

east (N-N-E), north-north-west (N-N-W), east (E), west (W), south-

south-east (S-S-E), and south-south-west (S-S-W). A single direction

is used for surface and subsurface flow routing. Its aspect is used in

estimation of the incident shortwave irradiance ............. 270

5-2 Diffusion erosion dominated landscape ("CX" domain) exhibiting longer

hillslopes and lower drainage density. ................. ........ . 271

5-3 Fluvial erosion dominated landscape ("CV" domain) exhibiting shorter

hillslopes and higher drainage density .................. 271
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5-4 The mean simulated annual cycles of: a.) the spatially lumped global

shortwave radiation for a unit inclined ground surface area; b.) the

mean hourly spatial standard deviation of surface shortwave irradi-

ance (estimated based on the hourly values). Note that the units of

[MJ m - 2 year-1] can be converted to [MWh m - 2 year-] by dividing

the corresponding irradiance values by 3600 ............... 274

5-5 Spatial distribution of the 50-year mean annual global shortwave ir-

radiance for the a.) CX domain and b.) CV domain. Note that the

units of [MJ m - 2 year- '] can be converted to [MWh m - 2 year- '] by

dividing the corresponding irradiance values by 3600 ............ . 276

5-6 Simulated 50-year mean annual site shortwave irradiance relative to a.)

six cardinal aspects and b.) site slope magnitude (the left-most curve

corresponds to N-N-E and N-N-W aspects, the curve in the middle

corresponds to E-W aspects, and the right-most curve is for S-S-E

and S-S-W aspects). The lighter color denotes data points for the CV

domain and the darker color corresponds to the data points for the CX
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5-7 Diagrams illustrating the mean estimated fraction of the total annual

global irradiance for direct beam and PAR radiation components for

slopes of various magnitudes and aspects. The data points for both

the CV and CX domains are combined .................. 277

5-8 Annual rainfall depth per unit ground surface area relative to a.) site

slope and b.) annual site surface irradiance (involves both site aspect

and slope). Note that the units refer to the actual ground surface area

of the computational element. The curves are obtained by applying a

factor of cos a v to the annual rainfall depth for a horizontal surface

thus assuming that all rain falls in the vertical direction (the effects of

interception by the canopy are not accounted for) ............ 281
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5-9 "Hydrologic rainfall" on inclined surfaces: a.) Cumulative rainfall

depths relative to a unit inclined surface area observed over period

of June 29, 2000 to June 30, 2001 for roofs of different orientation

located in Wallingford (UK) (after Ragab et al., 2003); b.) Ratio of

hydrologic rainfall to meteorologic rainfall for selected rainfall events

over period of January 5, 1991 to February 26, 1992 at 19 sites of Nahal

Aleket basin (Israel) (after Sharon and Arazi, 1997). The symbol size

represents the grouping of storms according to prevailing wind condi-

tions: 3-5 m s - 1 (smallest symbol), 5-7, 7-9, 9-12, 17-20 m s - 1 (largest
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5-10 Mean simulated durations of growing season for the base case scenario

for the three soil types used in the experiments, relative to slope mag-

nitude and site mean annual surface irradiance. Note that the three

curves in the upper plots correspond to slopes of different aspect:

north-facing are at the top, east-west facing are in the middle, and

south-facing are at the bottom ...................... 284

5-11 The probability density function of the mean daily spatially-lumped

root soil water content (as 9 root/ 9 s for the first 30 cm of soil) estimated

over the 50-year simulation period for both the CX and CV domains:
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over the 50-year simulation period for both the CX and CV domains:
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5-13 The mean annual cycles of components of the root zone water balance

for the fiat domain: a.) transpiration; b.) soil evaporation; c.) runoff;

d.) capillary rise / drainage to / from the root zone. Note that the
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5-14 The mean annual cycles of major components of the root zone water

balance for the CX domain: a.) transpiration; b.) soil evaporation;

c.) runoff; d.) capillary rise / drainage to / from the root zone. Note

that the fluxes are estimated in units of depth per unit actual ground

surface area ................................. 292
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5-16 The mean annual cycle of hourly spatial standard deviation of moisture
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5-21 The mean annual Above-ground Net Primary Productivity (ANPP)

simulated for C4 grass on sandy soil type: a.) CX domain; b.) CV

domain. The units are given at the element scale and refer to the

actual inclined ground surface area .................... 299

5-22 The mean simulated net lateral exchange in the root zone during a

growing season for three considered soil types. Positive values imply

moisture gain, while negative values imply moisture loss ....... . 300

5-23 The mean simulated Above-ground Net Primary Productivity for sandy

soil type: a.) ANPP accumulated over vegetation season; and b.)

ANPP normalized by the mean duration of growing season. Symbols

with lighter color denote the data points for the CV domain, while the

darker color corresponds to the data points for the CX domain. The

dashed curves are hypothetical and obtained by applying a factor of

cos av to the ANPP for a flat horizontal surface . . . . . . . . . . . 302

5-24 The mean simulated Above-ground Net Primary Productivity for loamy

soil type: a.) ANPP accumulated over vegetation season; and b.)

ANPP normalized by the mean duration of growing season. Symbols

with lighter color denote the data points for the CV domain, while the

darker color corresponds to the data points for the CX domain. The

dashed curves are hypothetical and obtained by applying a factor of

cos a v to the ANPP for a flat horizontal surface . . . . . . . . . . . 303

5-25 The mean simulated Above-ground Net Primary Productivity for clayey

soil type: a.) ANPP accumulated over vegetation season; and b.)

ANPP normalized by the mean duration of growing season. Symbols

with lighter color denote the data points for the CV domain, while the

darker color corresponds to the data points for the CX domain. The

dashed curves are hypothetical and obtained by applying a factor of
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5-26 The mean simulated Above-ground Net Primary Productivity for all

considered soil types. Symbols with lighter color denote the data points

for the CV domain, while the darker color corresponds to the data

points for the CX domain. "No influx" data points correspond to

a simulation scenario in which for any given computational element,

the outflux from the unsaturated zone was estimated following normal

procedure, while the influx was always assigned to zero ....... . . 304

5-27 The principal mean annual water balance components for grass root

zone at the element scale for all soil types. From the top - down: evap-

otranspiration (the sum of transpiration and soil and canopy evap-

oration), runoff, the net moisture exchange with deeper soil layers

(drainage, if values are positive, or capillary rise, if values are neg-

ative), the net lateral exchange in the root zone (positive values imply

moisture gain). The dashed curves are hypothetical and obtained by

applying a factor of cos o v to the evapotranspiration for a flat hori-

zontal surface. The units of depth refer to the actual inclined ground

surface area ................................. 308

5-28 The mean annual evapotranspiration fluxes for all soil types. From

the top - down: vegetation transpiration, under-canopy, and bare soil

evaporation moisture fluxes (the element scale). The "+" symbols

indicate the location of maximum values. The units of depth refer to

the actual inclined ground surface area .................. 309

5-29 The partition of the mean annual evapotranspiration flux according to

slope magnitude for all soil types. The top plots illustrate the mean

relative composition of evapotranspiration flux for slopes of all aspects.

The bottom plots show the fractional weights of evapotranspiration

flux at sites of different aspects. The units of depth refer to the actual

inclined ground surface area .............................. 311
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5-30 A pseudo-spatial diagram of the mean growing season root zone soil

moisture shown as a two-dimensional interpolated field in polar coor-

dinates (all soil types): the distance from the central node represents

site slope and the clock-wise angle defines site aspect from north (N-

E-S-W). The data for both the CX and CV domains are combined. . 313

5-31 A pseudo-spatial diagram of the mean growing season root zone soil

moisture shown as a two-dimensional interpolated field in polar coor-

dinates (all soil types): the distance from the central node represents

site slope and the clock-wise angle defines site aspect from north (N-E-

S-W). The data for both the CX and CV domains are combined. The

solid line outlines the region of relative favorability, where the mean

growing season soil moisture of sloped sites is higher than that of a flat

horizontal site. The dashed line outlines two regions in which either

the energy (the lower area) or rainfall reduction (the upper area) plays

a more significant role in the overall dynamics ............ ..... . 315

5-32 An illustration of the procedure used to partition the pseudo-spatial

diagram of the mean growing season root moisture into regions where

either rainfall or solar radiation dominates in their relative contribu-

tion. Site slope is used as a proxy for rainfall since R cos a v is the

assumed precipitation projection on the terrain. Starting at a point

0, corresponding to a site that exhibits the maximum mean soil mois-

ture on a slope of a given aspect (either N-N-W or N-N-E), a path

is constructed to a node P: the direction to P corresponds to an ap-

proximate equality of the partial derivatives aort cos X and 90r sin X,ax ~ay
where X is the site slope a7, Y is the site global annual shortwave ir-

radiance, and X is the angle between the path OP and X axis. The

path is selected by comparing the derivatives for all possible directions

from the point O (illustrated as the dashed lines). Once the point P

is found, a path PQ is constructed using the same methodology.... 317
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5-33 A generic partition of the slope-aspect soil moisture diagram into the

regions of characteristic integral effects of energy and water on site

favorability for vegetation. The region A includes slopes and aspects

that lead to conditions favorable for vegetation. The region B cor-

responds to the area where the incoming solar energy dominates the

overall dynamics, which are unfavorable to vegetation outside of the

boundaries of region A. The region C corresponds to the area where

precipitation dominates the overall dynamics, which are unfavorable

to vegetation outside of the boundaries of region A ........... 319

5-34 The crossing properties of the root water content during vegetation

season for sandy soil type: a.) the mean duration of stress periods

AT; b.) the mean duration of favorable periods AT; c.) the mean

number of stress periods n; d.) the mean hourly moisture deficit

during stress periods AM~ ......................... 323
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season for loamy soil type: a.) the mean duration of stress periods

AT; b.) the mean duration of favorable periods AT,; c.) the mean
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during stress periods AMC ......................... 324
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5-37 The crossing properties of the root water content during vegetation

season for all soil types: a.) the mean duration of stress periods ATe;

b.) the mean duration of favorable periods AT,; c.) the mean number

of stress periods nC; d.) the mean hourly moisture deficit during stress

periods AMC. The dashed lines depict maximum and minimum values

simulated for a given soil type. The symbols denote mean values for

the identified regions of relative favorability .............. ...... . 327

5-38 The simulated ANPP characteristics for the considered domains for:

a.) the total duration of growing season and b.) periods when 0root > O*

(referred to as the favorable periods). The dashed lines depict maxi-

mum and minimum values simulated for a given soil type. The symbols

denote mean values for the identified regions of relative favorability. . 328

6-1 Artificially introduced adjustments to the annual rainfall depth per
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Chapter 1

Vegetation-Hydrology Studies:

Literature Review and Scope of

Research

1.1 Motivation and scope of work

The processes within the terrestrial biosphere and atmosphere are intrinsically coupled

with the hydrological cycle. The coupling is non-linear and multi-directional, implying

that an individual component of the system is both under the influence of, as well

as impacting upon, the remaining parts of the system (Eagleson, 1978; Eagleson,

2002). Vegetation is one of the essential components that significantly influences the

water and energy balances, establishing bidirectional links with the climate (Foley

et al., 2000). For instance, Arora and Boer (2002) show that on a global average,

the combined evaporation from leaves and transpiration account for about 72% of

the total evaporation from the land surface. Interactions and feedbacks between the

climate and biosphere have been the subject of a number of studies (e.g., Eltahir,

1996; Hutjes et al., 1998; Dickinson, 2000; Wang and Eltahir, 2000; Pielke, 2001).

Recently, a multi-outcome interplay between vegetation, climate, and soil has been

illustrated in a series of papers: Rodriguez-Iturbe et al. (1999b), D'Odorico et al.
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(2000), Ridolfi et al. (2000), Laio et al. (2001a, 2001b), Guswa et al. (2002), Ridolfi

et al. (2000a, 2000b), Van Wijk and Rodriguez-Iturbe (2002), among others.

Understanding the basic processes and feedbacks in the vegetation-hydrology sys-

tem is the crucial link to characterizing the existence of different biomes and hydro-

logical mechanisms that underlie the coupled dynamics. As pointed out by a number

of researchers (e.g., Eagleson, 1978; Protopapas and Bras, 1986; Rodriguez-Iturbe,

2000; Mackay, 2001), the fundamental variables determining the vegetation structure

and function are light, soil moisture, and nutrient supplies. Besides vegetation it-

self, they represent the diagnostic variables of climate, soil, and topography, the key

factors affecting their spatio-temporal dynamics. Explicit modeling of one of these

factors requires the simultaneous treatment of the others. Significant variations and

feedbacks, which may occur over a wide range of temporal and spatial scales, must be

considered. If some of the hydrological or vegetation components are prescribed, the

lack of dynamic feedbacks could seriously alter the modeled system's behavior (Band

et al., 1993). Despite the recognition of the principal factors and their coupled nature,

hydrology-vegetation modeling has been extremely simplified in at least one of the

following contexts: the effects of climate forcing, soil spatial/vertical heterogeneity,

and the impact of topography on lateral fluxes in the system and light exposure.

Topography, observed to have a significant influence on vegetation distribution (e.g.,

Figure 1-1) (e.g., Florinsky and Kuryakova, 1996; Franklin, 1998; Meentemeyer et

al., 2001; Dirnbock et al., 2002; Kim and Eltahir, 2004; Ben Wu and Archer, 2005;

Dietrich and Perron, 2006), is particularly often disregarded in modeling analysis.

Vegetation itself is considered as a static component with prescribed characteristics

in most hydrology models. Understanding the impact of climatic disturbances, to-

pography, and soil variability on vegetation, however, requires dynamic vegetation

modeling across the watershed.

In this context, coupling of a vegetation model that explicitly considers plant

dynamics to a spatially-distributed hydrological model should provide a necessary

step towards an integrated approach. The hydrological model will provide the frame-

work to account for the spatial variability of the topography-controlled continuous
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Figure 1-1: An example of extreme spatial differentiation in the vegetation cover:
the north-facing slopes are covered with needle-leaf woody vegetation, the slopes of
southerly aspect feature herbaceous species and patches of bare soil, and the conver-
gent areas of the terrain exhibit a mixture of broadleaf shrubs and grasses. The site
is located in the Columbia River basin (photo is courtesy of Dr. Enrique R. Vivoni).

rainfall-runoff process, subject to stochastic climatic forcing. In this spatially explicit

scheme, vegetation will grow and die, which will reflect its biophysical and biochemi-

cal characteristics, seasonal and interannual climate forcing, and the competition for

vital resources. Such a framework offers a variety of opportunities to explore the bi-

directional interactions between vegetation and hydrological mechanisms and repre-

sents an important advance toward integrated ecohydrological modeling. Ecosystems

of arid and semi-arid areas represent a particularly interesting object for study, as

they comprise some of the major biomes of the world, often exhibiting a delicate equi-

librium between their essential constituents. In these systems, soil water is generally

considered to be the key resource affecting vegetation structure and organization. The

mechanisms through which water limitation affects ecosystems are related to carbon

assimilation via the control of photosynthesis and stomatal closure as well as nitrogen

assimilation through the control of the nitrogen mineralization rate. Many important

issues depend on the quantitative understanding of dynamics inherent to these ecosys-

tems, including human interference, climate change, environmental preservation, and

proper management of resources.

The aim of this work, therefore, is: 1) to develop a modeling system that incor-
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porates state-of-the-art tools to represent vegetation-hydrology interactions in areas

of complex terrain; and 2) to address a variety of questions concerning vegetation-

hydrology mechanisms in semi-arid zones. In particular, this research addresses the

effects of topography on vegetation temporal development and spatial distribution.

The system for modeling dynamic vegetation in the framework of a hydrological

model is described in detail in the following chapters. The system is composed of sev-

eral key components: a climate simulator and a model of plant physiology and spatial

dynamics (VEGetation Generator for Interactive Evolution, VEGGIE) are coupled

to the spatially-distributed physically-based hydrological model the TIN-based Real-

time Integrated Basin Simulator, tRIBS (Ivanov et al., 2004a, 2004b; most of the

tRIBS hydrological components however have been modified in this work and their

current formulation is provided in the following chapters). The modeling system thus

allows a fully dynamic interaction between the hydrological and vegetation processes

occurring at fine space-time scales (10-40 m in space, 10 min.-1 hour in time).

Chapter 2 of this thesis outlines the climate simulator that generates hourly hy-

drometeorological variables (rainfall, air and dew point temperatures, cloud cover,

and wind speed). The model is based primarily on work of Curtis and Eagleson

(1982), with several modifications that improve the performance statistics and sim-

plify the model structure. The model of the shortwave radiative transfer through

the atmosphere is also presented in this chapter. The model simulates the surface

irradiances both in visible and infra-red bands, which depend on geographic location

of a site, its geometric configuration (slope and aspect), and atmospheric conditions

(e.g., opacity, water vapor content, and cloudiness).

Chapter 3 describes the framework of the land-surface vegetation-hydrology model.

The chapter provides details on vegetation representation at the level of basic com-

putational elements and outlines routines that estimate canopy and ground-surface

radiation budgets. The infiltration model based on the finite-element solution of the

Richards equation (Hillel, 1980) is also introduced in this chapter; it emphasizes how

the surface and subsurface water exchanges are simulated for a given watershed. The

framework for simulating canopy resistance is introduced with reference to the pho-
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tosynthesis model of Farquhar et al. (1980), as expanded by Collatz et al. (1991,

1992), and the model of stomatal physiology of Ball et al. (1987).

Chapter describes the model of vegetation dynamics that simulates spatio-

temporal changes in vegetation structure and composition, both as explicit and im-

plicit functions of plant properties, hydrometeorological forcing, soils, and position in

the landscape. The simulation framework represents the processes of photosynthesis

and primary production, stomatal physiology, respiration, allocation, tissue turnover

and stress-induced foliage loss, phenology, and plant recruitment. The results of

model verification for a field site located in the Sevilleta National Wildlife Refuge

(New Mexico) are also presented.

Chapter 5 addresses the aspects of topographic control on vegetation spatial or-

ganization and temporal fluctuations in semi-arid areas. Two synthetic catchment

topographies (4 km2) with prescribed characteristics of hillslope curvature are used

in the experiments. C4 grass model is forced with synthetic hydrometeorological series

corresponding to the location of Albuquerque (35.05N, 106.617W). Soils of various

generic texture types are considered: sand, loam, and clay. The 50-year simulation

periods are assumed to be sufficient to provide representative statistics of vegetation-

hydrology dynamics. The chapter further describes topography niches that feature

more/less favorable conditions for grass function.

Chapter 6 discusses the simulation results, addressing the sensitivity of vegetation-

hydrology dynamics presented in Chapter 5, referred to as the "base" case scenario.

The experimental design is subject to modifications in a) the hydrometeorological

forcing and b) the processes of lateral moisture transfer. The first set of experiments

explores the impact of the random nature of the rainfall vector (i.e., deviation of

droplet pathways from the vertical) as well as introduces artificial changes to the sea-

sonal precipitation and radiation regimes. The second group of experiments considers

more rapid processes of lateral moisture exchange, as compared to the "base" case

scenario. The former are implemented through the high soil anisotropy ratios, the

runon mechanism allowing for re-infiltration process, and the partial surface sealing

during the growing season, leading to higher runoff-runon volumes. The results that
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are presented suggest that the combined effect of terrain attributes exhibits scaling

properties, which allows one to propose a conceptual relationship linking both the

productivity and water balance components at various landscape locations.

Chapter 7 summarizes this thesis. The chapter outlines the developed modeling

components, discusses their critical assumptions as well as the assumptions of the

presented study, and provides several topics for future research efforts.

1.2 Vegetation-hydrology modeling background

1.2.1 Space-time scale issues

Plant intrinsic physiology is what makes the study of vegetation function in terrestrial

ecosystems so intriguing. The processes of photosynthesis, respiration, allocation, and

phenology, which through the water and energy cycles are strongly dependent on cli-

mate, soil, and topography characteristics, make vegetation a dynamic component

of the ecosystem. For example, by regulating stomata opening, plants respond to

environmental conditions that affect photosynthesis, such as temperature, humidity,

radiation, CO2 concentration, and soil moisture (e.g., Eagleson, 2002). Such regu-

latory processes are rather quick: a characteristic time scale for stomata response

to environmental stress is typically 0.01-1 hour (Hutjes et al., 1998). Life cycle pro-

cesses are therefore strongly coupled to the other components of vegetation-hydrology

system at the diurnal scale. In a more passive way, at the time scales of weeks to

months, vegetation may affect seasonal magnitude of energy and momentum fluxes

via the dynamic changes of the physical properties of its canopy: albedo, leaf area

index (LAI), height, and roughness. Vegetation also impacts the biogeochemical cycle

(e.g., carbon), thus influencing long-term climate changes (e.g., Walker, 1994; Walker

et al., 1997; Hutjes et al., 1998).

Therefore, as pointed out by Rodriguez-Iturbe (2000) and Porporato and Rodriguez-

Iturbe (2002), it is extremely important to consider the scale at which the vegetation-

hydrology interactions occur in the analysis of coupled systems. The importance of
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processes involved in hydrological and vegetation cycles is different when one con-

siders hourly, daily, seasonal, or interannual dynamics, or interactions at the point,

hillslope, catchment, or continental scale. For example, at the point scale the fluctua-

tions of hydrometeorological forcing can be considered as an external variable without

taking into account feedbacks that vegetation imposes on the atmosphere. For short-

term analysis, vegetation structure itself can be considered static, and modeling can

be done without dynamic update of its state. Large-scale patterns of vegetation,

however, heavily influence the dynamics of the atmospheric boundary layer; and the

climatic component of the climate-soil-vegetation system becomes dependent on the

feedbacks that the biosphere imposes. At this scale, climate can no longer be consid-

ered as an external forcing component and becomes an essential part of the overall

dynamics (e.g., Eltahir, 1996; Xue, 1997; Hogg et al., 2000; Pielke, 2001). Analysis of

the long-term behavior of the climate-vegetation system at such scale should include

the capabilities for dynamic vegetation that include biogeochemical cycling with time

dependent carbon and nutrient supply (Peng, 2000; Arora, 2002).

Studying the characteristics of vegetation response to regional water balance,

intra/inter-species interactions, vegetation spatial patterns, and the underlying hy-

drological mechanisms is most revealing when the key factors defining the vegetation

structure and function are explicitly accounted for: climate, soils, and topography.

Averaging over large spatial scales significantly decreases the spatial variability (to-

pography and soils in particular and, as a result, soil moisture) and increase the

temporal scales at which the processes are effectively correlated. Such scales, mostly

used in climatologically oriented studies, are not very illuminating for the study of

vegetation and hydrologic response that are controlled by the dynamics at much

smaller temporal and spatial scales (Rodriguez-Iturbe et al., 2001). While the point

analysis is very helpful in recognizing the most important features of vegetation-

hydrology dynamics, it usually implies simplifying assumptions that are not always

applicable (Guswa et al., 2002). Point analysis does not account for spatial inter-

action and lateral mass transfer. For instance, temporal fluctuations of the soil

moisture, one of the key variables defining vegetation structure, have been shown
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v = f(t) tv a, R {
a = f(t) tv v, R Ie, T, sl
R*= f(t) tv v, a

Figure 1-2: A conceptual diagraln of the adopted approach, illustrating the relation-
ship alnong key cOlnponents contributing to the cycles of energy, water, and elell1ents
in natural systelns. The arrows indicate the direction of influence. T is topography,
C is clilnate, 5 is soil, V is vegetation, R is incident solar radiation, R* is net ra-
diation at the canopy and ground levels, e is soil lnoisture, and t is tilne. As can
be seen, clinlate, topography, and soil affect the te111poral change in vegetation, soil
lnoisture, and net canopy/ground radiation at any given location; all latter variables
are inter-related through a variety of coupling Inechanis111s.

to have topography-controlled properties (Beven and Kirkby, 1979). In addition, one

of the largest problelns of linking point lnodels to explain ecosystem functioning is

the spatial scaling issue (Peng, 2000). Nlodeling vegetation at the catchment scale,

however, should account for interaction aInong the stochastic fluctuations in precipi-

tation and soillnoisture, the basin ge0111etry,and the vegetation structure. Therefore,

a spatia-telTIporal approach that can resolve both the variation of hydrological fluctu-

ations occurring at the hillslope scale and the diurnal variations of plant physiological

processes is needed (Figure 1-2).

1.3 Hydrology-vegetation studies background

Hydrologic lllodeling has generally ignored the ilnportance of vegetation as an im-

portant spatio-telnporal dynalnic component in the land-surface hydrological cycle

and the existence of topographic controls on plant spatial distribution. Past simpli-

fications are due to the overall extrelTIe complexity of the problelTI and differences in

opinion alllong ecologists and hydrologists about what simplifications are necessary.
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While ecologists tends to over-simplify the hydrological mechanisms involved in veg-

etation function, hydrologists choose to neglect the dynamic features of vegetation.

Nonetheless, a variety of questions related to hydrology-vegetation interactions and

ecosystem function have been explored in existing approaches, which range from point

studies to spatially-explicit modeling efforts.

1.3.1 Hydrological modeling of vegetation

Eagleson (1978) was one of the first who investigated mechanisms underlying the

vegetation-hydrology interactions. Eagleson (1982) developed an ecological optimal-

ity theory of water-limited systems using a statistical-dynamical model of the average

annual water balance. Eagleson (1982) argued that these systems seek a short-term

equilibrium state such that the water demand stress is minimized. Long-term equilib-

rium state is reached by maximization of the minimum stress canopy density. Eagle-

son and Segarra (1985) tested the ecological optimality hypotheses for two tree-grass

savannas, showing that tree-grass coexistence can be explained by minimization of

water demand stress. They discussed the stability conditions for such equilibrium

showing that it was stable only if the climate was constant. The vegetation mono-

cultures (i.e., grassland and forest) were shown to be in unstable equilibrium. Using

a simple physical-conceptual model of infiltration, evapotranspiration, and leakage,

Cordova and Bras (1981) developed an analytical probability mass function of soil

moisture at the end of a growing season given the soil moisture at the beginning

of the season. This represented one of the first attempts to implicitly include plant

biophysical characteristics (via the parameterization of evapotranspiration and root

zone) into the framework of a statistical distribution of the transient soil moisture.

Protopapas and Bras (1986, 1988) developed a point mechanistic model of plant

physiology, which took into account moisture and salinity profiles in a soil column.

Necessary conditions for optimal plant growth were investigated suggesting the im-

portance of diurnal variability of plant stress, which is a function of climate and soil

characteristics. Protopapas and Bras (1993) used the model of Protopapas and Bras

(1986) to study the variance of soil- and plant-state variables due to the deviations
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of climatic variables and soil parameters. An approximate linear model for the per-

turbations was used. It was argued, that only correlated climatic variables create

significant effects on biomass production and that the uncertainty of soil parameters

is attenuated through the system dynamics. They suggested that natural vegetation

systems have the capacity to resist moderate climatic changes and maintain their

stability. Rodriguez-Iturbe et al. (1999a) developed a simple point water balance

model based on a simplified representation of the processes of infiltration, evapo-

transpiration, and leakage dependent on the soil moisture content. The stochastic

nature of rainfall forcing was modeled using Poisson arrival process with the daily

amounts defined by the exponential distribution. Rodriguez-Iturbe et al. (1999a)

derived an analytical solution for the steady-state probability density function of soil

moisture for a control volume with its vertical size constrained by the assumed root-

ing depth. In an attempt to study aspects of vegetation optimality, Rodriguez-Iturbe

et al. (1999b) constructed a spatial model of savanna grass-tree ecosystem. The

mean soil moisture, obtained from the model of Rodriguez-Iturbe et al. (1999a) for

different fractions of woody plants, was assigned as an initial condition. The spatial

competition for water was then allowed to occur, considered as a part of an optimiza-

tion problem. Imposing two objectives, the minimization of the global water stress

and the maximization of biomass productivity, it was shown that an optimal coex-

istence was achievable in relative proportions observed for savannas. D'Odorico et

al. (2000) used the statistical model of Rodriguez-Iturbe et al. (1999a) to investigate

the impacts of interannual climate fluctuations, soil, and vegetation on the mean soil

moisture state during the growing season. The results showed that the frequency

distribution of the mean soil moisture can become bimodal under certain conditions,

implying two preferential states in the ecosystem function. Ridolfi et al. (2000a)

explored the statistical properties of vegetation water stress as a function of climate,

soil, and vegetation variability, illustrating the crucial role of hydrologic mechanisms

underlying the climate-soil-vegetation dynamics.

In a series of papers Rodriguez-Iturbe et al. (2001), Laio et al. (2001a, 2001b),

Porporato et al. (2001), a soil moisture dynamics model similar to Rodriguez-Iturbe
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et al. (1999a) was developed, with a more realistic representation of the loss functions

(evapotranspiration and root zone leakage). A concept of "dynamic" stress was intro-

duced as a measure of intensity and duration of periods that plants spend in water-

stressed conditions. One of the key arguments made was that the optimal conditions

for plants are likely to be between low water stress and high productivity (associ-

ated with maximum evapotranspiration), which is consistent with previous studies

by Eagleson (1982, 1994) and Rodriguez-Iturbe et al. (1999b). Laio et al. (2001b)

illustrated applications of the model to African savanna, Texas shrubland, and Col-

orado steppe, emphasizing the characteristic controlling features for each ecosystem.

Fernandez-Illescas et al. (2001) showed vegetation sensitivity to soil texture type and

argued that soil texture may play a major role in modulating the impact that inter-

annual rainfall fluctuations have on the fitness and coexistence of trees and grasses.

Guswa et al. (2002) compared the estimates of evapotranspiration and root zone sat-

urations over a growing season of a bucket model of Rodriguez-Iturbe et al. (1999a)

and that of the Richards infiltration model. They showed that substantial differences

may arise in model predictions, if the model cannot simulate water extraction from

wet regions to make up for roots in dry portions of the soil column. This implies that

a simple bucket-filling model may not adequately represent soil moisture conditions

for a number of climates and soils.

Even though the role of vegetation dynamics in land surface energy and water

balance is well recognized, there still is an on-going debate about at what space-

time scales vegetation (static or dynamic) is climatically important. For example, a

new study of Williams and Albertson (2005) has confirmed that dynamic vegetation

plays a crucial role in transpiration at daily and seasonal scales, but argues that the

impact of dynamic vegetation is minimal at annual scales. At the same time, recent

studies (Scanlon et al., 2005; Seyfried et al., 2005) show that inter-annual variability

of vegetation, linked to fluctuations in climate, and changes in the type of plant

communities play a crucial role in groundwater recharge rates.

The above studies, which focused on point dynamics, are very insightful as they

allow one to distinguish among the key and the less important aspects of system

61



behavior. They also allow one to isolate certain mechanisms and study system sen-

sitivity with respect to them. Nonetheless, the simplifying assumptions that these

approaches impose cannot account for the complexity of natural systems and feed-

backs they exhibit, which can be crucial in determining system dynamics. For ex-

ample, in conditions of non-uniform topography, site aspect and slope control the

local net radiation and lateral surface/subsurface fluxes. Such controls may lead to

certain locations in the hillslope that exhibit highly dynamic hydrologic behavior by

contributing to surface runoff generation during storms, yielding evaporation at po-

tential rates for extended periods, and discharging the groundwater (e.g., Dunne and

Black, 1970; Salvucci and Entekhabi, 1995; Levine and Salvucci, 1999). Accounting

for the transient effects of soil moisture dynamics, as has been shown by Guswa et

al. (2002), i.e., infiltration process, may lead to a different (i.e., from the steady-

state approach) rainfall partition. For instance, runoff generation via the infiltration

excess mechanism, which has been argued to occur frequently in arid regions (e.g.,

Martinez-Mena et al., 1998), can substantially modify the local moisture dynamics.

An attempt to explicitly consider the effects of topography was made by Ridolfi et

al. (2003) who studied the interplay among vegetation, climate, and soils using hill-

slopes of different curvatures. Two characteristic regimes were revealed: topography

may exert significant or negligible effects on lateral fluxes, which corresponds to hu-

mid and dry climates, respectively. The study, however, included neither the terrain

features affecting the incoming radiation, nor the groundwater effects. Both could

provide evidence of vegetation-hydrology coupling in the hillslope system (Levine and

Salvucci, 1999; Kim et al., 1999). Additionally, soil macroporosity (vertical variability

of the saturated conductivity) and anisotropy (non-uniformity of soil hydraulic con-

ductivity in the vertical and lateral directions), often observed at the hillslope scale

(e.g., Beven and German, 1982; Bronstert, 1999), were neglected in this study. These

soil characteristics may have a significant influence on the spatio-temporal moisture

dynamics.

Van Wijk and Rodriguez-Iturbe (2002) studied spatio-temporal dynamics of trees

and grasses using an individual-based approach in which a single computational cell
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was assumed to be occupied either by a single tree or by grass. In this framework,

plants faced competition for available space, with water considered as the limiting

factor. Death and colonization rates were related to plant biophysical properties and

stress magnitude. The simple framework of Van Wijk and Rodriguez-Iturbe (2002)

demonstrated a range of interannual rainfall fluctuations over which trees and grass

could co-exist in savanna regions. The model results also showed that temporal

and spatial fractal structures could be identified in tree-grass ecosystem, implying

self-organizing properties operating at a wide range of temporal scales. While the

employed model did consider spatial interactions among various vegetation species,

their heuristic approach is likely to be oversimplified: ".. . all (spatial) patterns that

do arise... are therefore determined by the biotic part of the model: death and re-

production" (Van Wijk and Rodriguez-Iturbe, 2002). Recently, Caylor et al. (2005)

argued that the "feasible optimality" in minimization of plant water stress plays the

fundamental role in organization of vegetation patterns in semi-arid river basins.

Two additional comments may be relevant with respect to the discussed studies.

Firstly, the steady-state analysis of soil-moisture proposed by Rodriguez-Iturbe et al.

(1999a) and extended by Laio et al. (2001a), which was used in all of the discussed

studies, is not always suitable. As recognized by these researchers, (Porporato and

Rodriguez-Iturbe, 2002), the transient properties of soil moisture can be crucial in

systems where the impact of vegetation dynamics is strongest during periods with

the least rainfall and initial conditions play an essential role. Also, it may not be

suitable for systems where the surface and subsurface lateral moisture redistribution

is an important factor in overall moisture dynamics (Rodriguez-Iturbe et al., 2001).

In certain conditions, the groundwater dynamics may also play an active role in

determining the soil moisture conditions, thus leading to non-steady-state conditions.

Second, and a more general comment, also referring to most hydrologic models

that include sophisticated vegetation frameworks (e.g., Wigmosta et al., 1994), is

that the dynamic properties of vegetation response are neglected. Parameterizing

vegetation by means of constant prescribed interception and transpiration functions

implies over-simplification of vegetation behavior and plant response to water stress.
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For instance, a tree that has been under moisture stress for a prolonged period of

time, resulting in plant physiomorphological changes, will respond to the revival of

favorable soil moisture conditions differently than a tree that has been persistently

under favorable conditions (Kramer, 1983; Turner et al., 1985). For example, Kramer

(1983) discusses tolerance levels to drought and recovery rates that may vary widely

among plant species. One may also argue that frequent, although sufficiently short,

stress periods may result in inability of the plant to completely recover leading to

progressive stress build up in time (e.g., gradual depletion of hydrocarbon reserves

and tissue damage). Therefore gradual and substantial changes in plant physiological

function may occur (i.e., changes in transpiration and interception). These changes

cannot be captured by using prescribed soil-moisture dependent transpiration func-

tions (e.g., Laio et al., 2001a, eq. 12). Such approaches treat vegetation essentially

as an abiotic, state-dependent response component.

Catchment scale vegetation-hydrology studies that include a component of dy-

namic vegetation are quite limited. Nonetheless, a few relevant studies have been

recently reported. An attempt to account for topography as well as soil moisture

lateral transfer at a catchment scale was done by Band et al. (1993), who coupled

the biogeochemical model FOREST-BGC (Running and Coughlan, 1988) with the

hydrologic framework of TOPMODEL (Beven and Kirkby, 1979). Data and a simula-

tion framework of the RHESS model (Band et al., 1991) were used to explicitly model

forest evapotranspiration and canopy net photosynthesis with a spatially prescribed

canopy cover (not dynamic). The approach partitioned the study catchment into

a number of representative hillslopes. The internal representation of the hillslopes

was provided by the frequency distribution of the TOPMODEL similarity index for

which different values of LAI and root zone depth were computed. Based on the

analysis of the canopy dynamics simulation for one year that had severe summer

drought conditions, Band et al. (1993) stressed the importance of topography in

soil water redistribution and its impact on evapotranspiration and canopy net pho-

tosynthesis. Band et al. (1993) also discussed the limitations of the TOPMODEL

approach, which does not explicitly model soil moisture conditions at any given site

64



and uses a uniform hillslope recharge rate. Besides these limitations, one may also

argue that applying steady-state conditions (i.e., the assumptions of TOPMODEL)

for soil water deficit distribution along the hillslope within a single time step (day),

limits the current approach to steep catchments with highly conductive soils. Local

heterogeneities (e.g., differences in vegetation stand) also cannot be accounted for in

the statistical-dynamical method of TOPMODEL.

Vertessy et al. (1996) incorporated a distributed forest growth model into the TO-

POG hydrological model (Dietrich et al., 1992) for application in small watersheds to

study the forest responses and water balance to clear-felling and regeneration. Using

this framework, Watson et al. (1998, 1999) developed a Macaque model that had a

similar structure as RHESS (Band et al., 1991), applying the TOPMODEL approach

for lateral water distribution. The key difference was in the artificial constraining the

water table variations along a hillslope, i.e., differentiating the groundwater dynamics

according to the position of a site in the hillslope. Watson et al. (1999) studied the

implications of the forest stand LAI dynamics on the annual streamflow. Mackay and

Band (1997) used the framework of Band et al. (1993) to study the effects of sea-

sonally dynamic LAI (as opposed to prescribed) with different scenarios of prescribed

rooting depth. Slope aspect and the type of vegetation stand were used as the criteria

to partition a watershed into hillslopes, with subsequent assigning of wetness intervals

for each elevation zone within a particular hillslope. Mackay and Band (1997) con-

cluded that topographic features are an important factor in determining the spatial

variability of leaf area index and emphasized the significance of the proper parame-

terization of rooting depth. Mackay (2001) extended the same simulation framework

by including a nitrogen dynamics model as the limiting factor of ecosystem evolution.

Mackay (2001) argued that nitrogen availability is one of the key factors determining

ecosystem equilibrium. Ludwig et al. (2005) document a dynamic self-enhancing

feedback between vegetation growth and local hydrology, modulated by topography,

where vegetation harvests runoff water by intercepting overland flow, increasing lo-

cal soil moisture that promotes vegetation growth and the expansion of vegetation

patches on the landscape.
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Wigmosta et al. (1994) presented the Distributed-Hydrology-Soil-Vegetation Model

(DHSVM) that circumvents most deficiencies of the TOPMODEL method by using

an explicit quasi-three dimensional approach for lateral redistribution of soil mois-

ture. The unsaturated and saturated zones are coupled accounting for local transient

soil moisture dynamics. The model has a two-layer vegetation structure with sepa-

rate simulation of radiation and water balances on a pixel-by-pixel basis. Nonetheless,

vegetation properties are prescribed with the stomatal resistance as the only dynamic

vegetation variable. The model has been used in several studies of climate change

impact (Wigmosta et al., 1995; Leung and Wigmosta, 1999) and land use change

effect on the catchment hydrologic regime (Storck et al., 1998; Bowling et al., 2000;

VanShaar et al., 2002).

A variety of soil-vegetation-atmosphere transfer (SVAT) schemes has been con-

structed to explicitly account for the vegetation physiological properties and the role

of changing vegetation in affecting the land-surface water and energy balances. Al-

though SVAT schemes do include biophysical and biochemical processes, most SVAT

models still do not treat vegetation as a dynamic component, i.e., many essential

vegetation variables are prescribed (Avissar, 1998; Hutjes, 1998). For instance, the

vegetation cover fraction is used as a static parameter that does not respond to

environmental conditions. Importantly, typical SVAT applications are of mid- to

large-scale, within the frameworks of mesoscale and global circulation atmospheric

models, with typical computational elements much larger than a hillslope size. As

pointed out above, such scales are not suitable for studying the underlying vegetation

response and hydrologic dynamics, which are controlled by the interactions at much

smaller spatial scales (Rodriguez-Iturbe et al., 2001). Although topography has been

considered to be very important for spatial variability of soil moisture (e.g., Beven,

1986; Sivapalan et al., 1987), many SVAT schemes do not include topography in any

explicit fashion assuming "flat Earth". The TOPMODEL treatment of topography,

proposed by Famiglietti and Wood (1991, 1994), Stieglitz et al. (1997), Walko et

al. (2000), allows one to account for the subgrid variability in soil moisture and

runoff production, thus improving the land-surface representation (e.g., Warrach et

66



al., 2002). Nonetheless, the approach has a number of limitations, as noted above:

the statistics rather than the details of the topography are used and the hydrologic

response is treated as a series of quasi-steady states. SVAT schemes are not directly

discussed here. In Chapters 3 and 4, where vegetation functions in the catchment

scale hydrology model are presented, references to a number of SVAT models will be

given. A review of vegetation components of common SVAT schemes is provided by

Arora (2002).

1.3.2 Ecological modeling of vegetation

Plant physiological studies have provided considerable insights into biophysics and

biochemistry at the individual leaf or plant level (e.g., Evans, 1972; Levitt, 1980;

Farquhar et al., 1980; Jarvis and Mansfield, 1981; Kramer, 1983; Crawley, 1986;

Ball et al., 1987; Crawford, 1989; Collatz et al., 1991, 1992). Such studies have

contributed substantially to the understanding of plant behavior with respect to the

hydrological processes. Point models, that include an explicit representation of key

physiological processes (e.g., establishment, growth, competition, death, carbon and

nutrient cycling), have been developed to capture the transient response of vegetation

to changing environmental conditions. These models do not include spatial compo-

nents and key feedbacks imposed by the hydrological system; they primarily focus on

biophysical and biochemical aspects of plant dynamics. Elements of these models are

used in many SVAT schemes and ecological studies.

Spatial modeling of vegetation dynamics in ecological applications has been lim-

ited to the "gap"-type models for forest succession or cellular automata models. The

former class of models considers ecosystems consisting of spatially independent ho-

mogeneous patches, within which several plant forms can be present. Such models

(Bugmann, 2001) pay little attention to energy, water, and nutrient fluxes in the

system in attempt to provide a simple, rule-based formulations of forest dynamics.

Typically, the only state variable used in these models is the tree breast height diam-

eter. For example, Pacala et al. (1993, 1996) presented a temperate forest succession

model, SORTIE, intended for forest resource modelers. The model was capable of
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simulating the evolution of all individual trees within multiple patches through their

competition for light. With the time step of 5 years, the model could not include

soil moisture effects. In recent efforts, more sound physiology-based gap models were

developed, which provided frameworks to study the ecosystem structure and function

by modeling energy and matter fluxes (e.g., FOREST-BGC of Running and Cough-

lan, 1988; BIOME-BCG of Running and Hunt, 1993; HYBRID of Friend, et al., 1993,

1997; FIRE-BGC of Keane et al., 1996). However, such models extremely simplify

hydrologic aspects of the ecosystem function, although several studies for gap-type

modeling have shown the profound effects of water budgets on the simulated forest

dynamics (e.g., Martin, 1992). An example of an advanced model application is by

Peng et al. (2002). They presented a generic model, TRIPLEX, as a hybrid prod-

uct synthesized from three models of forest production, growth and yield and the

soil-carbon-nitrogen model. The model primarily focused on aspects of sustainable

forest management. Peng et al. (2002) demonstrated good performance in simulating

forest evolution, while accounting for carbon and nitrogen dynamics and considering

soil water as one of the limiting resources. Model sensitivity to variability in climatic

forcing was also studied. The simple soil water balance model, however, operated at

monthly time step with prescribed input and loss functions.

Cellular automata models (Wolfram, 1983, 1984), sub-divide the computational

domain into a grid of cells, the size of each cell is determined by some typical bio-

logical scale (e.g., 5 m x 5 m is common for individual-based modeling of vegetation

dynamics). The necessary biological information for the modeled process is included

in the form of heuristic rules, rather than physically-based equations (Balzter et al.,

1998). Evolution of state of any cell depends on its current state and state of its

neighboring cells. Most of such models operate at time steps larger than one month,

usually ranging between 1-5 years. Because vegetation physiological processes, such

as seed production, germination, and survival are dependent on the timing of rainfall

and its amount, these processes are accounted for in an implicit manner. Cellu-

lar automata models thus attempt to recreate complex ecosystem dynamics without

explaining the underlying mechanisms of hydrology-vegetation interactions. For ex-
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ample, Poiani and Johnson (1993) constructed a model of vegetation dynamics for

semi-permanent prairie wetlands that considered seven dynamically evolving species,

responding to changes in the hydrologic regime. The study evaluated the potential

effects of climate change on wetland resources, with hydrologic components simpli-

fied by empirical relationships established for the region of interest. Weigand et al.

(1995) presented a "dynamic automata" model (following Jeltsch and Wissel (1994))

that assumed disturbances in the hydrometeorologic forcing to be an additional fac-

tor affecting local cell dynamics. The model was applied at a monthly time step

to evaluate the temporal and spatial dynamics of a shrub ecosystem driven by the

monthly rainfall amounts. Neither topography effects, nor the dynamics of soil mois-

ture were considered. Five plant species were able to co-exist throughout long-term

simulation, where quasi-stable periods were interrupted by sudden changes in species

composition, in response to extreme events (droughts and precipitation). Jeltsch et al.

(1996) developed a more elaborate cellular automata model that considered the mois-

ture availability scenarios in the two-layer soil. Driving the ecosystem processes (e.g.,

growth, mortality, competition, etc.) with yearly rainfall, the dynamics of tree-grass

coexistence was studied. Jeltsch et al. (1996) argued that disturbances are likely to

be the key processes driving the dynamics of plant community and plant coexistence.

A concurrent conclusion was made later by Van Wijk and Rodriguez-Iturbe (2002)

using a more hydrologically sound model. Perry and Enright (2002) developed a grid-

based model of vegetation dynamics, applied in particular to maquis. Although the

position of vegetation in topography was explicitly considered via simple categories

of slope favorability, the role of soil moisture was not explicitly accounted for with

the time step of one year.

Overall, the spatial ecological models operate with a set of mechanisms that have

little or no objective linkage with the characteristics of soil, climate fluctuations, and

site-specific hydrologic response. A more hydrologically sound approach, combined

with the strengths of mechanistic understanding of plant physiology and function,

would thus provide a unique opportunity for studying a range of ecohydrological

problems.
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1.4 Summary

This chapter reviews literature on ecohydrological studies and approaches utilized to

address questions related to the non-linear and multi-directional coupling in vegetation-

hydrology systems. Space-time scales are also discussed, in the context of their suit-

ability for studying hydrological processes that influence vegetation systems, partic-

ularly in areas of complex terrain. As follows from above, the goal of this study is

both to develop a modeling system that would incorporate up-to-date mechanistic

methodologies to modeling vegetation-hydrology interactions and to address a vari-

ety of questions of ecohydrology, applicable to semi-arid regions. In particular, the

research will attempt to elucidate the effects of topography on vegetation temporal

function and spatial distribution.

The following chapters will present the developed modeling system, referred to

above as [tRIBS+VEGGIE], which includes a number of components: a weather gen-

erator, a land-surface hydrology scheme, and a model of vegetation dynamics. Most

of the model components are based on modern physical / biophysical / biochemical

/ mechanistic approaches to modeling the water, energy, and element cycles of veg-

etated and partially vegetated systems. The model will be applied to a semi-arid

zone of New Mexico to study the impact of topography on the spatial and temporal

dynamics of a generic C4 grass.
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Chapter 2

Formulation of Weather Generator

2.1 Introduction

Climate is one of the major factors determining the regional hydrologic regime and

existence of different ecosystems. The forcing of climate and the features of its tem-

poral variability need to be considered in any study that focuses on elucidating the

mechanisms of coupled vegetation-hydrology dynamics.

Several hydrometeorological variables are needed by the model discussed in Chap-

ter 3. The hourly input required by that model includes incoming shortwave radiation,

rainfall, air temperature and humidity, total cloud cover, and wind speed. Using series

of observed meteorological data as input to the model is always the best option to

account for the local climate characteristics. However, such methodology may lead

to under-representation of extreme climatological events that may not be well re-

flected in data series of short duration. Moreover, using observed meteorological data

makes it impossible to explore different scenarios of climate, for example by varying

characteristics of rainfall arrival and magnitude.

Weather generators have been developed as a technique for simulating time series

consistent with observed climate characteristics. A fast point-scale routine is assumed

to be a sufficient means for reproducing essential climate features considered at the

hillslope - small basin scale, the primary scale used in this study. Wilks and Wilby

(1999) provide a review of the most commonly used stochastic weather generators.
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In general, it can be noted that most approaches: 1) do not simulate all the required

variables in a single framework implying implicit simplifying assumptions; 2) use daily

time step resulting in different (as compared to hourly time scale) auto- and cross-

correlation properties of simulated meteorological variables; 3) have intensive data

requirements due to the common Fourier series representation of parameter seasonal

cycles. The following sections provide an overview of existing approaches used in

simulating each individual component of the weather generator.

Among investigated methodologies, the weather simulator of Curtis and Eagle-

son (1982) was selected as most suitable for the needs of this work. The simple

and efficient approach of Curtis and Eagleson (1982) allows one to capture the es-

sential relationships among the meteorological variables of interest, while modeling

the diurnal variation of hydrometeorological conditions. For instance, simulation of

rainfall occurrence drives the cloud cover model, the simulated cloudiness affects the

incoming and outgoing radiation, the air and dew point temperature are consequently

influenced by the simulated radiation balance. Another advantage is that the model

is suitable for creating multiple scenarios, e.g., dry and wet climates. The model of

Curtis and Eagleson (1982) is used as the core model of the discussed framework

with necessary modifications that lead to a better or more efficient representation

of simulated statistics. The shortwave radiation model discussed below represents a

separate effort of creating a simulation framework of direct and diffuse solar radiation

with the capability of accounting for visible and infra-red bands.

2.2 Meteorological data

Hydrometeorological data for three weather stations are used to illustrate the proce-

dure of parameter estimation as well as the subsequent simulation of climate quan-

tities and comparison with the statistics derived from the observed data. A short

description of climate characteristics for each station location is provided below.

1.) Albuquerque International Airport (New Mexico), 35.05N, 106.617W, data

availability 01/1961-12/1995. The climate of Albuquerque can be described as arid
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continental with abundant sunshine, low humidity, scarce precipitation, and a wide

seasonal range of temperatures. More than three-fourths of the day-light hours have

sunshine, even in the winter months. The air is normally dry and humid days are

rare. Nearly half of the annual precipitation in Albuquerque results from afternoon

and evening thunderstorms during the summer. Thunderstorm frequency increases

rapidly around the beginning of July, peaks during August, then diminishes by the end

of September. Thunderstorms are usually brief, sometimes produce heavy rainfall.

Small amounts of precipitation fall in the winter. Temperatures in Albuquerque are

those characteristic of a dry, high altitude, continental climate. The average daily

range of temperature is relatively high, but extreme temperatures are rare. High

temperatures during the winter are near 10°C with only a few days on which the

temperature is below zero. In summer, day-time maxima are about 32°C. Sustained

winds of 5.4 [m s-1 ] or less occur approximately 80% of the time.

2.) Tucson International Airport (Arizona), 32.131N, 110.955W, data availability

01/1961-12/1990. The climate of Tucson is characterized by a long hot season, from

April to October. Temperatures above 32°C prevail from May through September.

Temperatures of 38°C or higher average 41 days annually, including 14 days each for

June and July. The daily temperature range is large, averaging 17°C or more. More

than 50% of the annual precipitation falls between July 1 and September 15 in the

form of scattered convective or orographic showers and thunderstorms. Over 20%

of annual precipitation falls from December through March and occurs as prolonged

rainstorms characteristic to cyclonic systems. Snow is infrequent, particularly in ac-

cumulations exceeding 2 cm in depth. From the first month of the year, the humidity

decreases steadily until the summer thunderstorm season, when it shows a marked

increase. From mid-September, the end of the thunderstorm season, the humidity

decreases again until late November. Cloudless days are common and average cloudi-

ness is low. Surface winds are generally light, with no major seasonal changes in

velocity or direction. Usually local winds tend to be in the southeast quadrant dur-

ing the night and early morning hours, veering to northwest during the day. Highest

velocities usually occur with winds from the southwest and east to south.
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3.) Tulsa International Airport (Oklahoma), 36.197N, 95.886W, data availability

01/1961-12/1990. The climate in Tulsa is essentially continental, characterized by

rapid changes in temperature. Temperatures occasionally fall below zero but only

for short times. Generally, the winter months are mild. Temperatures of 37.8°C

or higher are often experienced from late July to early September, but are usually

accompanied by low relative humidity. The fall season is long with a great number of

sunny days. The average date of the last 0°C temperature occurrence is late March

and the average date of the first 0°C degree occurrence is early November. Rainfall

is distributed fairly evenly throughout the year. Spring is the wettest season, having

an abundance of rain in the form of showers and thunderstorms. The steady rains of

fall are a contrast to the spring and summer showers. The greatest amounts of snow

are received in January and early March. The snow is usually light and only remains

on the ground for brief periods. Prevailing surface winds are southerly during most

of the year.

2.3 Simulation of short-wave radiation

2.3.1 Model formulation

One of the most important hydrometeorological variables driving the surface energy

balance is solar, or shortwave, radiation. The amount of incoming radiation affects the

soil moisture budget since the magnitude of the latent heat flux is often controlled

by the amount of available energy. A spectral band of the shortwave irradiance

[0.30 pm 0.7 am] corresponds to the Photosynthetically Active Radiation (PAR),

which constitutes one of the principal determinants of biomass production. The

spatial and temporal distribution of surface irradiance, therefore, exerts one of the

fundamental controls on the land-surface energy, water, and element dynamics.

Solar irradiance is highly variable both daily and seasonally and many factors

and processes interact to determine the amount of solar radiation received at a given

point on the Earth's surface. At the global scale, the amount of energy that reaches

74



the Earth's surface is highly dependent on latitude and day of the year (day length).

At the mesoscale, the presence of air, water vapor, and particles in the atmosphere

leads to the processes of reflection, absorption, and scatter that significantly reduce

the amount of energy reaching the ground. The presence of the atmosphere leads

to the attenuation of the direct beam flux, i.e., the energy flux that comes from the

direction of the Sun beam. The degree to which the solar beam is attenuated or

scattered depends on the volume of air the beam must travel through, which in turn

is determined by the elevation above sea level, the Sun's position in the sky, and

local atmospheric conditions (cloudiness, amount of aerosols, and dust) (Figure 2-1).

The scattering of the energy beam by the atmosphere and clouds leads to some of

the energy striking the ground from directions other than that of the direct beam of

the Sun. This is known as the diffuse irradiance, which can be broken down further

into isotropic and circumsolar diffuse irradiances. The isotropic diffuse irradiance

comes from all directions of the sky, except from within about five degrees of the

direct solar beam, which is associated with the circumsolar irradiance. Together, the

direct beam and diffuse irradiances make up the total, or often referred as the global

irradiance (a commonly measured variable at meteorological stations). Landscape

topography leads to processes that further modify the actual irradiance received at a

given location. Terrain effects such as slope angle, aspect, and topographic shading

(Figure 2-1) are extremely important in determining the relative reduction or increase

in the amount of received radiation at a site. A surface irradiance model, which is to

be used to force the model of vegetation-hydrology interactions, has to be sufficiently

flexible to account for all described effects. The developed framework combines both

the flexibility and universality allowing to parameterize the model for essentially any

geographic location and a wide range of atmospheric conditions.

For all practical purposes, the Sun radiates its energy at a constant rate. Outside

the atmosphere, at the mean solar distance, the beam irradiance, also known as

the solar constant, S, is 1367 [W m -2 ] (as adopted by the World Meteorological

Organization). The Earth's orbit is slightly eccentric and the Sun-Earth distance

varies throughout the year. To allow for the varying solar distance, a correction, a
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Figure 2-1: Conceptual diagrmn of the shortwave radiative fluxes.

ratio of the actual Earth-Sun to the lnean Earth-Sun Distance, r [-], is introduced

so that:

S' -o

r

So
2 'r

1.0 + 0.017 cos [ 27r (186 - J Day)]
365

(2.1)

(2.2)

where J Day is the Julian day [1, ... ,365].

For further discussion, several variables need to be introduced that define the Sun's

position with respect to a location on Earth. The declination of the Sun, bEB [radian],

or the angular distance between the celestial equator plane and the Sun, measured

froln the forn1er (and positive when the Sun lies north of the Earth's equator) and

along the hour circle (Eagleson, 2002) is defined as (Curtis and Eagleson, 1982)

23.457r [ 27r ]
180 cos 365 (172 - J Day)
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The angular distance between the planes of the meridian and the Sun's hour circle

(Eagleson, 2002) is known as the hour angle of the Sun, T(TsT) [radian]:

157r
T-(TsT) = 18(TST + 12- ATSL), if TST < 12 + ATSL, (2.4)

180
157r

T(D(TsT) = 8(TST- 12- ATSL), if TST > 12 + ATSL, (2.5)
180

where TST [hour] is the standard time in the time zone of the observer counted from

midnight and ATsL [hour] is the time difference between the standard and local

meridian:

ATSL = 15[ 151AGMTI- I 'I ] , (2.6)
15

where AGMT [hour] is the time difference between the local time zone and Greenwich

Mean Time, V [angular degree] is the local longitude, and 6 is equal to -1 for west

longitude and +1 for east longitude. The solar altitude or an angle of radiation with

respect to an observer's horizon plane, he [radian], is defined as

sin h® = sin (I sin 65 + cos cos cos T-(TST), (2.7)

where 1 [radian] is the local latitude. The mean value of solar altitude over a time

interval At [hour] is often needed in simulation applications. It is provided here for

reference:

12
sin h = At sin sin 6e + -cos cos J®(sin (TsT + 1) - sin T(TsT)) .(2.8)

7r

The Sun's azimuth (® [radian] is obtained from the "hour angle method" as the

clockwise angle from north:

( = arctan( -sinrD ) (2.9)
tan 65 cos I - sin cos e

The sunrise time, THrise [local hour], the sunset time, TH ,set [local hour], and the
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total day length DLH [hour] are often required in applications:

THrise 180 (27r - arccos(-tan 6 tan (I)) -12, (2.10)
157r
180

THset = 5 arccos(-tan6Dtan ) + 12, (2.11)
15wT

360
DLH = 5 arccos(-tan 6Otan ) . (2.12)

15wr

The discussed framework considers two wide bands of solar spectrum: the ultravi-

olet (UV)/visible (VIS) band, BA1, [0.29 ,um 0.70 tm], where ozone absorption and

molecular scattering are concentrated, and the infra-red in near and short wavelength

range (NIR), BA2, [0.70/ m 4.0/,um], where water and mixed gases absorptions

are concentrated. The spectrum separation into two bands facilitates the transmit-

tance modeling of beam and diffuse clear sky irradiances because overlaps between

scattering and selective absorption is limited (Gueymard, 1989). In the presence of

clouds, the chosen spectral limits are also convenient due to the above differences

in absorption properties by water droplets. Moreover, separate treatment of these

two bands allows one to explicitly compute the photosynthetically active radiation

[0.30,m 0.7pm] (contained in BAj), which is used in the process of leaf photo-

synthesis (Section 4.4.1). According to Slingo (1989), the energy contained in the

two considered bands, [0.29 /um 0.7 pm] and [0.70 /m 4.0 /m], is respectively

46.628316% and 53.371684% of S'. These fractions are applied to the total extrater-

restrial irradiance S' to obtain the extraterrestrial flux densities in the two considered

bands: SoA1 and SoA2 [Wm- 2].

2.3.1a Clear sky

Direct beam irradiance It is assumed that direct rays entering the atmosphere

encounter extinction processes, which are limited to (Gueymard, 1989): ozone absorp-

tion (subscript 'O' in the following), Rayleigh (molecular) scattering (subscript 'R'),

uniformly mixed gases absorption (subscript 'G'), water vapor absorption (subscript

'W'), and aerosol scattering and absorption (subscript 'A'). Separate extinction lay-

ers are considered, so that each band atmospheric transmittance for beam radiation
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may be obtained as a product of layer transmittances. Thus, for each of the two

considered bands, the beam irradiance at normal incidence, Sb"Ai is

SbA = SoAiToiTRiTGiTWiTAi, (2.13)

where T [-] is transmittance and i (i = 1, 2) is used to denote the considered bands

('1' for BA1 and '2' for BA2). The model that derives transmittances for each of the

extinction processes is provided in Appendix A.1 and is based on work of Gueymard

(1989). For clear skies, the total direct beam flux at the ground at normal incidence

is

= SbAl + SbA2 (2.14)

Diffuse irradiance The diffuse irradiance at the ground level is modeled as a

combination of three individual components corresponding to the two scattering layers

(molecules and aerosols, IdRi and IdAi [W m- 2], respectively) and to a backscattering

process between ground and sky (IdDi [W m- 2]). It is assumed that the fractions

BR = 0.5, (2.15)

BA = 1 - e(- 0 69 3 1- 1 .8 3 26 sin h~ ) (2.16)

of the Rayleigh, BR [-], and aerosol, BA [-], scattered fluxes are directed downward

(Gueymard, 1989). The diffuse components for band i are written as follows:

IdRi = BR(SoAi sin hE)ToiTGiTWiTAai(1 - TRi) ), (2.17)

IdAi = BA(SoAi sin h@)TiTGiTiTAiTRi(1 - TAi), (2.18)

'dDi = PgPSi (S^/ sin h + IdAi + IdRi), (2.19)(1 - pgpsi) 19)

SdAi = IdRi + IdAi + IdDi, (2.20)

where TAai and TAi [-] are the aerosol transmittances due to absorption and scat-

tering, respectively, pg [-] is the spatial average regional albedo (assumed to be a
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constant value for a considered domain), and Psi [-] is the sky albedo. The formula-

tion of TAai, TAsi, and Psi is provided in Appendix A.2 and is based on the model of

Gueymard (1989). For clear skies, the total diffuse flux at the ground:

Sd = SdAl + SdA2. (2.21)

2.3.1b Cloudy sky

The presence of cloud cover significantly modifies the surface irradiance since clouds

alter transmission and reflection properties of the atmosphere. Radiative driving of

the land-surface systems is thus strongly affected by clouds that exhibit time-varying

properties and seasonal dynamics. Therefore, in the framework of a vegetation-

hydrology study, the radiative effects of clouds need to be accounted for as accurately

as possible.

Cloud parameterizations provided in hydrological literature are often over-simplified

since only the global value of the shortwave radiation is required in most hydrological

applications. The utilized approaches use empirical formulations that are functions of

the total cloud cover (Becker, 2001), or, in a more explicit fashion, that specify fixed

bulk properties of the clouds, such as transmissivity and reflectivity. However, it is

well known that the radiative effects of clouds vary strongly depending on cloud type,

structure, and density. Also, in the framework of the simulation model, a separate

treatment of the shortwave bands is needed since cloud reflectivity, absorption, and

transmittance vary for different spectral intervals (Slingo and Schrecker, 1982).

The discussed framework for estimating cloudy sky beam and diffuse radiation

relies on parameterizations developed by Stephens (1978) and Slingo (1989). Based

on both observational and theoretical evidence, these studies assume that the cloud

shortwave radiative properties are mainly determined by the cloud total vertical liquid

water path, LWP [g m- 2], which is defined as the integral of the liquid water content,

LWC [g m-3 ], from the cloud base to the cloud top. Stephens (1978) convincingly

showed that the broadband optical thickness is essentially the same for clouds of

different types (shape and altitude) that have the same LWP. Slingo (1989), however,
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introduced an additional independent functional relationship between cloud radiative

properties and the effective radius of drop size distribution. The advantage of using

liquid water path is that LWP can be obtained by satellite microwave radiometry

and allows the introduction of seasonality effects in the cloud properties.

The presented approach, described in detail in Appendix B, employs relationships

developed by Stephens (1978) to derive the effective radius of drop size distribution

based on LWP. The four-band model of Slingo (1989) is then used to derive the

cloud shortwave radiative properties such as transmittances and reflectances for the

incident direct S5Ai and diffuse SdAi fluxes computed in (2.13) and (2.20) (note that

although these clear sky fluxes are estimated at the ground level, they are assumed

to be incident on the top of clouds).

Direct beam irradiance The model presented here uses the total cloud cover,

N [0.0 - 1.0], to differentiate between the clear sky, (1- N), and cloudy, N,

fractions of the sky dome. The direct beam flux from the clear sky fraction is assumed

to reach the ground surface unaltered, as estimated in (2.13). It is assumed that

the cloudy fraction of sky contains a homogeneous layer of clouds characterized by

the total vertical liquid water path, LWP [g m- 2 ]. The total direct beam normal

irradiance SBAj in each of the bands j, j = 1, . . , 4 of Slingo's (1989) parameterization

(Appendix B) is estimated as a linear combination of the fluxes from the clear sky

and cloudy fractions of the sky dome:

I ~~~~k~

SBAj = SbAi [(1 -N) + TDBjN] , (2.22)

where TDBj [-] is the cloud transmissivity for the direct beam flux in band j that

depends on the vertical LWP of the sky cloudy fraction, kj is the respective fraction

of solar irradiance at the top of the atmosphere in each band [0.46628316, 0.31963484,

0.180608, 0.033474] (Appendix B.1), and K = 0.46628316 if i = 1, K = 0.53371684

if i = 2. The fluxes are then summed to obtain the shortwave radiation values SB ^i

in the two considered bands BAi and B^2. For cloudy sky, the total beam irradiance
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at normal incidence is

SB = SBA1 + SBA2 (2.23)

Diffuse irradiance As above, in order to account for the incoming diffuse radiation,

clear sky and cloudy fractions of the sky dome are considered, and diffuse flux from

the clear sky fraction is assumed to reach the ground surface unaltered, as estimated

in (2.20). The diffuse radiative flux at the cloud bottom may result from both the

diffuse and beam radiation incident at the cloud top. The total diffuse irradiance

SD Aj in each of the bands j (Appendix B) is estimated as a linear combination of the

fluxes from the clear sky and cloudy fractions of the sky dome:

SDAj = (1 -N)SdAi + N[TDIRjSbAi + TDIFjSdAi] k, (2.24)K'

where TDIRj [-] is the diffuse transmissivity for direct incident radiation and TDIFj

[-] is the diffuse transmissivity for diffuse incident radiation, both depend on LWP

of the sky cloudy fraction. The fluxes are then accordingly summed to obtain the

shortwave radiation values SDAi in the two considered bands BA1 and BA2. For cloudy

sky, the total diffuse irradiance is

SD = SDA1+SDA2. (2.25)

2.3.1c Terrain effects

Direct beam irradiance The spatial distribution of solar radiation over the sur-

face is strongly affected by small-scale terrain features such as slope angle, aspect,

and screening or reflection effects from the surrounding terrain. A comprehensive

vegetation-hydrology model needs to account for the associated effects. The solar an-

gle of incidence, formally defined as the angle between the sun beam and the normal

to the slope surface, y'v [radian], uniquely determines orientation of the irradiated
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surface with respect to the Sun:

cos Byv = cos avsinhe + sin avcoshe cos((e-(v), (2.26)

where a v [radian] is the slope of the surface and (v [radian] is its aspect (in the

clockwise direction from north). The above expression is given by the cosine law of

spherical trigonometry (e.g., Sellers, 1965). Omitting in the following the subscripts

that denote the considered spectral bands BA1 and BA2, the direct beam flux, Satin 1A

[Wm- 2], at the ground surface oriented in space can be estimated in general as

Satm JI = SbA COS (P(VWBH, if N = 0, (2.27)

Satm A = SBA COSPOVWBH, if N > 0, (2.28)

where WBH [0.0 1.0] is the hourly sun view factor defined as the ratio of maximum

sun shine duration during which the sun can be seen above the actual horizon to

that of unobscured horizon (Olseth et al., 1995). The term cos Tev accounts for

"self-shading" of the surface and WBH is a factor accounting for "distant-shading"

from the surrounding topography. WBH can be significantly different from '1' in

mountainous terrain. The factor WBH is included in the above equations for the

purposes of generality, and it is assumed to be equal to '1' in this work.

Diffuse irradiance The diffuse sky irradiance on a surface oriented in space is

composed of three components: the circumsolar, isotropic, and ground reflected dif-

fuse radiation. The circumsolar component of diffuse radiation on a surface oriented

in space (the subscript 'B', which refers to cloudy sky conditions, is used in the no-

tation of the beam flux S to indicate a generally wider range of applicability of the

equation) is

SDCA = SDA [S' sin he (2.29)

si83 nh
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The isotropic component of the diffuse radiation is

[ Sal ] 1 + cos or (2.30)SDIA = SDA [1- S] 1 +cosa v (2.30)

The diffuse radiation reflected from other sites is

SDRA = Pg [ s sin h + SD v (2.31)

where p, [-] is the ground albedo, which is assumed to be wavelength independent

with typical values 0.10 - 0.25 for snow-free environments. Although pg is assumed

to be space-time constant in the discussed framework, its temporal variability can

be introduced by using simulated spatially-averaged albedos for a considered domain

(Section (3.5.2)).

The total diffuse irradiance for a surface oriented in space is finally estimated as

(Olseth et al., 1995)

Satm A = [SDCA + SDIA]WD + SDRA, (2.32)

where WD [0.0 + 1.0] is the sky-view factor for diffuse radiation (fraction of sky

visible at a specific grid point). It is approximated as WD = 0.5(1 + cos av) (Olseth

et al., 1995). One may note that if the considered surface is horizontal, i.e., a v = 0,

equations (2.29) - (2.32) simply result in Satm iA= SDA

Figures 2-2 - 2-3 provide illustrative examples of how aspect and slope modify the

amount and timing of the incoming shortwave radiation.

2.3.2 Parameter estimation

The parameters of the described shortwave radiation model include: the ozone amount

in a vertical column Uo [cm], the Angstr6m turbidity parameter (assumed to be the

same for both VIS and NIR bands), the aerosol single-scattering albedo WAi [-], and

the spatial average regional albedo pg [-] (Appendices A.1 - A.2). The liquid water

path, LWP [g m-2 ], is a measurable state variable of cloud thickness, however, it is
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Figure 2-2: The daily cycle of the global irradiance on a 30° slope that has either
southerly or northerly aspect (August, Albuquerque, NM).
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Figure 2-3: The daily cycle of the global irradiance on a 30° slope that has easterly
or westerly aspect (August, Albuquerque, NM).
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not easily available. Furthermore, if the radiative transfer model is used along with

the stochastic climate simulator (Sections 2.4 - 2.8), it is a reasonable approach to

generate LWP based on the regional climatology. All subsequent illustrations refer

to the observed data for Albuquerque (NM), the only location for which radiation

data were available.

The parameters uo, 3, WAi, and pg are derived for clear sky atmospheric conditions.

As specified in Appendix A, uo is assumed to be a seasonally constant value (0.34 is

used in this study). The radiative transfer model is very sensitive to the parameter

/3, which is calibrated based on the measured direct beam irradiance data. The

procedure consists in adjusting 3 via the comparison of observed and simulated using

(2.13)-(2.14) clear sky direct beam flux. For example, Figure 2-4 illustrates the annual

cycle of the mean observed and simulated irradiances for a number of hours of a given

Julian day (Albuquerque, NM). By tuning the seasonally-invariant /3 parameter, the

magnitude of the simulated direct beam flux can be increased or decreased with

respect to the observed flux (in Figure 2-4, /3 = 0.017). Similarly, the aerosol single-

scattering albedo WAi and the spatial average regional albedo pg are adjusted to obtain

the proper seasonal cycle of the clear sky diffuse radiation. In this study, the values

are assumed to be seasonally-invariant with pg = 0.1 and WA1 = 0.920, WA2 = 0.833.

The seasonal invariance of these parameters can partly contribute to the smaller than

observed variability of the simulated clear sky diffuse radiation throughout the year

(Figure 2-4).

Once the clear sky radiative fluxes are reproduced at a satisfactory level, LWP

is considered as the model parameter to account for overcast and partially cloudy

sky conditions in the radiative transfer model. Note, however, that the parameters of

both the rainfall (Section 2.4) and cloudiness model (Section 2.5) have to be estimated

at that time. A seasonally-varying value (on a monthly basis) of LWPo for overcast

conditions is used in this study to account for the different cloud structure and origin

during different periods of the year. Furthermore, it is assumed that the liquid water

path for any sky condition is LWPN = eNln(LWP) -1, where N is the total cloudiness

bounded by values '0' (clear sky) and '1' (overcast). This non-parametric relationship
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Figure 2-4: Seasonal cycles of the observed and simulated direct beam and diffuse
flux on a horizontal surface in clear sky conditions for hours 10-15 (on a 24-hour basis,
Albuquerque, NM).

87

E

E

E

Meas-Beam
Meas-Diff

- - Simul-Beam ............
-- Simul-Diff

.... ............. ...............

'...........

i. i as.ii 

-

.. . .. . .. . .. . .. . .. . .. . .. . .. ..

.............. .........

.. . .. . .. . .. . .. . .. . .. . . .. . .. .. . .. . .. ..

Hour 11
.

I



uu

700

600

- 500

400

300

200

100'

0

ann~ 

E

---

800

700

600

500

400

30r

Direct and diffuse cmoponents of global radiation, Albuquerque (NM)

-- Meas-Beam
M eas-Diff ..... ........... .. ....... ........ ....

-e Simul-Beam:, .::::
.S m ul-B ... ..... ... ...... . . .......

:; ..... i . ... .., ...............

.. . .. . . . . . . . . . . . . . .. . . . . . . .. . . . . . . .

I or _ . .-a i iX

1 2 3 4 5 6 7 8 9 10 11 1.
Month

Global radiation on a horizontal surface, Albuquerque (NM)

1 2 3 4 5 6 7 8 9 10 11 12
Month

Figure 2-5: Seasonal cycles of mean monthly observed and simulated direct beam
flux, diffuse flux, and global radiation on a horizontal surface for all sky conditions
(Albuquerque, NM).

introduces a decrease of LWP for any sky condition with respect to the overcast value

LWPo. The monthly values of LWPo are adjusted based on comparison between the

simulated and observed direct beam and diffuse fluxes for all sky conditions. Figure

2-5 illustrates the annual cycles of the radiative fluxes for Albuquerque (NM) with

LWP = [Jan: 110, Feb: 80, Mar: 80, Apr: 60, May: 65, Jun: 75, Jul: 95, Aug: 60,

Sep: 100, Oct: 100, Nov: 130, Dec: 150] [g m- 2].

2.4 Simulation of rainfall

2.4.1 Model formulation

A variety of stochastic models of precipitation has been developed over the past years

(Buishand, 1978; Chin, 1977; Gabriel and Neuman, 1962; Smith and Schreiber, 1973;
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Woolhiser, 1992). Not only is precipitation the most crucial meteorological vari-

able for many applications, but the presence or absence of precipitation also affects

statistics of many other hydrometeorological variables. Since in stochastic simulations

precipitation is conventionally considered as an independent hydrometeorological vari-

able, in principle any model that satisfies conditions of efficiency and feasibility can be

used to simulate precipitation occurrence. Among the widely used models, perhaps

the most known are the seasonally varying first-order two-state Markov model and

the "renewal" model, also referred as the spell-length model (Wilks and Wilby, 1999).

The first type of rainfall models, such as the commonly used precipitation gener-

ator of Richardson (1981), assumes the Markov chain model, which is fully described

by the transition probabilities of precipitation occurrence for any given period. A de-

cision is made first if a wet or dry period occurs following a dry or wet period. If a wet

period occurs, the amount of precipitation for that period is generated. The model

incorporates a continuous Fourier representation of the rainfall parameters that are

obtained from long-term precipitation records. As a rule, most of the precipitation

models of this type simulate the occurrence of daily precipitation. The number of

parameters required by these models is quite high.

Rather than simulating precipitation occurrences day by day, the "renewal" mod-

els generate random numbers from the fitted dry and wet spell-length distributions.

This implies that a new spell length of wet/dry period is generated only after a spell

of the opposite type (wet or dry) has come to an end. The renewal model is often

represented by the Poisson arrival model (Todorovic, 1968; Todorovic and Yevjevich,

1969) that assumes the exponential distribution for dry spell (interstorm) periods. A

Poisson arrivals process has the ability to represent the distribution of the precipita-

tion process in any time period in terms of just a few parameters. The relatively large

number of storms in even a few years, make the estimation of such parameters feasible

(Eagleson, 1978). It can conveniently represent both the distribution of inter-arrival

time (length of the interstorm period) as well as storm duration. Benjamin and Cor-

nell (1970) point out that "the Poisson process seems to provide the best compromise

between the conflicting demands of simplicity and generality". Another advantage of
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the approach is that by using distributions that have seasonally-varying parameters

(Todorovic and Yevjevich, 1969; Rodriguez-Iturbe et al., 1999b), the rainfall process

that exhibit temporal non-uniformity of characteristics (storm arrival rates, durations

and intensities) can be accounted for. The Poisson storm arrival model is selected for

the purposes of the presented research.

Grayman and Eagleson (1969) showed that storm durations and interstorm times

could be treated as independent events. Thus, the precipitation model can be ex-

pressed by successive sampling from the fitted probability density functions. E.g.,

time between two successive storms tb [hour] follows the exponential distribution (by

definition of the Poisson arrival process):

f(tb) = e -b (2.33)
/Mb

where b [hour] is the mean time between storms. The storm duration tr [hour] is

also simulated using the exponential distribution (Grayman and Eagleson, 1969):

f(tr) = l-tr (2.34)
Ar

where Pr [hour] is the mean storm duration. Grayman and Eagleson (1969) showed

that storm depths were highly dependent on storm durations. Storm depths h [mm]

were found to follow a gamma distribution conditioned by storm duration:

f h l - .-: tr tr 1 ( -~ 1 h r e Af(h |ti) = 1A(id) e (2.35)
Ar lPd IF ( A~)

where Pd [mm] is the mean storm depth. The two-parameter gamma distribution has

been shown to satisfactorily preserve the rainfall statistical characteristics (Curtis and

Eagleson, 1982).

The following procedure is used to simulate rainfall. At some initial time to an in-

terstorm duration tb is generated from the distribution (2.33). The period [to, to + tb]

is considered dry. When the time reaches [to + tb], the storm duration t is gener-

90



ated from (2.34). Using the value set for tr, a storm depth h is generated from the

distribution described by (2.35). The period [to + tb, to + tb + tr] is then considered

wet. When time reaches [to + tb + tr] the process is repeated to determine the next

storm-interstorm sequence. The procedure follows the model of rectangular pulses

that considers a uniform rainfall intensity throughout the whole t. The advantage of

this modeling approach is in knowledge of the time limits of a current hydrometeoro-

logical period (dry or wet spell) at any time. As will be shown later, this facilitates

an explicit coupling of the precipitation model and other components of the weather

generator, such as cloud cover and air and dew point temperature.

2.4.2 Parameter estimation

The required parameters for the precipitation components include the mean time be-

tween storms Pb, the mean storm duration pr, and the mean storm depth pd. The ma-

jor challenge in estimating these parameters, as indicated by Restrepo-Posada and Ea-

gleson (1982), is separating point-precipitation records into statistically-independent

storms. Multiple mesoscale precipitation events are embedded in a single synoptic

scale disturbance and each mesoscale event may produce intervals of rainfall followed

by periods without rainfall before the next event arrives. Since it is practically impos-

sible to define independence criteria based on the physics of storm generation when

operating with series of point precipitation data, a statistical method is required.

The following procedure was proposed by Restrepo-Posada and Eagleson (1982).

They argued that time between storms can be used to test the independence of suc-

cessive rainfall events. Since rainfall arrival is assumed to be a Poisson process, then

the interstorm times are assumed to follow the exponential distribution and, there-

fore, the mean and standard deviation of interstorm times have to be equal (resulting

in the coefficient of variation Cv equal to one). The procedure, therefore, is to choose

such a duration of time between storms, tbmin [hour], at which Cv passes through one.

The tbmin would thus represent the minimum separation time of independent events,

i.e., when the rainless period separating two rainy periods has a duration less than

tbmin, the two rainy periods belong to the same storm.
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Restrepo-Posada and Eagleson (1982) applied the procedure to a number of pre-

cipitation records at various locations having different climate characteristics. They

found tbmin times ranging between 8 and 76 hours. In general, dry climates had higher

values, while more humid climates were found to have lower values. The estimates

were also shown to produce Poisson distributions of annual precipitation, which agreed

well with observed distributions at several arid climate sites. Restrepo-Posada and

Eagleson (1982), however, concluded that for precipitation models, similar to the one

within the framework of stochastic weather generator, such a strict requirement of in-

dependence is operationally impractical and probably unnecessary: " ... for dynamic

purposes, the distributions of the constituent storm variables are more appropriately

and conveniently determined from the raw storm data without concern for indepen-

dence". If such long separation intervals (e.g., 8-76 hours) are imposed, long storm

durations would result and storms would contain many periods without precipita-

tion. This would produce unrealistically low average storm intensities. As a result,

Restrepo-Posada and Eagleson (1982) suggested that for problems where the dynamic

response of hydrologic system to precipitation inputs is of major interest, the rainfall

model parameters should be estimated from the raw storm data without concern for

event independence.

Grace and Eagleson (1967) and Sariahmed and Kisiel (1968) used autocorrelation

of successive storm depths to identify independent storm events (which is only a neces-

sary condition for independence, according to Restrepo-Posada and Eagleson (1982)).

The time lag at which autocorrelation was not significantly different from zero (at

significance level 0.90-0.95, corresponding to the autocorrelation values < 0.15 - 0.20)

was used as the tbmin. Grace and Eagleson (1967) and Sariahmed and Kisiel (1968)

found such durations to be between 2 and 3 hours (for convective storms). Curtis

and Eagleson (1982) used the value of 2 hours.

The same procedure is used for estimation of parameters of the rainfall model used

in this work. Figure 2-6 illustrates the autocorrelation functions of storm depths

estimated for precipitation records in Tucson (AZ), Tulsa (OK), and Albuquerque

(NM) used in the following analysis. The minimum lull durations are taken to be
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Figure 2-6: Autocorrelation functions of hourly rainfall depths: a.) Tucson (AZ); b.)
Tulsa (OK); and c.) Albuquerque (NM)

3 hours (Table 2.1). The estimation procedure, therefore, assumes that a storm

duration includes both hours with recorded precipitation and any non-precipitation

separation intervals less or equal than the value determined for each station (3 hours

in this case).

For climates with pronounced precipitation seasonality, the parameters /~b, /tr,

and /Ad have to account for the intra-annual variability. Precipitation seasons are

identified by analyzing the mean monthly distribution of precipitation. Figures 2-7 -

2-9 illustrate the mean monthly values of number of storms and the total precipitation

amounts based on data of stations in Tucson (AZ), Tulsa (OK), and Albuquerque

(NM). As can be seen, for example, in Figure 2-8, some areas exhibit a sharply

marked intra-annual variability in precipitation. The rainfall model parameters are

estimated to account for such a seasonality (Table 2.1).

93



a)

*

DU

40
3 0

2 20

1 0

n
0 2 4 6 8 10 12

c)

i i , , , , i , i , I ! 

Month

Figure 2-7: The mean monthly distribution of precipitation and cloud cover (Albu-
querque, NM): a.) number of storms; b.) total amount of precipitation; and c.)

cloudiness.

Mean number of stoms for a given month (Tucson, AZ)0'2I

0
1 2 3 4 5 6 7 8 9 10 11 12

Month

Figure 2-7: The mean monthly distribution of precipitation and cloud cover (Albu-
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Table 2.1: Rainfall statistics: the mean values of precipitation rate (/lr)

[mm hour-l] and storm (r) and interstorm (b) durations [hour] (parameters have
the same respective order in the table).
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2.5 Simulation of cloudiness

2.5.1 Model formulation

Cloud cover significantly affects radiation balance by altering transmission and re-

flection properties of the atmosphere, as seen in Section 2.3. Cloud cover, therefore

plays, an important role in regulating moisture and heat fluxes at the land surface.

When one has to explicitly consider the components of the energy balance, their tem-

poral dynamics, and dependence on occurrence of precipitation events, simulating

cloudiness is necessary.

Simulation of cloud cover as a stochastic process has received little attention in

the hydrological literature. The cloud cover is not explicitly modeled by most of the

weather generator models. The problem is circumvented by simulating net solar ra-

diation that implicitly accounts for daily cloudiness (e.g., as in two commonly used

models USCLIMATE and CLIGEN) (Richardson, 1981; Nicks and Gander, 1993,

1994). Where studies have been performed (e.g., Falls, 1974; Chia and Hutchinson,

1991; Aguiar and Collares-Pereira, 1992), the cloud cover is treated independently

of other hydrometeorological variables (daily time scale), which is not a suitable ap-

proach for this study. Only two models were found that provide frameworks for hourly

cloudiness simulation. A study by Remund et al. (1999) reports the derivation of

cloud cover based on simulation of the daily clearness index (it represents the ratio of

radiation for a horizontal surface to the solar radiation at the top of the atmosphere).

Curtis and Eagleson (1982) provide a framework for hourly cloud cover simulation

using information on precipitation occurrence. Their model couples cloudiness de-

velopment to the occurrence of intra- and interstorm periods simulated within the

framework of the Poisson arrival process of precipitation events. The model of Curtis

and Eagleson (1982) serves as a basis for the cloud cover model implemented within

the discussed climate simulator. The description below provides only key aspects of

the model along with the added modifications. For details, the reader is referred to

the original work of Curtis and Eagleson (1982).

Cloud cover simulated by the weather generator can be defined as the fraction of
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the celestial dome covered by clouds. The cloudiness process, N(t) [-], is therefore

bounded by '0' (clear sky) and '1' (overcast). Intermediate values can define a variety

of hydrometeorological conditions, e.g., '0.2' - scattered,..., '0.7' - broken, etc. Curtis

and Eagleson (1982) consider N(t) as a random non-stationary process composed of

intra- and interstorm periods. During the intra-storm period, the expected value of

the mean of the process is close to 1.0, while if N(t) is examined near the middle of

sufficiently long interstorm period, the expected value is usually quite different from

1.0. The central assumption made in the model of Curtis and Eagleson (1982) is that

there is a loosely centered sub-region, Ro, around the midpoint of the interstorm pe-

riod in which the process N(t) can be assumed stationary. By examining the first and

second moment properties of the process, they conclude that the "fairweather" cloud

cover process in this sub-region is unaffected by approaching or receding precipitation

systems:

E(N(t) tb)t Ro = E(N(t))t E Ro = MO,

Var(N(t) j tb)t R = Var(N(t))t E Oo= mv (2.36)

where t is time, t R, M0 [-] is the "fairweather" mean value of N(t), and a2 [_-]

is the "fairweather" variance of N(t). Another major assumption made in the model

is that there is a smooth transition of moment properties (mean and variance) from

the boundaries, i.e., from the end of a precipitation event to "fairweather" and from

the end of "fairweather" period to the beginning of the following rainfall event. The

process is therefore assumed to be of the form:

N(t) = Mo + (1 - M0)(1 - J(t)) + m(t)J(t), (2.37)

where J(t) is an assumed transition function and m(t) is the stationary sequence of

correlated deviations with E(m(t)) = 0 and Var(m(t)) = o2, and autocorrelation

function PN(-), where [hour] is the lag. The time varying conditional expecta-

tion and variance of cloud cover under this assumption are obtained as (Curtis and
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Eagleson, 1982)

E(N(t) [ = Mo + (1 - Mo)(1 - J(t)),

Var(N(t) tb) = a2(t) = CrmP2(t) (2.38)

where t E tb. The autocorrelation structure of the cloud cover process (2.37), as

shown by Curtis and Eagleson (1982), is not affected by J(t) and is identical to the

autocorrelation function of the process m(t): N(T) = pm(T). The transition function

J(t) is assumed to be of an exponential form:

J(t) = (1 - e-(t-to))(1 - e-V(t°+tb-t)) (2.39)

where and y [hour - '] are decay coefficients controlling the transition rates from

the boundaries (end/beginning of precipitation events) to/from the region R0 . These

rates are assumed to be equal in this model implementation, although different values

can also be imposed. As follows from (2.39), when t E R and tb - 00:

lim J(t) = 1. (2.40)
tb-00

J(t) reaches a value close to 1.0 for all reasonable values of the decay coefficients and,

therefore, the "fairweather" cloudiness is essentially simulated as

lim N(t) = Mo + m(t). (2.41)
tb-00

The stationary deviations process, m(t), is taken to be a first order Markov process:

m(t) = pm(1)m(t - 1) + E(t)Jm 1 pm(l), (2.42)

where e(t) is a random deviate. In the model of Curtis and Eagleson (1982), e(t) is

assumed to be a normally distributed variable, N(0, 12). However, as admitted by

the authors, this leads to the cloud cover values in (2.37) that can be negative or
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exceed '1'. Therefore, a truncation of N(t) is necessary in such cases, in order to

keep cloudiness values within the realistic range, i.e., between 0 and 1. The first and

second moments of the cloud cover distribution, therefore, become biased. Another

issue, is that the model (2.37) leads to frequency distributions of the cloud cover that

are more uniform than those that are usually observed, i.e., primarily 'U-shaped'.

Curtis and Eagleson (1982) argued that "... if histogram of observed cloudiness is

expanded into ranges of values lower than 0 and higher than 1, the broader causative

atmospheric conditions can be better represented and a better match between simu-

lated and observed distributions can be achieved". However, the procedure is purely

artificial and does not satisfy the requirement of cloud cover simulation to be as close

as possible to the observations. To account for the above problems, a modification

is introduced in this work and e(t) is simulated as a random deviate from the Beta

probability distribution:

Beta(y) = F(a+b) 1r(a)r(b) (Y2 - y l)b l(y- 2-y)b-1l , (2.43)

where Yi and Y2 are the lower and upper bounds of the Beta distribution for indepen-

dent variable y and a and b are the distribution shape parameters (a > 0, b > 0). The

lower and upper bounds (Y, Y2) are found from (2.37) and (2.42) at every simulation

step, i.e., the knowledge of m(t- 1) and J(t) at every time t allows one to derive Yi

and Y2 by imposing the requirement for the cloud cover N(t) to be in the range [0,1].

The Beta distribution shape parameters a and b are estimated based on conditioning

by the cloudiness value at (t- 1) (see Section 2.5.2). Sampling of the deviate (t),

performed in this manner, allows one to avoid the truncation of values of N(t) and

preserve the moments and shape of the cloud cover distribution.

2.5.2 Parameter estimation

Major parameters used by the cloud cover model are Mo, u, , pm(1), y, a, and b. The

general procedure of parameter estimation follows the one of Curtis and Eagleson

(1982). An outline is presented here along with additional comments that concern
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implemented modifications.

The existence of stationary interstorm "fairweather" cloud cover process is the

central assumption of the model. The identification of sequences of the fairweather

periods in series of meteorological data therefore becomes essential. The methodology

proposed by Curtis and Eagleson (1982) employs an iterative approach that uses

records of the total cloud cover during periods between successive precipitation events.

The essence of the method is in estimating the mean value of cloud cover for some

sub-region At within an interstorm period (Figure 2-10).

Each interstorm period of length Ti8 = At0 [hour] (Figure 2-10) is considered

to be constrained by the last hour of the first rainfall event and the first hour of

the following rainfall event. By successively eliminating one hour from both ends

of any given interstorm period (A-rl = 1 hour, AT2 = 2 hours, ... ), a number of

sub-regions, not exceeding in total (Ti8/2- 1), can be defined for each interstorm

period. For any given sub-region, Atk, corresponding to k number of eliminated

hours from each end (Figure 2-10), a mean value of the cloud cover is estimated over

all interstorm periods in the considered precipitation record whose duration exceeds

2k hours. Since k E [0, Tismax/2- 1], where Ti max is the maximum duration of an

interstorm period in the considered record, a vector of the mean values of cloud cover

of length (Tismax/2- 1) is obtained.

Curtis and Eagleson (1982) argue that with the increasingly larger number of

eliminated hours, the estimated mean value stabilizes, reaching some constant, or the

fairweather mean value, Mo. The number of hours, Tr, eliminated from both ends of

all interstorm periods (whose duration exceeds 2Tr) after which there is no significant

change in the mean cloudiness value, is considered to be the length of the transition

period. Consequently, a necessary condition for an interstorm period to contain a

fairweather cloud cover sequence is to be of duration Ti, > 2Tr [hour].

A note has to be made regarding a particular case of sub-regions within certain

interstorm periods for which the described approach fails. Sometimes, passing atmo-

spheric precipitation systems do not necessarily result in rainfall at a given location.

However, the cloud cover process is obviously non-stationary during such periods
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Figure 2-10: An illustration of the procedure used to identify the "fairweather" cloud
cover period.

and the estimated mean value can be significantly affected. The discussed approach

cannot identify such periods, which would, perhaps, require auxiliary information

about cloud vertical structure and spatial information about the precipitation pro-

cess. Nonetheless, the procedure is efficient for most of interstorm periods and results

in reasonable estimates of the transition period as long as the above situation does

not occur often. Caution has to be taken when interpreting the results of this method.

Figures 2-11 - 2-13 illustrate the outlined procedure. In addition to the mean

values, the standard deviation of the mean estimate is plotted. Although the standard

deviation does not have as clear dependence on the length of transition period as the

mean value, it allows one to critically evaluate the estimates of mean values. For the

selected values of Tr, both the analytical and observed transition function J(t) are

plotted in Figures 2-14 - 2-16. As one can see, the exponential form of J(t) fits the

observed cloud cover transition quite well most of the months. The chosen values of

the transition period length after which the fairweather conditions can be assumed

are shown in Table 2.2.

Once Tr is established, the fairweather sequences contained in the interstorm peri-

ods of length Tis > 2 Tr are combined in a new time series containing only fairweather

cloud cover values. For these series, created for each month or the whole period of

analysis, the parameters M0, a2m, and Pm(1) are determined by conventional methods.

Estimated values of the parameters are given as a reference in Table 2.3. As can be

seen, the mean value of the fairweather cloudiness varies throughout the year some-
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Figure 2-11: The estilnated lnean cloud cover value and standard deviation of the
estinlate as a function of the length of transition period (Albuquerque, NM).
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Figure 2-16: The analytical and observed transition functions J(t) corresponding to
the estimated transition period lengths (Tulsa, OK).
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Table 2.2: The estimated length of the cloud
ent months and meteorological stations.

cover transition period [hour] for differ-

108

Meteostation / ALBa TCSb TLSc
Month

January 25 60 45

February 24 70 38

March 28 40 38

April 32 45 35

May 30 65 55

June 30 65 75

July 30 75 50

August 50 100 50

September 50 60 50

October 40 50 60

November 40 50 45

December 30 65 45

Albuquerque (NM) 35.05N 106.617W
bTuhcson (AZ) 32.131N 110.955W
cTulsa (OK) 36.197N, 95.886W



times changing in magnitude by a factor of two (e.g., for Albuquerque, NM). The

standard deviation also changes throughout the year, although the magnitude of its

variability is much smaller as compared to the mean value. Fairweather cloudiness

usually exhibits high autocorrelation at lag one hour (- 0.9). The parameter 7y, with

-a , is estimated according to Curtis and Eagleson (1982) as

4.61
4.61T (2.44)

Tr

The parameters a and b are estimated by analyzing random deviates (t), which are

computed from the observed cloud cover series by inverting (2.37) and (2.42). The

estimation of e(t) is conditioned by the cloud cover at time (t- 1). Therefore, 11

vectors of deviates are composed from the could cover records for every month, each

vector corresponds to one of the values of N(t-1): 0.0, 0.1, . . ., 1.0. For each N(t-1),

the corresponding distribution of deviates is approximated by the Beta distribution

with parameters a and b estimated from these deviates. Figures 2-17- 2-18 illustrate

the procedure for the months of January and July (Albuquerque, NM). The last plot

in both figures shows the first two moments scaled to be in the range [0, 1] as well

as skewness of the deviates. The behavior of these variables with respect to N(t- 1)

is similar for all months (not only for the months illustrated in Figures 2-17- 2-18):

while the mean and standard deviation are essentially constant throughout the entire

range of N(t- 1) values, the skewness of the deviates varies significantly, changing

its sign from positive to negative. As can also be seen in the figures, the probability

density functions of the Beta distribution, corresponding to the same N(t - 1), can

be quite different for different months. An illustration of the variability of parameter

values throughout the year is provided in Figures 2-19 - 2-20. Since the variability is

quite substantial for most months (for all stations), the values of a and b are estimated

on a monthly basis.
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Table 2.3: The parameter values of M0 , Cm, and pm(1) of the cloud cover model
(parameters have the same respective order in the table).

110

Meteostation / ALBa TCSb TLSc
Month

January 0.363/ 0.407/ 0.916 0.263/ 0.378/ 0.943 0.385/ 0.412/ 0.928

February 0.424/ 0.410/ 0.909 0.285/ 0.381/ 0.940 0.378/ 0.408/ 0.925

March 0.402/ 0.400/ 0.893 0.301/ 0.388/ 0.936 0.387/ 0.401/ 0.925

April 0.391/ 0.389/ 0.896 0.237/ 0.356/ 0.943 0.386/ 0.393/ 0.928

May 0.381/ 0.376/ 0.896 0.210/ 0.340/ 0.944 0.339/ 0.357/ 0.907

June 0.302/ 0.349/ 0.908 0.203/ 0.331/ 0.945 0.250/ 0.318/ 0.925

July 0.288/ 0.321/ 0.879 0.298/ 0.358/ 0.922 0.264/ 0.319/ 0.919

August 0.323/ 0.354/ 0.853 0.182/ 0.297/ 0.939 0.270/ 0.324/ 0.916

September 0.210/ 0.329/ 0.918 0.176/ 0.294/ 0.931 0.277/ 0.354/ 0.928

October 0.228/ 0.345/ 0.922 0.184/ 0.319/ 0.944 0.254/ 0.366/ 0.933

November 0.257/ 0.357/ 0.904 0.225/ 0.349/ 0.946 0.397/ 0.411/ 0.927

December 0.275/ 0.384/ 0.911 0.259/ 0.370/ 0.935 0.382/ 0.417/0.926

aAlbuquerque (NM) 35.05N 106.617W
bTucson (AZ) 32.131N 110.955W
CTulsa (OK) 36.197N, 95.886W
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Figure 2-19: The parameter a of the Beta distribution for different months (Albu-
querque, NM) as a function of a.) N (t - 1) and b.) month of the year. The mean
parameter values and the corresponding standard deviations are shown as the error
bar plot.
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Figure 2-20: The parameter b of the Beta distribution for different months (Albu-
querque, NM) as a function of a.) N (t - 1) and b.) month of the year. The mean
parameter values and the corresponding standard deviations are shown as the error
bar plot.
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2.6 Simulation of air temperature

2.6.1 Model formulation

Air temperature is an important hydrometeorological state variable that affects a

variety of natural phenomena. A number of stochastic weather generators that in-

clude capabilities of modeling air temperature have been proposed for agricultural

simulations and climate studies (Richardson and Wright, 1984; Hanson et al., 1994;

Nicks and Gander, 1993, 1994). These models typically simulate daily maximum

and minimum temperature. The majority of these models are based on the multi-

variate stationary process that permits autocorrelation in the individual time series

and cross-correlations between the time series of air temperature and precipitation

(USCLIMATE model, Richardson and Wright, 1984, Hanson et al., 1994). Gener-

ally, temperature simulations are conditioned by the wet or dry day occurrence. The

common problem with these approaches, however, is that the temperature diurnal

variation is neglected. Moreover, these approaches are seriously handicapped because

they do not consider the effects of other variables (e.g., cloud cover) on a continu-

ous basis. The model of Curtis and Eagleson (1982) deals with both problems and

provides a convenient method for hourly temperature simulation.

Curtis and Eagleson (1982) consider the air temperature, T(t) [°C], to be a sum of

two variables: a deterministic air temperature component T(t) and a random variate

6T(t)'

T(t) = T(t) + 6T(t). (2.45)

The following outlines the approach in modeling both terms of equation (2.45).

2.6.1a Definition of the deterministic component

The deterministic component is built on an empirical method of Bryan (1964) that

attributes temporal variation of the air temperature to the divergence of radiative

heat flux and the divergence of eddy heat flux. In essence, an assumption is made
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that hourly temperature increments can be regressed on several hydrometeorological

variables:

dT(t)d() = bo- bT(t) + b2K(t)s(t) + b3K(t)r(t) + b4q(t), (2.46)
dt

where bi-s (i =0, 1, ... , 4) are the regression coefficients, s(t) and r(t) are the vari-

ables of the Sun position and geographic location, K(t) is the radiation attenuation

factor, K(t) = 1-0.65N 2 (t), and q(t) is the estimate of incoming longwave radiation.

Expression (2.46) does not include all the terms of the air temperature model of Cur-

tis and Eagleson (1982). The excluded terms contain the ground temperature Tg(t),

wind speed W (t), and wind direction Wd(t). These terms were not used because

the ground temperature is not a standard measurement variable and is not readily

available for many meteorological data sets, the wind direction and speed exhibit high

temporal variability and are assumed to have minimal contribution in modifying the

air temperature.

The longwave radiation is modeled using the gray-body theory as

q(t) = uKc(t)T'4 (t), (2.47)

where a = 5.6710-8 [W m - 2 K -4 ] is the Stefan-Boltzmann constant, T' [K] is air

temperature, KC(t) = 1 + 0.17N 2 (t). The variables s(t) and r(t) are defined as

rt
s(t) = sinJesin -cosSDcos cos , THrise < t set12 T ie - THet
s(t) = 0, otherwise,

ds(t) _ c 7rt
r(t) = dt - 12 cos6 cos (sin 12 THrise < t < 12

r(t) = 0, otherwise, (2.48)

where e is the solar declination, (I is the local latitude, THrise is the local time of

sunrise and THset is the local time of sunset (Section 2.3.1). Equation (2.46) relates

the change in temperature to a number of factors that affect the air temperature
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throughout the daily and seasonal cycle. For example, higher values of cloud cover

associated with precipitation systems result in lower amplitude of the daily temper-

ature because of the terms containing s(t) and r(t). The term containing q(t) is

non-zero throughout the whole day and should explain some of the differences in

cooling observed on clear nights as opposed to cloudy nights. Absolute magnitudes

of s(t) and r(t) are different for different seasons and geographic locations.

Equation (2.46) is a first order differential equation, the solution to which can be

found if the initial condition, i.e., the initial temperature, T(t*), is given. Curtis and

Eagleson (1982) provide the following expression:

T(t) = T(t*)e-bl(tt*) + e-bltG(t, t*) , (2.49)

where

t t

G(t, t*) = b0 J eblTdT + b2 J eblT7K(T)s(T)dTr +
t* t*

t t

b3J eblTK(T)r(r)dr + b4 q(t - 1) 1 eblTdT

t* t*

= 1l(t) + I2(t) + I3(t) + 14(t). (2.50)

By using the full, non-zero expressions for s(t) and r(t) (the system of equations

(2.48)) Curtis and Eagleson (1982) derive the following expressions evaluating the

term G(t, t*):

t b

1,(t) = bof ebIrdT = b [ebt eblt*] , (2.51)
t* b

t

12(t) = b2 J eblrK(T)s(T)dT
t*

b, (t- 1 bit COS7rt b 7rt= K(t) [K2 (bt _ ebl(t-1)) _ K3 eblt cos - K4 e' sin +

Ke bS(t - 1 ) cosi 12 12-1), (2.52)
K3 e bi (t- 1 ) COS wr(t - 1) + K 4 ebi (t-1 ) sin +~t-1 ]+ 2 (t -1), (2.52)

12 12
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t

I3 (t) = b3 ebl TK(T)r(T)dT

t*

K5 ebil C7rt= K(t) [ K6 sin2Kebt t _ O -
12 12

K eb(t-l) sin 7r(t - 1) + K5 ebl(t-l) COS (t - 1)) (253)
12 12 ~~] +1I3(t-1), (2.53)

6 12 12'

I4 (t) = b4 bje l q(,)dT = q(t- 1)(1 l)eblt +I 4 (t - 1), (2.54)
t*

where

= r Kl b0b
P = 12' K bX K2 = b2 sin S sin ),

12' 1 ib

bi b2 pb2
K3 = b2 + p2-COS COS K4 = b2 +2 COS 6 COSK4K b y + p2 cos 5 cos ()

p 2b3 pbl b3
K5 = b2 +p2cos 6 cos, K6 b2 +p 2 cos 6 ED cos). (2.55)

Expression (2.54) linearizes the integral 4 (t) containing q(t), which is a non-linear

function of the temperature, by using the value from the previous hour q(t- 1).

Besides, the one-hour integration interval is considered short enough to allow variables

K(t) and q(t- 1) to be brought outside their respective integrals (eq. (2.52) - (2.54)).

The full, non-zero expressions for s(t) and r(t) (the system of equations (2.48))

were used to obtain the above general equations (2.52) - (2.53). Since s(t) and r(t)

can be equal to zero during certain periods of the day, it can be seen that the integrals

I2(t) and I3 (t) may have different forms depending on time of the day. The ranges over

which each form is valid are delimited by several critical times. Curtis and Eagleson

(1982) identify five critical times: 1) to is the value of t in local time corresponding to

midnight in standard time; 2) tR is the earliest standard hour that does not precede

local sunrise THrise, (tR > THrise); 3) t12 is the value of t at the earliest standard

hour that does not precede local noon (t12 > 12); 4) ts is the value of t at the earliest

standard hour that does not precede local sunset, THset (ts > THset); 5) t23 is the

value corresponding to 23.00 local standard time. The integrals I2 (t) and 13 (t) are

evaluated according to the above time ranges using the system of equations (2.48),
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which leads to different forms for G(t, t*).

2.6.1b Definition of the random deviate component T(t)

The deterministic component in the model of Curtis and Eagleson (1982) essentially

represents the expected temperature value. It cannot explain all of the temperature

variability and therefore the random deviate T(t) [C] is introduced. It is defined as

6To(t) = T(t) -T(t) (2.56)

where To(t) [°C] is the observed air temperature and T(t) [C] is the deviation com-

ponent. The deviations are assumed to be approximated by a first order Markov

process:

ST(t) = T + p6T()(3T(t-1)-ST) + eT(t)6T/1-P6T(l), (2.57)

where ST, oT, and P6T(1) are the mean, variance, and lag-1 value of autocorrelation of

random temperature deviates, respectively, and eT(t) is the standard normal deviate.

2.6.2 Parameter estimation

The parameters of the air temperature model that have to be estimated from data

are: the regression coefficients bi-s (i = 0, 1, ... , 4), ST, AFT, and psT(1). The general

procedure of parameter estimation follows the one described by Curtis and Eagleson

(1982) and only an outline is presented below.

According to Curtis and Eagleson (1982), equation (2.49) can be re-written to

obtain:

T(t) = el T(t - 1) + e G(t, t - 1). (2.58)

The hourly temperature change Y(t) is obtained if temperature T(t- 1) is subtracted

from both sides of equation (2.58). Curtis and Eagleson (1982) show that an equation
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for Y(t) can be represented in the regression form:

Y(t) = ao + alXl(t) + ... + a4X4(t), (2.59)

where the coefficients ai-s (i = 0, 1, ... , 4) are

al = -(1 -ebli),

ai = abi, i = 0,2,...,4, (2.60)
bi

and the predictors Xi(t) are

Xl(t ) = T(t- 1),
t

X 2(t) = K(t) J s(T)d,
t-1

t

X3 (t) = K(t) J r(T)dT,
t-1

X 4(t) = q(t- 1). (2.61)

As above, the one-hour integration interval is considered to be short enough to allow

variables K(t) and q(t- 1) to be brought outside their respective integrals. Similarly

to the previous discussion, the terms X 2 (t) and X 3 (t) containing s(t) and r(t) have

different form depending on time of the day. From a set of linear equations (2.59), the

regression coefficients ai-s (i = 0, 1, ... , 4) can be found by conventional methods.

Once ai-s (i = 0, 1, ... , 4) have been estimated, the regression parameters bi can

be easily found from (2.60). The bi-s are developed for each period of interest. As

an example, the parameters can be estimated on a monthly or seasonal basis, or

as representative values for the whole period. Tables 2.4 - 2.5 provide estimates of

the regression parameters for air temperature data in Albuquerque (NM) and Tulsa

(OK).

Once the regression parameters have been estimated, equation (2.49) can be used

to simulate the deterministic component of the hourly temperature model. Equa-
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Table 2.4: The regression parameters bi-s of the air temperature model (Albuquerque,
NM).

Month b0obl b2 b3 b4

January -5.5203 0.138942 3.7006 18.0189 14.5135

February -5.3184 0.144578 3.5558 17.3492 14.2234

March -4.7566 0.146556 3.1645 16.4153 13.1644

April -4.0284 0.146684 2.7356 15.9645 12.0318

May -2.8657 0.156073 2.7392 14.8671 10.4074

June -0.7758 0.155488 2.9915 13.2796 6.7334

July 2.5994 0.168031 3.3570 10.2081 0.76313

August 2.3131 0.182750 3.4410 10.2988 1.7927

September -0.4032 0.156095 3.1506 12.8382 5.6238

October -2.6586 0.147337 3.2063 17.1321 9.2895

November -4.3010 0.149007 3.3970 17.9837 12.3253

December -5.0664 0.145371 3.5374 19.8933 13.4403

Table 2.5: The regression parameters bi-s of the air temperature model (Tulsa, OK).

Month bobl b2 b3 b4

January -3.0184 0.057963 2.3679 17.3769 7.4718

February -2.9205 0.063544 2.3707 15.4241 7.1971

March -3.0549 0.072282 1.9315 15.5443 7.9302

April -2.9210 0.092812 1.7068 15.0982 8.6095

May -1.9909 0.093586 1.4074 15.3078 6.9842

June -0.6312 0.102220 1.5354 13.7160 5.0429

July 0.1837 0.109034 1.7566 13.1594 4.0661

August 0.2812 0.108134 1.9591 13.5815 3.6354

September -1.2637 0.079379 1.5523 15.4662 5.1255

October -2.1254 0.093813 1.7459 18.4586 7.1137

November -2.5561 0.067231 1.6084 19.9932 6.9136

December -2.8513 0.058512 1.9429 19.2813 7.2249
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Table 2.6: The parameters 6T, U3T, and P6T(1) of the air temperature model (param-
eters have the same respective order in the table).

aAlbuquerque (NM) 35.05N 106.617W
bTucson (AZ) 32.131N 110.955W
CTulsa (OK) 36.197N, 95.886W

tion (2.49) is applied each day to compute temperatures for each hour starting from

midnight (t = 0). The initial temperature, T(t*), is taken as the deterministic tem-

perature component estimated for 11pm of the previous day. According to (2.56),

the difference between the observed and estimated deterministic temperature compo-

nents defines the temperature random deviate. Consequently, series of deviates can

be estimated for each period of interest, e.g., for each month or season. The parame-

ters 6T, 2rT, and P6T(1) are then obtained using conventional estimation techniques.

Estimated values of the parameters for the test meteorological stations are provided

for a reference in Table 2.6. As can be seen from the table, the mean of the deviates

is around zero, the standard deviation is of the order of 2.5- 3°C for all months of

the year. The random deviates have high correlation at lag one hour ( 0.9).
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Meteostation / ALBa TCSb TLSc
Month

January 0.0059/ 2.947/ 0.930 0.0111/ 2.813/ 0.943 -0.0439/ 4.416/ 0.975

February 0.0161/ 3.032/ 0.928 0.0139/ 2.868/ 0.946 0.0302/ 4.263/ 0.973

March 0.00048/ 3.188/ 0.926 0.0072/ 3.032/ 0.949 -0.0664/ 4.00/ 0.968

April -0.0064/ 3.184/ 0.924 -0.0008/ 2.979/ 0.940 -0.0189/ 3.416/ 0.961

May -0.0208/ 3.018/ 0.918 -0.0326/ 2.642 0.928 -0.042/ 2.854/ 0.955

June -0.0455/ 2.901/ 0.913 -0.0410/ 2.436/ 0.922 -0.076/ 2.668/ 0.952

July -0.0063/ 2.638/ 0.903 -0.0045/ 2.696 0.925 -0.0218/ 2.483/ 0.949

August -0.0185/ 2.366/ 0.891 -0.0165/ 2.559/ 0.927 -0.0096/ 2.778/ 0.954

September 0.0013/ 2.7752/ 0.923 -0.0004/ 2.727/ 0.944 0.0743/ 3.344/ 0.962

October 0.0018/ 3.125/ 0.925 0.0184/ 3.081/ 0.949 -0.0229/ 3.612/ 0.961

November 0.0246/ 3.133/ 0.925 0.0154/ 3.091/ 0.945 0.1056/ 4.048/ 0.970

December 0.0154/ 2.891/ 0.924 -0.0020/ 3.018/ 0.946 0.1048/ 4.33/ 0.974



2.7 Simulation of air humidity

2.7.1 Model formulation

Traditionally, most weather generators have been limited to modeling precipitation

and extreme temperatures only. Because many physically-based models of natural

phenomena require some measure of atmospheric moisture in the meteorological in-

put, some stochastic weather generators do include simulation of variables that can

be translated into air humidity. Ahmed (1974) generated air humidity within the

framework of a multivariate model by using the observed mean weekly relative hu-

midities. Hanson and Johnson (1998) used the weather generator GEM to simulate

the daily dew point, assuming that it is normally distributed. Parlange and Katz

(2000) extended the model of Richardson (1981) to include the dew point tempera-

ture as a component of multivariate stochastic process. Curtis and Eagleson (1982)

developed a framework that allowed to simulate dew point temperatures for two cases.

When dew point temperature was considered as an independent process, a first-order

Markov model was applied. A multiple linear regression was applied to simulate dew

point temperatures during months when stronger cross-correlation properties with

the other hydrometeorological variables were revealed. The latter model used 11

additional parameters. While the model of Curtis and Eagleson (1982) allows one

to reproduce the dew point temperatures sufficiently well at an hourly scale, a sim-

pler model requiring less parameters is sought. For example, dew point temperatures

have been found to stay relatively constant during the day (e.g., Glassy and Running,

1994), which provides a sufficient motivation for developing a simple model. The de-

sired approach is required to account for the climate characteristics of a particular

region in a simple and efficient way.

Observations have shown that nightly minimum temperatures, Tmind [C], tend

to come into equilibrium with daily dew point temperatures, Tdew [°C] (Running

et al., 1987). Because of these characteristics Tmind is often used as an indirect

measure of Tdew, due to generally greater accuracy and frequency of air temperature

observations. However, Kimball et al. (1997) showed that there can be substantial
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differences between these two variables, especially in arid and semi-arid climates.

Based on long-term records, Kimball et al. (1997) proposed a simple empirical model

that allows for the adjustment of daily dew point temperature with respect to the

minimum daily air temperature using information on daily potential evaporation and

degree of aridity of the region:

Tdew = Tmind[-0.127+ 1.121(1.003- 1.444EF +

12.312EF2 - 32.766EF3) + 0.0006ATd] - 273.15, (2.62)

where ATd [C] is the amplitude of daily air temperature and EF [-] is the evapo-

rative factor, 0 < EF < that Kimball et al. (1997) define as

EF = 1 [EP DLH] , (2.63)
Pa Pw

where Ep [kg m - 2 s- ] is the daily average potential evapotranspiration, Pw [kg m- 3 ]

is the density of water, DLH [sec] is the day length, and Pann [m] is the annual precip-

itation. The variable DLH is defined as the time interval between sunrise and sunset

(Section 2.3.1). The potential evapotranspiration is estimated using the formulation

of Priestley-Taylor (Priestley and Taylor, 1972):

_1.26 AEp = 1 A (R - G) (2.64)

where A [J kg - 1] is the latent heat of vaporization, A [Pa K- 1] is the rate of change of

saturation vapor pressure with temperature, y [Pa K-1] is the psychrometer constant,

Rn [Wm - 2] is the average daily net energy flux, and G [W m - 2] is the average

daily ground heat flux. Kimball et al. (1997) show that the model (2.62) allows

one to improve estimates of daily dew point temperatures based on daily minimum

temperatures. A substantial improvement can be obtained for stations in arid and

semi-arid climates. The approach of Kimball et al. (1997) is attractive since it does

not require extensive observed data input and does not introduce a significant number

of new parameters. The following is a description of implementation of formulation
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(2.62) in the presented modeling framework.

2.7.2 Model implementation

The major difficulty in estimating Tdew using (2.62) is in computing daily values of Ep

and obtaining ATd from the air temperature model. The estimates of daily values of

Ep and ATd have to be available each time Tdew is computed since the latter variable

is estimated on a daily scale at the beginning of each day. Both Ep and the air

temperature, however, are defined by a number of variables simulated at the hourly

scale that cannot be easily estimated or predicted for the whole day at the time when

Tdew is estimated. For instance, the hourly cloudiness affects temperature estimation

and since both models (the cloud cover and air temperature) use random deviates,

there is no suitable way to predict the exact daily air temperature amplitude.

It is assumed that adjusted values of Ep and ATd from the previous day, (d- 1),

can be used for estimation of Tdew on the current day d. Since the cloud cover signif-

icantly affects incoming radiation and, therefore, the amount of energy available for

evapotranspiration, it is proposed to use an adjustment factor based on the radiation

attenuation factor, K(t) (Section 2.6.1) in the form:

Ad A K(d) 1 - 0.652N(d)
AK(d - 1) 1 - 0.65 2 N(d - 1)' (2.65)

where is K(d- 1) the average value of the attenuation factor for the previous day and

K(d) is the mean expected value for the day of estimation. The possibility to estimate

the latter quantity comes from using the Poisson process as the rainfall arrival model:

at every time point between successive storms, both the end time of the previous

storm and beginning time of the next storm are known. The cloud cover model

(2.37) can be used to estimate the expected value of cloudiness for the following day,

from which the factor A(d) is then estimated. Once A(d) has been estimated, Ep and

ATd that appear in expressions (2.62) - (2.63) can be approximated as

Ep(d) = A(d)Ep(d-1),
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Figure 2-21: Comparison of A(d), the predicted factor, as defined in (2.65) and the
factor obtained from the simulated data when both Ep(d) and ATd become known
(Albuquerque, NM).

ATd(d) = A(d)Td (d - 1). (2.66)

Kimball et al. (1997) used the Priestley-Taylor model (Priestley and Taylor, 1972)

to estimate the daily potential evapotranspiration (equation (2.64)). Although the

discussed framework contains a more physically-based model for estimation of the

evaporative demand (Chapter 3), the formulation (2.64) is used here to obtain the

daily average potential evapotranspiration for the preceding day Ep(d- 1). This is

justified by the need for the climate simulator to generate variables (such as Ep(d- 1))

independent from the states of the soil surface and vegetation, which would not be

true if Rn and G were computed using a fully-dynamic, state-dependent model. The

model (2.64) assumes that the ground surface has a seasonally constant albedo, Rn

can be estimated based on the air temperature, and that G is 10% of Rn (Kimball

et al., 1997). A comparison of the factors approximated with (2.65) and factors

computed from the simulated daily data (i.e., when both Ep(d) and ATd are known)

is shown in Figure 2-21. As can be seen, the use of A(d) is satisfactory for estimating

Ep(d). However, the definition of A(d) is not quite suitable for adjusting the air

temperature amplitude for the previous day ATd(d- 1). A(d) is therefore not used

for this adjustment.

Two other variables are required for estimation of Tdew using (2.62): Tmind and
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Table 2.7: The precipitation factor Pa*nn estimated for different months of the year.

Meteostation / ALBa TCSb TLSc
Month

January 65 87 100

February 60 87 132

March 60 84 170

April 55 45 280

May 70 41 505

June 70 46 520

July 120 185 525

August 160 225 520

September 105 160 430

October 60 103 270

November 50 84 150

December 55 88 95

aAlbuquerque (NM) 35.05N 106.617W
bTuhcson (AZ) 32.131N 110.955W
CTulsa (OK) 36.197N, 95.886W

Pan. The problem of estimating the minimum daily air temperature, Tmind, is similar

to the problem of estimating Ep and ATd: the value of Tmind is not known unless all

hourly temperatures have been simulated for the current day d. Since the value of

the air temperature at the hour preceding sunrise can be usually associated with

Tmind, the simulation of daily Tdew occurs at this hour and Tmind is taken as the air

temperature simulated according to (2.45). Kimball et al. (1997) used the mean value

of annual precipitation Pann for all days throughout the year. However, it is assumed

in the presented framework, that a monthly basis is more appropriate since different

months/seasons have different degree of dryness (e.g., Figure 2-8). Therefore, Pann

is considered as a precipitation parameter for each month, P*nn, rather than the

amount of annual precipitation. The monthly values of P*,n depend on wetness of

any particular month and are determined iteratively by comparing the mean observed

and simulated monthly dew point temperatures. Table 2.7 provides the parameter

Pan, estimated on a monthly basis for several meteorological stations.

127



2.8 Simulation of wind speed

2.8.1 Model formulation

Wind speeds are required as input into the radiation model to characterize turbulent

mechanisms of moisture and heat transport from evaporating surfaces. The statisti-

cal structure of the wind speed series has been extensively studied within individual

stochastic models (e.g., Brown et al., 1984; Carlin and Haslett, 1982; Haslett and

Raftery, 1989). The simulation of wind speed within the framework of a stochastic

climate simulator has been attempted in a few studies (Curtis and Eagleson,1982;

Nicks et al., 1990; Hanson and Johnson, 1998; Parlange and Katz, 2000). Typically,

the cross-correlation coefficients between wind speed and other hydrometeorologi-

cal variables are small. Curtis and Eagleson (1982) provide estimates of the cross-

correlation with the maximum values of 0.35, typically around 0.1(for hourly weather

data in Massachusetts and Kansas including: air and dew point temperature and

cloud cover). Parlange and Katz (2000) used daily weather data from Oregon and

reported cross-correlation values not exceeding 0.2 (daily maximum and minimum

air temperatures, dew point). Wind speed has been therefore typically simulated as

an independent variable (Curtis and Eagleson, 1982; Nicks et al., 1990; Hanson and

Johnson, 1998). The approach of Curtis and Eagleson (1982) for simulating hourly

wind speed is used in the presented framework.

It is well known that the distribution of both hourly and daily wind speed is pos-

itively skewed, with theoretical distributions such as the squared normal distribution

(Carlin and Haslett, 1982), the Weibull (Hennessey, 1977) having been fitted. The

Weibull distribution appears to be the most popular. To generate skewed hourly

wind speed data, while preserving the first two moments of its distribution, Cur-

tis and Eagleson (1982) employed the Thomas-Fiering method (Maass et al., 1962),

i.e., the AR(1) model where the random term forces skewness on the results of the

autoregressive model:

W(t) = W. + p8 (1)(W(t - 1) - W) + Ets/ - p2(1), (2.67)
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Table 2.8: The parameters Ws [m s-l], c [ 2 s- 2 ], ps(l) [-], and a [-] of the wind
speed model

Parameter / Meteostation ALBa TCSb TLSc

Ws 3.491 3.897 4.594

as 2.452 2.028 2.472

Ps (l) 0.755 0.608 0.709

%s 1.688 1.145 0.516

aAlbuquerque (NM) 35.05N 106.617W
bTucson (AZ) 32.131N 110.955W
CTulsa (OK) 36.197N, 95.886W

where Ws [m s-], as [ 2 s-2], and ps(l) [-] are the mean, variance, and lag-1 value

of autocorrelation of wind speed, respectively. The term et(t) is defined as (Wilson

and Hillerty, 1931)

Et = - [l+ t -- ] , (2.68)
IYE 6 36J %E

where %y(t) is the skewness of Et(t) and /t is a standard normal deviate. The skewness

of y,(t), in turn, is defined as

(1- p3)
(1- p2) 1.5 ' (2.69)

where %y,(t) is the skewness determined from the wind speed data. Curtis and Eagle-

son (1982) considered variation of wind speed mean and variance with time of the day

(notation '(t)' above). This was important for the application of their weather gener-

ator since it was used for simulating input to a land-surface model. Such variation is

of less concern for the current work and therefore no diurnal variation of parameters

W8 and a2 is considered. The parameters are assumed to be time-invariant over the
Ws~~~~~~~~~~~~ aetmtd fro

entire simulation period. The parameters Ws, as, Ps(1), and Y are estimated from

wind speed data using conventional methods. The estimated values of the parameters

for the test meteorological stations are provided for reference in Table 2.8.
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Figure 2-22: Observed and simulated mean monthly rainfall for: a.) Albuquerque
(NM); b) Tucson (AZ); c) Tulsa (OK). The vertical bars denote the estimated stan-
dard deviation of the monthly value.

2.9 Verification of weather generator

The performance of the weather generator is illustrated in the following with the

statistics derived from the hourly hydrometeorological data simulated for a 100-year

period. The results are based on complete weather simulations that involve synthetic

modeling of the entire set of climate variables, accounting for all previously discussed

linkages among them.

2.9.1 Simulation of rainfall

Since the parameters of the rainfall model (the storm arrival rate, duration, and

depth) are sampled from the assumed analytical distributions, the statistical prop-

erties of the corresponding parameters are inherently preserved. Precipitation intra-

annual seasonality is introduced by considering different model parameters for differ-

ent months (Table 2.1). Figure 2-22 illustrates the annual cycle of the rainfall process

for the three sites in New Mexico, Arizona, and Oklahoma.
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2.9.2 Simulation of cloud cover

Along with the first two moments of the cloudiness distribution, the model has to

preserve the shape of the cloud cover frequency histogram. In general, the frequency

distributions of fairweather cloudiness tend to be U-shaped with spikes at zero and

one. Figures 2-23 - 2-25 illustrate the results of hourly cloud cover simulation using

the model described in Section 2.5.1. As can be seen, there is a generally good agree-

ment between the observed and simulated data. A note has to be made concerning the

cloud cover during consecutive months that have highly different cloudiness statistics

(e.g., Figure 2-24, Tucson, AZ: July and August). The cloud cover model considers

monthly values of the parameters. Cloudiness of an interstorm period that overlaps

two months is therefore simulated using parameters for both months. The procedure

that identifies the fairweather cloud cover sequences considers an interstorm period

starting in one month and ending in a subsequent month as belonging to one month

only, depending on the relative duration of the dry spell within each month. Con-

sequently, the cloud cover statistics derived for any given month can be affected by

the presence of interstorm periods during which cloudiness is simulated using two

parameter sets. This is reflected in statistics, for example, for July and August in

Figure 2-24.

2.9.3 Simulation of air temperature

When simulating hourly temperature, it is important to reproduce both its mean

daily cycle and average daily variability. Figures 2-26 - 2-28 illustrate the daily cycles

of the mean air temperature and its standard deviation computed separately for each

month. As the figures show, the model (2.45) produces quite satisfactory results that

mimic the daily air temperature fluctuations very well. At a longer, monthly scale,

the air temperature statistics are also well reproduced, as is shown in Figures 2-29 -

2-31 (subplots a, b, and c). Table 2.9 summarizes the results of simulation for the

test stations. As can be concluded from the table and Figures 2-26 - 2-31, the model

described in Section 2.6 generally produces lower root mean square error estimates
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Figure 2-23: Observed and silllulated cloud cover distribution (Albuquerque, N:NI).
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Figure 2-24: Observed and simulated cloud cover distribution (Thcson, AZ). SYlnbols
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Table 2.9: The estimates of the root mean square error
daily cycle of air temperature.

(RMSE, °C) for the simulated

'Albuquerque (NM) 35.05N 106.617W
bTucson (AZ) 32.131N 110.955W
CTulsa (OK) 36.197N, 95.886W

during summer periods. A somewhat better performance can also be attributed to

warmer climates.

2.9.4 Simulation of dew point temperature

Since dew point temperature exhibits little variability on any given day, only monthly

statistics are presented. Figures 2-29 - 2-31 (subplots d, e, and f) show the mean daily

dew point temperatures as well as the mean daily maximum and minimum dew point

temperatures simulated for each month. Since the model that generates hourly dew

point temperatures is quite simple, the simulated and observed series are in less

agreement as compared to the results of the air temperature simulation.
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Meteostation / ALBa TCSb TLSc
Month

January 5.450 5.636 6.881

February 5.136 5.816 5.813

March 5.556 5.789 8.879

April 6.018 7.531 4.558

May 5.266 7.112 3.787

June 5.278 6.358 3.938

July 4.344 4.123 3.418

August 4.781 5.046 3.697

September 4.832 6.185 7.269

October 5.746 7.385 6.243

November 6.167 7.195 6.617

December 4.760 6.558 10.789
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Figure 2-26: Observed and silnulated daily cycles of air temperature and its standard
deviation (Albuquerque, NNI).
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Figure 2-28: Observed and simulated daily cycles of air temperature and its standard
deviation (Tulsa, OK).
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Figure 2-29: Observed and simulated mean values of air and dew point tempera-
ture and their standard deviations (Albuquerque, NM). Mean monthly values and
daily standard deviation of: a.) air temperature; b.) maximum air temperature;
c.) minimum air temperature; d.) dew point temperature; e.) maximum dew point
tenlperature;and f.) minimum dew point temperature.
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Figure 2-31: Observed and simulated mean values of air and dew point temperature
and their standard deviations (Tulsa, OK). Mean monthly values and daily standard
deviation of: a.) air temperature; b.) maximum air temperature; c.) minimum air
temperature; d.) dew point temperature; e.) maximum dew point temperature; and
f.) minilllunldew point temperature ...
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Figure 2-32: The histogrmll of hourly wind speed from the observed and simulated
data (Tucson, AZ). Syn1bols m and s are the mean and standard deviation values,
correspondingly, for the observed (sub-index "0") and simulated (sub-index "s") data.

2.9.5 Simulation of wind speed

As was discussed in Section 2.8, the frequency distribution of wind speed data is

positively skewed. Both the skewness properties and the first two moments of the

distribution are preserved with the model (2.67). Figure 2-32 illustrates the wind

speed histogran1s cOll1puted from the observed and simulated data.

2.10 Co-variation of hydrometeorological variables

The weather generator explicitly couples a number of simulated variables. Although

the cross-correlation properties are not directly accounted for as, for example, in

the model of Richardson (1981), it can be expected that all major weather variables

should exhibit consistent co-variation. Figure 2-33 illustrates such interdependencies

in a qualitative manner, using the results of simulation of the weather generator cali-

brated for the location of Albuquerque (NM). Simulations start in August and extend

through half of September. As can be seen in the figure, the cloudiness dynamics

correspond to precipitation events and the incoll1ing shortwave is correspondingly
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affected by the presence of clouds. The air temperature series exhibit both lower

magnitude and diurnal variability during the days with precipitation. The dew point

temperatures become less differentiated from the air temperatures during wet periods

and show a substantial deviation from the minimum daily temperatures during dry

hot periods.

Figures 2-34 - 2-36 illustrate the dependence of the mean monthly cloud cover on

rainfall occurrence. As can be seen in the figures, there is a good correspondence be-

tween the simulated and observed data. The cloud cover model slightly overestimates

the mean observed values, which can be attributed to both: a) overestimation of

the rainfall occurrence for some months due to the introduced seasonality in rainfall

model parameters; and b) some inadequacy of the exponential form of the transi-

tion function J(t) to describe the cloud cover dynamics during transition to/from

fairweather periods.

Figures 2-37 - 2-39 show the mean maximum and minimum air temperatures on

rainy and rainless days for different months, derived from the simulated and observed

data. While the air temperature model accounts for precipitation occurrence only

implicitly (via the factors K(t) and KC(t) applied to the various terms of (2.46)), a

generally good agreement can be observed between the simulated results and observed

data.

Figure 2-40 shows sample cross-correlation functions between the mean daily cloud

cover and air temperature amplitude (ATd), derived from both the observed and

simulated data. As can be seen, the cross-correlation structure is well preserved by

the weather generator at the lag 0-1 day.

2.11 Summary

This chapter discusses a weather generator that allows one to synthetically generate

several hydrometeorological variables: the incoming shortwave radiation, rainfall, air

temperature and humidity, total cloud cover, and wind speed. These variables represent

input for the hydrology model discussed in Chapter 3 at the hourly time step.
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Figure 2-33: Simulated hourly hydrometeorological variables based on parameters
derived for the location of Albuquerque (NM) (August): a.) rainfall; b.) cloud cover;
c.) incoming shortwave radiation; and d.) air and dew point temperature.
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Figure 2-34: Observed and simulated mean monthly precipitation occurrence and
cloud cover (Albuquerque, NM): a.) mean number of storms; and b.) mean cloudiness.

Figure 2-35: Observed and simulated mean monthly precipitation occurrence and
cloud cover (Thcson, OK): a.) mean number of storms; and b.) mean cloudiness.
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Figure 2-36: Observed and simulated mean monthly precipitation occurrence and
cloud cover (Tulsa, OK): a.) Inean number of storms; b.) mean cloudiness.
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Figure 2-37: Mean maximum and minimum air temperatures derived from the ob-
served and siInulated data (Albuquerque, NlVI) on: a.) rainy days; and b.) rainless
days.

146



Observed and simulated MAX and MIN temperatures on RAINY days (Tucson, AZ)
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Figure 2-38: Mean maximum and lninilnum air telnperatures derived fronl the ob-
served and simulated data (Tucson, AZ) on: a.) rainy days; and b.) rainless days.
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Figure 2-39: Mean nlaxhnum and lninimum air temperatures derived froln the ob-
served and sinlulated data (Tulsa, OK) on: a.) rainy days; and b.) rain less days.
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The weather simulator of Curtis and Eagleson (1982) was selected as the core

framework for the presented model. A new shortwave radiation model is introduced,

allowing one to represent separately the atmospheric radiative transfer for the two

essential bands, VIS and NIR. Other necessary modifications have also been im-

plemented, which lead to a better or more efficient representation of the simulated

statistics.

Overall, the simulator of Curtis and Eagleson (1982) allows one to capture the

essential relationships among the meteorological variables of interest, while model-

ing the diurnal variation of hydrometeorological conditions. Consistent time-series

of hydrometeorological quantities are thus obtained: although the cross-correlation

properties are not directly accounted for, all major weather variables exhibit an agreed

co-variation. Another advantage of the discussed framework is that the model is suit-

able for creating consistent multiple climate scenarios (e.g., dry and wet climates). In

such scenarios, changes in the dynamics of a certain meteorological quantity trigger

corresponding changes in other related variables.

The discussed model is used in the following chapters to create synthetic hydrom-

eteorological series used as the input for vegetation-hydrology model. In Chapter 5,

the climate of New Mexico, corresponding to the location of Albuquerque (NM), is

selected as representative of a typical semi-arid area. The weather generator is used to

create consistent time-series of variables of hydrometeorological forcing for a 50-year

simulation period. Additionally, in Chapter 6, the monsoonal precipitation regime is

artificially modified to create alternative forcing scenarios.
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Chapter 3

Coupled Model of Energy and

Water Budgets

3.1 Introduction

This chapter discusses a coupled model of energy and water budgets for vegetated

surfaces. The following is a description of the model structure and mathematical

formulation of moisture and energy fluxes. When applied to a basic computational

element, the model is one-dimensional; however, lateral moisture exchange can occur

in the system. The formulation offers a solution for the canopy and ground energy

fluxes resulting from the lateral flux boundary conditions. The estimation of en-

ergy fluxes is related to the soil moisture state that can be strongly affected by the

dynamics of lateral exchange of soil water. Consequently, when applied to a catch-

ment system, the model offers a quasi-three-dimensional framework in which lateral

moisture transfers may lead to the spatio-temporal variability of states. By consider-

ing physically-based governing equations, the model accounts for the hydraulic and

thermal properties of different soil types. The framework explicitly considers the

morphological and biophysical differences among multiple vegetation types that can

be present within a given element. Overall, the presented framework links in a unique

way the hydrological and ecophysiological features of vegetated surfaces in natural

catchment systems.
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3.2 Model overview

The model simulates the energy and water budgets of both vegetated and non-

vegetated surfaces that can be simultaneously present within a given element. In

a domain of study, the dynamics of each computational element are simulated sepa-

rately. Spatial dependences are introduced by considering the surface and subsurface

moisture transfers among the elements (Section 3.7.2), which affect the local dynamics

via the coupled energy-water interactions. Soil effects are accounted for by param-

eterizing the thermal and hydraulic properties that depend on soil's sand and clay

content. Soils also differ in color, which is reflected in the values of soil albedo.

The framework simulates a number of processes that manifest numerous dynamic

feedbacks among various components of the coupled vegetation-hydrology system:

1. Biophysical processes

* absorption, reflection, and transmittance of solar shortwave radiation (Sec-
tion 3.5.2);

* absorption, reflection, and emission of longwave radiation (Section 3.6.2);

* sensible and latent heat fluxes, partition of latent heat into canopy and
soil evaporation, and transpiration (Section 3.6.3);

* stomatal physiology (Section 3.6.3b, see also Chapter 4, Section 4.4.1);

* ground heat flux (Sections 3.6.4);

2. Hydrological processes

* interception, throughfall, and stem flow (Section 3.7.1);

* infiltration in a multi-layer soil (Section 3.7.2, Appendix D.1);

* lateral water transfer in the unsaturated zone (Section 3.7.2, Appendix
D.2);

* runoff and runon (Section 3.7.2).

While the models of biophysical processes operate at an hourly time scale, the routines

simulating the processes of infiltration, lateral moisture transfer, and runoff (runon)

use a finer time step (7.5-15 min.) due to numerical requirements of the infiltration

scheme used (Section 3.7.2).
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3.3 Topographic representation and basic compu-

tational element

3.3.1 Terrain representation

In a watershed model, topography can be represented utilizing a number of com-

putational structures, including contour-based streamtubes, raster or grid domains,

and triangulated irregular networks (TIN). The TIN data structure is a piece-wise

linear interpolation of a set of points that results in a group of non-overlapping tri-

angular elements of varying dimensions (Kumler, 1994). Hydrologic models based on

triangular elements are well documented in the literature (e.g., Goodrich et al., 1991;

Palacios-Vlez and Cuevas-Renaud, 1992; Tucker et al., 2001).

Various factors motivate the use of triangular elements to represent topography.

The primary advantage is the multiple resolutions offered by the irregular domain,

which can translate directly to computational savings as the number of nodes is sig-

nificantly reduced. A second advantage is that the TIN representation permits linear

features to be precisely preserved in the model mesh, as opposed to the rasterized

representation of a grid model. This allows one to mimic natural terrain breaklines,

stream networks or boundaries between heterogeneous regions. The construction of

a triangular irregular network model for distributed hydrologic modeling has been

detailed by Vivoni et al. (2004). The utilized methodology for reconstructing the

flow pathways and drainage networks, both stream and overland, is briefly described

in Ivanov et al. (2004a).

3.3.2 Basic computational element

The presented model uses a mixture of finite-element and finite-difference control-

volume approach to estimate the state variables of the soil profile. The hydrological

variables are computed for the control volumes of mesh nodes (see below). They

do not represent two-dimensional continuous fields defined for mesh triangles (e.g.,

Vieux, 1988). The model's computational framework thus relies heavily both on the
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Figure 3-1: Voronoi diagranl and Voronoi polygon: a.) An example of Voronoi di-
agraI11 constructed for the TIN of a real basin. The dashed lines define the edges
that connect nodes of the TIN (grey circles). The solid lines depict boundaries of
Voronoi regions associated with the TIN nodes. b.) Geometry of a Voronoi cell in
three dilnensions. The shaded triangles depict TIN facets, the polygon inside is the
constructed Voronoi cell sloped along the steepest direction n. The n-direction is
orthogonal to the p-direction.

basic ge0I11etry of control volumes defined for mesh nodes and node connectivity.

One of the steps in the mesh generation process in the nl0del is to construct a

Voronoi diagram, also known as Dirichlet tessellation (Green and Sibson, 1978). The

Voronoi diagranl, also referred below as Voronoi Polygon Network (VPN), is a set of

convex polygons fonned by connecting the perpendicular bisectors of the triangles of

the nlesh (Figure 3-1a). A polygon, built around a mesh node, represents its control

vollune and is called the Voronoi region (same as Thiessen polygon). The boundaries

between Voronoi polygons, fornled by the bisectors of the mesh edges, define the

interfaces between adjoining cells (Figure 3-1a). When a mass flux is conlputed into

a neighboring Voronoi region, the length of a given interface is used as the flux window

width.

The reference system of a Voronoi cell is defined by the axes p and n, where p fol-

lows the direction parallel to the plane of the maximum slope 0:'V (positive downslope)

and n follows the direction normal to that plane (positive downward) (Figure 3-1b ).

The nlaxinlum slope direction is chosen anl0ng all edges that connect a Voronoi cell
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to its neighbors. The state variables of the one-dimensional mass flow equations (e.g.,

soil moisture profile), when applied to a Voronoi cell, are a function of the direction

n. The surface and subsurface (in the unsaturated zone) mass flux exchange between

the contiguous elements is assumed to occur in the plane parallel to the direction p.

3.4 Vegetation composition and structure

The material of this section is an overview of vegetation representation at the element

scale. The level of detail of presented information is the minimum required for the dis-

cussion of energy and moisture fluxes, which are formulated in the following sections.

A more thorough discussion of vegetation structure, composition, and processes that

dynamicly update vegetation attributes is provided in Chapter 4.

It is assumed that vegetated surfaces are comprised of multiple plant functional

types (PFT, see Bonan et al. (2002)) that differ in life form (tree, shrub, grass),

vegetation physiology (e.g., leaf optical properties, stomatal physiology, leaf pho-

tosynthetic characteristics) and structural attributes (e.g., height, leaf dimension,

roughness length, root profile). A single computational element can contain a frac-

tion of bare soil and, for instance, patches of deciduous forest and grass (Figure 3-2).

The total number of PFTs that can be present within the same element is not limited

to any particular value; however, it may be restricted by issues of computational per-

formance. Each patch, while co-occurring in the same Voronoi element, constitutes a

separate column upon which energy and water calculations are performed. Accord-

ingly, differences in plant properties strongly affect estimation of the surface fluxes.

Fractional areas that represent vegetated patches (Section 4.4.8) and bare soil are

used to weight the relative contribution of each PFT/bare soil to the element-scale

flux values (e.g., Sections 3.6.6, 3.7.1, 3.7.2).

Vegetation structure is defined by the time-varying leaf and stem areas and canopy

height (Chapter 4) and the time-invariant root profile and leaf dimension. The time-

invariant vegetation properties are obtained from literature: Jackson et al. (1996)

provide a comprehensive study of the root distributions for a variety of species, Bonan
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Bare Soil

R

Grasses

Figure 3-2: An illustration of vegetation representation at the element scale. The area
is divided into patches of bare soil, soil covered with herbaceous (grass) and woody
vegetation. R is rainfall, I is infiltration, T is transpiration, and E is evaporation.

(1995, 1996) provide typical values of leaf dimension for various plant types. The

relative root abundance in each soil layer R,.oot [-] is calculated from an exponential

root profile (Jackson et aI., 1996):

(3.1)

where z [mm] is soil depth and TJ [mm-1] is the decay rate of distribution of the root

biornass with the soil depth. This formulation allows one to adjust the profile so that

different vegetation types can have different distributions of the root biomass.

3.5 Surface albedos

Two types of surfaces are considered within a computational element: ground and

canopy. The ground surface can be present as both bare soil and under-canopy soil.

Ground albedos are parameterized based on the soil surface moisture content. The
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reflectance properties of the canopy depend on both the biophysical properties of a

considered vegetation type (e.g., leaf and stem reflectances and transmittances, leaf

orientation, canopy total biomass, etc.) as well as the characteristics of the incident

direct shortwave radiation (angle of incidence).

3.5.1 Ground albedos

The overall direct beam agA and diffuse agA [-] ground albedos depend on soil color

class and moisture content at the soil surface (Dickinson et al., 1993):

soiA soi A - soi A sat A + A dry A (3.2)

where A [-] depends on the volumetric water content 01 [mm3 mm - 3] of the soil

surface (Section 3.7.2) as A = 0.11- 0.40 01 > 0, CsatA and adryA [-] are the albedos

for saturated and dry soil color classes (assigned as in Dickinson et al., 1993). The

A symbol refers to differentiation between the two considered wavebands: visible

[0.29 tm . 0.70 ,Mm] and near-infrared [0.70 tm 4.0 Mtm]. The tt symbol is

used to denote a quantity corresponding to the direct beam (directional) incident

radiation. As seen above, the ground albedos are assumed to be independent of the

type of incident radiation (direct beam or diffuse), while can be different for different

wavebands.

3.5.2 Canopy radiative transfer

Radiative transfer within vegetative canopies is calculated from the two-stream ap-

proximation of Dickinson (1983) and Sellers (1985):

d T KLS
-d(L ) + [1 - (1 - 3)w]I T-wf3I = wpKfoe -K(L+s), (3.3)

dI S) + [1-(1-)w]I - I = K(1 O)e-K(L+S) (34)A~~~ + [ - (1 - fl)w]I -w/3I T = wpK( - foO)e- ~ ( ~ ) (3.4)
d( + )
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where I T and I [-] are the upward and downward diffuse radiative fluxes per

unit incident flux, K = G(/t)//p [-] is the optical depth of direct beam per unit

leaf and stem area, /a is the cosine of the zenith angle of the incident beam =

cos(7r/2 - he) (hD is the solar altitude or an angle of radiation with respect to an

observer's horizon plane, Section 2.3.1), G(/u) [-] is the relative projected area of

leaf and stem elements in the direction cos-lM, ft [-] is the average inverse diffuse

optical depth per unit leaf and stem area, w [-] is a scattering coefficient, and 0

[-] are the upscatter parameters for diffuse and direct beam radiation, respectively,

L [m 2 leaf area m - 2 groundarea] is the leaf area index section and S [m 2 m- 2] is

the stem area index (Chapter 4, Section 4.4.8). Given the direct beam albedo gA

and diffuse albedo ag^ of the ground (Section 3.5.1), these equations are solved to

calculate the fluxes, per unit incident flux, absorbed by the vegetation, reflected by

the vegetation, and transmitted through the vegetation for direct and diffuse radiation

and for visible [0.29 im . 0.70 ,m] and near-infrared [0.70 tm 4.0 pm] wavebands.

The optical parameters G(p), , w, , and 30 are calculated based on work in Sellers

(1985) as follows.

The relative projected area of leaves and stems in the direction cos-1 is

G(p) = 1 + 2/, (3.5)

where X1 = 0.5- 0.6 33 XL -0.33X2 and 0b2 = 0.877(1 - 21) for -0.4 < XL < 0.6. XL

is the departure of leaf angles from a spherical angle distribution, i.e., random (Ross,

1975; Goudriaan, 1977), and equals +1 for horizontal leaves, 0 for a spherical leaf

angle distribution, and -1 for vertical leaves.

The average inverse diffuse optical depth per unit leaf and stem area is

1

A01 1 ' 0whJereil~d1L I n (3.6)JG G(IL 02 [ 02 ( 01 ) 36
0

where 1u' is the direction of the scattered flux.
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The optical parameters w, /3, and 30 vary with wavelength and are defined as

WA = ~veg
WA=WA 

WAO3A

WAO3 ,A

= Wve9g veg
-aA OA (3.7)

veg W veg
= A ,A'

For vegetation, Wveg = aA + TA. aCA [-] is a weighted combination of the leaf and stem

reflectances (a lA, A em):

QA= OtA Wleaf stemaA = ae Wleaf + -A Wstem7 (3.8)

where Wleaf = L/(L + S) and Wstem = S/(L + S). TA [-] is a weighted combination

of the leaf and stem transmittances (r ea f, TItem):

lea= af f+ stem
TA - TA Wleaf + TA Wstem . (3.9)

The upscatter for diffuse radiation is

Wveg e9

WA A
= 1A

= - [aA TA) 2 )] (3.10)

and the upscatter for direct beam radiation is

Waveg = e K a1 A ,A ,'0 = lIa (-)A
AtK

where the single scattering albedo is

2 , veg 1, (A)A = A A _G_d

2 a(t') + p'G(p)0

Wveg G(1 ) 
2 A 2 +G(t) 12 02 + G(p,)

(3.11)

.(3.12)

The upward diffuse fluxes per unit incident direct beam and diffuse flux, i.e., the
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surface albedos are

IT = -+ h2 + h3, (3.13)
0'

ITA = h7 +h8. (3.14)

The downward diffuse fluxes per unit incident direct beam and diffuse radiation,

respectively, are

I SA = h4e-K(L+S) + h5sl + 6-, (3.15)

S1'IPA = h9 1 +-.° (3.16)

The estimation of parameters h1 to h1i0 , a, and s, follows Sellers (1985) and is provided

in Appendix C.

3.6 Radiative fluxes

For a vegetated surface, the net radiation is estimated at two levels. At the canopy

level, the net radiation is Rnv = ,Sv + L,, at the ground level, Rng = Sg + Lg, where

S and L [W m -2 ] are the net solar and longwave fluxes, respectively, absorbed by

the vegetation ("v") and ground ("g"). At the canopy level, the net radiation Rn, is

partitioned into sensible heat Hv and latent heat AE, fluxes [W m- 2]. At the ground

level, Rng is partitioned into sensible heat Hg, latent heat AEg, and ground heat G

fluxes. If no vegetation is present, only the ground level fluxes are estimated.

3.6.1 Shortwave solar fluxes

At the element scale, solar radiation is conserved as

E [Satm PAt +Stm PA] = Sv + Sg + E [Satm A I TA +Satm A I TA], (3.17)
A A
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where Satim ' and Satm JIA [W m - 2] are the incident direct beam and diffuse solar

fluxes (Section 2.3.1) and the summation term is the total reflected solar radiation.

3.6.1a Non-vegetated surface

The total solar radiation absorbed by bare soil is

bare __ Z[Satm A (1- agA) + Sat A (1 - agA)] (3.18)
A

3.6.1b Vegetated surface

With reference to Figure 3-3a, the direct beam flux transmitted through the canopy

per unit incident flux is e-K(L+S ) and the direct beam and diffuse fluxes absorbed by

the vegetation per unit incident flux are

IA 1 I I tA -(1 - agA)I IA -(1 - aA)e K (L+S), (3.19)

IA = 1-I TA -(1 - agA)I IA (3.20)

I and I ' [-] are the upward diffuse fluxes per unit incident direct beam and

diffuse flux (Section 3.5.2). I jand I M" [-] are the downward diffuse fluxes per

unit incident direct beam and diffuse radiation (Section 3.5.2). A and A are the

direct beam and diffuse ground albedos (Section 3.5.1).

The total solar radiation absorbed by the vegetation S' e9 and under-canopy

ground S.eg [Wm-2] are

Sveg = E [Satm A. fA + Satm A IA], (3.21)
A

;eg = [Satm PA e- (Ls) (1- cgA) +
A

(Satim tA I 1A +Satm IA I tA)(1- gA)I (3.22)

The visible and near-infrared reflectances rvis and rnir [-] are estimated as

rA Satm IA I TA + Satm A I TA (3.23)
Satm IA + Satm A
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a.) b.)

Figure 3-3: A schen1atic diagran1 of the a.) direct beal11and b.) diffuse solar radiation
absorbed, transl11itted, and reflected by vegetation and under-canopy ground.

They are used to calculate the Normalized Difference Vegetation Index (NDVI) for

a given vegetation type: N DV I = rniT~rViS. The forn1ulation for the element-scale
rnlT rVlS

estin1ate of JV DV I is provided in Section 3.6.5.

3.6.1c Canopy fractions

Canopy photosynthesis n10dels are generally formulated to describe the fluxes of both

CO2 and water vapor at the leaf level (Section 4.4.1). Some method is required to

scale these quantities to the canopy level. Both multilayer and "big-leaf" approaches

have been used for such scaling (Dai et al., 2004). A multilayer model integrates

the fluxes frol11each canopy layer to give the total flux (e.g., Wang and Jarvis, 1990;

Leuning et al., 1995); while the big-leaf approach maps properties of the whole canopy

onto a single leaf to calculate the flux (e.g., Sellers et al., 1996a; Bonan, 1996; Oleson

et al., 2004). The multilayer models can use parameters that are lneasured at the leaf

level, however, such approaches are highly computationally delnanding. The big-leaf

1110delsrequire son1e plausible assumption about the vertical profile of leaf properties.
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The most often used hypothesis assumes that the limiting rate of carbon uptake varies

with canopy depth in the same manner as the time-mean profile of Photosynthetically

Active Radiation (PAR) (e.g., Sellers et al., 1992). However, as argued by Norman

(1993), de Pury and Farquhar (1997), and Wang and Leuning (1998), it is theoretically

incorrect to ignore the instantaneous distribution of radiation in the canopy due to

strong non-linearities in the leaf biochemical processes that depend on PAR and leaf

temperature. For instance, the photosynthesis of shaded leaves has an essentially

linear response to absorbed PAR, while photosynthesis of sunlit leaves is often light

saturated, i.e., independent of absorbed PAR. Direct sun shine heats leaves more

than the scattered light in the shade, and hence sunlit leaves can be several degrees

warmer than shaded leaves. Therefore, if the differences in PAR and temperatures

between sunlit and shaded leaves are neglected, the estimates of photosynthesis and

energy/water fluxes for the canopy may be incorrect.

Wang and Leuning (1998) have demonstrated that two-leaf approach, i.e., the one

that divides canopy into sunlit and shaded leaves, leads to assimilation rates and en-

ergy/water fluxes comparable to those of a multilayer model. The averaging of PAR

in each of these two classes of leaves is appropriate and introduces little error in the

final predicted canopy photosynthesis (Dai et al., 2004). The discussed model uses

the two-level canopy assumption to account for PAR. However, the same leaf tem-

perature is assumed for both layers, similarly to Bonan (1996) and Dickinson et al.

(1998). The separate treatment of the assimilation rates and stomatal conductances

for sunlit and shaded leaves is assumed to be a sufficient measure to account for

the principal differences between the two canopy layers. The estimation of separate

canopy temperatures for the two levels would result in an extremely high computa-

tional overhead due to the highly non-linear coupling between the energy budget and

the photosynthesis/stomatal conductance models (as demonstrated in Sections 3.6.7

and 3.8.2). The framework, however, can be easily extended to compute separate

temperatures in future implementations less concerned with the performance issues.

The sunlit fraction of the canopy f sun [-] is estimated assuming that penetration

of the direct beam radiation in the canopy decays exponentially and is controlled by

163



the light extinction parameter K' (according to the Beer's law):

1 L+S 1 1 - e
-
K'(L

+
S)

fsun = (L + S) eK xdx = (L +S) K' (3.24)
0

where e - K '(L+ S ) is the fractional area of the direct beam radiation (sunflecks) on a

horizontal plane below the leaf and stem area index (L + S). The shaded fraction

is fhd = 1 -u fun and the sunlit and shaded leaf area indices are Lsun = funL and

Lshd = fshdL [ 2 m- 2]. In calculating fsun, K' = G(p)/1 V1 - wg, where 1 -wjg

accounts for scattering within the canopy (Sellers, 1985). To prevent numerical insta-

bilities fn = 0 when the sunlit fraction is less than 1% (e.g., hours with significant

cloudiness or periods of early morning and late evening).

The solar radiation absorbed by the vegetation in the visible waveband [0.29 /m +

0.70 1um] is partitioned to sunlit and shaded leaves to calculate the average absorbed

PAR for sunlit ~un and shaded Oshd [W m - 2 ] leaves for a given hour. For fsn > 0:

sun ~~ ~ L
(Satm is i + funSatm vis Ivis)L + S (3.25)

L
4xshd = (fshd Satin JAvis Ii L + s (3.26)

sun and bshd [W m - 2 ] are used in the estimation of photosynthesis and stomatal

resistance (Chapter 4, Section 4.4.1). The above equations assume the sunlit leaves

absorb the direct beam radiation, that all leaves absorb diffuse radiation, and that

leaves absorb L of the radiation absorbed by the vegetation. If fun = 0 all radiationLS
is absorbed by the shaded leaves.

3.6.2 Longwave fluxes

The net longwave radiation (positive towards the atmosphere) for any type of surface

[W m - 2] is

L = -Latm , +L T, (3.27)
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where Latin .I [W m-2] is the downward atmospheric longwave radiation and L T

[W m-2 ] is the upward longwave radiation (Bras, 1990):

LT = Tr4ad (3.28)

where Trad [K] is the radiative temperature of a surface and o- = 5.6710-8 [W m - 2 K-4 ]

is the Stefan-Boltzmann constant.

3.6.2a Non-vegetated surface

For non-vegetated surfaces, formulation (3.27) for the net longwave radiation takes

the form:

L bare
9 = -zgLatm + egT4, (3.29)

where ag [-] is the ground absorptivity, [-] is the ground emissivity, and Tg [K]

is the ground temperature (Section 3.6.7). The upward longwave radiation is

Lbare T =
g (1 -o ag)Latm +eauT 4 (3.30)

The above equation assumes that the fraction (1 - ag) of the atmospheric longwave

flux is reflected by the ground.

3.6.2b Vegetated surface

With reference to Figure 3-4, the downward longwave radiation below the vegetation

canopy is

L eg 
v = (1 - av)Latm +evTv4 .

The upward longwave radiation from the ground is

L Veg T = (1- a,)L)e 9E +aoT 4
g "~ ! -v J '

(3.31)

(3.32)
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The upward longwave radiation above the vegetation canopy is

Lve = (1- av)Le T +aUT. (3.33)

According to formulation (3.27), the net radiation fluxes (positive towards the atmo-

sphere) for canopy Lveg and understory ground Lveg are

v - - - 9

Lv v(Latm NI +4 )eg L ) + 2EvaTv

-a v [1 + (1 - v)(1 -ag)] Latm -

ave aT4 + Eva [2 - av(1 - g)] Tv, (3.34)

-veg -1,L eg - L veg I +e T

=- ( - v)Latm t -gEvaTv + EgaT . (3.35)

Tv and Tg [K] are the vegetation and ground temperatures (Section 3.6.7), respec-

tively, ev and c9 are the vegetation and ground emissivities, and av and ag are the

vegetation and ground absorptivities.

In the above equations, it is assumed that leaves emit longwave radiation from

both sides. The equations also assume that the fraction (1 - a,) of either the at-

mospheric longwave radiation or the upward longwave radiation from the ground is

transmitted through the canopy; the fraction (1 -c ag) of the downward longwave ra-

diation below the canopy is reflected by the understory ground. The emissivity of the

ground is assumed to be e9 = 0.96. The vegetation emissivity is ev = 1 e- ( +S)/ ,

where L and S are the one-sided leaf and stem area indices and / = 1 is the average

inverse optical depth for longwave radiation (Bonan, 1996).

3.6.3 Sensible and latent heat fluxes

The estimation of the sensible and latent heat fluxes employs a commonly used "re-

sistance" formulation (e.g., Shuttleworth, 1979; Bras, 1990; Arya, 2001, pp. 369).

The approach parameterizes the vertical fluxes based on an analogy with Ohm's law
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Figure 3-4: A schematic diagram of the longwave radiation absorbed, transnlitted, re-
flected, and emitted by vegetation and under-canopy ground. Latm 1is the downward
atmospheric longwave radiation, L~eg 1 is the downward longwave radiation below
the vegetation canopy, L;eg i is the upward longwave radiation from the ground,
and L~eg i is the upward longwave radiation above the vegetation canopy. L~eg and
L;eg are the net radiation fluxes (positive towards the atmosphere) for canopy and
understory ground, respectively.
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by using resistance terms for the transfer of heat and moisture. The resistances

have dimensions of inverse of velocity and depend on many factors including surface

roughness (e.g., canopy structure and leaf dimensions), wind speed, and atmospheric

stability. The description below provides a framework for estimation of fluxes from

both bare soil and vegetated patches that can be present within a given computational

element at the same time.

3.6.3a Non-vegetated surface

For bare soil, the sensible heat HGbare [W m-2 ] and the latent heat AEbare [W m-2 ]

fluxes between the atmosphere at a reference height Zatm [mi] and the soil surface are

estimated as

Hgbare = _PatmCp (Tatm - Tg) (3.36)
9 ~~rh

AEgbare = -PatmCp (eatm - e*(Tg) hol) (3.37)
9 ~~~~~~rw

where the following variables are defined at elevation Zatm: the air temperature Tatm

[K], the density of moist air Patm [kg m- 3 ], and the vapor pressure eatm [mb]. The

ground "skin" temperature Tg [K] and the saturated vapor pressure in soil pores e* (Tg)

[mb] are defined at the ground surface level (see below). Cp = 1013 [J kg -1 K - ']

is the air heat capacity, A [J kg- '] is the latent heat of vaporization, y [mb K-']

is the psychrometric constant, rsh and rw [s m - '] are the resistances to the sensible

and latent heat flux, respectively (see discussion below), and hj [-] is the relative

humidity of the soil pore space (after Sellers et al., 1996a):

hsoi = eRTg , if e*(Tg) > eatm, (3.38)

hsoil = 1, if e*(Tg) < eatm, (3.39)

where 0?1 [m] is the soil moisture potential of the top soil layer (first 10 mm, see

Section 3.7.2), g = 9.8 [m s- 2] is the acceleration due to gravity, and R = 8.314

[J kg- 1 K- 1] is the gas constant.
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Resistances Assuming a simple linear combination of resistances for the sensible

and latent heat fluxes (e.g., Arya, 2001; Taiz and Zeiger, 2002) and with reference to

Figure 3-5:

h
r = rah, (3.40)

r = raw + rsrf (3.41)

where rah and raw s m- 1] are the bulk resistances to sensible heat and water vapor

fluxes between the ground surface and the atmosphere due to the transfer mechanisms

involved and rsrf [s m -1 ] is the soil surface resistance, an empirical factor that is

intended to take into account the impedance of the soil pores to exchanges of water

vapor between the first soil layer (first 10 mm, see Section 3.7.2) and the immediately

overlying air. Following Sellers et al. (1996a):

rsrf = es 206-4.255 , (3.42)

where is in Bonan (1996):

1a'O - Or
-E = 'Os-Or'(3.43)

where 01 [mm3 mm - 3] is the soil surface water content (first 10 mm, Section 3.7.2),

0, and 0r [mm3 mm - 3] are the saturation and residual soil moisture contents, respec-

tively (Section 3.7.3) and a' is assumed to be 0.75.

Since the state of the atmosphere above the soil surface can strongly vary, the

dominant physical mechanisms involved in transfer of the heat fluxes away from the

ground surface can differ. Highly turbulent, windy conditions lead to forced convec-

tion, and rah and raw in (3.36) - (3.37) thus represent the aerodynamic resistances to

heat transfer between the atmosphere at reference height Zatm and the heights ZOh + d

and zow + d [m], corresponding to the apparent sinks for heat and water vapor, re-

spectively (e.g., Shuttleworth, 1979). Under assumed neutral atmospheric conditions
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Figure 3-5: A conceptual diagram of resistances for a) sensible and b) latent heat
fluxes for non-vegetated surfaces.

(Bonan, 1996):

1 (Zatm-d
- ~ In

K2 Uatm ZOmn

1 In Zatm-d)
21 Uatm ZOm

In (Zatm-d),
ZOh

In ztm -d 
VZow 

where n = 0.41 is the von Karman constant, Uatm [m s-1] is the wind speed at

Zatm (for standard meteorological measurements, Zatm = 2 m), d [m] is the zero

plane displacement, ZOm + d [mI] is the height corresponding to the apparent sink for

momentum. For bare soil: d = 0, ZOm = 0.05 m, ZOh = ZOw = OlZOm (Bonan, 1996).

In calm, windless conditions, free convection is the dominant mechanism of heat

transfer away from the ground surface. In the presented framework, an empirical

approach of Kondo and Ishida (1997) is used for uatm < 1.0 m s- 1 to parameterize

rah and raw as the reciprocal of an empirically obtained bulk transfer coefficient:

rah = b = - [(Tg - Tatm) + .11(e*(Tg)hsoit- eatm)] , (3.46)
b' ATv 

and raw = rah. The empirical equation (3.46) assumes that with no wind, the virtual

temperature difference ATv [K] creates natural convection, i.e., the air buoyancy is
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both due to the surface heating as well as due to water vapor pressure difference

between the soil pores and the atmosphere. From experiments of Kondo and Ishida

(1997) the value of b' was determined empirically and for rough surfaces is assumed

to be b' = 0.0038 m s-1 K-1 /3.

3.6.3b Vegetated surface

In the more complicated case of a vegetated surface, the sensible and latent heat

fluxes are partitioned into vegetation and ground (under-canopy) fluxes that depend

on vegetation T and ground T [K] temperatures. Assuming the canopy air has

negligible capacity to store heat, the sensible heat flux between the surface at height

ZOh + d and the atmosphere at height Zatm is partitioned into vegetation and ground

fluxes:

H veg = Hveg +H-g (3.47)

~e = patmp TV) (3.48)

eg = -PatmCp (Tatm - Tg) (3.49)

where Ts [K] is the surface temperature at height ZOh + d (see discussion of resistances

below), rh and r h [s m-1 ] are the bulk resistances to sensible heat flux between

the vegetation/ground surface and the atmosphere due to the transfer mechanisms

involved (see discussion below). The above equations are obtained assuming that the

canopy and ground (under-canopy) sensible heat fluxes are independent.

Assuming the canopy air has negligible capacity to store water vapor, the latent

heat flux between the surface at height ZOh + d and the atmosphere at height Zat is

partitioned into vegetation and ground fluxes:

SEveg = Eveg + vE eg
AEAv+A = + (3.50)

AE=e _ PatmCp (es - e*(Tv)) (3.51)

Eveg PatmCp (eatm - e-*(Tg) hsi) (3.52)
~/ ~~~~~~~~~r v
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where e [mb] is the surface vapor pressure at height ZOh + d (see discussion of resis-

tances below), r and r [s m-1 ] are the bulk resistances to latent heat flux between

the vegetation or ground surface and the atmosphere due to the transfer mechanisms

involved (see discussion below). The above equations are obtained assuming that the

canopy and ground (under-canopy) latent heat fluxes are independent.

Resistances Resistances used in equations (3.48) - (3.49) and (3.51) - (3.52) can

be expressed as

h_ 1
V -Ch7

V

h _ 1
r

w= 1

rS - (3.53)c~w

As in Section 3.6.3a, the formulation of resistances in (3.48) - (3.49) and (3.51) -

(3.52) depends on the dominant physical mechanisms involved in the transfer of the

sensible and latent heat fluxes away from the vegetated areas. In conditions of forced

convection, the conductances c , CaW7 Ch, Ch, Ce, Ctw, and C6' [m s'] are defined as

(with reference to the system of equations (3.53) and Figure 3-6)

h _ 1
rah

Ca -
ea = 1

rawCs

ch _ 2(L±S)
V - rb

h _ 1

CS - rah + rah

6eW = fwet (L+S)
rb

Ats (1 -a fwo(rsun + rsun r.hd + r.hd .

c = (3.54)
raW + rsrf + raw
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Figure 3-6: A conceptual diagram of resistances for canopy a.) sensible heat and b.)
latent heat fluxes and for under-canopy c.) sensible heat and d.) latent heat fluxes.

where r and [s m-1 ] are the aerodynamic resistances to sensible and latentraw

heat flux, correspondingly, between the ground levels ZOh and zow and the heights

ZOh + d and zow + d [m], rb [s m - '] is the one-sided bulk leaf boundary resistance

(see below) with the appropriate partitioning between sunlit rU n and shaded rhd

fractions of the canopy, run and rhd [s m - '] are the sunlit and shaded canopy

stomatal resistances (Chapter 4, Section 4.4.1), and fwet [-] is the wetted fraction

of the canopy (Section 3.7.1, c is therefore used to parameterize evaporation of

intercepted water from the canopy). Note that the soil moisture state affects the

latent heat flux magnitude through the stomatal resistances rUn and rhd, which are

estimated explicitly accounting for the soil moisture distribution within the root zone

(Section 3.7.2).
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The roughness lengths ZOm, ZOh, and Zo, and the displacement height d, which are

used to calculate rah and raw, generally vary with leaf and stem area as well as canopy

height (Brutsaert, 1982; Sellers et al., 1996a). Here, however, they are considered to

be dependent on vegetation roughness height only, according to Shuttleworth (1992,

pp. 4.12): d = 0.67Hv, ZOm = 0.123Hv, ZOh = ZOw = O.lzOm, and Zatm = HM + HV,

where H [m] is the vegetation height and HM [m] is the standard measurement

height (typically HM = 2 m). The heights ZOh and z, [m] are the ground roughness

lengths used in calculation of the aerodynamic resistances within the canopy, Z~h =

Zow = 0.005 m.

The aerodynamic resistances to sensible and latent heat transfer within the canopy

r'h and r',, respectively, are parameterized according to Choudhury and Monteith

(1988). Assuming the exponential profile of the eddy diffusivity Kh(z) [m2 s]

within the canopy, Kh(z) = Kh(Hv)e - a( 1 - z/H) (z [m] is the distance from the ground,

positive upward, 0 < z < H~, a is an empirical parameter and a = 3, according to

Bonan (1996):

Tah =fZoh+d 1 h
rah = | K () dz = KHv [ea(l-zoh/Hv) _ ea(1- ( oh+d)Hv) ] (3.55)

It is assumed that rh = raw because the roughness lengths for sensible heat and water

vapor are identical and Kh(Hv) = u(Hv- d), where the effects of atmospheric

stability are ignored and Kh(Hv) is obtained for neutral conditions. The friction

velocity u [ s - ] is calculated as in Shuttleworth (1979):

IgUatm
IUatm (3.56)

In (Zatm-d)\ ZOM !

The one-sided bulk leaf boundary resistance rb(z) depends on a typical leaf di-

mension dleaf [m] and wind profile in the canopy as (Choudhury and Monteith, 1988)

Tb(Z) = 0.01 u(Hv)e-a(-z/HV)(3.57)

174 dleaf
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where u(Hv) [m s -1] is the wind speed at the canopy top and the wind profile within

the canopy is consistent with an exponential Kh(z) profile. Integrating rb(z) over

height in the canopy,

1 _ rb) d 0.02 u(H) [1 ea/2] (3.58)
rb fov dz a dleaf

To account appropriately for the latent heat transfer from sunlit and shaded fractions

of the canopy: rn - L rshd - d. In this formulation, these resistances refer to

one side of the leaf.

The expressions for Ts in (3.48) - (3.49) and e in (3.51) - (3.52) are derived from

the assumed equality of fluxes among different levels considered within the canopy.

Note that the ground and canopy heat fluxes are assumed to be independent (both

sensible heat and latent heat fluxes), which is different from the formulation of Bonan

(1996) and Oleson et al. (2004). With reference to Figure 3-6:

-PatmCp(TatmTs) - PatmCp(Ts - Tv) 2 (L + S) (3.59)
rah rb

and

PatmCp (eatm - es) _ PatmCp (e, - e*(Tv)) (360)
y raw y rb + rs

from which one can obtain:

T~~ Ca
_s =CaTatm + ChTv (3.61)

Ca v

cWeatm + (cw + c)e*(Tv) (3.62)

C + e + w

As in Section 3.6.3a, in calm, windless conditions, free convection is the dom-

inant mechanism of the heat transfer away from vegetated areas. In the presented

framework, for Uatm < 1.0 m s- , an empirical approach of Kondo and Ishida (1997) is

used to parameterize the resistances as functions of empirically obtained bulk transfer
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coefficients.

h = b'[Tv-Tatm] 3

h3c= b' [(T - Tatm) + O.11(e*(Tg)hsoi - eatm)]v

w h
C -e fwetCv 

Ctw (1 fwet)(lCh n 1 Chfshdu1hd)'Cvh sun C v f shd= (1- fwt) (1 + vhf.,n r8n 1 + Cv f,,dri d)
ChCaw _ s

1 + ch rsrf

For free convection conditions T8 = Tatm and e = eatm

3.6.4 Ground heat flux

The ground heat flux is an important component of the land-surface energy balance,

particularly in arid areas where high shortwave radiation may lead to significant soil

heat flux. Since no analytical formulation is available for heat flux for arbitrary bound-

ary conditions, approximate methods are typically used. The discussed framework

employs the method of Wang and Bras (1999), which is based on one-dimensional

heat diffusion equation with a constant diffusivity parameter. By relating the soil

surface temperature to the ground heat flux through a half-order derivative/integral

operator, Wang and Bras (1999) give:

G(t) = t dCT(s) (3.63)

where G(t) [W m - 2] is the ground heat flux at time t, k [J m -1 s K-1] is the

volumetric heat conductivity, Cs [J m-3 K - '] is the heat capacity of the soil, and s

is the integration variable. ks and Cs are well documented parameters for a variety

of common soils (e.g., De Vries, 1963). Both k and Cs depend on the soil moisture

state. From Farouki (1981):

ks = Keks,sat + (1 - Ke)ks,dry, if Od/Os > 10- 7, (3.64)
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if d/0 s _< 10- 7 , (3.65)

where ks, dry and ks, sat are the dry and saturated soil thermal conductivities, respec-

tively. Od is the soil moisture value over depth Zd [m], and Ke [-] is the Kersten

number. In this work, the depth Zd is defined as the maximum possible diurnal

penetration depth for a given soil:

2ks, sat 2Zd = [ D:i )]2,(3.66)
Zd WD Cs, si (1 - s) (-6

where WD = 27r/86400 [s- 1] is the daily frequency and Cs, s, is the heat capacity of

the soil solid (De Vries, 1963). d is obtained by integration of the soil moisture profile

(Section 3.7.2). The Kersten number is a function of the relative saturation:

K = in(O) + 1 > 0. (3.67)

The soil heat capacity is estimated as a function of soil moisture as

Cs = Cs, soi(1 - Os) + OdCliq, (3.68)

where Cliq = 4.188 x 106 [Jm - 3 K- 1] is the specific heat capacity of water.

Expression (3.63) indicates that the ground heat flux is completely determined

by the history of the surface soil temperature, given the soil thermal properties. A

numerical integration procedure is implemented in the discussed model that estimates

G based on a stored vector of soil surface temperature values Tg estimated prior to

time t. The accuracy of estimation depends on the length of the integration period,

i.e., the size of Tg, which, however, has to be limited due to computational constraints.

The approach consists in storing an additional vector of temperatures, Tg, starting

from the sun set time of a given day until the sun rise time of the next day, when

vector Tg is used to replace Tg.

Tg represents the "skin" soil temperature, i.e., the value at the very surface of soil.

For several estimation procedures it is also important to have the soil temperature
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Tsoji [K] averaged over a certain depth, e.g., root zone. While numerically feasible,

the estimation of T 0oil would introduce a significant computational overhead. It is

assumed that Toil can be computed approximately, using available information on

Tg. Two principal features need to be represented in the dynamics of T 0oil: 1.) the

smaller diurnal variability and absolute magnitudes with respect to the diurnal cycle

of Tg, which mimics dampening of the heat flux with depth; and 2.) the seasonal

phases of gradual soil warming and cooling that reflect average conditions for soil

biochemical and biophysical processes. To ensure the above characteristics, the cur-

rent implementation uses the mean value of the vector of surface temperatures Tg as

a surrogate estimate of Tsil. The length of the vector Tg varies between 10 and 36

hours, depending on time of the year and location. Future model implementations

will certainly require a more rigorous estimation of temperature distribution with soil

depth.

3.6.5 Element scale quantities

In general, almost any variable estimated separately for vegetated and bare soil frac-

tions of a given element can be expressed as a quantity at the element-scale. The

latter is composed through a linear combination of the relative contributions (pro-

portional to the corresponding fractional areas) from all PFTs and bare soil present

in the element. For instance, the element-scale quantity of the Normalized Difference

Vegetation Index, previously estimated at the scale of a given PFT (Section 3.6.1),

can be obtained as

rn.i_ - .vi
NDVI = -, (3.69)

rnir + rvi8

with

_A Sv,A T + Sg,A T (3.70)
Satm I + Satm 1A
Nv

Sv,A T = Z(Satm A I Tk,A + Satm 1A I k,A) fv,k, (3.71)
k
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NvSg,A T = (gA ASatm + g,A Satm A) (1- fv, k), (3.72)k

where f, k [-] is the vegetation fraction of the kth plant functional type present in a

given element (Chapter 4, Section 4.4.8), Nv is the total number of vegetation types

present in the element. The element-scale quantities are useful for model verifica-

tion/calibration, e.g., the NDVI values estimated using (3.69) can be used to relate

the model output to observations from remote sensing platforms.

3.6.6 Net radiation

The net radiation for computational elements that are composed of bare soil only is

expressed as

Rng = = are - L H + Ebare + G (3.73)

If vegetation is present, two levels are considered when estimating the net radiation:

the canopy and the ground level. At the canopy level, no distinction is made among

various PFTs that can be present within a given computational element at the same

time. The net radiation is composed for the total vegetated part of the element by

linearly combining the contributions from all PFTs currently present (see Section

3.6.5):

Nv Nv
p~ = ~ [~ ~(veg ve e _ vEve g 374= ,, - Lv,k) fv,k = Z (H,k + - )vk 4,k, .)

k k

where fv, k [-] is the vegetation fraction of the kth plant functional type present in a

given element (Chapter 4, Section 4.4.8), Nv is the total number of vegetation types

present in the element and the flux components in (3.74) are computed separately for

each vegetation type.

The same approach is used for estimating the ground level net radiation: the

contributions from all PFTs present in the element are lumped together with the
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contributions from the fraction of bare soil:

R NV (S eg Lveg NV -Sbare _Lbare
Rng = E(guk - gk) fv,k + - Sfv, k (are - g bare) =

k kkNV ~e~e~ NV )k~~~~~~~
k+AEk) fvk + -1 E fk) (H bare + AEa ) + G (3.75)

k k

While the separate treatment of each plant type would allow one to differentiate

the characteristic features of responses of individual species to water-energy conditions

at a given location, the above approach attempts to avoid the associated computa-

tional expenses (although the implemented scheme is flexible for such an extension).

The model aims to address the spatial heterogeneity of hydrology-vegetation dynam-

ics within a complex terrain. Site-specific characteristics such as geometry, location

in the landscape, and soil properties should lead to inherently distinct regimes of

radiation, soil moisture, and, therefore, spatial differences in vegetation dynamics.

3.6.7 Vegetation and ground temperatures

The formulation of net radiation in (3.73), (3.74), and (3.75) depends on the ground

temperature Tg and, if vegetation is present, vegetation temperature Tv. Both Tg

and T, are state variables that have to be estimated iteratively since (3.73)-(3.75) are

highly non-linear equations and analytical solutions are not available.

3.6.7a Non-vegetated surface

Equation (3.73) is the basis for iterative scheme used to close the ground surface

energy budget. The Newton method is used with the iteration equation written as

-gbare - Lbare " ± Hbare(T ) + AEbare(T ) ± G(I )+I - L (Tg) + H (T )+A T) + G(Tg)+g g9 9 gg gg
[ +O(T) He(TT) ++ + G(T ATg = 0, (3.76)

ffg OT9 &T9 O_~~T9

where ATg is the ground temperature iteration step. The partial derivatives L 9 Tg),aaog
o "are (Tg) 9AEgbare (Tg)

aT, , and aT, are obtained analytically from (3.29), (3.36), and (3.37).
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aG(Tg)The derivative the ground heat flux aG() is estimated numerically. Note that since

the dominant heat transfer mechanism is recognized before the iteration, the deriva-
tiedrh and arawtives h and can be determined analytically from (3.44), (3.45), or (3.46).

3.6.7b Vegetated surface

The estimation of fluxes and temperatures for vegetated surfaces is more complex than

for bare ground because of: a) the relative dependence of the vegetation and ground

temperatures through (3.34) - (3.35); b) the highly non-linear stomatal response to

change in the vegetation temperature (Section 4.4.1). The canopy and ground surface

energy budgets thus constitute a system of equations, which are strongly non-linear

functions of Tv and Tg:

NvF1(Ti 9) d (-TTg + y~(T T,) +HH(T) +A ),(T)) f,k, (3.77)
k

Nv
F2(Tv, Tg) = Z(S e+L (Teg v)+H e(T)+ eg (Tk~~~~~~~~~~~~~~~

(1 - E fv,)(_Sare + gare() + H A(E) + Eare(T)) +E g k g-kgkT + g,, k-
kNV( 1 -k f,)(- + L a(Tg) + H gT) + AE (Tg)) +
k

+ G(Tg) (3.78)

The Newton-Raphson iteration method is used to simultaneously solve for T. and

Tg that balance the vegetation and ground surface energy budgets. A set of linear

equations for the temperature corrections JT that move functions of (3.77) and (3.78)

closer to the solution can be written in the vector form as

J T = -F, (3.79)

where F = [F1, F2], T = [ATV, ATg], and J is the Jacobian matrix:

aF1 aF
a T a T.

J = tTV 9Tg , (3.80)

OF2 F2
aT, aT.
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and

___F ~ NV a/9ve Tg) qOHvve (T ) OaEvve (Tv)aF E kg(VI + Ok +v o r) fv, k' (3.81)

NV a vegioF E OLV, k (Tv, T9) ) (3.82)'OTv aT S ~~~~~rp~ f'v jf,k,

aF2 Nv iveg (TVI Tg) (3.83)
kZT v ' k fv, k,
'9I k 1OTV

OF2 Nv (Lgve (Tv, T9) Hgveg(T) OEveg(T 9) f +aF2~ N g ( T , Tg) k
kE 'O +v, +)nt3~g k t ~T~g g e g

( fV1 E) (Lbare (Tg) +H 1bare (T) Eare(T)+Nf g * e (9, Tg)k-
+ aG(Tg) (3.84)

+ 9

The partial derivatives with respect to the ground temperature -ALg (TV Tg) aLg egT9 , Tg)OT~ 8 g ' ~

OHe 9 (T9 ) 8AE~e(T9 ) T3are(T 9 ) aHI(T 9 ) an .Eaare(T 9 ) are obtained analytically
aT9 ' ' e9Tg ' gan (T

from (3.34), (3.35), (3.49), (3.52), (3.29), (3.36), and (3.37) and the derivative of the

ground heat flux aG(Tg) is estimated numerically. The partial derivatives with respecta~~~~~~~~~~~~~~~Tg g 
LHveg(T T) EefT, TT ) eaHveg(T to h ca o Temperatur. O7 , and T are obtained analyticll

ically from (3.34), (3.35), and (3.48). The partial derivative of the canopy latent heat

flux aAEveg(Tv) involves evaluation of the derivatives of the stomatal resistance aTI~~~~~~~~ (TI~ n
and , which cannot be obtained analytically. aAEv (Tv) is therefore estimated

aTV aTI

numerically.

Since the Newton-Raphson iteration method has poor global convergence prop-

erties, it is used in combination with the line searches and backtracking algorithm

(Press et al., 1999) that ensures the convergence of the above scheme.

3.7 Moisture fluxes

The model parameterizes the processes of canopy interception, drainage, through-

fall, evapotranspiration, infiltration, surface runoff and runon, and lateral sub-surface
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moisture transfer. On one hand, the moisture fluxes strongly depend on the energy

partition within a given computational element since the latent heat flux determines

the amount of water extracted from the system (or added, via dew). On the other

hand, the moisture state of the canopy and soil within the element affects the energy

budget by modulating the amount of absorbed radiation (through agA in (3.22)), the

latent heat partition into canopy and soil evaporation and transpiration (through hSoil

and rsrf in (3.37) and (3.51), and through rs and fwet in (3.51) and (3.52)), and the

magnitude of the ground heat flux (through k and Cs in (3.63)). The framework,

therefore, represents a strongly coupled system of water-energy interactions.

3.7.1 Interception and canopy moisture fluxes

Precipitation is either intercepted by the canopy or falls to the ground as throughfall

and stem flow. Interception is estimated from the Rutter et al. (1971, 1975) canopy

water balance model:

dC CVegdC = (1-p)R-D- EE9 (3.85)

where C mm] is the canopy storage, E~"g [mm hour -1 ] is the evaporation rate from

the wetted fraction of the canopy (see below), R [mm hour -1 ] is the rainfall rate (if

there is dew, it is added to R), and D [mm hour -'] is the canopy drainage:

D = Kregc(c-s) (3.86)

where Kc [mm hour - ] and g, [mm- '] are the drainage rate coefficient and exponential

decay parameter (Rutter et al., 1971, 1975). The parameters S [minim] and p [-] of

(3.85) are the canopy capacity and free throughfall coefficient, respectively. S and

p depend on the amount of biomass of a particular PFT present in a given element

(Dickinson et al., 1993):

S = 0.(L + S), (3.87)
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= e- 0.5(L + S ) (3.88)

where, as above, L and S are the one-sided leaf and stem area indices. Since equation

(3.85) is a non-linear ODE that cannot be solved analytically for C, the Runge-Kutta

integration method is used to obtain C given the instantaneous values of R and E~eg

The wetted fraction of the canopy is calculated using the current canopy storage

(Dickinson et al., 1993):

2

fwet = < 1. (3.89)

The total canopy evapotranspiration flux E~~9 [mm hour-'] from (3.51) is partitioned
~v6 veg a

into the canopy evaporation EE , transpiration ETe, and canopy dew Ec as

cw~veg ce 
EEg = Ev 9 Ce w v (3.90)

¢e 
w

Ev eg _ vg Ctv
ET = E, Ct (3.91)

c~ + C''
E v e g = veg if Ev < 0 (3.92)

From (3.85) and (3.86), the net precipitation reaching the ground within a vege-

tated patch of kth PFT is simply qNR, k = pkR + Dk. At the element scale, the net

precipitation is obtained by summing the contributions of net precipitation from all

PFTs currently present and rainfall on bare soil:

NV NV

qNR = E (PkR + Dk)fv,k+ 1-E fv,k R. (3.93)
k k

Similarly, the total canopy evapotranspiration at the element scale is composed

as in (3.74)

Nv
= Z, k fv, k (3.94)

k

The element scale quantities for each of the components of Ev e9, i.e., canopy evapo-
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ration, transpiration, and canopy dew, are estimated in a similar manner.

3.7.2 Infiltration and soil moisture fluxes

The water influx at the soil surface,

qinfI = qNR + qdew + qrunon (3.95)

originates from the direct rainfall and throughfall qNR, dew qdew, and runon qruno

[mm hour-1]. The runon for a given element is estimated as the sum of surface

runoff produced in neighboring elements that have their direction of steepest descent

towards the considered element. The soil dew is estimated at the element scale as

Nv \
--~ 1veg pbrqdew = EDDgkfv, k + E fv,k wEDg (3.96)

k k

D ve g (3.97)< 0s D = EVeg if Eg <0(397)

E bare = Ebare if Ebare < 0 (3.98)
-Dg g '

The water flux qinfl can either infiltrate into the soil column or become runoff.

The infiltration and runoff production are simulated by numerically solving the one-

dimensional Richards equation (Hillel, 1980) that governs the fluid flow into the

unsaturated soil. When moisture content 0 [mm3 mm - 3 ] is used as a dependent vari-

able, the Richards equation for a sloped surface with balanced subsurface fluxes and

negligible evapotranspiration is expressed as

at = aZ (D(0)az-K(0)COS~gv), (3.99)O-- = 9 Dz(O)oz9 - K(O)cos a. '399

where K(O) [mm hour -1 ] is the unsaturated hydraulic conductivity, D(O) [mm2 hour -1 ]

is the unsaturated diffusivity, a v [radian] is the slope of the soil surface (Section

2.3.1), t [hour] is time, and z [mm] denotes the normal to the soil's surface coordi-

nate assumed to be positive downward (direction n in Figure 3-1). The finite-element,

backward Euler time-stepping numerical approximation used to solve equation (3.99)
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is described in detail in Appendix D.1. When one needs to consider a domain of an

arbitrary geometrical configuration, subject to a variety of possible hydrometeorolog-

ical and vegetation states, the subsurface lateral exchange in the unsaturated zone

and the evapotranspiration flux have to be accounted for. This can be achieved by

adding the corresponding sinks/sources terms into the formulation (3.99). The cor-

responding formulation and its numerical solution for a one-dimensional soil column

are provided in Appendix D.2. The solution permits lateral moisture redistribution

in the direction of steepest decent (direction p in Figure 3-1) as well as the surface

and subsurface influx of water from multiple sources (elements) located directly above

a given element. The solution also allows for water losses from the soil surface and

root zone via the evapotranspiration process with the following possible components:

evaporation from the fraction of bare ground Ebare (from (3.37)), evaporation from the

under-canopy soil surface Ev e9 (from (3.52)), and transpiration ETe9 (from (3.91)).

The numerical implementation also evaluates the moisture loss from the root zone

due to drainage to deeper layers, when there is water excess, or gain due to capillary

rise, when the root zone is drier than deeper soil horizons. The corresponding net

flux is estimated in (D.40). The details of the numerical implementation of how the

fluxes qinfl, Eg 9 E bre and Ep are combined from multiple possible sources and

applied to different depths of one-dimensional soil column are given in Appendix D.2.

The numerical solution provided in Appendices D.1 - D.2 operates on mesh that

resolves the vertical variability of soil moisture. Since the finite-element method per-

mits multiple resolution, the soil profile is resolved at a high detail near the surface,

which allows one to account for the high-frequency variability in the atmospheric forc-

ing. The mesh has a coarser resolution at greater depths for computational efficiency.

An example of the typical mesh is shown in Figure 3-7. For a number of estimation

procedures, one needs to know the volumetric water content of the soil surface. This

value is approximated with the soil moisture [mm 3 mm- 3 ] contained in the first

10 mm of the soil column.

Since the soil column is resolved at multiple number of points, the root biomass

profile (3.1) can be explicitly represented in the numerical scheme. If zi [mm] is
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Figure 3-7: An illustration of the finite-element mesh assumed in the soil profile. The
dashed lines are located at depths corresponding to the location of mesh nodes.

a depth in the soil profile, the corresponding fraction of the root biomass ri [-] ,

= 1... Iroot (note that 'root r = 0.95) attributed to that depth is

= 1 e~q 05 Aziri = 1 - e- r5A z i

ri = e- 1 (zi--5Azi-) - e- 1 (zi+.5Azi)

_= e- (zi-0O.5Azi-j) _ e-77Zroot
ri=ee

if i = 1,

if zi + 0.5Az i < Zroot,

if zi + 0.5Azi > Zroot ,

where Azi [mm] is the positive difference between zi+l and zi, Zroot [mm] is the depth

that contains 95% of root biomass, and 7/ [mm -1] is the decay rate of root biomass

distribution with the soil depth (equation (3.1)).

3.7.3 Soil hydraulic properties

The Brooks and Corey (1964) parameterization scheme is adopted to relate the unsat-

urated hydraulic conductivity and soil water potential to the moisture content. The

Brooks and Corey (1964) model uses Burdine's theory (Burdine, 1953) to relate the
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unsaturated hydraulic conductivity Kn(Se) [mm hour -1 ] and the moisture content:

Kn(Se) Ksn~ ~Se 1 1[[ 1 1-I
K.(Se) = KsnSe ~M Tl2(S) ds 0J2 (S) dS (3.103)

where Ksn [mm hour -1 ] is the saturated hydraulic conductivity in the normal to the

soil's surface direction (direction n in Figure 3-1), (S) is the soil water retention

curve and Se [-] is the effective saturation:

S = 0-Or' (3.104)

where Os [mm3 mm- 3 ] is the saturation moisture content and Or [mm 3 mm- 3 ] is

the residual moisture content defined as is the amount of soil water that cannot be

removed from soil by drainage or evapotranspiration. Brooks and Corey (1964) pro-

posed the following empirical model for soil water retention curve (assuming isotropic

media, drainage cycle, and neglecting hysteresis):

(0) = b 0- -, (3.105)

where 'iOb [mm] is the air entry bubbling pressure and Ao [-] is the pore-size distri-

bution index. An expression relating the unsaturated conductivity and soil moisture

content is obtained from (3.103) and (3.105) as

2+3Ao

K.(0) = K., (^ 9 r *(3.106)

From (3.105) and (3.106) one can get an expression for the unsaturated diffusivity

D(O) [mm 2 hour-1]:

D(9) = d'~~b -'~bb :~z~ ) 2+*

() (K. = KS K Ao(sOr) s-(3.107)

The parameterization is applicable only for the range of 0 satisfying 0 < ?'b (since

soil water is under tension, the pressure 0 has a negative sign).
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In the model, the soil anisotropy ar [-] is defined as the ratio between the hydraulic

conductivities in the directions parallel to the slope Ksp and normal to the slope Ksn:

ar K, p (3.108)

See Figure 3-1 for a reference on orientation of the characteristic directions n and p.

3.8 Model testing

The material of this section illustrates the various coupling mechanisms captured by

the simulation framework in modeling the energy and water budgets of vegetated

surfaces. First, the energy partition and soil moisture dynamics are illustrated for

surfaces vegetated with broadleaf deciduous trees and C4 grass, for initially saturated

soil. Second, the sensitivity of energy partition to wind speed, i.e., to the relative

strength of driving mechanisms responsible for the heat transfer away from vegetated

surfaces, is illustrated for fully saturated soil conditions (no soil water control). Third,

both the simulation of soil moisture dynamics and the vertical structure of transient

soil water distribution are illustrated for typical loamy sand and clayey soils for a

rainfall forcing that includes two events. Fourth, the effect of topography on lateral

water transfer in the unsaturated zone is illustrated for soils with different anisotropy

characteristics for a domain of synthetic configuration, exhibiting flow convergence.

Finally, the effect of runon on soil moisture dynamics is shown for clayey soils. In all

of the following examples, the properties of vegetation are assigned at the beginning

and do not change throughout the simulation.

Four generic soil types are used in the material of the following sections. Their

hydraulic properties are parameterized according to Rawls et al. (1982). The heat

transfer and albedo parameters are from Dickinson et al. (1993) and Bonan (1996).

Table 3.1 provides the corresponding values of the soil hydraulic, heat transfer, and

albedo parameters.
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Table 3.1: The soil hydraulic, heat transfer, and albedo parameters of generic soil
types. The hydraulic parameterization follows Rawls et al. (1982). The heat transfer
and albedo parameters are from Dickinson et al. (1993) and Bonan (1996). Kn
[mm hour-'] is the saturated hydraulic conductivity in the normal to the soil's surface
direction, Os [mm3 mm-3] is the saturation moisture content, 0r [mm 3 mm- 3 ] is the
residual moisture content, A [-] is the pore-size distribution index, OPb [mm] is the air
entry bubbling pressure, ks, dry and ks, sat [J m - 1 s- 1 K- 1] are the dry and saturated
soil thermal conductivities, respectively, and Cs, soi [J m - 3 K -'] is the heat capacity
of the soil solid. The soil albedo a parameters are assumed to be uniform across all
considered soil types.

a The values of the shortwave albedos for saturated soil (at ' = at A) are assigned as 0.11 for(sat A - OCsat A ) are assigned as 0. 11 for
visible and 0.225 for near-infrared spectral bands, respectively. The values of the shortwave albedos
for dry soil (dry A = dry A) are assigned as 0.22 for visible and 0.45 for near-infrared spectral bands,
respectively.

b 92% sand, 3% clay.
c 81% sand, 7% clay.

d 4 2 % sand, 18% clay.
e 20% sand, 60% clay.
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Parameter Ks n s Or Ao "b ks, dry ks, sat Cs, soi

Sand b 235.0 0.417 0.020 0.592 -73 0.214 2.689 1202632

Loamy sandc 61.0 0.401 0.035 0.474 -87 0.214 2.639 1209573

Loamd 15.0 0.434 0.027 0.220 -111 0.196 2.250 1184138

Claye 1.0 0.385 0.090 0.150 -370 0.189 1.706 1218393



3.8.1 Energy partition and soil water dynamics of a flat veg-

etated surface

The climate simulator parameterized for the location of Albuquerque (NM) (Chapter

2) is used in the following to force the hydrological simulations that assume August

1st as the starting date. To simplify the illustrative examples, rainless periods with

zero cloudiness are assumed in all cases. The corresponding simulated time-series of

the shortwave radiation are shown in Figure 3-8a. Another simplification is that the

air temperature is simulated with 6T(t) = 0 (Section 2.6.1), which results in smooth

time-series (Figure 3-8b), and the dew point temperature is assumed to be constant

Tdew = 12.8 °C (corresponding to 30-70% daily variability of humidity typical for the

location of Albuquerque (NM) for the considered period). Furthermore, the wind

speed is also assumed to be constant throughout the entire course of the simulation,

Uatm = 3 m s - 1.

As an initial condition, it is assumed that a loamy sand soil column of 1.8 m depth

is completely saturated. Free drainage is assumed as the lower boundary flux con-

dition (Appendix D) throughout the course of simulation. A flat horizontal element

is considered, which is not affected by the lateral effects such as radiative shading,

moisture transfer in the unsaturated zone, or runon.

Figures 3-8 - 3-11 show the simulation results for a surface vegetated with broadleaf

deciduous trees that have LAI = 3.0, SAI = 0.75, Hv = 5.0 m, dleaf = 4.0 cm, and

vegetation fraction equal to one (i.e., trees occupy the entire area of the element and

there is no bare soil). Vegetation structural attributes and the fractional area do not

change within the simulation period. The root zone extends down to approximately

1 m depth with the biomass distribution parameterized as in (3.1) and r = 0.003046

mm- 1'. Water uptake properties, i.e., the soil matric potentials T* and A', [MPa]

at which, respectively, the stomatal closure or plant wilting begins (Section 4.3) are

taken as * = -0.5 MPa and by' = -2.80 MPa. Note that these values correspond

to characteristic relative soil moisture values * and 0w, [mm3 mm- 3 ], respectively,

used in the estimation of transpiration flux (formulation (4.17) of Section 4.4.1).
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a.) Incoming shortwave radiation
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Figure 3-8: Time-series of synthetic hydrometeorological forcing: a.) global shortwave
radiation and b.) air and dew point temperatures. Plot c.) illustrates temperatures
of the tree canopy Tv ("canopy"), soil surface Tg ("soil surface"), and soil TSOil ("soil")
estimated from the energy balances.
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The radiative transfer and the photosynthesis parameters, required for estimation of

the canopy radiative fluxes (Section 3.5.2) and stomatal resistance (Section 4.4.1)

are assigned according to a typical parameterization for broadleaf deciduous trees

employed by most land-surface schemes (e.g., Sellers et al., 1996b). These values are

provided for reference in Table 3.2.

The time-series of estimated canopy and soil surface temperatures that balance

the canopy and ground surface energy budgets (Section 3.6.6) are shown in Figure

3-8c. As can be seen in the figure, the soil daily maximum temperatures exhibit

a gradual increase throughout the simulation, while the daily course of the canopy

temperature remains essentially unchanged. This is attributed to the differences in

the dynamics of soil moisture at the ground surface and in the root zone as explained

in the following.

As the soil gradually desaturates (Figure 3-9a), the evaporative fraction corre-

spondingly decreases. While the transpiration flux experiences only a minor reduction

over the considered period of time, the change in soil evaporation is more substantial

and corresponds to a significant decrease of the surface soil moisture (Figure 3-9b -

3-9c).

Figure 3-10 illustrates all of the components of the canopy and ground surface

energy balances. One may notice that the dense tree canopy intercepts most of the

incoming shortwave radiation (Figure 3-10c) with relatively small fraction reaching

the understory ground. This results in much lower magnitudes of net radiation at

the ground surface (Figure 3-lOb). The root zone is relatively wet throughout the

simulation and the canopy day-light latent heat flux is therefore constantly high

(mid-day depressions in the time series are attributed to the partial stomatal closure

and will be explained later). Since vegetation exhibits some "leakage" conductance

(attributed to the uncontrolled water loss through leaf cuticles, Section 4.4.1), the

night-time latent heat flux is somewhat above zero. The soil surface layer quickly

dries, which leads to a smaller latent heat flux and higher sensible heat flux as well

as gradual heating of the surface (Figure 3-10a, f, g). The progressive desaturation

of soil also leads to a reduction in the ground heat flux (Figure 3-10e).
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Table 3.2: Vegetation biophysical, photosynthesis, and interception parameters. XL is
the departure of leaf angles from a random distribution and equals +1 for horizontal

leaf leaf _leaves, 0 for random leaves, and -1 for vertical leaves, eaf and A [] are the
leaf reflectances and transmittances, respectively, oatem and Totem [-] are the stem
reflectances and transmittances, respectively, "VIS" and "NIR" are used to denote
the visible and near-infrared spectral bands, respectively, Vmax25 [mol CO2 m - 2 s- 1]
is the maximum catalytic capacity of Rubisco at 25°C, K [-] is the time-mean PAR
extinction coefficient used to parameterize decay of nitrogen content in the canopy,
m [-] is an empirical parameter used as a slope factor in (4.1), b [umol m

- 2
s

- 1] is
the minimum stomatal conductance, 3,4 [mol CO2 /mo-' photons] is the intrinsic
quantum efficiency for CO2 uptake for C 3 and C4 plants, Kc [mm hour - '] is the
canopy water drainage rate coefficient, gc [mm - ] is the exponential decay parameter
of canopy water drainage rate, and Sla [m 2 leaf area kg C-1] is the specific leaf area.
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Parameter / PFT Broadleaf deciduous tree C4 grass

XL 0.01 -0.30

leaf
Ot a f

- VIS 0.10 0.11

leaf \TAaf - NIR 0.45 0.58

astem vis 0.16 0.36

aem _ NIR 0.39 0.58

leaf - VIS 0.05 0.07TA

e af - NIR 0.25 0.25

TA-st e m VIS 0.001 0.22

TSte
- NIR 0.001 0.38

Vmax 25 90.0 25.0

K 0.5 0.3

m 9 4

b 10,000 40,000

E3,4 0.08 0.053

KC 0.18 0.10

gc 3.9 3.2

Sla 0.041 0.020



The simulated resistances, used to compute heat fluxes from the ground and

canopy surfaces, are illustrated in Figure 3-11. The stomatal resistances, shown in

Figure 3-11a for sunlit and shaded fractions of the canopy, are estimated using the

biochemical model described in Section 4.4.1. As can be seen in the figure, the daily

cycle of stomatal resistance exhibits a mid-day peak. This model behavior has been

previously observed (Collatz et al., 1991) and is associated with partial stomatal clo-

sure caused by an increasingly high day-light time air moisture deficit (Tdew is constant

throughout the day) as well as significant shortwave irradiance of the leaves (Figure

3-10c). The increase in the stomatal resistance causes the mid-day depressions in the

photosynthesis and latent heat flux (Figure 3-lOg), experimentally observed in leaves

(Beyschlag et al., 1986) and open canopies (Tan and Black, 1976; Campbell, 1989;

Kinyamario and Imbamba, 1992). The decrease in the surface soil moisture leads to

a high surface resistance to the ground latent heat flux (Figure 3-11d). An apparent

cyclicity in the time-series is due to the day-time depletion of the surface moisture

and night-time capillary rise that replenishes soil water in the surface layer.

Figures 3-12 - 3-15 illustrate the simulated dynamics for a surface vegetated with

C4 grass that has LAI = 3.0, SAI = 0.15, Hv = 0.75 m, dleaf = 0.5 cm, and vegetation

fraction equal to one (i.e., grass occupies the entire area of the element and there is no

bare soil). The vegetation structural attributes and the fractional area do not change

during the considered period of time. The root zone extends down to approximately

0.33 m depth, with the biomass distribution parameterized as in (3.1) and 7 = 0.009

mm -1. Water uptake properties, i.e., the soil matric potentials * and At [MPa]

at which, respectively, the stomatal closure or plant wilting begins (Section 4.3) are

taken as T* = -0.1 MPa and by = -4.0 MPa. As above, these values correspond

to characteristic relative soil moisture values * and 0w [mm3 mm- 3], respectively,

used in the estimation of transpiration flux (formulation (4.17) of Section 4.4.1).

The radiative transfer and the photosynthesis parameters, required for estimation of

the canopy radiative fluxes (Section 3.5.2) and stomatal resistance (Section 4.4.1)

are assigned according to a typical parameterization for C4 grass employed by most

land-surface schemes. These values are provided for reference in Table 3.2.
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Figure 3-9: The simulated soil water contents, evaporative fraction, and moisture
fluxes for an area vegetated with broadleaf deciduous trees: a.) surface 01 and root
zone 9root soil moisture and evaporative fraction AE/(AE + H); b.) transpiration
rate ETveg; c.) under-canopy soil evaporation rate Egeg; d.) drainage from the root
zone to deeper layers QDOUt. "Ev, Daily" and "Eg,Daily" are the mean values of daily
transpiration and soil evaporation, respectively, over the considered period of time.
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a.) Air, canopy, and soil surface temperatures~::~~~
b.) Net downward radiative flux, Rn
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Figure 3-10: The simulated temperatures and components of canopy and ground
surface energy budgets for an area vegetated with broadleaf deciduous trees: a.) air
Tatm, canopy Tv, and soil surface Tg temperatures; b.) net radiation (Rn v and Rn g);
c.) incoming global and absorbed shortwave radiation ((Satm 1~ +Satm 1A) and (Svveg
and Sgveg )); d.) net longwave radiation (L~.eg and L;eg); e.) ground heat flux G; f.)
sensible heat flux (Hvveg and Hgveg); g.) latent heat flux (AEvveg and AEgveg).
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Figure 3-11: Vapor pressures and the simulated resistances used to estimate canopy
and ground surface energy fluxes for an area vegetated with broadleaf deciduous trees:
a.) sunlit and shaded canopy stonlatal resistances (r;un and r;hd); b.) leaf boundary
layer rb and aerodynalllic resistances (rah and r~h); c.) atmospheric eatm, reference
height es, and stomatal e*(Tv) water vapor pressures; d.) soil surface resistance rsrf'
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Similar to Figure 3-8c, Figure 3-12c shows the time-series of the simulated grass

canopy and soil surface temperatures that balance the corresponding energy budgets

(Section 3.6.6). While the estimated canopy temperatures show essentially the same

pattern as in Figure 3-8c, the understory ground temperatures exhibit a more signifi-

cant increase of the daily amplitude. This is related to faster (relative to the previous

case with broadleaf woody vegetation) drying of the soil surface as illustrated in Fig-

ure 3-13a. The more rapid depletion of the surface soil moisture is related to a higher

amount of the shortwave radiation that reaches the ground surface and, as a result,

the higher amount of the net radiation (Figures 3-14b - 3-14c). While both trees (dis-

cussed previously) and grass have the same amount of foliage biomass, i.e., the same

LAI, the orientation of grass leaves is closer to the vertical (expressed through the

parameter XL), which leads to a smaller amount of radiation absorbed by the leaves

and a higher amount of radiation penetrating through the canopy. As a result of

the higher available energy for evaporation, combined with the higher fraction of the

grass root biomass located in the soil top layers, the soil surface moisture is rapidly

depleted.

The C4 photosynthesis of grass does not lead to the same sensitivity of the latent

heat flux to air humidity deficit and high shortwave irradiance as was the case of

C3 photosynthesis of trees. For approximately the same canopy temperature time-

series (Figures 3-10a and 3-14a), the mid-day depressions are not observed in the time

series of the grass latent heat flux (Figure 3-14g). The simulated stomatal resistances

(Figure 3-15a) clearly have a different daily cycle exhibiting smaller sensitivity to the

hydrometeorological conditions.

3.8.2 Sensitivity of energy partition to wind speed

Figures 3-16 - 3-17 illustrate the sensitivity of components of the canopy and un-

derstory ground energy budgets to wind speed that determines canopy aerodynamic

and leaf boundary layer resistances (rah, rh, and rb). For each given wind speed

value, ranging from 0.01 to 10.0 m s, a 24-hour cycle of water-energy dynamics is

simulated with the same hydrometeorological forcing as in simulations described in
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Figure 3-12: Time-series of synthetic hydrometeorological forcing: a.) global short-
wave radiation and b.) air and dew point temperatures. The plot c.) illustrates
temperatures of the C4 grass canopy T, ("canopy"), soil surface Tg ("soil surface"),
and soil Tsol ("soil") estimated from the energy balances.
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Figure 3-13: The simulated soil water contents, evaporative fraction, and moisture
fluxes for an area vegetated with C4 grass: a.) surface 01 and root zone 9root soil
moisture and evaporative fraction AE/(AE + H); b.) transpiration rate ETg; c.)
under-canopy soil evaporation rate Ee9; d.) drainage from the root zone to deeper
layers QDout. "EvDaily" and "E9, Daily are the mean values of daily transpiration
and soil evaporation, respectively, over the considered period of time.
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a.) Air, canopy, and soil surface temperatures

b.) Net downward radiative flux, Rn
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Figure 3-14: The simulated temperatures and components of canopy and ground
surface energy budgets for an area vegetated with C4 grass: a.) air Tatm, canopy
Tv, and soil surface Tg temperatures; b.) net radiation (Rnv and Rng); c.) incoming
global and absorbed shortwave radiation ((Satin ,A +Satm A) and (e g and Seg9 ));
d.) net longwave radiation (L veg and Le9); e.) ground heat flux C; f.) sensible heat
flux (He9 and He9); g.) latent heat flux (AEve9 and AEgeg).
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Figure 3-15: Vapor pressures and the simulated resistances used to estimate canopy
and ground surface energy fluxes for an area vegetated with C4 grass: a.) sunlit and
shaded canopy stomatal resistances (r sun and rhd); b.) leaf boundary layer rb and
aerodynamic resistances (rah and rah); c.) atmospheric eatm, reference height e, and
stomatal e*(Tv) water vapor pressures; d.) soil surface resistance rsrf.
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Section 3.8.1. The only difference in conditions for the considered example is that the

soil profile is artificially kept saturated throughout the entire simulation. This ensures

that the simulated latent heat fluxes are not soil-water limited. Soil is parameterized

as a generic loamy sand soil type (Table 3.1). Plots on the left side refer to the

quantities estimated for canopy, while plots on the right side refer to the understory

ground quantities.

According to Section 3.6.3, wind speed determines which physical mechanism

dominates in the transfer of the sensible heat and latent heat fluxes away from a

surface. It is assumed that free convection is the dominant mechanism in calm,

windless conditions with Uatm < 1.0 m s- . As can be observed in Figure 3-16,

in these conditions the tree canopy temperature (Figure 3-16d) grows significantly

during the day-light hours resulting in high longwave radiative flux (Figure 3-16c)

with the sensible heat flux as the primary component of the energy budget (Figure

3-16b). For these windless conditions, a mid-day depression develops during the daily

course of the latent heat flux, as a result of partial stomatal closure (Figure 3-16a).

The energy partition for the understory ground surface depends on the radiative fluxes

of the canopy through the net longwave radiation (Section 3.6.2). Since the canopy

emits the longwave flux of high magnitude, the latter strongly affects the amount of

available energy at the soil surface. This leads to the net longwave flux directed into

soil during the day time (negative values in Figure 3-16g). The resulting available

energy is partitioned into the latent heat (Figure 3-16e) and ground heat (not shown)

fluxes, with negligible sensible heat flux.

The highly turbulent, windy conditions lead to forced convection as the dom-

inant mechanism of the heat transfer. As the magnitude of wind speed grows from

1.0 to 10.0 m s-1 , both the latent heat and sensible heat fluxes become the largest

components of the canopy energy budget. In the range of wind speeds 5-10 m s- 1

(Figure 3-16a- 3-16b), the daily courses of both fluxes experience only a minor change

when compared for different wind speed values. The day time canopy temperature

nears the air temperature. In the case of understory soil, strong wind conditions lead

to the radiative cooling of the surface (the ground temperature drops below the air
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temperature) and sensible heat flux becomes negative. Figure 3-16e illustrates that

in these artificial conditions the latent heat flux is very efficient as a mechanism of re-

moving available energy from the soil surface and grows significantly with decreasing

canopy aerodynamic resistances (increasing wind speed).

Figure 3-17 presents the results of a similar simulation for an area vegetated with

C4 grass. The same forcing and simulation setting are assumed. Features of the

energy partition for the free convection conditions are somewhat different from

the previous case: growth of the canopy temperature leads to very high values of

the latent heat flux (Figure 3-17a), which becomes the primary component of the

energy balance. Correspondingly, the canopy temperature does not grow as high

and the sensible heat flux and the longwave radiation are not as significant as in

the case of the surface vegetated with trees. Same features can be observed for the

under-canopy ground surface as for the case discussed above (surface vegetated with

trees): the latent heat flux is the principal component of the energy budget, with

the net longwave flux directed into the soil. In the case of forced convection, the

day-time latent heat flux dominates the canopy energy budget with relatively small

sensitivity for values of the wind speed exceeding 5 m s - 1. As in the above example

of surface vegetated with trees, strong wind conditions lead to radiative cooling of

the soil surface and highly efficient latent heat flux.

3.8.3 Soil moisture dynamics

Figures 3-18 - 3-20 illustrate the estimation of the soil moisture vertical profiles and

drainage from the root zone for generic loamy sand (Figure 3-19) and clay (Figure 3-

20) soils (the hydraulic parameters are provided in Table 3.1). As the initial condition,

it is assumed that both soil columns (loamy sand and clay) are relatively dry at a

uniform -0.242 MPa tension pressure throughout the 1.8 m depth of the profile.

Free drainage is assumed as the boundary condition at the bottom of the soil profile

(Appendix D) throughout the course of simulation. A flat horizontal element is

considered, which is not affected by the lateral effects such as radiative shading,

moisture transfer in the unsaturated zone, or runon.
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Figure 3-16: An illustration of sensitivity of the energy partition and simulated tem-
peratures to wind speed for an area vegetated with broadleaf deciduous trees: a.)
canopy latent heat flux >"E;:eg; bo) canopy sensible heat flux H;:eg; c.) canopy net
longwave flux L~eg; do) canopy temperature Tv; e.) under-canopy soil latent heat
flux >"Egveg; b.) under-canopy soil sensible heat flux Hgveg; c.) under-canopy soil net
longwave flux L;eg; do) ground surface temperature Tg.
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Figure 3-17: An illustration of sensitivity of the energy partition and simulated tem-
peratures to wind speed for an area vegetated with C4 grass: a.) canopy latent heat
flux AEvveg; b.) canopy sensible heat flux Hvveg; co) canopy net longwave flux i~eg;
d.) canopy temperature Tv; e.) under-canopy soil latent heat flux >"E;eg; b.) under-
canopy soil sensible heat flux Hgveg; c.) under-canopy soil net longwave flux i;eg; d.)
ground surface temperature Tg.
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For both soil type cases, the actual record of hydrometeorological observations

for Albuquerque (NM) is used to force the simulations, with June 10th, 1991 as the

starting date. Note, however, that the rainfall rates were artificially amplified by a

factor of - 5 to ensure substantial amounts of infiltration volume. The first 72 hours

of the time-series illustrated in Figure 3-18 are used in the following examples.

Figures 3-19 - 3-20 show the simulation results for a surface vegetated with

broadleaf deciduous trees. The latter are parameterized in exactly the same manner

as described in Section 3.8.1 and Table 3.2. The structural attributes of vegetation

and the fractional area do not change during the considered period of time.

Instantaneous moisture profiles for loamy sand soil type are shown in Figure 3-19b

- 3-19c for different simulation times. The first rainfall event leads to the soil surface

saturation and subsequent runoff generation (Figure 3-19e). The redistribution period

(hours 15-35), which follows the first rainfall event, leads to an elongation of the

wetted profile and evapotranspiration depleting soil water from the entire wetted

portion of the soil column (the root zone extends down to 1 m depth). The second

rainfall event leads to a second wetted wedge building up on the moisture profile

from the first precipitation event. Both the surface and root zone soil moisture

contents change substantially during the considered period of time (Figure 3-19d).

The infiltration moisture wave reaches the bottom of the root zone at hour 45, after

which water slowly diffuses to deeper soil layers (Figure 3-19e). One may notice, that

the drainage from the root zone is delayed by the amount of time required for the

moisture wave to travel through the entire rooting depth, determined by both the soil

hydraulic properties and the magnitude of co-occurring evapotranspiration outflux.

This contrasts conventional parameterizations used in the "bucket"-type vegetation-

hydrology models that diffuse soil water from the root zone immediately after the soil

reaches its field capacity.

Instantaneous moisture profiles for clay soil type are shown in Figure 3-20b - 3-

20c for different simulation times. Since the soil's infiltration capacity is strongly

limited (Table 3.1), a significant amount of runoff is generated (Figure 3-20e) and the

moisture wave does not propagate far from the soil surface. Consequently, the soil
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water is more readily available for evaporation. The corresponding changes in the root

zone soil water content are small. Since the considered period of time is relatively

short, the moisture wave does not reach the root zone bottom, which implies zero

losses to drainage.

3.8.4 Effects of topography on subsurface water exchange

A synthetic domain is constructed to illustrate the effects of topography on lateral soil

water redistribution. Four contributing elements are sloped at the same angle towards

a receiving element, which is flat (i.e., has zero inclination, Figure 3-21). Four various

angle magnitudes are considered: 10°, 20°, 30°, and 40°. As the initial condition, it

is assumed that all soil columns are relatively dry at a uniform -0.242 MPa tension

pressure throughout the 1.8 m depth of the profile. During the entire course of the

simulation, free drainage is assumed as the boundary condition at the bottom of soil

profiles of all elements, the lateral drainage in the unsaturated zone is estimated for

the contributing elements, and lateral influx is computed for the receiving element

as the sum of all subsurface influxes. The water-energy dynamics simulation setting

as well as the vegetation parameterization are assumed to be the same as in Section

3.8.3. The entire period of hydrometeorological observations illustrated in Figure 3-18

is used in the following examples.

Figure 3-22 illustrates the time-series of the root zone (1-m deep) soil moisture

content for broadleaf deciduous trees on loamy sand soil. As can be seen in the

figure, there is a pronounced effect of slope magnitude on differences in the root zone

soil moisture between the contributing and receiving elements. The time scale, at

which these differences are significant, is also a function of slope of the contributing

elements. For isotropic soil (a, = 1, Figures 3-22a- 3-22d), the shallow slopes of

10 - 20° have a relatively small effect in the considered semi-dry environment, even

for the considered high infiltration volumes. The most substantial difference in the

magnitude and duration is apparently observed for a v = 40°. The effect of soil

anisotropy is shown in Figures 3-22e - 3-22h. As can be observed, the considered soil

anisotropy leads to much more pronounced changes in the root zone moisture, both
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Figure 3-18: Hydrol11eteorological observations for Albuquerque (NM), with June
10th, 1991 as the starting date. Note that the rainfall rates are artificially amplified
by a factor of rv 5: a.) rainfall rate; b.) cloudiness; c.) global shortwave radiation;
d.) air and dew point temperatures; e.) wind speed.
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Figure 3-21: An illustration of a synthetic domain used in the experiments on lateral
moisture transfer in the unsaturated zone. Four Voronoi elements (the empty poly-
gons) are sloped at the same angle towards one element (the shaded polygon). The
former are the contributing elements, while the latter is the receiving element located
in the convergent area. The arrows indicate directions of the surface and subsurface
flow. The circles are the centers of the Voronoi polygons.

in the contributing and receiving elements. The rapid lateral drainage of soil water

from the sloped elements leads to quick accumulation of water in the downstream

receiving element. The direct implication of these dynamics is the higher magnitude

and a prolonged period of substantial difference in the soil water content between the

receiving and contributing elements.

Figures 3-23 - 3-25 illustrate the time-series of the root zone (0.33-m deep) soil

moisture content for C4 grass on clayey, loamy, and sandy soils, respectively. For

clayey soil, that has small saturated hydraulic conductivity, the effect of slope is only

pronounced for the case of high soil anisotropy (Figures 3-23f- 3-23h) that leads to

somewhat higher root moisture content in the receiving element. Similar results can

be observed for loamy soil in Figure 3-24, where in the isotropic case the slope angle

of the contributing elements leads to visible differences only for av = 40°.

For shallow rooted grass in sandy soil, the assumptions made in the model result

in an opposite to the previously considered behavior. For high rainfall amount and,

therefore, significant lateral fluxes in highly conductive sandy soil, the root moisture
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of the receiving element is about the same or even somewhat smaller than that of

the contributing elements (Figures 3-25d - 3-25h). Figure 3-26 illustrates the soil

moisture profiles for hours 30, 37, 70, 150 corresponding to the simulation shown

in Figure 3-25d. As the figure shows, at the early stages of infiltration (e.g., hour

30), the wetted wedge of the receiving element in a far more developed state and

contains substantially more moisture than the contributing element. This profile is

more elongated and has less moisture in the soil surface layers where the grass root

zone is located. Two combined effects lead to this result. Firstly, an increase of

moisture content in the soil matrix leads to a non-linear growth of the unsaturated

hydraulic conductivity (equation (3.106)), which implies a more rapid advancement

of the wetting front and, therefore, elongation and thinning of the wetted wedge.

Secondly, the subsurface influx is added to a receiving element in accordance with

its profile of the hydraulic conductivity, which attempts to mimic the preferential

pathflows in the soil slab (Appendix D.2). With evapotranspiration depleting the soil

water store of surface layers and moisture located mostly in deeper layers (e.g., Figure

3-26), this leads to further growth of both the moisture content and the unsaturated

conductivity in soil's deeper horizons. The simulation effect explained above can

only occur in the conditions of very conductive soil, substantial rainfall amount, and

significant lateral moisture transfer in the unsaturated zone.

3.8.5 Lateral water exchange through runon

The following examples employ the same simulation setting as described in the ma-

terial of preceding sections. Since clayey soil has the smallest saturated conductivity,

it would lead to the highest local runoff/runon production and, therefore, is used for

illustrative purposes. Both broadleaf deciduous trees and C4 grass vegetation types

are used in the subsequent simulations.

The simple runon scheme, introduced in Section 3.7.2, implies adding runoff gen-

erated in upstream cells as an additional influx at the soil's surface. In the considered

synthetic domain (Figure 3-21), all four contributing elements produce runoff during

the rainfall events of high intensity. The total of runoff instantaneous values is ac-
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Figure 3-22: The time-series of the relative root zone soil moisture content for
broadleaf deciduous trees on loamy sand soil. Only one contributing and the downs-
lope receiving elements are illustrated. Four slope angle magnitudes are considered for
the contributing elements: a v = 10°, 20°, 30°, and 40°. Two soil anisotropy (Section
3.7.3) values are used: ar = 1 (the left column of plots, a-d) and ar = 100 (the right
column of plots, e-h).
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Figure 3-23: The time-series of the relative root zone soil moisture content for C4

grass on clayey soil. Only one contributing and the downslope receiving elements are
illustrated. Four slope angle magnitudes are considered for the contributing elements:
a v = 10°, 20°, 30°, and 40° . Two soil anisotropy (Section 3.7.3) values are used:
ar = 1 (the left column of plots, a-d) and ar = 100 (the right column of plots, e-h).
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Figure 3-24: The time-series of the relative root zone soil moisture content for C 4

grass on loamy soil. Only one contributing and the downslope receiving elements are
illustrated. Four slope angle magnitudes are considered for the contributing elements:
a v = 10°, 20°, 30° , and 40° . Two soil anisotropy (Section 3.7.3) values are used:
ar= 1 (the left column of plots, a-d) and ar = 100 (the right column of plots, e-h).
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Figure 3-25: The time-series of the relative root zone soil moisture content for C4

grass on sandy soil. Only one contributing and the downslope receiving elements are
illustrated. Four slope angle magnitudes are considered for the contributing elements:
av = 10°, 20°, 30° , and 40°. Two soil anisotropy (Section 3.7.3) values are used:
ar = 1 (the left column of plots, a-d) and ar = 100 (the right column of plots, e-h).
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counted for as the influx onto surface of the receiving element (Figure 3-27a, 3-27c).

The runon can re-infiltrate in the receiving element or can be added to its runoff

and move to another downslope element. In the examples, runon results in higher

root zone moisture throughout the entire simulation for both the contributing and

receiving elements in comparison to a case with no runon (Figure 3-27b, 3-27d). This

example is an additional illustration of how topography may facilitate water redistri-

bution in the terrain, creating more permanent zones of higher moisture storage.

3.9 Summary

This chapter discusses a coupled model of energy and water budgets for both vege-

tated and non-vegetated surfaces that can be simultaneously present within a given

element. The dynamics of each computational element are simulated separately.

Spatial dependencies are introduced by considering the surface (runoff-runon) and

subsurface (in the unsaturated zone) moisture transfers among the elements, which

affect the local dynamics via the coupled energy-water interactions. Soil effects are

accounted for by parameterizing the thermal and hydraulic properties that depend

on soil's sand and clay content. Soils also differ in color, which is reflected in the

values of soil albedo.

The framework explicitly considers the morphological and biophysical differences

among multiple vegetation types that can be present within a given element. A va-

riety of biophysical (canopy radiative transfer, energy budget, etc.) and hydrological

(rainfall interception, infiltration, runoff production and runon, etc.) processes are

considered. It is assumed that vegetated surfaces can be comprised of multiple plant

functional types that differ in life form (tree, shrub, grass), vegetation physiology

(e.g., leaf optical properties, stomatal physiology, leaf photosynthetic characteristics)

and structural attributes (e.g., height, leaf dimension, roughness length, root profile).

Each patch, while co-occurring in the same Voronoi element, constitutes a separate

column upon which energy and water calculations are performed. Accordingly, differ-

ences in plant properties strongly affect estimation of the surface fluxes. Fractional
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Figure 3-27: An illustration of effect of the runon process on vegetation-hydrology dy-
namics for isotropic clayey soil: runon depth and root zone soil moisture for broadleaf
deciduous trees (plots a, b) and C4 grass (plots c, d). All contributing elements are
sloped at c v = 40° angle.
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areas that represent vegetated patches and bare soil are used to weight the relative

contribution of each PFT/bare soil to the element-scale flux values.

Vegetation characteristics (e.g., leaf and stem areas and canopy, height, and frac-

tional area) are treated in this chapter as the time-invariant, prescribed quantities. A

detailed discussion of the simulation framework that allows one to dynamicly update

these vegetation attributes is provided in the following Chapter 4.
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Chapter 4

Model of Vegetation Dynamics

4.1 Introduction

The developed model simulates the transient response of vegetation to hydrome-

teorological forcing and moisture redistribution in a natural system. A mechanistic

approach is used to describe major life regulatory vegetation processes. This provides

a consistent means for exploring the various biophysical and biochemical linkages that

relate different components of the vegetation development cycle. The model utilizes

the concept of an "average" individual residing in a given computational element as-

sociated with a particular landscape location. In order to represent the differences

among various plants, the model is designed to operate with general life forms or,

in a more detailed way, with plant functional types (PFT). However, the presented

mechanistic approach can be readily extended to describe actual vegetation species.

4.2 Model overview

A variety of "fast" vegetation processes that update states and fluxes at an hourly

time scale are represented in the model:

Biochemical processes

* photosynthesis and primary productivity (Section 4.4.1);
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* stomatal physiology (Section 4.4.1);

* plant respiration (Section 4.4.2);

* tissue turnover and stress-induced foliage loss (Section 4.4.3);

* carbon allocation (Section 4.4.4);

* vegetation phenology (Section 4.4.7);

* plant recruitment (Section 4.4.5).

At the hourly time scale, the stomatal response to environmental conditions is the

only vegetation process that affects the water and energy budgets estimated using the

model of Chapter 3. At the daily time scale, vegetation affects state of the land-surface

through the change of its structural attributes (such as leaf area index and height) and

vegetation fraction (Section 4.4.8). The latter determines the relative contribution

of a given PFT to the element-scale fluxes, as discussed in Chapter 3. Although

several vegetation types can be present within the same computational element with

common hydrometeorological forcing and soil water status, the equations formulated

in the following refer to the vegetation fraction scale only, i.e., they operate on an

individual PFT.

4.3 Vegetation composition and structure

4.3.1 Vegetation composition and representation at the ele-

ment scale

In order to represent the differences among various plants, the model operates with

the concept of plant functional types. This concept allows combining of species with

similar characteristics into the same groups (e.g., Smith et al., 1997). The frame-

work assumes that vegetated surfaces can be comprised of multiple plant functional

types that differ in physiology (e.g., leaf optical properties, stomatal physiology, leaf

photosynthetic characteristics) and structure (e.g., height, leaf dimension, roughness

length, displacement height, root profile) (Figure 3-2). Each vegetation patch, while
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co-occurring in the same Voronoi cell, constitutes a separate column upon which en-

ergy, water, and carbon calculations are performed. Accordingly, the differences in

plant characteristics strongly affect estimation of surface fluxes. Water uptake prop-

erties of each PFT are controlled by the soil matric potentials T* and by [MPa] at

which, respectively, the stomatal closure or plant wilting begins. Based on the soil

hydraulic parameterization of Section 3.7.3, T* and Jw1 are translated into their cor-

responding relative soil moisture contents * and 0,w [mm3 mm- 3 ], respectively, for a

given soil type. Values of 9* and 0, are used in parameterizing the stomatal resistance

as a function of soil moisture in the root zone (equation (4.17) in the following).

Vegetation composition and respective fractional areas are time-dependent (Sec-

tion 4.4.8). The model assumes that plants do not explicitly compete for light and

water, i.e., the respective location of PFTs to each other and the effects of shading

are not explicitly considered. Instead, these effects are considered implicitly. Above-

ground competition for light is treated as the competition for available space and

is determined from PFT's success to produce biomass (Section 4.4.8). Plant water

uptake properties and the characteristic features of the rooting profiles translate into

PFT's differences in ability to access soil moisture and, therefore, impose the com-

petition for available water. Evidently, the former form of interaction among PFTs

is only applicable to ecosystems with sparse vegetation, where the effects of plant

shading are minimal. A more comprehensive approach to representing the competi-

tion for light in densely vegetated areas would need to explicitly consider the vertical

structure of vegetation organization, i.e., representing the foliage layers of upperstory

and understory species.

4.3.2 Vegetation structure, carbon, and nutrients

Each vegetation type is represented by carbon stored in leaves, fine roots, and stems/

sapwood (for woody species). Given these carbon pools, vegetation structure is de-

fined by time-varying leaf and stem areas and canopy height (Section 4.4.8) and time-

invariant root profile and leaf dimension (Section 3.4). The time-varying vegetation

characteristics are determined by using PFT-specific allometric relationships from the
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size of corresponding carbon pools of each of the compartments: foliage, sapwood,

and fine root. Since the model development is tailored to applications in arid and

semi-arid areas, where water constitutes the major limiting resource (e.g., Scholes and

Walker, 1993, p. 110; Rodriguez-Iturbe et al., 2001), mineralization rates/nutrient

supply are assumed to be directly dependent on water availability. Nutrients (nitro-

gen) are therefore not tracked in the vegetation compartments. Nonetheless, the max-

imum catalytic capacity of Rubisco, used as a parameter in the photosynthesis module

(Section 4.4.1), and an assumption of vertical decay of leaf nitrogen throughout the

canopy are both used to adjust the rates of photosynthesis for nutrient limitations

experienced by a given PFT at various stages of growth (Section 4.4.1).

4.4 Vegetation function

As stated above, each plant type is represented by carbon/biomass stored in three

major compartments corresponding to leaves, fine roots, and sapwood (for woody

species). Various biochemical processes affect plant carbon balance. Figure 4-1 il-

lustrates the principal fluxes of carbon and the corresponding vegetation biochemical

processes reproduced by the model (the notation style is explained in the figure cap-

tion). The following provides a brief outline of how coupling among various plant life

regulatory mechanisms is represented in the discussed modeling framework.

Atmospheric carbon dioxide is fixed into carbohydrates and other organic com-

pounds through the processes of photosynthesis. At any given instant, the total

amount of uptake is constrained both by biotic (i.e., the amount of foliage expressed

as LAI, leaf photosynthetic capacity, etc.) and abiotic (i.e., hydrometeorological con-

ditions, soil water, radiation, etc.) factors. Two carbon uptake levels are considered

within the vegetation foliage: sunlit and shaded canopy fractions, which are treated

as "big leaves" with the subsequent scaling of obtained quantities to the canopy scale

(Section 4.4.1). The model of photosynthesis estimates the Gross Primary Production

GPP and, simultaneously, the plant canopy respiration. The following step involves

calculation of the other two components of plant autotrophic respiration correspond-
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Figure 4-1: A conceptual diagranl of carbon fluxes simulated by the l1l0del and an
outline of the processes involved. The three major carbon pools are leaves, fine
roots, and sapwood (woody species). Boxes outlined with dashed lines illustrate
processes that affect the carbon balance. The dotted-line boxes represent intermediate
quantities, whose Inagnitude iInpacts the occurrence of processes that are assluned
to follow. The solid-line arrows show carbon fluxes, while dotted-line arrows depict
an intermediate partition of carbon fluxes, which depends on the outconle of carbon
balance at the preceding stage. The filled downward arrow depicts carbon uptake
from CO2, while the filled upward arrows show carbon loss by vegetation.

ing to the fluxes froln sapwood and fine root carbon pools. The SUInof all respiration

fluxes (i.e., for canopy, sapwood, and fine roots) constitutes the Inaintenance respira-

tion, which refers to the CO2 emission from plants as the result of protein repair and

replacement and the respiratory processes that provide energy for the Inaintenance

of ion gradients across cell Inenlbranes (Penning De Vries, 1975). If the difference be-

tween GP P and maintenance respiration is positive, growth respiration is estilnated

as a constant fraction of that difference. The growth respiration represents the con-

struction cost (i.e., expended metabolic energy) for new tissue synthesis from mineral

and glucose (the product of clark reactions of photosynthesis).
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The difference between GPP and the sum of all respiration fluxes (i.e., both main-

tenance and growth) is the Net Primary Production NPP. If NPP is positive (note

that only in this case the growth respiration can be non-zero), the assimilated carbon

is allocated to vegetation compartments: canopy, sapwood, and fine roots (Figure

4-1). The implemented allocation scheme uses information about the states of plant

canopy and water availability in the root zone. For woody species, allocation is also

related to vegetation phenological status (Section 4.4.7). Such an approach permits

dynamic, state-, and stress-dependent allocation patterns as opposed to constant,

prescribed allocation fractions.

Tissue senescence, i.e., the process of turnover of plant tissues that exhibit a

certain life-span, is considered as the production of "normal" litter (for leaves and fine

roots) and non-living heartwood pool (for sapwood). Both production rates depend on

sizes of the corresponding plant carbon compartments. The amount of living carbon

that enters the above and below ground litter and the amount of sapwood that turns

to heartwood are calculated using PFT-specific longevity values for various types of

plant tissue. Foliage senescence due to hydrometeorological conditions, which may

impose additional controls on the deciduous characteristics of trees and grasses, is

also considered. The root zone soil moisture affects the rate of the drought-induced

canopy loss, while the air temperature is used to parameterize the foliage loss due

to cold conditions. In the current implementation, heterotrophic respiration is not

considered by the model and the dynamics of litter pools are thus not accounted for.

4.4.1 Photosynthesis and stomatal resistance model

Canopy photosynthesis is coupled to the stomatal resistance parameterization and,

therefore, is an integral part of the framework that estimates the surface energy fluxes

(Section 3.6.3). The coupling scheme follows work of Farquhar et al. (1980), Collatz

et al. (1991) for C3 plants and Collatz et al. (1992) for C4 plants:

1 Ane¢atm
- = m Patm + b, (4.1)

r, c,e*(T)
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where r [s m2 leaf pmol-1 ] is the leaf stomatal resistance, m [-] is an empirical

parameter, An [mol CO 2 m - 2 leaf s] is the net assimilation rate, c [Pa] is the

CO2 concentration at the leaf surface, eatm [Pa] is the vapor pressure at the leaf

surface approximated with atmospheric water vapor pressure, e*(Tv) [Pa] is the sat-

uration vapor pressure inside the leaf at the vegetation temperature Tv, Patm [Pa] is

the atmospheric pressure, and b [mol m - 2 leaf s - 1] is the minimum stomatal con-

ductance when An = 0. Note that formulation (4.1) is relevant to a single leaf scale.

For a vegetation-hydrology model, the required step is to integrate equation (4.1) to

describe the canopy photosynthesis and resistance. Since the canopy shortwave albe-

dos, the sunlit and shaded fractions, as well as the amount of absorbed radiation are

provided by the radiative transfer model (Sections 3.5.2 and 3.6.1), this information

is used for scaling the photosynthesis and resistance quantities. The utilized approach

is described below.

Leaf photosynthesis strongly depends on the type of incident radiation (direct

beam or diffuse) and sunlit and shaded fractions of the canopy can substantially dif-

fer in magnitudes of carbon uptake (e.g., Saeki, 1961; Spitters, 1986; Norman, 1993;

Wang and Leuning, 1998). It is theoretically correct, therefore, to differentiate be-

tween the photosynthetic activities of the sunlit and shaded fractions of the canopy.

The model thus considers two "big leaves", one sunlit and the other shaded. The

penetration of the direct beam radiation in the canopy is assumed to decay exponen-

tially and controlled by the light extinction parameter K' = G() ,/1- "g9 (Section

3.6.1), which is a function of the Sun's zenith angle, leaf angle distribution, and leaf

and stem areas. Since the maximum photosynthetic rate, Rubisco, electron transport

rates, and respiration rate have been shown to co-vary with leaf nitrogen content

(Ingestad and Lund, 1986; Field and Mooney, 1986), the canopy nitrogen profile also

needs to be accounted for to scale photosynthesis to the two considered canopy levels.

The central assumption of the hypothesis used by many land-surface models (e.g.,

Sellers et al., 1996a) is that the leaf nitrogen content acclimates fully to prevailing

light conditions within a canopy and is proportional to the radiation-weighted time-

mean profile of PAR. A simple exponential description of radiation attenuation is used
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to describe the profile of PAR with the time-mean PAR extinction coefficient K [-].

Taking into account both extinction coefficients, K' and K, the following scaling co-

efficients are obtained separately for the sunlit FSun and shaded Fshd canopy fractions

[m2 leaf m -2 PFT ground area] (the units refer to a vegetated area of the element

occupied by a given PFT; in the following, [m- 2 PFT ground area] is equivalent to

[m- 2 PFT]):

Fsun = eRx e K'xdx = 1 - e- (K+K' )L
F e- e- xdx'K' (4.2)Jo K + K'

Fshd kX( -eK'x)d e-RL 1-e - ( + K')L
-- e(1- e-K')dx = (4.3)R R +K'

Note that the term e- K 'x gives the sunlit canopy fraction under the LAI equal to

x (according to the Beer's law, equation (3.24)). The above coefficients are used to

obtain estimates photosynthesis quantities (e.g., net assimilation rate, stomatal re-

sistance, etc.) scaled to either sunlit or shaded canopy fractions. Each fraction is

considered separately and, correspondingly, the following equations refer to a partic-

ular big leaf. The bulk canopy estimates are obtained by combining the quantities

from the two levels (see below).

For each of the levels, formulation (4.1) can be re-written as

I ~ ACLet
= m et Pattm + FCL b, (4.4)

rCL ~ cse* (Tv) 

where index "CL" refers to either sunlit or shaded canopy levels and b' = /3Tb takes

into account the soil moisture effects on the minimum stomatal conductance (see

below).

Collatz et al. (1991) describes leaf photosynthesis for C3 species as the mini-

mum of three limiting rates, J, J, and J [ol CO2 m- 2 leaf s - 1] that describe

assimilation rates as limited by the efficiency of the photosynthetic enzyme system

(Rubisco-limited), the amount of photosynthetically active radiation captured by the

leaf chlorophyll, and the capacity of the leaf to export or to utilize the products of pho-

tosynthesis, respectively. For C4 species, the terms Jc and Je still refer to Rubisco and
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light limitations, respectively, but J refers to a PEP-carboxylase limitation (Collatz

et al., 1992). The RuBP-carboxylase (Rubisco enzyme) limited carboxylation rate is

formulated las

CLVma [- ]l = FCL Vmax + Kc(i+O0j/K.)1 ,for C3, (4.5)

J = FCL Vmx, for C4. (4.6)

The maximum rate of carboxylation allowed by the capacity to regenerate RuBP (i.e.,

the light limited rate) is

Je = 4. 56 ]L [ - , for C3 , (4.7)

Je = 4 .5 6 CL e4 , for C4. (4.8)

The export limited rate of carboxylation (for C3 plants) and the PEP-carboxylase

limited rate of carboxylation (for C4 plants) are

J = FCL 0.5 Vmax, for C3, (4.9)

J = FCL 1.8 x 104Vmaxp for C4. (4.10)
Patm

In the above equations, ci and Oi [Pa] are the partial pressures of CO2 and 02,

respectively, in leaf interior, qfCL [Wm - 2] is the amount of the visible wave-band

solar radiation absorbed by either sunlit or shaded leaves (Section 3.6.1), which is

converted to photosynthetic photon flux assuming 4.56 [molphoton m - 2 s- 1] per

unit absorbed [W m- 2 ], and e3,4 [mol CO2 grmol- photons] is the intrinsic quantum

efficiency for CO2 uptake for C3 and C4 plants (subscript "3"or "4", respectively). *

[Pa] is the CO2 compensation point:

F* = - -K 0.210 , (4.11)
2 K.

where Kc and Ko [Pa] are the Michaelis-Menten constants for CO2 and 02, respec-

tively, expressed as functions of leaf temperature T, (note that below Tv is expressed
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in units of [K]):

Kc = K 2s a (TV-29815) (4.12)

K. = K. 2 5 .1(Tv-298.15) (4.13)ako (4.13)

The term 0.21 in (4.11) represents the ratio of maximum rates of oxygenation to

carboxylation, and is assumed to be constant with temperature following Farquhar

and von Caemmerer (1982). Bernacchi et al. (2001), however, noted that this ratio

may generally vary within a range of 0.16 +. 0.31. Kc25 = 30 and Ko25 = 3 x 10 4 [Pa]

are values of constants at 25°C and akc = 2.1 and ako = 1.2 are the temperature sen-

sitivity parameters. The parameter Vmax [mol CO 2 m - 2 leaf s-1] is the maximum

catalytic capacity of Rubisco:

Vmax = Vmax 25 a.(Tv-2 9 8.15) f (Tv) /3T (4.14)

where Vmax25 [mol CO 2 m - 2 leaf s - ] is the value at 25°C, avmax = 2.4 for C 3 species

and avmax = 2.0 for C 4 species is a temperature sensitivity parameter, and f(Tv) is

a function that mimics thermal breakdown of metabolic processes (Farquhar et al.,

1980; Collatz et al., 1991):

r -220000+703T 1 1
f1 (Tv) = 1 + e 8.314Tv J , for C3, (4.15)

f (Tv) = [(1 + e °(Tv-39 °15)) (1 + eO3(286.15-Tv))]1 , for C4. (4.16)

The expression for a heuristic function /3T [-] that limits canopy photosynthesis based

on the soil moisture availability in the root zone is accepted from Bonan (1996) (other

formulations are provided in Sellers et al. (1996a) and Cox et al. (1998)):

Iroot

fT = /3T, i(zi) ri(zi), (4.17)
i

3T, i(zi) = max 0, min(1, ( , if T, 41 >273.15, (4.18)

fTi(zi) = 0.01, if Tsil < 273.15, (4.19)
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where index i, i = 1... Iroot refers to a depth zi of the soil profile with an associated

accumulated root biomass fraction ri(zi), EIrootr = 0.95, 0w [mm3 mm - 3] is the

wilting point and 0* [mm3 mm-3] is the threshold soil moisture contents for a given

vegetation type (Section 4.3). Til is estimated according to Section 3.6.4 and is used

to constrain transpiration if soil temperature drops below the freezing point. As can

be seen from (4.17), iT [0, 1 and takes into account the soil moisture variability

within the root profile since explicit weights of the root biomass with depth, ri-s, are

considered.

Observations indicate that the transition from one limiting rate (Jc, Je, and J) to

another is not abrupt and that coupling between the three processes leads to smooth

curves rather than superposition of straight lines. Collatz et al. (1991) describe this

effect by combining the rate terms into two quadratic equations, which are then solved

for their smaller roots:

ce -Jp(Jc + Je)+ JeJc = 0,

aps(A - A L(Jp + Js) + JpJs = 0, (4.20)

where Jp [mol C0 2 m - 2 leaf s-l] is a "smoothed" minimum of J and Je, ACL

[Atmol CO2 m - 2 s-1] is the gross assimilation rate of sunlit or shaded canopy fraction,

ace and aps are the coupling coefficients. From Sellers et al. (1996b): ce = 0.98,

ap = 0.95 for C3 species; from Cox et al. (1998): ace = 0.83, aps = 0.90 for C4

species.

The net foliage assimilation rate ACL is then given by

A C L = ACL - FCL Rd, (4.21)

where Rd [,umol C0 2 m - 2 leaf s- 1] is leaf mitochondrial ("dark") respiration esti-

mated following Collatz et al. (1991, 1992) as

Rd = 0.015 Vma -
25 a( 298 15) f 2 (Tv), for C3 (4.22)Rd = .015 Vax25armax V) frC, , 422
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Figure 4-2: A conceptual diagram of state variables, resistances, and fluxes in stomata
and at the leaf surface (explanation of the variables is provided in the text).

Rd =0.025 Vma 2 5 ar(-298. 15) f 2 (Tv) for C4 (4.23)Rd 2 05 ma5rm , frC,

where amax = 2.0 is a temperature sensitivity parameter and f2(Tv) is a temperature

inhibition function:

f2 (Tv) = [1 + e 3(Tv-328.15)] - 1 (4.24)

The CO2 concentration at the leaf surface c [Pa] and the internal leaf CO2 concen-

tration ci [Pa] are assumed to be representative for a considered canopy level (sunlit

or shaded) and calculated assuming that the capacity to store CO2 at the leaf surface

is negligible, so that, with reference to Figure 4-2

Ca C CS______(4.25)

1.37 CLPatm 1.65rCL P atm' (4.25)

where Ca = 340 x 106 Patm [Pa] is the background atmospheric CO2 concentration,

the coefficients 1.37 and 1.65 are the ratios of diffusivity of CO2 to H2 0 for the

leaf boundary layer resistance and stomatal resistance (Landsberg,. 1986), and rL
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[s m2 ,umol-1 ] is the one-sided bulk leaf boundary resistance estimated for sunlit or

shaded fraction of the canopy (Section 3.6.3):

CL sun, shd 0. 022 4 (1.013 x 105)Tam 0-6 (4.26)
Patm 2 7 3. 1 5

where rn ' shd is given in [sm-l]. Given an initial guess of ci, expressions (4.4) and

(4.25) can be combined to obtain the following quadratic equation:

( mA eatm Patm + FCL b' (rCL)2+\CS e* (Tv) / 

ACL CL\

m Ac ~ Patm + FCL rb b ) rsL - rbL = 0, (4.27)
Cs

from which the stomatal resistance is estimated as the larger root satisfying (4.27).

An updated value of ci can then be estimated as ci = - 1.65 rCL ACL Patm. Since

the productivity ACL cannot be expressed as a function of ci in a closed form, the

solution for rCL is obtained iteratively. While some land-surface schemes iterate a

fixed number of times (e.g., Bonan, 1996), it can be demonstrated that the success

of finding the stomatal resistance strongly depends on an initial guess of ci, which

is a function of leaf temperature, atmospheric moisture deficit, etc. Here, the search

of r L is formulated as a problem of finding root of a non-linear equation, which

guarantees convergence of the scheme:

(cs(c) -1.65 rL (ci) AnL(C) Patm) - C = 0 (4.28)

The Newton method is used to find the solution.

The night time stomatal resistance is a function of the minimum stomatal con-

ductance and soil water stress. Taking rn -+ oc, the night time stomatal resistance

is ormlatd a rhd=- 1is formulated as r nd - ,b where L is the canopy total leaf area index.- [3T b L ~

The stomatal resistances for different canopy levels are explicitly used in the esti-

mnation of the latent heat flux (Section 3.6.3). The bulk values of canopy net uptake

Anc and respiration Rd [mol CO2 m - 2 PFT s - 1] are obtained by summing the
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values for sunlit and shaded canopy fractions:

Anc = Asun + Ashd (4.29)

RdC = Fsun Rd + Fhd Rd. (4.30)

4.4.2 Net primary production and vegetation respiration

The net primary production NPP [gC m - 2 PFT hour -1] can be defined as the

gross plant photosynthesis, or gross primary production GPP [g C m - 2 PFT hour-'],

minus autotrophic respiration R [g C m - 2 PFT hour-1]:

NPP = GPP-Ra, (4.31)

GPP = kco2c(Anc + Rdc), (4.32)

where ko2c = 0.0432 [gC s mol CO21 hour-'] is the unit conversion coefficient.

Vegetation autotrophic respiration Ra is estimated as a sum of maintenance Rm and

growth Rg [g C m - 2 PFT hour- '] respiration rates:

Ra = Rm+Rg, (4.33)

Rm = RdC + Rds + RdR, (4.34)

Rg = wgr(GPP- Rm), if GPP > Rm, (4.35)

Rg = 0, if GPP < Rm, (4.36)

where Wgrw [-] is a constant (0.25 -. 0.33), and Rds and RdR [g C m - 2 PFT hour-']

are the respiration rates for sapwood and fine roots, respectively. As can be seen

from (4.31), the net primary productivity is positive when carbon uptake from pho-

tosynthesis exceeds autotrophic respiration, a situation characteristic for favorable,

well-watered conditions. NPP is negative during night time or when soil moisture

deficit does not allow vegetation to effectively photosynthesize and maintenance costs

are higher than gross carbon uptake.

The foliage day respiration Rdc is estimated along with photosynthesis and stom-
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atal resistance (Section 4.4.1). Note that Rdc depends on the soil moisture state in

the root zone via the parameter /3T in (4.22) - (4.23). Canopy respiration rate during

night time (maintenance respiration of mitochondria) is parameterized in a similar

manner:

Rd = kco2cFshdRd, (4.37)

where Rd is from (4.22) or (4.23) with Fsun = 0. The maintenance respiration for

sapwood Rds and root biomass RdR is approximated using the first-order kinetics

reaction rates:

Rds = rsapw Csapw f3(Tatm,) , (4.38)

RdR = rroot Croot f3(T oil) (4.39)

where Tsoil [K] is from Section 3.6.4, Csapw and Croot [g C m - 2 PFT] are pools of

carbon of sapwood and fine root, respectively, for a given vegetated fraction of con-

sidered element (note that these quantities refer only to the area occupied by a given

PFT), and rpw and rroot [g C g C-1 hour-1 ] are the tissue respiration coefficients at

10°C that can be generally defined as

rsapw - - (4.40)
Cansapw

r -oot = r (4.41)
cnroot

where is a rate of 22.824 x 10 - 4 hour - ', cnsapw = 330 and Cnroot = 29 are sapwood

and fine root C:N mass ratios [g C g N -1 ] (Sitch et al., 2003), and r [g C g N -1 ] is a

vegetation type dependent coefficient. The temperature dependence functionf 3 (T) is

defined as

f 3(T) = 3856(.02 T-227.13) (4.42)

where T [K] is either Tatm or Tsoil
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4.4.3 Stress-induced foliage loss and tissue turnover

The amount of living carbon that enters the above and below ground litter and

the amount of sapwood that turns to heartwood are calculated using PFT-specific

longevity values for various types of plant tissue. The turnover and stress-induced

foliage loss Dleaf, sapwood Dsapw, and root Droot [gC m - 2 PFT hour -l] turnover

rates are parameterized as (Levis et al., 2004; Arora and Boer, 2005)

Dleaf = dleafCtleaf + (w + 'YC)Cleaf (4.43)

Dsapw = dsapwCsapw, (4.44)

Droot = drootcroot, (4.45)

where dleaf, dsapw, and droot [hour- '] are the "normal" turnover rates for foliage, sap-

wood, and fine roots, respectively, and represent the inverse values of corresponding

tissue longevities.

Foliage senescence due to hydrometeorological conditions, which may impose ad-

ditional controls on the canopy dynamics of trees and grasses, is also considered. The

foliage loss due to the drought stress controls the deciduous characteristics of trees

and grasses in semi-arid areas. Since there are no available mechanistic models, a

conceptual parameterization is used in the following. The drought-induced foliage

loss rate Yw [hour- '] is parameterized as a function of the PFT-dependent maximum

drought loss rate 7Wmax [hour- '] and the root zone soil moisture factor /3T (equation

(4.17)):

YW = 'YWma(1 -/T)w, (4.46)

where bw [-] is the shape parameter reflecting the sensitivity of canopy to drought.

As can be seen from the above formulation, the foliage loss due to drought stress

is zero when root zone contains a sufficient amount of moisture (/3T = 1) and is at

maximum when /3T-- 0 (equation (4.17)).

Parameterization of foliage loss due to cold is parameterized in a similar fashion
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(Arora and Boer, 2005):

Yc = -YCma (l3C)b , (4.47)

where YCmax [hour - '] is the PFT-dependent maximum cold foliage loss rate and bc

[-] is the shape parameter reflecting the sensitivity of canopy to cold:

bc = 1.0, if Tatm > Tcld , (4.48)

1
bc = 5 (Tatm - (TCod- 5.0)), if Told > Tatm > (Tcold- 5.0), (4.49)

5.0

bc = 0.0, if Tatm < (Tcold - 5.0), (4.50)

where Told [K] is a PFT-dependent temperature threshold below which cold-induced

leaf loss begins (bc < 1.0).

4.4.4 Carbon allocation

If the net primary production estimated for a given hour is positive (Section 4.4.2), the

assimilated carbon has to be allocated to different vegetation compartments: canopy,

fine roots, and sapwood (woody vegetation). In the presented model, the allocation

scheme is related to state of the plant canopy, water availability in the root zone,

and vegetation phenological status (for woody plant species only, Section 4.4.7). The

implemented approach follows the conceptual methodology of Friedlingstein et al.

(1999), Salter et al. (2003), and Arora and Boer (2005). The methodology is based

on the premises that: 1) plants allocate more carbon to roots when soil moisture is

limiting, so that the below ground biomass increases; 2) plants allocate more car-

bon to canopy when leaves are few in order to increase the photosynthetic carbon

gain; and 3) plants allocate more carbon to stem/sapwood when foliage significantly

limits light penetration to lower levels of the canopy in order to increase the canopy

supporting structure as well as plant height and lateral spread. Such an approach

permits dynamic, state-, and stress-dependent allocation patterns as opposed to con-

stant allocation fractions assumed in most models of vegetation dynamics. Following
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Arora and Boer (2005), for woody plant species:

esapw + (1 - 3L) (4.51)
asapw + w(2-/3L - T) (4.51)

eroot + - OT)
aroot = 1 + (2 -3L- T) (4.52)

aleaf = +W(2 -L- 3T) - 1-asapw - aroot, (4.53)
OL = e-0 5 L, (4.54)

where 3L [-] is a scalar index used to measure the availability of light depending on

the plant leaf area index L, asapw, aroot, and aleaf [0 . 1] are the dynamic allocation

fractions for sapwood, roots, and canopy, respectively, estimated using base allocation

values esapw, eroot, and eleaf [0 . 1] for vegetation state that corresponds to OL = 1T =

1, esapw + eroot + eleaf = 1. As can be inferred from the above formulation, a decrease

in water availability in the root zone shifts allocation to roots, while a decrease in

available light shifts allocation to stem. When both water and light are available, the

allocation is at maximum to leaves. The parameter w [-] in (4.51) - (4.53) controls

the sensitivity of allocation to changes in 3 L and /3T. As w increases, the allocation

is to a greater extent controlled by light or soil water limitations, on the contrary, for

w = 0, constant allocation fractions esapw, eroot, and eleaf are assumed.

For grasses:

eroot + W (1 - OT)
aoot = 1 + (1 + -/3T)' (4.55)

eleaf + VJ/L
aleaf = + W( +3L -T)' (4.56)

/3 L = max(O, 1-4 ) (4-57)

with eoot + eleaf = 1. The above allocation fractions may change to satisfy the

assumed plant structural relationships (see below). Arora and Boer (2005) provide

more details on the above scheme of dynamic allocation.

The dynamic allocation fractions estimated using (4.51)-(4.53) or (4.55)-(4.56)

can be modified under three additional conditions. First, for deciduous trees and
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shrubs all NPP is allocated to leaves at the time of leaf onset, i.e., the beginning of

vegetation season when plants transit from a dormant state, as explained in Section

4.4.7. The second condition requires that a sufficient woody and root biomass have

to be present to support the mass of leaves. The employed relationship between the

foliage and the remaining biomass (sapwood and roots) is

(Csapw + Croot) > esCliaf , (4.58)

where e. and ~ [-] are PFT-dependent constants (Ludeke et al., 1994). The third

imposed condition is intended to maintain a minimum root:shoot ratio, i.e., the ratio

of below ground to above ground biomass observed for most vegetation species (e.g.,

Kramer, 1983). Roots uptake water and nutrients, however, they also provide me-

chanical support and stability to plants. Carbon is allocated to roots at the expense

of stem and leaves in order to maintain this structural feature. Note that for grasses,

the condition (4.58) corresponds to the third condition of minimum root:shoot ratio.

4.4.5 Recruitment

Photosynthesis is the primary mechanism of production of plant leaf biomass, which

is initialized with an assumed LAI at the beginning of growing season (Section 4.4.7a).

The initial LAI corresponds to either: 1.) some fraction of the maximum LAI that

the current carbon pools of sapwood and roots can support (trees and shrubs only),

or 2.) a certain LAI value corresponding to initial biomass from vegetative repro-

duction (grasses). An additional mechanism to carbon uptake by existing canopy,

recruitment from seeds introduces new photosynthesizing foliage biomass into the

vegetation system.

One of the current limitations of this model version is that only herbaceous species

can regenerate through seeds. Both seed germination and seedling establishment

require favorable temperature and sufficient amounts of water at appropriate depths

in the soil profile and at certain times during the year (e.g., Peters, 2000). The

following conditions need to be met for a recruitment event to occur:
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1. The mean daily soil temperature Tsoil has to exceed a certain threshold value

Tcold;

2. Soil moisture in the top 1/3 of the root maximum depth (Section 3.4) must be

higher than '*;

3. The Julian day of recruitment event must be within a certain period of the year

(for instance, between March and July).

If all above conditions are continuously met for a certain number of days (e.g., 3 days),

the biomass corresponding to leaf area index L = 0.0025 is added to the foliage pool

of a given grass type. The recruitment root biomass is calculated from the allometric

relationship (4.58) and is added to the grass root pool.

4.4.6 Carbon pool dynamics

The simulated carbon compartments for leaves, sapwood (woody species), and fine

roots are updated every vegetation time step based on the estimated carbon fluxes

discussed previously. If the net primary production is positive, the carbon change in

the pools is obtained as

dtleaf -aleaf NPP - Dleaf , (4.59)
dt

dCsap _

asapwNPP - Dapw, (4.60)dt

dCroot arootNPP- Droot, (4.61)
dt

d~ef dCsapw
ANPP = d + d t (4.62)

dt dt'

where ANPP [g C m - 2 PFT hour- '] is the Above-Ground Net Primary Production,

and Dleaf, Dsapw, Droot are the turnover rates (Section 4.4.3). When summed over the

duration of vegetation season, ANPP represents a characteristic of plant performance

at a given location. Note that above asap, aroot, and aleaf are the adjusted values of

dynamic allocation fractions. These fractions are first estimated using (4.51)-(4.53)
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or (4.55)-(4.56) and subsequently corrected, if necessary, by applying the three con-

ditions of Section 4.4.4, which are intended to maintain the structural dependencies

between sizes of various compartments.

If NPP is negative:

dCleaf - (RdC+ Dleaf) (4.63)
dt

dCtsapu -- (Rds + Dsapw) (4.64)

dCroot
dt=o - (RdR + Droot), 7 (4.65)dt

ANPP = -(Rdc + Rds). (4.66)

4.4.7 Vegetation phenology

Since the discussed model is applied to arid and semi-arid areas, where ecosystem dy-

namics are mostly driven by moisture availability, the problem of proper parameteri-

zation of plant phenology is intriguing and difficult. Within a simulation framework,

vegetation phenology refers to the timing of onset (leaf out) and offset (leaf loss) of

leaves, i.e., when plants transit from/to the state of dormancy. Leaf onset and offset

mark the bounds of the growing season, the period during which the surface albedo,

roughness, and surface water and energy fluxes are modulated by the adaptive vege-

tation dynamics. In the simplest case, the leaf phenology is specified as fixed onset

and offset dates (e.g., Running and Hunt, 1993). More complicated schemes involve

certain threshold functions of absolute daily soil or air temperature (Verseghy et al.,

1993; Dickinson et al., 1993; Knorr, 2000), growing degree days (the sum of positive

differences between daily mean air temperature and some threshold temperature)

(Sitch et al., 2003), or chilling requirement (the number of days the temperature

is below a certain threshold). None of these approaches, however, include the soil

moisture control on vegetation phenology. Consequently, a dynamic, state-dependent

approach is needed, amenable to a variety of possible hydrometeorological situations.

A semi-empirical "carbon-gain" parameterization, as first discussed by Ludeke et

al. (1994), extended by Arora and Boer (2005), and slightly modified here, is used in
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the following to model vegetation phenology. The essential assumption of the carbon-

gain approach is that leaf onset starts when it is beneficial, in carbon terms, for a plant

to produce leaves. In the considered process, the carbon gains are associated with

photosynthesis and the costs are associated with canopy respiration and drought/cold

induced foliage losses. Similarly, leaf offset is initiated when environmental conditions

are unfavorable and disadvantageous for a plant to retain leaves in terms of its carbon

balance. The carbon-gain approach, therefore, directly includes the effects of both

temperature and soil moisture since photosynthetic activity, respiration, and foliage

losses depend on historical (through the soil water dynamics) and current environ-

mental conditions (temperature, radiation, and rainfall). The approach is therefore

amenable to any combination of key forcing variables.

The transition from one growth state to another is triggered when a set of envi-

ronmental conditions or a certain vegetation state are met. Leaf phenology differs for

woody vegetation and grasses. For deciduous trees and shrubs (evergreen species are

not currently considered), there are three leaf phenology stages that determine plant

dynamics and allocation patterns: 1) dormancy; 2) maximum growth; 3) normal

growth. During winter or drought periods, woody vegetation is in dormant/no-leaf

state until the arrival of favorable weather when trees/shrubs enter the maximum

growth state and the preferred allocation is made to leaves. When a critical amount

of foliage is attained, vegetation is in normal growth stage and assimilated carbon is

also allocated to sapwood and roots. The arrival of unfavorable weather conditions

triggers the transition to the dormant state until the subsequent arrival of favorable

weather conditions. For herbaceous species, there is no stage of maximum growth and

from the dormant stage grasses transit directly to the normal growth phenology state.

The conditions for transition between the subsequent phenology stages are described

in more detail below.

4.4.7a Dormant state to maximum/normal growth

The transition from the state of dormancy to maximum (for woody species) or normal

(for herbaceous plants) growth state occurs on the arrival of favorable weather con-
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ditions, subject to moisture availability in the root zone. The overall favorability is

signaled by a positive net primary production from a "virtual" foliage. The "virtual"

canopy represents a certain amount of foliage biomass temporarily assigned to a given

PFT during its dormant state. The "virtual" canopy is assumed to represent the

amount of foliage a plant would have at the leaf onset. It is assigned at every time

step of the vegetation model to check if a given PFT can photosynthesize effectively.

For woody species, the virtual canopy is assumed to be proportional to the amount

of non-structural carbohydrate reserves since a plant with larger reserves would have

a larger initial amount of leaves: the leaf area index value is set to either L = 0.3 or

LAI corresponding to 7.5% of the maximum canopy biomass the current sapwood and

root pools can support (equation (4.58)). For grasses, the virtual canopy corresponds

to L = 0.2 (an assumed maximum of leaf biomass from the vegetative reproduction).

The daily values of [Ac - Dleaf] [g C m - 2 PFT hour - '] are accumulated from the

hourly estimates. The following conditions have to be met for a given PFT on a daily

basis:

1. The total daily net photosynthesis [Anc - Dleaf] must be positive (this involves

evaluation of Dleaf during night time with possible freezing conditions);

2. The ratio of day light hours with zero or negative assimilation rate A"c to the

total number of day light hours is less than 1/3;

3. The mean daily soil temperature Toil has to exceed the threshold value TCold

(Section 4.4.3);

4. The day length DLH has to exceed a certain threshold value DCLH

5. For grass only: soil moisture in the top 1/3 of the maximum root depth (Section

3.4) must be above the wilting point defined for a given grass type.

If all above conditions are continuously met for a given PFT for a certain number

of days (for instance, 7 days for woody species, 5 days for herbaceous species), PFT

transits to the subsequent phenology state (maximum or normal growth). As an

initial condition for that state, the canopy biomass is set to the value corresponding
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to the "virtual" leaf area index (for conversion, see Section 4.4.8) specified above. If

there is a break in the sequence of days favorable to a considered vegetation type

(e.g., it becomes too dry or too cold), the counter of favorable days is re-set to zero.

4.4.7b Maximum to normal growth

During the stage of plant maximum growth (woody species only), all assimilated

carbon is allocated to leaves. The transition from the maximum growth to normal

growth state occurs when a biomass dependent LAI has been attained. According

to Arora and Boer (2005), this LAI is approximately 40-50% of the maximum LAI

a given stem and root biomass can support according to equation (4.58) (see also

Figure 4 in Arora and Boer (2005)).

4.4.7c Normal growth to dormant state

In the normal growth state, a PFT allocates to leaves, sapwood (woody species), and

fine roots according to the allocation rules of Section 4.4.4. Every hour a value of

[NPP- Dleaf] [g C m - 2 PFT hour-1] is evaluated and subsequently accumulated

over the day. The following conditions have to be met on a daily basis for a given

PFT as a necessary element of transition to a dormant state:

1. The total daily value of [NPP- Dleaf] is negative;

2. The ratio of day light hours with zero or negative NPP to the total number of

day light hours is higher than 2/3.

A PFT transits to the dormant state if all above conditions are continuously met for

a given PFT for a certain number of days (for instance, 7 days for woody species, 5

days for herbaceous species) and 1) for woody species, the amount of foliage biomass

is less than 1% of the maximum value a given stem and root biomass can support

according to equation (4.58); and 2) for herbaceous species, the above ground biomass

is close to the value (within 10% of it) used for initialization when vegetation season

starts (Section 4.4.7a).
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4.4.8 PFT structural attributes and fractional area

Allocation to, and the litter losses from the three vegetation compartments make

their biomass time-varying. Changes in biomass of these components is reflected in

the structural vegetation attributes used in the energy and water balance calculations

(Chapter 3).

4.4.8a Woody species

For trees and shrubs, an approach of the LPJ model (Sitch et al., 2003) is used that

relates the concept of allometry at the plant individual level with the concept of

the "average" individual at the element scale level. For each individual, the average

individual's leaf area index Lind [m2 leaf area m 2 element area] is estimated as the

following:

Lind = Cleaf fA Sa (4.67)
Pind CA

where f, [m2 PFT m - 2 element area] is the vegetation fraction of a given plant func-

tional type present in the considered element, Pind [# of individ. m - 2 element area]

is the population density or the number of individuals per unit area of the computa-

tional element (note that Cleaf is the carbon content for a unit area occupied by a given

PFT), Sla [m 2 leaf area kg C- 1] is the specific leaf area, and CA [m 2 element area

individal- 1] is the average individual's crown projective area. From (4.67), the leaf

area index of vegetated fraction is L = LindPind The stem area index S [m 2 leaf area
f 1

m - 2 element area] of an "average" individual is assumed to be 25% of Lind.

Foliage relative projective cover of an average individual find and the vegetation

fraction of a given PFT f, are

fvind = 1 - e- 0 5 (Lind+Sind) (4.68)

f= fv indCAPind. (4.69)

Note that the product (CAPind) specifies the fraction of a unit ground area of an
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element that contains the projected area of canopy crown. As can be seen, the vege-

tation fraction for woody species is the same as the fractional projective cover of an

"average" individual, scaled to the population level for a given element. Since the veg-

etation fraction is also used in estimating the element-scale hydrological quantities,

such as the latent heat flux and evapotranspiration, the same fraction is simultane-

ously associated with the below-ground fraction of lateral spread of roots.

Plant height Hv [m] can be estimated from allometric functions specific for a given

PFT (e.g., Shinozaki et al., 1964; Waring et al., 1982). Several suitable approaches

exist. Since the module has not been validated (for woody species), the methodology

for estimating Hv is not provided here and is considered to be a necessary development

component in future studies.

4.4.8b Herbaceous species

For grasses, only one "average" individual can be present within a given computa-

tional element and

Lind = L = CleafSla, (4.70)

with Pind = fv. CA for grasses is assumed to be 1.0 [m 2 element area individal-1]

(which assumes that grass is uniformly distributed within a given element) and the

vegetation fraction is defined as

fv = 1-e -e0.5 (L+ s ) (4.71)

The above expression essentially assumes that the grass vegetation fraction f in

a given element is the same as the fractional projective cover of its canopy in the

area that grass occupies within the element. The same fraction is also used for the

below-ground fraction of lateral spread of roots.

Plant height H, [m] is estimated as (Levis et al., 2004)

H = 0.25L. (4.72)
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4.5 Model testing

This section illustrates the dynamic aspects of vegetation that adaptively responds to

environmental conditions and adjusts its biomass to both favorable and unfavorable

situations. As discussed above, it is assumed that water is the principal limiting factor

and that nutrient supply is available at all times. These assumptions have been shown

to be applicable in arid and semi-arid environments (e.g., Scholes and Walker, 1993,

p. 110; Rodriguez-Iturbe et al., 2001). In the following, the vegetation biophysical

and biochemical processes are illustrated for surfaces vegetated with C4 grass for

initially saturated or dry soil. The dynamic response in terms of carbon assimilation,

CO2 respiration, and turnover fluxes are discussed. Next, a model verification study

is presented in which the simulated above-ground biomass of a generic C4 grass is

compared against field measurements for Black Grama grass (Bouteloua Eriopoda,

C4 grass) for a site located in a semi-dry environment of central New Mexico.

The model parameters used in the description of processes of photosynthesis, res-

piration, turnover, and phenology are assigned according to typical parameterizations

for broadleaf deciduous tree (examples of the stomatal response were previously il-

lustrated in Chapter 3) and C4 grass employed by most land-surface schemes (e.g.,

Bonan, 1996; Sellers et al., 1996b; Foley et al., 1996; Haxeltine and Prentice, 1996;

Friend et al., 1997; Cox et al., 1999; Kucharik, et al., 2000; Levis et al., 2004; Arora

and Boer, 2005; Krinner et al., 2005). The parameter values are provided for reference

in Table 4.1 and Table 4.2.

4.5.1 Vegetation processes of C4 grass for favorable and un-

favorable soil moisture conditions

The climate simulator parameterized for Albuquerque (NM) (Chapter 2) is used in

the following to force the hydrology-vegetation simulations, which assume August 1st

as the starting date. To simplify the illustrative examples, a rainless period with

zero cloudiness is assumed in all cases. The corresponding simulated time-series of

the shortwave radiation are shown in Figure 3-8a. Another simplification is that the
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Table 4.1: Parameters of biochemical processes for generic broadleaf deciduous trees
and C4 grass. Vmax25 [mol CO2 m - 2 leaf s-1] is the maximum catalytic capacity of
Rubisco at 25°C; K [-] is the time-mean PAR extinction coefficient parameterizing
decay of nitrogen content in the canopy; m [-] is an empirical parameter used as
a slope factor in (4.1); b [mol m - 2 s] is the minimum stomatal conductance;
63,4 [mol CO2 ,umol-1 photons] is the intrinsic quantum efficiency for CO 2 uptake
for C3 and C4 plants; rsapw and rroot [g C g C-1 s - ] are the sapwood and fine root
tissue respiration coefficients at 10°C; Wgrw [-] is the fraction of canopy assimilation
less maintenance respiration utilized for tissue growth; dlea, dapw and droot [year- ']
are the "normal" turnover rates for foliage, sapwood, and fine roots, respectively,
representing the inverse values of tissue longevities.
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Parameter / PFT Broadleaf deciduous tree C4 grass

Photosynthesis parameters

Vmax 2 5 90.0 30.0

K 0.5 0.3

m 9 4

b 10,000 40,000

63,4 0.08 0.053

Respiration parameters

rsapw 9.61 x 10-10

rroot 109 10- 1 0 400 x 10- 1 0

Wgrw 0.25 0.25

Turnover parameters

dleaf 1 1

dsapw 1/25 -

droot 1/3 1



Table 4.2: Parameters of vegetation allocation, phenology, and water uptake pro-
cesses. 'YWmax and 'ICmax [day-1] are the maximum drought and cold induced foliage
loss rates, respectively; bw and bc [-] are the shape parameters reflecting the sensitiv-
ity of canopy to drought and cold, respectively; Tcold [C] is the temperature threshold
below which cold-induced leaf loss begins; eleaf, esapw, and eroot [-] are the base allo-
cation fractions for canopy, sapwood, and roots respectively; w [-] is the sensitivity
parameter of allocation fractions to changes in light and soil water availability; s
and [-] are the constant and exponent in (4.58), respectively, controlling the re-
lation between carbon content in the above and below-ground stores; Tsoi [C] and
DCH [hour] are the mean daily soil temperature and day length, respectively, that
have to be exceeded for vegetation season to start; ATmin, Fav [day] is the minimum
duration of period for which the conditions of transition from/to the dormant season
have to be continuously met; f, nit and LAIinit [-] are the fraction of the structural
biomass and the leaf area index, respectively, used to initiate the leaf onset; J* and
TI, [MPa] are the soil matric potentials at which, respectively, the stomatal closure
or plant wilting begins.
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Parameter / PFT Broadleaf deciduous tree C 4 grass
Stress-induced foliage loss parameters

'YWmax 1/40 1/50

bw 3.0 4.0

'YCmax 1/6.7 1/10
be 3.0 3.0

Tcold 5.0 3.0

Allocation parameters

eleaf 0.25 0.45

esapw 0.10 -

eroot 0.65 0.55

~~~w ~0.80 0.70
~~es ~30.0 1.25

1.60 1.0

Phenology parameters

Tsoil 10.0 5.0

DCH 10 10

ATmin, Fav 7 5

fC, init / LAIinit 0.075 / 0.20 - / 0.20
Water uptake parameters

-0.5 -0.1

qw -2.8 -4.0



air temperature is simulated with 6T(t) = 0 (Section 2.6.1), which results in smooth

time-series (Figure 3-8b), and the dew point temperature is assumed to be constant

Tdew = 12.8 °C (corresponding to 30-70% daily variability of humidity, typical for

the location of Albuquerque (NM) for the considered period). Furthermore, the wind

speed is also assumed to be constant throughout the entire course of the simulation,

Uatm = 3 m s .

Dynamics of a generic C4 grass are simulated with the following assumed initial

state: LAI = 3.0, SAI = 0.15, Hv = 0.75 m, dleaf = 0.5 cm, and vegetation fraction

estimated based on (4.71). Vegetation structural attributes and the fractional area

correspondingly change throughout the simulation. The root zone extends down to

approximately 0.33 m depth with the biomass distribution parameterized as in (3.1)

and q = 0.009 mm - '. The root profile remains constant throughout the simulation.

Water uptake properties (Table 4.2, the soil matric potentials * and 'J! [MPa]

at which, respectively, the stomatal closure or plant wilting begins, Section 4.3) are

taken as i* = -0.1 MPa and ',J = -4.0 MPa. These values correspond to charac-

teristic relative soil moisture values 0* and 0,, [mm3 mm-3], respectively, used in the

estimation of transpiration flux (formulation (4.17) of Section 4.4.1).

In the first numerical experiment, it is assumed that loamy sand soil column

of 1.8 m depth is initially completely saturated. Free drainage is assumed as the

lower boundary flux condition throughout the course of the simulation. Only the

unsaturated zone soil water dynamics are simulated and groundwater effects are not

accounted for. A fat horizontal surface is considered, which is not affected by the

lateral effects such as radiative shading, moisture transfer in the unsaturated zone,

or runon. Figure 4-3 illustrates the estimated canopy and ground temperatures,

soil water state, and biochemical rates of carbon assimilation and release of CO2.

As soil dries from the initially saturated state via the processes of transpiration,

soil evaporation, and drainage at the lower boundary, one can observe a substantial

growth in the daily amplitude of the ground surface temperature (Figure 4-3a). The

transpiration factor 3T and, correspondingly, the foliage assimilation (Figure 4-3b,

c), are not significantly affected until hour 82, after which one can observe a slight
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decrease in the assimilation rates and productivity (more apparent during hours 100-

115). The NPP, estimated as the difference between the photosynthetic assimilation

and respiration rates, is positive during the day light hours throughout the entire

simulation period. This implies that the soil water store and the amount of incoming

PAR are in sufficient quantities and grass can support both its existing biomass and

produce new photosynthesizing material. The maintenance respiration rates for the

grass canopy and root biomass (Figure 4-3d) during the day light hours are around

15-20% of the gross CO2 assimilation and exhibit the diurnal variability associated

with the changes in canopy and soil temperatures. Note that the total respiration

(both maintenance and growth) over the simulation period is around 50% of the total

gross CO2 uptake.

Figure 4-4 illustrates the estimated variables characterizing the canopy and root

zone states. As the soil surface and root zone become drier (Figure 4-4a), the canopy

state changes slightly during the considered period of time (Figure 4-4b, 4-4c, 4-4d).

The characteristics (e.g., maximum and minimum values, their timing, etc.) of the

daily cycle of air humidity at the reference level ZOh + d do not noticeably change. The

canopy exhibits higher water vapor content than the atmosphere above the canopy

throughout the entire simulation. The canopy stomatal resistances, sunlit and shaded,

exhibit a relatively minor growth on the last day of simulation, associated with the

change in IT. Since the simulation spans only a period of favorable conditions, the

canopy biomass slightly grows, which is reflected in the maximum magnitude of sunlit

and shaded leaf area index (Figure 4-4d). Note that the total LAI is shown as the

shaded LAI during night time hours.

In the second experiment, initially dry soil conditions are assumed for the same

initial vegetation state (Figures 4-5 - 4-6). As can be seen in Figure 4-5b, the soil is

initially very dry with 3 T close to zero. The soil surface becomes slightly wetter due

to dew on the soil surface during night hours. The daily amplitudes of the estimated

ground surface and canopy temperature are substantially higher than those of the

previously discussed case since transpiration and evaporation fluxes, i.e., cooling en-

ergy fluxes, are near zero. The insufficiency of soil water in the root zone results in the
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stomatal closure and, consequently, zero foliage CO2 assimilation rates. Since artifi-

cially high biomass is initially assigned, the maintenance respiration rate is also high.

Consequently, the NPP is negative throughout the simulation (Figure 4-5c). The

outcome of the combined effect of water-stressed conditions and high initial biomass

is a high drought-induced carbon loss of foliage biomass (Figure 4-6a). Due to the

overall negative carbon balance, the canopy and fine root carbon pools rapidly reduce

within the considered period of time (Figure 4-6b). As a consequence, the vegeta-

tion fraction, parameterized in (4.71) as a function of the above-ground biomass, also

rapidly decreases.

4.5.2 Verification of C4 grass model

This section outlines a model verification study based on field measurements of the

above-ground biomass of Black Grama grass (Bouteloua Eriopoda) for a site located

in a semi-dry environment of central New Mexico, specifically, in Sevilleta National

Wildlife Refuge. The Sevilleta Refuge is one of the sites of the Long-Term Ecological

Research Program of the National Science Foundation (NSF) to study climate change

in a biome transition zone as well as habitat diversity and biodiversity characteristics

of semi-arid environments. The research area encompasses approximately 3,600 km2

and is located at the intersection of four major biomes including the Great Plains

Grassland, Great Basin Shrub-steppe, Chihuahuan Desert, and Montane Woodland.

Long-term records from nearest weather station in Socorro (NM) show that the annual

precipitation ranges from less than 100 mm to over 500 mm, with a mean value of

244 mm. Summer precipitation occurs as intense thunderstorms often accounting

for over half of the annual moisture, while El Nifio (wet) and La Nina (dry) events

markedly influence regime and magnitudes of winter precipitation. Mean monthly

temperatures range from 2.5°C to 25.1°C.

In 1989, a study was initiated to examine the effect of fertilization on grassland

vegetation productivity in the Sevilleta Refuge. Plots were established on the east

and west sides of the Sevilleta (Figure 4-7) at elevations of 1521 m and 1622 m, re-

spectively. Both sites were gridded into 30 m x 30 m plots within a rectangular area
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Figure 4-3: The time-series of environmental characteristics and grass biochemical
CO2 fluxes for initially wet soil: a.) air, canopy, and soil surface temperatures; b.)
relative soil moisture contents and transpiration factor 3T; .) foliage gross CO2
assimilation rate and Net Primary Productivity (NPP); d.) growth, foliage, and root
respiration flux rates. The rates are provided for a unit area of vegetated fraction of
the computational element.
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a.) Relative soil moisture content
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Figure 4-4: The time-series of environmental and biophysical characteristics for ini-
tially wet soil: a.) relative soil moisture contents and transpiration factor /3T; b.)
relative humidity of the atmosphere and canopy-space air (at the reference height
ZOh + d, Section 3.6.3); c.) sunlit and shaded canopy stomatal resistances; d.) sunlit
and shaded canopy LAI. Note that the shaded LAI equals to the total LAI during
night time hours.
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a.) Air, canopy, and soil surface temperatures
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Figure 4-5: The time-series of environmental characteristics and grass biochemical
CO2 fluxes for initially dry soil: a.) air, canopy, and soil surface temperatures; b.)
relative soil moisture contents and transpiration factor fiT; c.) foliage gross CO 2
assimilation rate and Net Primary Productivity (NPP); d.) growth, foliage, and root
respiration flux rates. The rates are provided for a unit area of vegetated fraction of
the computational element.
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a.) Turnover rates
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Figure 4-6: The time-series of grass water stress induced foliage loss, dynamics of car-
bon pools and vegetation fraction for initially dry soil: a.) foliage and root turnover
rates (vegetated fraction scale); b.) foliage and root carbon pool dynamics (com-
putational element scale); c.) vegetation fraction dynamics (estimated based on the
carbon pool size).
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of approximately 300 m on a side. The east side ("McKenzie Flats" site) is more

characteristic of mixed Chihuahuan Desert and Great Plains Grasslands, dominated

by warm season C4 grasses, such as Black Grama (Bouteloua Eriopoda) with lesser

amounts of other C4 grasses, such as Blue Grama (Bouteloua gracilis) and Hilaria

Jamesii. The west side is more characteristic of the Great Basin shrub-steppe, dom-

inated by cool season C3 grasses, such as Indian Ricegrass (Oryzopsis hymenoides)

mixed with other grasses, such as Drop Seeds and Hilaria. Both sites are located on

Turney Loamy Sand soil. Chemical fertilizer in the form of NH4 - NO3 was applied

to a set of plots on both the east and west sides. In 1989, two levels of fertilizer

treatment were applied, while in 1990 only a single treatment level was applied. In

1989, 9 plots and, in 1990, 8 plots were randomly selected among the 30 m x 30 m

treatment and control plots both during the late spring (early June) and late sum-

mer (late September - October). Within each randomly chosen plot, three 1 m x 0.5

m quadrats were randomly selected and clipped to estimate the plant biomass as a

measure of grass growth during the cool and warm seasons. A subsequent laboratory

procedure consisted in sorting the clipped plant material into live (green) and dead

material by species for each quadrat. The samples were oven dried and weighed, and

the weights from the 3 quadrats are then averaged and linearly scaled to provide live

and dead biomass estimates in [g m - 2] of the plot (note that the density refers to

the quadrat scale). Two years (1989-1990) of sampling showed that there was no any

significant measurable effect of fertilization on productivity on either side. Signifi-

cant differences were found among years and sites. The fertilization aspect of the

study was discontinued after 1990 but biomass samples from the plots continued to

be collected through 1992 to monitor annual vegetation production of the grasslands.

Since the C4 photosynthesis pathway represents a typical form of carbon assimila-

tion for grass in dry and semi-dry environments, the data for the east side of Sevilleta

Refuge were used in the following verification study. The above-ground biomass data

and the collection dates for the control quadrats were obtained from the Sevilleta

Web-site (http://sevilleta.unm. edu/research/local/plant/fertilizer/data/wt-summary)

and are provided for reference in Table 4.3. The period of 1989-1992 appears to be
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Table 4.3: Live above-ground biomass harvested from the control quadrats on the
east side of the Sevilleta National Wildlife Refuge from 1989 to 1992. The east side
was predominantly occupied by Black Grama (Bouteloua Eriopoda) grass.

Year Date Above-Ground Biomass [g m- 2]

1989 June 9 13.1

September 21 91.8

1990 June 5 99.4

October 5 111.0

1991 June 5* 75.3

October 5* 91.4

1992 June 5* 76.7

October 5* 104.0

*The exact dates are unknown (only month). The specified dates were assigned to correspond
to those of the year 1990.

particularly suitable for model verification since the annual precipitation recorded at

the nearest weather station involved two contrasting cases of below-average 156 mm

in 1989 and above-average 335 mm in 1991 (1990- 244 mm, 1992 - 240 mm).

A complete set of time-series of hydrometeorological variables discussed in Chap-

ter 2 is required to force the vegetation-hydrology model. Several weather stations

were installed in the Sevilleta Refuge area during the period of 1989-1992, differing in

their starting date of operation (Figure 4-7). Station 40 ("Deep Well" site, latitude

34.3556°, longitude 106.6914° ) was the first weather station put into operation in the

Sevilleta Refuge and the closest to the McKenzie Flats site, the fertilization study site

of interest. The observed hydrometeorological variables involved: precipitation, air

temperature, vapor pressure, wind speed, and global solar radiation. Since cloudiness

data and partition of the shortwave radiation into the direct beam and diffuse compo-

nents in VIS and NIR bands are also required, the observational data at the airport

of Albuquerque (Chapter 2) were additionally used to synthesize a complete set of the

forcing data. Due to the relative proximity of Albuquerque to the Sevilleta Refuge,

the following routine was used: 1) the cloudiness data for Albuquerque were used

without changes; 2) the measured global solar radiation at Station 40 was partitioned
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Figure 4-7: Map of the Sevilleta National Wildlife Refuge, illustrating the location of
weather stations and fertilization study sites.

into the direct beam and diffuse components using the same fractional conlposition

as the measured radiation at the station in Albuquerque; 3) to further partition the

direct beam and diffuse radiation fluxes into the VIS and NIR bands, the calibrated

radiative transfer model of Section 2.3 was utilized to obtain the corresponding frac-

tional composition, which was then used for the observed data. In addition to the

above procedure, when a period of missing data was encountered for Station 40, the

gap was filled with the data corresponding to a nearest station in Sevilleta containing

non- void data.

Inspection of digital elevation data for the area of lVlcKenzie Flats site reveals that

its topography can be characterized as flat surface situated in a non-convergent terrain

location. Therefore, vegetation-hydrology dynamics can be assulned one-dimensional

with negligible lateral effects such as radiative shading or mass transfer from adjacent

areas. A single flat element is used for simulations and mass fluxes are restricted to

be in the vertical direction only.

Since no data are available on the hydraulic properties of Turney Loamy Sand

soil, the soil type typical for the area of study, a generic loamy sand soil type (Rawls
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et al.,1982) is used. Its hydraulic parameters are provided in Table 3.1.

The soil water profile is initialized with a uniform depth-averaged value of 0.1 Os,

corresponding to approximately -7 MPa of the suction pressure head. In order to

reduce the effect of the initialization soil moisture conditions on results, one year of

spin-up period is introduced. Therefore, the simulation spans the period of 1988-

1992 with all vegetation-hydrology dynamics driven by deterministic forcing from the

observed (and partially synthesized) meteorological data.

Figure 4-8 illustrates the observed time-series of daily precipitation and the sim-

ulated time-series of soil moisture, LAI, and vegetation fraction. One can clearly

observe the relative difference in terms of precipitation and soil wetness among the

illustrated years. As can be inferred from the figure, winter and spring of 1989 were

relatively drier than in the other years of the simulation period. Correspondingly,

the pre-growing season root zone soil water content was lower and the grass devel-

opment was essentially delayed until the arrival of monsoon in July. Precipitation

during the monsoon period was also relatively smaller and, consequently, the total

produced grass biomass was smaller for 1989. In contrast to 1989, the hydrometeoro-

logical conditions of 1991 favored grass development since there was a substantial soil

water content at the beginning of the growing season and precipitation during the

monsoon period was higher than in the other years. In 1991, the simulated biomass

exhibits rapid development during spring period and subsequent significant accumu-

lation. Consequently, the soil water partition into transpiration, soil evaporation,

and drainage show significant differences between 1989 and 1991 (Figure 4-9). For in-

stance, the amount of soil evaporation in 1989 is almost equal to that of 1991 (Figure

4-9), while the amount of transpiration is substantially smaller in 1989. The drainage

from the root zone is rare and can be attributed to either large precipitation events of

monsoon periods or accumulated soil water from the storms of non-growing seasons.

It is also worth noting that with the arrival of favorable conditions, after a pro-

longed stress period, grass does not immediately transpire at the maximum potential

rates (illustrated here at the element scale). This case is most apparent for summer

of the year of 1992 (Figures 4-8c - 4-9b), although the time-scale is too coarse to
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clearly observe that. An initial period of biomass growth exists during which the

grass fractional area increases. During such a period, soil water is depleted primar-

ily through soil evaporation at rates relatively smaller than the maximum potential

transpiration rates, due to the control imposed by the highly variable moisture at

the soil surface. Only after attaining a certain cover fraction can grass transpiration

reach the potential rates, e.g., 2-3 mm day- . Such a situation thus illustrates the

case where some ecohydrological models may fail to properly estimate the soil water

dynamics. These models typically assume more rapid depletion rates, which are near

the potential transpiration, immediately after the arrival of favorable conditions (e.g.,

Rodriguez-Iturbe et al., 1999a; Laio et al., 2001a, etc.).

Figure 4-:10 illustrates the corresponding simulated biochemical fluxes of carbon

uptake and loss. As discussed in Section 4.4.7, the growing season starts only when

the imposed conditions for leaf onset are met with the positive daily NPP assumed

to be the key criterion (Figure 4-10a). The simulated respiration fluxes depend on

the amount of biomass present and environmental conditions (Figure 4-lOb). The

drought-induced foliage loss (combined with the turnover rates in Figure 4-10c) also

depends on the amount of biomass, exhibiting higher rates during dry spells of the

growing season. Finally, Figure 4-11 compares the simulated and measured above-

ground biomass (note that a factor of 0.5 is applied to the data values in Table 4.3

to convert the measured dry biomass to a corresponding carbon content).

While the input meteorological data and the experimental set-up have certain

problems (e.g., missing data, the artificial partition procedures of the global radiation,

soil moisture initialization, generic soil hydraulic parameterization), the simulated C4

grass biomass does exhibit the same pattern and consistency as the observational

data. One can observe a delay in growth during the driest year (1989) and a faster

accumulation during favorable periods. The minimum root:shoot ratio (assumed to be

as = 1.25) is always maintained. Overall, the discussed results provide sufficient evi-

dence that the presented coupled vegetation-hydrology model is capable of producing

consistent results that corroborate field-observed data.
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Figure 4-8: The tinle-series of a.) the total daily observed precipitation and the simu-
lated time-series of the Inean daily b.) relative soil moisture contents and transpiration
factor f3T, c.) leaf-area index (LAI), and d.) vegetation fraction for NlcKenzie Flats
site in the Sevilleta National \tVildlife Refuge. The considered period is 1988-1992.
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Figure 4-9: The time-series of the mean daily a.) relative soil moisture contents
and total daily b.) transpiration c.) soil evaporation, and d.) drainage / capillary
rise from / to the grass root zone sin1l1lated for McKenzie Flats site in the Sevilleta
National Wildlife Refuge. The flux rates are provided as the element scale quantities.
The considered period is 1988-1992.
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Figure 4-10: The time-series of the total daily CO2 and carbon fluxes simulated
for wlcKenzie Flats site in the Sevilleta National Wildlife Refuge: a.) gross foliage
assiluilation and Net Prinlary Productivity (NPP); b.) respiration fluxes; and c.)
turnover and foliage loss. The flux rates are provided as the vegetated fraction scale
quantities (PFT scale). The considered period is 1988-1992.
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carbon content in grass biolnass (note that a factor of 0.5 was applied to the data
values in Table 4.3 to convert the measured dry biomass to approxilnate carbon
contents) for McKenzie Flats site in the Sevilleta National Wildlife Refuge. The
density is provided as the element scale quantity. The considered period is 1988-
1992.
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4.6 Summary

The material of this chapter presents the model of vegetation dynamics that al-

lows one to reproduce the transient response of vegetation to hydrometeorological

forcing and moisture redistribution in a natural system. Building on the physically-

based formulation of hydrological processes of Chapter 3, the description of major life

regulatory processes, such as photosynthesis, respiration, tissue turnover and stress-

induced foliage loss, carbon allocation, phenology, and recruitment, is primarily based

on mechanistic models. In order to represent the differences among various plants,

the model operates with the concept of plant functional types (PFTs), that allows

combining of species with similar characteristics into the same simulation groups.

Several PFTs can be simultaneously present in a given computational element. The

above-ground competition for light is treated as the competition for available space,

while the below-ground competition for water is described through the differences in

plant water uptake properties and features of rooting profiles.

The consistency of the model behavior is illustrated with a series of synthetic

numerical experiments for C4 grass. The model parameterization is verified against

field observations for semi-arid environment of central New Mexico. The results pro-

vide sufficient evidence that the coupled vegetation-hydrology model is capable of

producing consistent results that corroborate field-observed data. This same param-

eterization of C4 grass is used in the following Chapter 5 that considers the spatial

aspects of vegetation-hydrology dynamics and addresses the effects of topography on

vegetation dynamics in semi-arid areas.
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Chapter 5

Dynamic Vegetation in Complex

Terrain

5.1 Introduction

This chapter describes simulations addressing the effects of topography on vegetation

dynamics in semi-arid areas. The climate corresponding to Albuquerque (NM) is

used. The weather generator, described in Chapter 2, is employed to generate the

long-term time-series of hydrometeorological forcing variables. The experiments are

done on two small-scale synthetic domains (each is -4 km2 in area) that exhibit sig-

nificant differences in the hillslope characteristics. A full range of transient vegetation

dynamics (Chapter 4) is simulated for a typical annual C4 grass assumed to grow in

three different soil types.

5.2 Experimental design

The simulations involve modeling vegetation dynamics in synthetic domains that

exhibit characteristic self-similar organization subject to stochastic realizations of

hydrometeorological forcing. Two synthetic domains are used: one exhibits longer

diverging hil]lslopes and low drainage density. The other has shorter converging hill-

slopes and higher drainage density. In the former case, a larger proportion of the
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Figure 5-1: An illustration of Voronoi element, the basic computational unit for the
considered domains, and its six cardinal flow directions: north-north-east (N-N-E),
north-north-west (N-N-W), east (E), west (W), south-south-east (S-S-E), and south-
south-west (S-S-W). A single direction is used for surface and subsurface flow routing.
Its aspect is used in estimation of the incident shortwave irradiance.

landscape is dominated by convex hillslopes, while in the latter case most hillslopes

exhibit concave profiles. In the following, the two landscapes will be respectively

referred to as the "CX" and "CV" domains. In total, 2,400 computational elements

are used to represent each of the synthetic topographies covering a wide range of

slope magnitudes and aspects. Each element has six cardinal aspects (Figures 5-1,

5-2, and 5-3). The dimensions of a typical element are approximately 30 m x 40 m

(Figure 5-1). A generic annual C4 grass is used to study the effects of terrain on

vegetation spatio-temporal function for three different soil types. No groundwater

effects are considered. The total duration of simulation is 50 years for both domains,

which makes the experiments computationally feasible. The duration of the simula-

tion period is also assumed to be sufficiently long to provide consistent statistics of

vegetation-hydrology dynamics.

The described experimental design constitutes the "base" case scenario. For this

scenario, soils are considered to be isotropic (i.e., they have a unit anisotropy ratio

ar = 1, Section 3.7.3) and the subsurface moisture exchange is assumed to be the only

mechanism of water transfer in the domain. Rainfall is assumed to strictly follow the

direction of the gravitational force (i.e., strictly vertical direction).
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Figure 5-2: Diffusion erosion dOlni-
nated landscape ("CX" domain) exhibiting
longer hillslopes and lower drainage den-
sity.

5.2.1 Terrain representation

Figure 5-3: Fluvial erOSIon dOlninated
landscape ("CV" dOlnain) exhibiting
shorter hillslopes and higher drainage
density.

The topographies of the two synthetic donlains used in this study were obtained using

CHILD (the Channel-Hillslope Integrated Landscape Development) landscape evolu-

tion model (Tucker et al., 2001). The following is a brief outline of the corresponding

simulation methodology. Nlore details on the utilized approach can be found in Tucker

and Bras (2000).

For both topographies, the initial dOlnain represents a flat rectangular surface,

which is subsequently seeded with random perturbations in elevation. An outlet of the

domain is placed in the lower left (south-west) corner and has an elevation that is kept

fixed throughout the sinlulation. A given landscape is uplifted at a rate of 2.5 . 10-5

m yr-l, which represents a conservative value for fluvial landscapes. Each of the

landscapes evolves under the action of two major erosion processes: slope dependent

soil creep and runoff erosion. Soil creep is often observed in the absence of erosive

runoff due to various soil disturbances such as freeze-thaw, rain-splash, bioturbation

due to growth and death of vegetation, tree-throw, and soil animal activities. The

process of soil creep is usually represented by a linear sediment transport model
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(McKean, 1993):

Q = kd IVZEI, (5.1)

where Q5 [m 2 yr -1] is the unit sediment transport rate, kd [ 2 yr -1] is the hillslope

diffusion constant, and ZE [m] is the local elevation. The runoff erosion model rep-

resents a detachment-limited erosion rule, often used for vegetated landscapes where

downslope accumulation of sediment is usually smaller than the carrying capacity of

channel flow (Howard, 1994). The detachment-limited erosion can be formulated as

a heuristic non-linear function of local discharge and slope:

Q = kfQaSb, (5.2)

where Qf [m2 yr - l ] is the rate of surface lowering by runoff erosion, kf [yrv m -w ]

(where v = 0.6b- 1, w = 1.2b- 1) is the soil erodibility, Q [ 3 yr -1 ] is the local runoff

discharge, and S [-] is the local slope. The parameters a and b may vary between 1

and 2. Combining the above erosion formulations with a source term for rock uplift,

U [m yr- 1], provides the rate of change in elevation as

&ZEaZE U- kfQaSb + kd V 2ZE. (5.3)
09t

In calculating discharge Q, steady-state conditions are assumed and runoff at each

model element is estimated as the difference between rainfall rate and infiltration

capacity Q = (R- Ic)Av, where Ic is assumed infiltration capacity and A, is the area

of Voronoi element.

In both simulations the formation of hollows is due to the simultaneous action and

competition between runoff processes and soil creep. Hollow and valley formation

occurs where runoff erosion, that tends to form concave valleys, outcompetes soil

creep. The latter tends to fill discontinuities on the landscape (i.e., channels) due to

its dependence on the hillslope gradient. The resulting landscapes are in the state of

dynamic equilibrium, in which erosion is in balance with tectonic uplift everywhere
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in the basin. This suggests steady-state basin topographies where over long-term

dZE/dt= O.

For the experimental domains, the uplift rate U = 2.5. 10-5 m yr -1 , the diffusion

parameter k = 0.01 m 2 yr - 1 for the CX domain (Figure 5-2) and kd = 0.002 m 2 yr -

for the CV domain (Figure 5-3); a = 1, b = 2, and kf = 0.453 yr 1/ 5 m - 7/5 .

5.2.2 Soil types

Three generic soil types corresponding to different hydraulic regimes are used in the

experiments: sandy, loamy, and clayey soils. Their parameterization is based on soil

pedo-transfer functions of Rawls et al. (1982) and provided in Table 3.1 of Section

3.8. The scenarios for each topography assume isotropic soil, i.e., the ratio between

the saturated conductivities in the parallel and normal to the slope directions ar = 1

(Section 3.7.3).

5.2.3 Hydrometeorological forcing

The climate of New Mexico, corresponding to the location of Albuquerque (35.05N,

106.617W), is selected as representative of a typical semi-arid area with a pronounced

monsoon season driving most of the annual vegetation dynamics. The weather gen-

erator described in Chapter 2 is used to create consistent time-series of variables of

hydrometeorological forcing for a 50-year simulation period. All relevant parame-

ter values are provided in Chapter 2. In the following, the treatment of two most

important forcing variables, i.e., solar radiation and precipitation, is discussed.

5.2.3a Shortwave radiation

Figure 5-4 shows the annual cycle of spatially lumped global shortwave radiation and

a characteristic of its spatial variability. Note that the spatially integrated radiation

accounts for the actual geometry of the terrain, as discussed in Section 2.3.1c. Since

the CV domain features more rugged terrain with steeper slopes, as compared to the

CX domain (Figure 5-3), the corresponding incident shortwave radiation is relatively
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Figure 5-4: The mean simulated annual cycles of: a.) the spatially lumped global
shortwave radiation for a unit inclined ground surface area; b.) the mean hourly
spatial standard deviation of surface shortwave irradiance (estimated based on the
hourly values). Note that the units of [MJ m - 2 year-] can be converted to
[MWh m - 2 year-'] by dividing the corresponding irradiance values by 3600.

smaller, while its spatial variability is higher. The decrease in the spatial variability

of surface irradiance, simulated for both domains during the monsoon months of July

through September, can be attributed to higher cloudiness during this period, which

leads to a higher proportion of diffuse radiation. Terrain effects on incident radiation

are more homogeneous in this case.

Figure 5-5 illustrates the spatial distribution of the annual global shortwave irra-

diance estimated as the mean value for the 50-year simulation period. Note that the

hourly irradiance is computed for elements of both domains based on geometric con-

siderations that explicitly include aspect and slope of any given site (Section 2.3.1).

The mean annual irradiance in Figure 5-5 accounts for the cloudiness process, which

exhibits a pronounced seasonality, since it is related to the occurrence of precipitation

events. As the figure clearly shows, the annual irradiance of the south-facing elements

is significantly higher than that of the north-facing sites. While the geometry of ba-

sic computational element features six cardinal aspects (Figure 5-1), the simulated
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total annual radiation is distinct only for three groups of principal directions due

to their symmetry with respect to the north-south axis: 1) N-N-E and N-N-W, 2)

S-S-E and S-S-W, and 3) E-W (Figure 5-6a, 5-6b). In the following, unless otherwise

specified, these aspects will be simply referred to as north-facing, south-facing, and

east-west-facing aspects, respectively. One may notice, that the dependence of surface

irradiance on slope magnitude is different for each aspect and that the slope increase

for south-facing slopes initially results in growth of the incident annual shortwave ra-

diation (Figure 5-6b). A point on the plot, denoted as "Flat element", corresponds to

a flat horizontal site, which is not affected by the lateral effects such as radiative shad-

ing, moisture transfer in the unsaturated zone, or runon. The lighter color denotes the

data points for the CV domain and the darker color corresponds to the data points

for the CX domain. The same plotting style and notation are used in most of the

following material. Additionally, Figure 5-7 illustrates the mean estimated fraction

of the total annual global irradiance for direct beam and PAR radiation components,

corresponding to slopes of various magnitudes and aspects.

5.2.3b Rainfall

Since this study attempts to mimic actual vegetation-hydrology processes accounting

for the three-dimensional structures of the considered domains, the treatment of pre-

cipitation with regard to the terrain surface geometry needs to be discussed in more

detail. The mean total depth of annual precipitation for the location of interest is

244 mm with more than 50% of it falling during the monsoon months of July through

September. The Poisson arrival model of the weather generator reproduces the sea-

sonality of this precipitation regime (Section 2.4). Note that the specified annual

rainfall depth refers to a unit area of a horizontal surface. This depth is measured

with a conventional rain-gauge that has its orifice lying in a strictly horizontal plane.

The resulting measured quantity is invariant for any given site orientation irrespec-

tive of whether it is inclined or horizontal (Sharon and Arazi, 1997). This quantity is

sometimes referred to as "meteorologic rainfall" (e.g., Sharon, 1980; Ambroise, 1995).

In general, the amount of rain flux intercepted on the ground depends on the angle
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Figure 5-5: Spatial distribution of the 50-year Dlean annual global shortwave ir-
radiance for the a.) ex dOlllain and b.) ev domain. Note that the units of
[1\1J m-2 year-I] can be converted to [NIWh m-2 year-I] by dividing the corre-
sponding irradiance values by 3600.
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a.) Irradiance on slopes of different aspect
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Figure 5-6: Simulated 50-year mean annual site shortwave irradiance relative to a.)
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of incidence. It is highest when rain falls normal to a surface and decreases to zero for

rain falling parallel to it, such as vertical rainfall near a wall. This implies that any

surface may exhibit a self-shading effect. Since the rainfall direction and angle change

with wind speed, wind direction and rain-water drop size, the proportion of rain

actually intercepted on the ground may strongly depend on site spatial orientation

(i.e., aspect and inclination). It is this quantity that is significant for rain-dependent

processes of hydrology and ecology since it can have a great influence on the local

water balance. It is sometimes referred to as "hydrologic rainfall" (e.g., Sharon,

1980; Ambroise, 1995). It has long been neglected in hydrologic research since most

of the studies have disregarded the actual watershed topography considering only

its horizontally projected area (e.g., in lumped rainfall-runoff modeling). Such an

approach contains an implicit assumption that a local precipitation excess on exposed

sites is compensated by rainfall deficiency on sheltered sites.

Hydrologic rainfall has been measured by means of inclined rain-gauges that have

the orifice lying in a plane exactly parallel to the sloping ground (e.g., Fourcade, 1942;

Storey and Hamilton, 1943; Hamilton, 1954). Since in this case the orifice constitutes

a truly representative sample of the ground surface, some researchers have argued that

standard rain-gauges should be exposed normally to the ground-slope (i.e., with the

orifice parallel to the ground), particularly in areas of complex terrain (e.g., Storey

and Hamilton, 1943; Hamilton, 1954). A number of studies have illustrated that

windward surfaces may intercept up to 1.5+2.0 times more of precipitation (in the

horizontal projection equivalent) than measured by a conventional rain-gauge with

horizontal orifice (Sharon, 1980; Ambroise, 1995; Sharon and Arazi, 1997; Ragab et

al., 2003; Blocken et al., 2005).

A simple trigonometric model was suggested to relate local topography and rain-

fall at the ground level (Fourcade, 1942; Sharon, 1980). An implicit assumption

was that the geometric consideration used for the solar radiation incident on slop-

ing surfaces can be equally applied to the trajectories of obliquely falling rain drops.

The applicability of the model in real situations has been confirmed (Sharon, 1980)

and exploited to study the distribution of wind-driven rainfall in natural catchments
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(Ambroise, 1995; Sharon and Arazi, 1997). The model utilizes the same cosine law

of spherical trigonometry as presented in (2.26) of Section 2.3.1c:

cos A. v = cos p. cos av + sin p. sin av cos((. - (v), (5.4)

where . [radian] is the inclination of the rainfall vector, measured from the zenith

in the direction . [radian] (the clockwise direction from north) from which rain is

falling, a v [radian] is the slope of the ground surface, and (v [radian] is its aspect

(in clockwise direction from north). The resulting cosine of the incidence angle °.v

of rainfall on an intercepting surface is used to obtain an estimate of the rainfall rate

that refers to a unit ground area of an inclined surface:

R = RIcosW. v , (5.5)

where R [m hour - '] is the intensity of rainfall with respect to a plane normal to

the storm vector. As can be seen from above, for a horizontal surface R = R 1 cos P.

and for vertically falling rain R = R1 cos c v. The rate R [mm m- 2 ground area] in

(5.5) is therefore expressed in a consistent system of coordinates, which is considered

by the model of soil moisture dynamics for specifying the upper boundary condition

(Section 3.7.2).

While theoretically sound, the above formulation cannot be directly used in this

study unless additional information or a new simulation module providing "storm

vectors" (Hamilton, 1954), i.e., rain directions and angles, are available. Indeed, if

rainfall depth for a unit area of horizontal surface is the only known rain variable,

which is the case for most hydrological studies, the relationship between its causative

components is inconclusive. For instance, a rainfall rate Ro attributed to a time in-

terval AT can result from strictly vertical trajectories of the rain water droplets (i.e.,

Ro R) or represent an "effective" mean rate as a consequence of random pertur-

bations of the wind-driven rain field during the period AT. In the latter situation,

the total rainfall depths (per unit actual ground area) for a horizontal and certain

inclined surfaces can be equal. For example, it can be shown that if R1 = const
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throughout AT and Q. switches for equal periods of time between being equal to zero

(vertical rain) and some angle c v in a certain direction (v, then the horizontal plane

and ground surface at the angle a v and aspect (v would receive the same amount

precipitation per unit ground area. Alternatively, if R1 -z const, while the observed

Ro = const, and the orientation of rain switches between being vertical and corre-

sponding to a vector (v, () for certain respective periods Atl and At2, such that

At, + At2 = AT, it can be shown that the horizontal plane and ground surface at

(a7 , () would intercept equal rain amounts per unit ground area if t2 = t cos a7.

In this study, rainfall depths are generated by means of the stochastic simulator

(Chapter 2). The development of a suitable model of wind-driven rain would consti-

tute a significant effort, which is beyond the scope of this research. In simulations

of the base case scenario, all rainfall is assumed to fall vertically, and therefore the

self-shading effect of inclined sites will be accounted for by using a factor of cos a.

Figure 5-8a shows an approximate (since interception by vegetation is not taken into

account) dependence of the total precipitation depth per unit ground area on site

slope magnitude. Figure 5-8b combines the projected precipitation with information

on site surface irradiance. Both the total rainfall and incident radiation refer to the

actual, not horizontally projected, ground surface area. Note that while sites with the

same slope magnitude receive equal precipitation depths (Figure 5-8a), the amount

of incident shortwave radiation is different (Figure 5-8b). As will be discussed below,

this has a significant effect on vegetation-hydrology dynamics.

As can be seen in Figure 5-8, the assumed projection procedure with the factor

cos c v leads to a significant rainfall decrease for slopes of higher magnitude, when

compared to a horizontal surface. However, as argued above, random perturbations

in the wind-driven rain may lead to equality of the hydrological rainfall on horizontal

and inclined surfaces. Surprisingly, the amount of research that could verify the

above conceptualizations is scarce. A study by Ragab et al. (2003) addressed the

effect of roof slope and aspect in the experimental study of water fluxes in a residential

area. Figure 5-9a illustrates the precipitation data from this study, collected during

the period of June 29, 2000 through June 30, 2001 for roofs of different orientation,
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Figure 5-8: Annual rainfall depth per unit ground surface area relative to a.) site
slope and b.) annual site surface irradiance (involves both site aspect and slope). Note
that the units refer to the actual ground surface area of the computational element.
The curves are obtained by applying a factor of cos a v to the annual rainfall depth
for a horizontal surface thus assuming that all rain falls in the vertical direction (the
effects of interception by the canopy are not accounted for).

located in Wallingford (UK). The solid line in the figure corresponds to the rainfall

depth collected for a horizontal roof, multiplied by the cosine of slopes in the range

[0 60°]. While the effect of roof aspect (windward or leeward) with respect to the

dominant wind direction is evident, it can also be concluded from the figure that the

data points of the observed hydrologic rainfall are in approximate agreement with

the utilized cos a v reduction factor. The data point for the 50° slope corresponds to

a roof that was oriented somewhat leeward (10 20°), as can be inferred from the

wind direction rose for that site (Ragab et al., 2003), and therefore collected even

less precipitation than predicted by the analytical curve. A study by Sharon and

Arazi (1997) addressed the differences in wind-driven rainfall in a small catchment

in Israel by using 19 paired 6.75 cm2 rain-gages, each pair consisting of a gage with

horizontal orifice and a gage with orifice parallel to site slope. As follows from the

results shown in Figure 5-9b, the site location (windward or leeward) and wind speed

strongly affected the rainfall catch, resulting in local increases of up to 260% of the

value for a horizontal surface. The relative reduction of rainfall depth per unit area

of inclined surface, however, appears to be less apparent than in Figure 5-9a. This
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Figure 5-9: "Hydrologic rainfall" on inclined surfaces: a.) Cumulative rainfall depths
relative to a unit inclined surface area observed over period of June 29, 2000 to June
30, 2001 for roofs of different orientation located in Wallingford (UK) (after Ragab et
al., 2003); b.) Ratio of hydrologic rainfall to meteorologic rainfall for selected rainfall
events over period of January 5, 1991 to February 26, 1992 at 19 sites of Nahal Aleket
basin (Israel) (after Sharon and Arazi, 1997). The symbol size represents the grouping
of storms according to prevailing wind conditions: 3-5 m s - ' (smallest symbol), 5-7,
7-9, 9-12, 17-20 m s - 1 (largest symbol).

confirms that random perturbations of the rain field may lead to spatial averaging

of precipitation on inclined surfaces, at least within the considered range of slope

magnitudes (0 + 25°).

5.2.4 Vegetation

A generic annual C4 grass is used in the following set of experiments. Grass is used

due to the following reasons: 1.) biomass of herbaceous species is very responsive to

the hydrometeorological conditions of a given year and can be highly dynamic during

a single vegetation season and, therefore, grass dynamics simulated over a relatively

short period of time can be used as representative indicators of site characteristic

conditions; 2.) the initialization of carbon pools does not affect simulated dynamics

since biomass is not transferred between vegetation seasons (nutrient pools are not

considered); 3.) the physical consistency of the model has been satisfactorily verified

based on data of C4 grass productivity for the area of interest (Section 4.5.2); 4.) the
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assumption of time-invariant root distribution profile (Section 3.4) is less restrictive

-for the shallower depths of the rooting zone, which develops during a single growing

season. It is worthwhile to elaborate on the last statement. It is recognized that root

biomass distribution reflects the adaptive properties of grass dynamics to soil water

and temperature stress, which are characteristic for a given soil type. Therefore, it is

acknowledged that the assumption of invariant root distribution is rather strong. It

is consequently expected that the grass dynamics will be affected, exhibiting distinct

differences among the soil types. Nonetheless, the goal of the presented study is to

elucidate the principal mechanisms through which the terrain features affect vege-

tation dynamic behavior and, in particular, grass primary productivity. While the

assumption of the root profile invariance in time and among the soil types will limit

the results of this study, nonetheless, generality of the discovered mechanisms should

still hold.

Grass transits from dormant state to active growth phase every year, when soil and

weather conditions become favorable (Section 4.4.7). For all computational elements

in both domains, the same minimum initial value of LAI is assumed to define the initial

vegetated fraction of the element area (Section 4.4.8). Grass adaptively responds to

conditions of a given season by increasing or decreasing the foliage and fine root

biomasses. The end of a growing season is also determined by vegetation-hydrology

conditions and thus season durations may vary between different sites in a given

domain. Figure 5-10 illustrates the mean simulated growing season duration for the

base case scenario for the three soil types used in the experiments, relative to slope

magnitude and site mean annual surface irradiance. Note that the three curves in

the upper plots correspond to slopes of different aspect: north-facing is at the top,

east-west facing is in the middle, and south-facing is at the bottom. As one can

observe, the total annual irradiance is one of the key factors affecting the growing

season duration. The solar radiation is the primary determinant of the annual energy

budget, which, mediated by vegetation-hydrology processes, affects the initial and

final soil water and temperature conditions of growing season, thereby determining

its duration.
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Figure 5-10: Mean simulated durations of growing season for the base case scenario
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site n1ean annual surface irradiance. Note that the three curves in the upper plots
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5.3 Base case scenario

The following analysis discusses both the spatially-lumped and spatially-distributed

variables of vegetation-hydrology dynamics. The analysis of spatially-lumped quanti-

ties addresses the simulated probability distributions of soil moisture and characteris-

tic annual cycles of water fluxes and vegetation variables. A number of quantities are

compared that characterize the space-time integrated dynamics for the CX and CV

domains as well as for a flat horizontal surface, not affected by lateral interactions

or topographic shading. The succeeding analysis of spatially-distributed variables

addresses the features of terrain that exert most significant impact on the coupled

vegetation-hydrology dynamics. Topographic regions that favor the grass life cycle

are identified.

5.3.1 Analysis of spatially-lumped variables

5.3.1a Probability density function of root soil water content

The probability density function of the root zone soil water content is an important

descriptor of the soil-vegetation-climate system. Figure 5-11 illustrates distributions

of the mean daily spatially-lumped soil moisture content in the root zone. The distri-

butions include the simulated data for both growing and non-growing season periods.

As can be observed, the difference between the two terrain types is rather minor,

with the CV domain exhibiting somewhat drier states. A drastic difference can be

observed among the three soil types: the distribution switches from the bimodal to

the unirnodal type, when considering soils of coarser and finer texture, respectively.

The feature of bimodality has important implications for plant dynamics since it

shows that vegetation systems may tend to remain in states deviating significantly

from average conditions.

Several mechanisms that may lead to the bimodality property of soil water states

have been discussed in literature. Rodriguez-Iturbe et al. (1991) developed a statistical-

dynamical model of surface hydrology that included a parameterization for the local

recycling of precipitation. It was shown that stochastic fluctuations in the precipita-
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Figure 5-11: The probability density function of the Inean daily spatially-lulnped root
soil water content (as Broot/Bs for the first 30 cm of soil) estimated over the 50-year
silnulation period for both the ex and ev domains: a.) sandy soil; b.) loamy soil;
c.) clayey soil. The data involve both growing and non-growing season periods.

tion forcing Inay lead to two Inaxin1a in the steady-state probability density function

of the surface soil 1110isture (top 10 em). Building on the analytical framework of

Rodriguez-Iturbe et al. (1999a), D'Odorico et al. (2000) showed that bimodality

of the growing season root soil Inoisture may elnerge under highly fluctuating cli-

Inate. D'Odorico et al. (2000) illustrated the sensitivity of the bimodality property

to various parameters of their model concluding that: "The bimodal character of the

probability distribution of the average soil moisture ... results from the non-linear

dynan1ics operating in the system, arising primarily because of non-linearity of the

losses".

Apparently, the simulated situation is analogous to the one addressed by D'Odorico

et al. (2000), since it is the interplay between the various hydrology processes that

leads to two preferential states in the system. It is necessary to note that bimodal-

ity of the soil water content of the root zone is not present in soils of finer texture

(Figure 5-11b, 5-11c). In these soil types, as will be shown later, soil evaporation is

the dominant water balance component. It is therefore plausible that the emergence

of two distinct statistical modes for sandy soil is actively modulated by the vegeta-

tion processes. On the other hand, bimodality does emerge for clayey soil when the

probability density function is constructed for water content in the top 1 em of the
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Figure 5-12: The probability density function of the mean daily spatially-lumped
surface soil water content (as 01/9s for the first 1 cm of soil) estimated over the 50-
year simulation period for both the CX and CV domains: a.) sandy soil; b.) loamy
soil; c.) clayey soil. The data involve both growing and non-growing season periods.

soil column (Figure 5-12). It thus leaves the question open. It is unclear whether

the bimodality is associated with vegetation processes or soil texture effects alone

contribute to its emergence (with a certain associated integration depth range). Also,

since data for the entire year are used, the soil moisture conditions of non-growing

season may have a notable impact on the simulated distributions. More research is

needed to elucidate the above effects, which may have an important implication on

soil water sampling practices.

5.3.1b Annual cycles of water fluxes and vegetation variables

In the following, the time-series of spatially-lumped variables are averaged over the

50-year simulation period to obtain their corresponding mean annual cycles. The

time-series for a flat horizontal surface, which is not affected by lateral interactions,

such as subsurface fluxes and runon, or topographic shading, are also discussed as

the benchmark case.

Figures 5-13 - 5-15 illustrate the mean monthly values of the root zone principal

water balance components estimated for the two domains and the three soil types.

Note that as previously, the units refer to the actual ground surface area and not

its horizontal projection equivalent. As can be observed in the figures, the difference
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between the annual cycles for the flat domain and the CX domain is minor, and the

difference between the cycles for the CX domain and the CV domain is moderate.

The CV domain has the largest actual ground surface area due to steeper hillslopes

(Section 5.2.1). The most significant discrepancies among the annual cycles of the

water balance components can be attributed to soil's effects on the simulated dy-

namics. As can be inferred from the figures, transpiration is the essential mechanism

through which water escapes the grass root zone in sandy soils, while soil evapora-

tion is a more efficient mechanism of moisture removal in clayey soils. Consistently

with the imposed forcing, the periods of the highest monthly water fluxes coincide

with the monsoon months of July, August, and September. It is worth noting that

the maximum of the transpiration flux for clayey soils is somewhat shifted toward

later months. This appears to be related to a delay in the grass development, since

the high soil water potential during early spring months prevents rapid development

of biomass, as opposed to the case of grass dynamics on sandy soils. As can be

observed, runoff production is infrequent for all considered scenarios. All soil types

exhibit drainage from the root zone during cooler winter months. Capillary rise is

characteristic for periods of moisture shortage during the months of higher shortwave

radiation (May-June-July).

One of the apparent shortcomings of the modeling approach is that runoff is

produced only on clayey soils: the rectangular pulse rainfall model, used to force

the simulated dynamics, rarely generates precipitation events of high intensity. In

addition to that, the discussed base case scenario does not consider soil surface sealing,

which is a typical effect for soils of arid and semi-arid regions (Howes and Abrahams,

2003). As will be shown in Chapter 6, soil sealing may lead to significant runoff and

remarkable spatial redistribution of water in the domains, thereby strongly affecting

local water fluxes and grass productivity.

Figure 5-16 compares the spatial variability of the moisture fluxes in the two

domains. The mean hourly spatial standard deviation of moisture fluxes within the

CV and CX domains is discussed (it is zero for the flat domain). The primary purpose

of Figure 5-16 is to contrast the magnitudes of variability in the two domains. As can
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be seen in the figure, the spatial variability of the hourly moisture fluxes for the CV

domain is almost twice higher that of the CX domain. Accordingly, the difference in

variability can be attributed to the difference in geometry of the two domains. The

underlying mechanisms will be elucidated in Section 5.3.2.

The mean annual cycles of vegetation fraction, the Above-ground Net Primary

Productivity (ANPP), and the root moisture transpiration factor /T (determines

the departure of transpiration rate from a potential value)are given in Figures 5-

17 - 5-19. Similar to the cycles of the moisture fluxes, the differences between the

two domains are rather moderate and the major differences are due to the soil's

effects. As can be seen, the grass dynamics on sandy soil type lead to a bimodal

cycle of productivity. The winter soil water storage is sufficiently high for grass to

initiate photosynthesis in the early spring, leading to a rapid biomass accumulation

(subplots (a.)). Before the monsoon arrival in July, a die-back phenomenon can be

observed: in order to support the accumulated biomass, the grass requires moisture,

however, the soil water storage is depleted at that time. Consequently, both the

vegetation fraction and the productivity somewhat decrease at that time. The grass

dynamics on loamy and clayey soil types are impeded at the beginning of the growing

season due to insufficient soil moisture, which does not accumulate over the cooler

winter months in sufficient quantities. The slower biomass accumulation leads to a

relatively more stable vegetation state during the month of June, since the grass does

not die-back during that period for these soil types. A gradual growth and biomass

accumulation can be observed throughout the monsoon period. It is worth noting that

the monsoon period coincides with the period of maximum incoming solar radiation.

Since both the higher energy input and larger amount of biomass lead to growing

rates of evapotranspiration, the soil water reservoir is rapidly depleted and grass is

under significant stress during this period in all considered scenarios (subplots c.) in

all figures).

Figure 5-20 illustrates the spatial variability of the above variables. The mean

hourly spatial standard deviations are shown. Corroborating the preceding analysis,

the spatial variability is twice as high for the CV domain. While the highest spatial
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variability for vegetation variables (fraction and ANPP) can be evidently attributed

to the months of the growing season and monsoon period, the indicator of the soil

water state, the factor AT, exhibits highest variability during cooler winter months.

The latter fact can be probably related to an essential elimination of vegetation as a

regulating medium. Therefore, incident radiation that is highly variable in space is

the key factor affecting the soil water dynamics.

5.3.2 Analysis of spatially-distributed variables

The following analysis of spatially-distributed variables identifies terrain features that

influence the coupled vegetation-hydrology dynamics of the base case scenario. The

first two moments of state and derived variables at any given site are assumed to be

representative indicators of these dynamics. Correspondingly, key physical estimates,

such as ANPP, moisture fluxes, and soil water states, are averaged over the 50-year

simulation period at every computational element and used in the following com-

parative analysis. Regions of topography that favor grass life cycle are consequently

identified.

5.3.2a Grass productivity

Figures 5-21a - 5-21b illustrate the spatial distribution of the mean growing season

Above-ground Net Primary Productivity (ANPP) simulated for C4 grass on sandy

soil type in the two domains. Overall, ANPP can be used as one of the representa-

tive characteristics of vegetation performance associated with a certain topographic

location. One can observe evident differences between the spatial distribution of the

mean ANPP in the domains. While maximum values are approximately the same, the

productivity is more variable in space for the CV domain and is quite homogeneous

for the CX domain. Clearly, topography exerts a distinctive effect on grass dynamics.

In the following, an attempt is made to identify terrain features that have a pre-

dominant contribution to these simulated patterns. The corresponding hydrological

implications are consequently discussed.
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ex domain.
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Figure 5-19: The mean annual cycles of: a.) vegetation fraction; b.) Above-ground
Net Primary Productivity (ANPP); c.) root moisture transpiration factor {3T for the
CV domain.
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Figure 5-22: The nlean sirl1ulated net lateral exchange in the root zone during a
growing season for three considered soil types. Positive values imply moisture gain,
while negative values inlply 11loisture loss.

Before proceeding further, it is important to pre-determine if any of the processes

of spatial interaction in the two domains are significant under the imposed hydromete-

orological forcing and soil-topography characteristics. This should elucidate whether

the dynamics in certain terrain locations can be considered as independent from those

of the rest of the landscape. Since the subsurface lateral exchange in the unsaturated

zone is the only form of spatial interaction between the elements allowed in the base

case scenario, it would be relevant to evaluate the magnitude of the net subsurface

flux in the systell1s during a growing season. It should be noted that the net flux does

not provide information on how much moisture coming from upstream elements is

used for transpiration. The net flux rather represents only an approximate measure

of the significance of lateral effects on vegetation dynamics. Figure 5-22 illustrates

the 50-year Inean net flux in the grass root zone during a growing season for different

slope 111agnitudes and soil types. As cOlllpared to the total amount of annual rainfall,

244 mm, the lllaximum of the total net subsurface flux does not exceed 0.06% (for

sandy soil). Consequently, it appears that under the imposed conditions of the base

case scenario, the subsurface lateral moisture exchange should not significantly af-

fect the vegetation-hydrology dynamics. Therefore, it is appropriate for the following

analysis to consider dynamics at the elenlent scale as spatially-independent. The local

terrain features, such as aspect and slope, are the key determinants of the overall

dynamics at a given site. Discussion in the following will corroborate this statement.
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Following the above conclusion, the growing season productivity needs to be at-

tributed to both site aspect and slope. Figures 5-23a, 5-24a, and 5-25a show the

total growing season ANPP for sandy, loamy, and clayey soil types, respectively, in

a manner similar to Figure 5-8. Curves on the left correspond to the north-facing

sites, while curves on the right illustrate data for the southerly slopes, and points

corresponding to the east-west-facing sites are located in the middle. As previously,

the annual shortwave irradiance on the horizontal axis is used to illustrate the dif-

ferences between slopes of different orientation. The data points from both the CV

and CX domains are combined in the figures as the symbols of lighter and darker

colors, respectively. In each of the plots, the data points for the two domains overlap

in the area of higher productivity. This area corresponds to a flatter terrain: the

location of data points for the CX domain, relative to site irradiance, corresponds

exactly to elements with relatively shallow slopes in Figure 5-6b. Alternatively, if the

ANPP values were plotted against slope magnitudes separately for each aspect in a

manner similar to the upper plots of Figure 5-10, it would become clear that the grass

productivity for sites of a given aspect in both domains is completely determined by

site slope. This explains why there is only a partial overlap of the data points for the

two landscapes in Figures 5-23 - 5-25: the CX domain exhibits a narrower range of

terrain slopes.

The above suggests that in the two simulation scenario, watershed geomorpholog-

ical structure and organization of the drainage network do not represent an important

factor in affecting the spatial distribution of ANPP. As stated above, the local terrain

features have the primary significance. To verify the statement, an artificial experi-

ment was carried out in which, for any given computational element, the outflux from

the unsaturated zone was estimated as in the base case scenario, while the influx was

always assigned to zero. Such a scenario constitutes a strong test of the significance

of the lateral subsurface influx for grass productivity. As Figure 5-26 shows, the ob-

tained results are essentially identical to the results of the base case scenario for all

soil types.

Note that the same values of ANPP for sites of different orientation in Figures 5-
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Figure 5-23: The mean simulated Above-ground Net Primary Productivity for sandy
soil type: a.) ANPP accumulated over vegetation season; and b.) ANPP normalized
by the mean duration of growing season. Symbols with lighter color denote the data
points for the CV domain, while the darker color corresponds to the data points for
the CX domain. The dashed curves are hypothetical and obtained by applying a
factor of cos av to the ANPP for a flat horizontal surface.

23 - 5-25 do not necessarily correspond to slopes of the same magnitude. This implies

that productivity does not exhibit the same pattern of distribution in the terrain

as precipitation: the same rainfall depths for elements of different aspects in Figure

5-8 correspond to the same slope. It is the synthesis of rainfall and energy inputs

that influences productivity at any given location. In order to compare the obtained

results with the case that assumes that grass productivity is completely determined by

precipitation and distributed with slope in the same manner, hypothetical curves are

constructed (the dashed line style). These curves are obtained by applying a factor of

cos av to the ANPP value for a flat horizontal surface. As can be concluded from the

figures, the distribution of rainfall with slope, the distribution of surface irradiance

with aspect and slope, the effects of soil texture, and the interplay between vegetation-

hydrology processes lead to a much more complex structure of ANPP dependence on

site local characteristics.

The data points in Figures 5-23a, 5-24a, and 5-25a comprise a characteristic shape,

which will be referred to in the following as the "-curve". This characteristic shape,
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Figure 5-24: The mean simulated Above-ground Net Primary Productivity for loamy
soil type: a.) ANPP accumulated over vegetation season; and b.) ANPP normalized
by the mean duration of growing season. Symbols with lighter color denote the data
points for the CV domain, while the darker color corresponds to the data points for
the CX domain. The dashed curves are hypothetical and obtained by applying a
factor of cos a v to the ANPP for a flat horizontal surface.
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Figure 5-25: The mean simulated Above-ground Net Primary Productivity for clayey
soil type: a.) ANPP accumulated over vegetation season; and b.) ANPP normalized
by the mean duration of growing season. Symbols with lighter color denote the data
points for the CV domain, while the darker color corresponds to the data points for
the CX domain. The dashed curves are hypothetical and obtained by applying a
factor of cos a v to the ANPP for a flat horizontal surface.
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Figure 5-26: The mean simulated Above-ground Net Primary Productivity for all
considered soil types. Symbols with lighter color denote the data points for the CV
domain, while the darker color corresponds to the data points for the CX domain.
"No influx" data points correspond to a simulation scenario in which for any given
computational element, the outflux from the unsaturated zone was estimated follow-
ing normal procedure, while the influx was always assigned to zero.

however, is partially an artifact of the accepted spatial discretization of the two do-

mains. As discussed in Section 5.2.3, six cardinal aspects of the basic Voronoi element

(Figure 5-1) correspond to three distinct groups of the "slope - surface irradiance"

functional dependence. This results in three "surface irradiance - ANPP" curves. If

site aspect were represented on a continuous basis, the space between the two en-

veloping curves, corresponding to north and south-facing sites, would be filled and

plots in the figures would resemble tilted half-ovals filled with points.

It is evident from the figures that the relative reduction of the total rainfall depth

per unit ground area, due to the self-shading effect of inclined surfaces (see Section

5.2), have a significant contribution to forming the "e-curve" shape. However, as

suggested above, the relative reduction of precipitation is only one of the contributing

factors. One may argue that another possible cause is the differences in the growing

season durations (Figure 5-10), which determine the effective periods over which

ANPP is accumulated at different topographic locations. Nonetheless, if the mean

total productivity is normalized by the site mean growing season duration (Figures

5-23b, 5-24b, and 5-25b), the relationship still results in this distinctive shape with

approximately the same ratio of maximum to minimum ANPP.

Clearly, in order to better understand the effect of topographic features on grass
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productivity, both the water and energy aspects of hydrology-vegetation dynamics

need to be considered. In the environments exhibiting excess of solar radiation, the

amount of water available for plant uptake / transpiration inherently depends on the

amount of energy used in the process of soil evaporation: the smaller the latter, the

more favorable conditions become for vegetation. In general, unless PAR-limitation

is encountered, the topographic radiative shading in such environments is favorable

for vegetation function since a reduction in the incoming energy leads to smaller soil

evaporation rates and, therefore, higher moisture amounts available for plant uptake.

While the radiative shading is more pronounced for slopes of higher magnitude, an

increase in site slope may also lead to effects that are negative for vegetation. Such

effects are larger rates of surface and subsurface lateral fluxes depleting root moisture

reservoir and a reduction in rainfall per unit ground area (as discussed in Section

5.2.3). Consequently, the effects resulting from higher slope magnitude can have

both positive and negative implications for vegetation function.

As can be seen in Figure 5-6, the highest rate of decrease in the incoming solar

radiation per unit slope angle is consistently observed for the north-facing sites. An

outcome of the trade-off among the effects referred to above is an apparent association

of grass maximum ANPP with sloped northerly sites. While the maximum values are

identical for both domains, significant differences exist among the soil types: ANPP

= 87.7 g m- 2 at 7.74° slope angle (6931 MJ m - 2 yr - 1 surface irradiance) for sandy

soil; ANPP = 43.9 g m- 2 at 8.94° slope angle (6844 MJ m - 2 yr - 1 surface irradiance)

for loamy soil; and ANPP = 22.9 g mn- 2 at 11.3° slope angle (6664 MJ m - 2 yr -1

surface irradiance) for clayey soil. As can be observed, the maximum ANPP for soils

of finer texture is associated with larger slopes and, correspondingly, smaller incoming

radiation values. It is possible that such an effect is due to larger capillary forces,

characteristic for these soils. Capillary forces are responsible for the upward moisture

flux caused by the surface energy partition that drives the process of soil evaporation.

Consequently, a larger reduction in the energy input is required to achieve the balance

among various controlling factors. Conditions for such a balance result in maximum

productivity. Stronger capillarity in soils of finer texture can also explain a larger
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departure of the simulated ANPP from the hypothetical curves obtained by a simple

scaling of the productivity for horizontal surfaces (the dashed curves in Figures 5-

23a, 5-24a, and 5-25a). The overall vegetation-hydrology dynamics in these soils are

highly sensitive to the energy input and cannot be explained by a mere modification

of the precipitation amount. As will be addressed in the following, this sensitivity is

likely to be strongly mediated by the process of soil evaporation.

The productivity characteristics of sloped sites, which have aspects other than

northerly, exhibit various behaviors. East-facing sites show a minor increase in pro-

ductivity with slope, up to 1.5 - 4.4°, depending on the soil type (this cannot be

clearly seen in Figures 5-23 - 5-25), with a subsequent decrease. Estimated ANPP for

west-facing slopes shows a continuous decrease with growing slope, although the in-

coming shortwave radiation becomes smaller. The grass productivity for south-facing

sites, characterized by an initial increase in surface irradiance up to 24.8° of the site

surface angle (Figure 5-6), exhibits a sharp continuous decrease with respect to the

ANPP for a flat horizontal surface. In addition, the productivity for soil types of

finer texture shows a larger sensitivity with respect to the actual site aspect, e.g.,

the difference in productivity for N-N-W and N-N-E or east- and west-facing sites

is more apparent for clayey soil, rather than for sandy soil. It is necessary to recall

that although sites with the aspects symmetrical with respect to the north-south axis

receive essentially the same amount of solar radiation (Figure 5-6), the timing of daily

maximum and relation with respect to the other hydrometeorological variables (e.g.,

air temperature and moisture deficit) are different.

5.3.2b Water balance components

For any hydrological analysis, it is essential to understand the relative magnitude

of principal water balance components. As in the figures of the previous discussion

that addressed grass productivity in the scope of energy and rainfall distribution in

the terrain, Figure 5-27 illustrates the principal water balance components relative

to the amount of annual radiation received by a site. The data points represent the

mean values averaged over the 50-year simulation period. As can be inferred from the
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figure, evapotranspiration constitutes the bulk of the annual water balance for all soil

types. Evapotranspiration data perfectly follow the -curve pattern with the maxi-

mum corresponding to a flat site. It is apparent in this case that evapotranspiration

is completely determined by the rainfall distribution in the terrain: the simulated

e-curve data are in excellent agreement with the hypothetical curves obtained by ap-

plying a factor of cos av to the evapotranspiration value for a flat horizontal surface

(Figure 5-27, upper plots).

As mentioned previously (Section 5.3.1), one of the deficiencies of the rainfall

rectangular pulse model is that the generated rainfall intensities are relatively low.

Consequently, in the base case scenario, runoff is generated only in clayey soil and is

zero for all other soil types. Due to the very high hydraulic conductivity of sandy

soil, water can be lost from the root zone to deeper layers through drainage. Loamy

and clayey soils both exhibit the capillary rise of moisture from the initial storage of

deeper layers of the soil column for all topographic locations. This process consistently

reflects the continuous moisture deficit in the grass root zone for these soil types.

While the net subsurface lateral drainage is minor for all cases, it is worth noting

that the site surface irradiance is irrelevant as its predictor (the plot in the lower

left corner of Figure 5-27). As will be addressed in Section 6.4, site location and

topographic organization upstream of a given location are the key determinants of

this quantity.

Figure 5-28 illustrates major components of the total annual evapotranspiration

(evaporation of intercepted water from canopy is not considered). As can be ob-

served, while the total evapotranspiration flux is approximately the same among the

soil types, its partition is significantly different. Transpiration is the dominant com-

ponent for sandy soil, while bare soil evaporation is the major mechanism through

which moisture escapes the unsaturated zone in clayey soil. The maximum tran-

spiration values (Table 5.1) are associated with north-facing sites, which, in most

cases, have somewhat smaller inclination than sites corresponding to the maximum

ANPP, i.e., maximum ANPP does not necessarily correspond to the maximum water

flux through stomata. A larger amount of biomass corresponds to denser foliage and
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Figure 5-27: The principal n1ean annual water balance components for grass root
zone at the elernent scale for all soil types. Frorn the top - down: evapotranspiration
(the surn of transpiration and soil and canopy evaporation), runoff, the net moisture
exchange with deeper soil layers (drainage, if values are positive, or capillary rise, if
values are negative), the net lateral exchange in the root zone (positive values imply
rnoisture gain). The dashed curves are hypothetical and obtained by applying a factor
of cos (Xv to the evapotranspiration for a flat horizontal surface. The units of depth
refer to the actual inclined ground surface area.
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Figure 5-28: The mean annual evapotranspiration fluxes for all soil types. From the
top - down: vegetation transpiration, under-canopy, and bare soil evaporation Inois-
ture fluxes (the elelnent scale). The "+" symbols indicate the location of nlaxinlum
values. The units of depth refer to the actual inclined ground surface area.

higher vegetation fraction occupied by grass within an element. Both of the latter

vegetation characteristics effectively reduce the soil evaporation losses. As can be

observed in Figure 5-28, sites with Inaximum values of soil evaporation do not coin-

cide with the terrain locations that feature maximuln transpiration. The Inaxilllulll

bare soil evaporation is constantly associated with south-facing slopes that receIve

the highest amount of solar radiation.

The evapotranspiration fluxes shown in Figure 5-28 are detennined by both the

site surface irradiance and precipitation, which are in turn defined by site slope and

aspect. The corresponding distribution of evapotranspiration flux with slope is illus-
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Table 5.1: Maximum
types, respectively.

values of evapotranspiration fluxes for sandy/loamy/clayey soil

trated in Figure 5-29 that shows both the average relative composition of the total

flux (the top panel, data for sites of all aspects are used) as well as the fractional

weights for three principal aspect directions (the bottom panel). As can be inferred

from the figure, transpiration and under-canopy soil evaporation show a gradual de-

crease with slope (up to 10% of the maximum fractional weight). Accordingly,

bare soil evaporation exhibits an increase with slope. Differences in the fractional

composition between sites of different aspects are relatively minor, with north-facing

elements featuring the highest deviations. The sites of northerly aspect also exhibit

the smallest changes in the fractional weight of transpiration flux with slope.

5.3.2c Soil moisture and zones of favorability

It follows from the preceding discussion that certain topographic locations may favor

vegetation, within the constraints of precipitation and radiation regimes. The degree

of vegetation performance can be expressed through such characteristics as ANPP.

It should be re-stated that no significant lateral mass exchange occurs in the base

case scenario and all vegetation-hydrology dynamics are essentially locally driven.

Correspondingly, any variable describing these local dynamics can be considered as

a function of two characteristics defining site orientation in space: aspect and slope.

This feature provides an opportunity for constructing a pseudo-spatial diagram that

reflects the distribution properties of any variable in the terrain. One such diagram

is based on the polar coordinate system: the distance from the central point repre-
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Maximum value [mm] Site slope [°] Aspect 

Transpiration 103.9 / 58.3 / 28.9 3.47 / 8.94 / 7.74 NNW / NNE / NNE

Under-canopy 27.2 / 37.4 / 30.2 2.40 / 4.52 / 4.52 SSW / NNE / NNE
evaporation

Bare soil evapo- 88.7 / 143.8 / 182.8 8.14 / 7.85 / 6.13 SSW / SSW / SSW
ration
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sents site slope and the clock-wise angle from the vertical line represents site aspect

from north (N-E-S-W). Figure 5-30 illustrates the mean root soil moisture during the

growing season using this diagram. The data points for six cardinal aspects combined

for both domains are used to linearly interpolate the resulting field.

The mean root zone soil moisture in Figure 5-30 will be used for partitioning the

pseudo-spatial domain into the regions of relative favorability for vegetation. These

regions will be attributed to aspect-slope characteristics of the considered topogra-

phies. While the choice of favorability attribute is rather subjective, the mean root

soil water content is selected as the representative variable due to several reasons. Soil

moisture represents a directly measurable state quantity recognized as the controlling

resource in the functioning of many ecological systems where the incoming solar ra-

diation is in excess (Rodriguez-Iturbe et al., 1999a). Soil moisture may also act as a

buffer against drought stress and, therefore, its timely availability ensures plant safety.

Consequently, the mean soil moisture represents an approximate integral measure of

the trade-off between the vegetation performance attributed to plant transpiration

(i.e., photosynthesis and reproduction) and mortality costs of stress (Tilman, 1982).

It is necessary to mention that other integral variables, such as net productivity or

stress characteristics (e.g., frequency and intensity of drought-induced foliage loss),

can be used for the partition procedure described below. In each case, however,

the choice would be equivalently subjective since "favorability" is not a rigorously

or mathematically formulated concept. Apriori, a representative variable needs to

include the characteristics of both vegetation growth performance and stress. As will

be shown in the following discussion, sites featuring the highest productivity do not

necessarily correspond to locations with the minimum soil water stress characteristics.

At the same time, sites with the maximum mean soil water content do not exactly

coincide with locations exhibiting the highest ANPP.

The diagrams in Figure 5-30 show that the distribution of the mean root soil

moisture represents a "mound", with its summit corresponding to shallow sloped

sites of north-facing aspect. The simulated maximum of soil moisture is associated

with slopes that exceed those corresponding to the maximum values of ANNP and
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domains are combined.

313



Table 5.2: Maximum values of the mean root zone soil moisture during growing season
for sandy/loamy/clayey soil types, respectively.

Maximum value [0 - 1] Site slope [] Aspect

Root zone SM 0.134 / 0.333 / 0.610 19.0 / 21.1 / 15.9 NNW / NNW / NNW

evapotranspiration fluxes (Table 5.2). The "mound" has a steeper descent towards

south and a smaller gradient in the northern direction. The locations of favorability

are defined here as sites with the mean root soil water content exceeding that of a

reference location. The latter is assumed to be a flat horizontal surface not affected

by the lateral effects such as radiative shading, moisture transfer in the unsaturated

zone, or runon. The delineated region of relative favorability is located inside of

a polygon outlined with a black solid line in subplots of Figure 5-31 with artificial

points added in the N-E and S-W directions. The latter were obtained by bisecting

the angle between two adjacent cardinal aspects and taking half of the slope value of

the neighboring data point with soil moisture exceeding that of a horizontal surface.

As can be seen, the delineated region is smallest for clayey soil that exhibits the

highest soil evaporation and smallest grass productivity.

The pattern of soil moisture in the diagrams of Figure 5-30, i.e., the association

of the mean root zone water content with certain sites and slopes, is due to the inter-

play between the vegetation-hydrology processes driven by the spatial distribution of

incident radiation and rainfall. In general, given a soil type, one needs to consider the

root soil moisture 9 root as a function of several forcing variables (no lateral mass trans-

fer is assumed): root = f [Satin (CV, aV), R(av), VC(Satm Ivis, 9root)], where a is

the slope of site surface and (v is its aspect, Satm .I is the global incident shortwave

radiation, Satm Ji is the PAR, R is rainfall, and Vc is vegetation extant at a site.

Satm iris is assumed to be non-limiting and (v and av are the only two independent

variables in the above formulation that affect the spatial distribution of Satm and R

in the terrain. The two latter variables are thus the key forcings, independent from

the surface state (i.e., from Vc and Oroot), and it is therefore relevant for the current
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Figure 5-31: A pseudo-spatial diagraln of the mean growing season root zone soil
moisture shown as a two-dimensional interpolated field in polar coordinates (all soil
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(the lower area) or rainfall reduction (the upper area) plays a more significant role in
the overall dynanlics.
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analysis to consider their relative contributions in various regions of the aspect-slope

pseudo-space.

Figure 5-32 shows a two-dimensional field Q E (X, Y) of 9 root as a function of the

annual global shortwave irradiance and slope (the latter variable is used as a proxy for

rainfall since R cos a v is the assumed precipitation projection on the terrain), where

X is the site slope av and Y is the site global annual shortwave irradiance. Note

that the Cartesian coordinate system is used and only a part of the diagram shown in

Figure 5-30 is illustrated in Figure 5-32, corresponding to three contiguous directions

of aspect. At any initial point on the surface Q E (X, Y), the partial derivative of

9 root with respect to a chosen direction s is

r0oot aoroot C aroot 

5S kQE(X,Y) = AXCOSX + sinx, (5.6)

where X is the angle between the direction s and X axis. If the two components of

the right-hand side of (5.6) are equal, the contributions of input radiation and rainfall

to the change in the mean root soil moisture along the direction s are equal. The

path s would therefore signify a boundary between the two regions of Q in which

the contribution to change Oroot along the path s from either of the two hydromete-

orological forcings dominates over the other. Since the mean root soil water content

during growing season is assumed to represent the overall favorability of a given site

to vegetation, the formulation (5.6) provides an opportunity for constructing a dia-

gram in which the vegetation-hydrology dynamics can be attributed to a dominating

influence of either of the two forcings.

Apriori, the peak of the "mound" shown in Figures 5-30 - 5-31 represents the point

at which the contributions are equal. Hence, it should be used as an initial point for

constructing the boundary that separates the two regions. However, the true peak

is not contained in the simulation results since aspects are not represented on a

continuous basis. Only six aspects are used and, therefore, the simulation data along

each of the directions represent cross-sectional profiles of the "mound". It is assumed

here, that the true maximum is located between the N-N-W and N-N-E directions
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Figure 5-32: An illustration of the procedure used to partition the pseudo-spatial
diagram of the mean growing season root nloisture into regions where either rainfall
or solar radiation dOlninates in their relative contribution. Site slope is used as
a proxy for rainfall since R cos (Xv is the assulned precipitation projection on the
terrain. Starting at a point 0, corresponding to a site that exhibits the maxilnU111
mean soil moisture on a slope of a given aspect (either N-N-W or N-N-E), a path is
constructed to a node P: the direction to P corresponds to an approximate equality
of the partial derivatives a~xot cos X and a~yot sin X, where X is the site slope (Xv' y
is the site global annual shortwave irradiance, and X is the angle between the path
oP and X axis. The path is selected by comparing the derivatives for all possible
directions from the point 0 (illustrated as the dashed lines). Once the point P is
found, a path PQ is constructed using the same methodology.
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(Figure 5-30), since the corresponding region exhibits the maximum reduction in the

solar radiation. It is further assumed that a hypothetical path s constructed from

the true peak should go through the points of maximum soil moisture located in the

directions of N-N-W and N-N-E aspect. These points are used in the actual procedure

of constructing a path that minimizes the difference between the two right-hand side

terms of (5.6). See Figure 5-32 for a visual illustration of the utilized methodology.

Figure 5-31 depicts the constructed boundary as the dashed line in each of the

subplots. The dashed line separates the two regions in which either rainfall (up-

per area) or incoming solar energy (lower area) exhibits a more significant role in

determining the mean root moisture and, therefore, overall vegetation-hydrology dy-

namics. Note that both forcings are referred to in the context of their change with

slope (precipitation) or both aspect and slope (radiation).

Using the described methodology, an attempt is made here to conceptualize the

partition of soil moisture diagrams of Figure 5-31. Regions corresponding to the char-

acteristic integral effects of energy and water on site favorability for vegetation are

identified more generically. Figure 5-33 illustrates such a conceptual sketch. The re-

gion A corresponds to the slope-aspect combinations leading to conditions favorable

for vegetation, i.e., dynamics at these sites result in the mean root soil moisture during

growing season higher than that of a flat horizontal surface. The outlined continuous

boundary of the region corresponds to the inner polygon in the soil moisture diagram

of Figure 5-31, however, it is drawn as a smooth curve in Figure 5-33. The region B

corresponds to the slope-aspect combinations where the incoming solar energy dom-

inates the overall dynamics. Outside of the lower half of the boundary of the region

A, radiation imposes strong limitation on the root moisture and, therefore, is the key

factor in creating unfavorable conditions for vegetation function. The boundary of

the region B is obtained as the union of two partition lines: one corresponds to the

path of equal contribution of Figure 5-32; and the other delineates the area where the

incoming radiation exceeds that of a flat surface (shown as the line with the smaller

dashes in Figure 5-33). As can be seen, the latter line originates at shallow slopes

with aspects somewhat deviating southward from the east (west) direction. For very

318



o Flat element
-- Higher soil moisture
- - - - - - Higher radiation
- - - Equal contribution

w

N

5

Figure 5-33: A generic partition of the slope-aspect soil moisture diagram into the
regions of characteristic integral effects of energy and water on site favorability for
vegetation. The region A includes slopes and aspects that lead to conditions favorable
for vegetation. The region B corresponds to the area where the incoming solar energy
dOlninates the overall dynamics, which are unfavorable to vegetation outside of the
boundaries of region A. The region C corresponds to the area where precipitation
dominates the overall dynamics, which are unfavorable to vegetation outside of the
boundaries of region A.

steep slopes, the line approaches the 8-8- E (8-8- W) direction (at the bottonl of the

plot). As above, the boundary of B is illustrated as an artificially slnoothed curve.

The region C corresponds to the slope-aspect combinations where the precipitation

input dominates the overall vegetation-hydrology dynalnics. Outside of the upper

half of the boundary of the region A, the rainfall reduction with slope is the nlajor

reason for unfavorable conditions to vegetation.

5.3.2d Characterization of grass stress

In order to have a better understanding of grass dynamics, which, as was shown,

are controlled by the local terrain features, the characteristics of water stress need

to be investigated. Quantities based on the crossing properties of the root water
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content during vegetation season are appropriate for such an analysis. For example,

Ridolfi et al. (2000a) and Porporato et al. (2001) consider the structure of water

stress periods, which are defined as the ones corresponding to root < O*, where

0* [mm 3 mm- 3 ] is the threshold soil moisture content for a given vegetation type at

which the stomatal closure begins (Section 4.3). Among the considered quantities are:

1.) the mean duration of stress periods ATC [day] and, correspondingly, the mean

duration of favorable periods AT, [day] (for which root > 9*); 2.) the mean number

of stress periods nc, expressed as the mean number of soil water downcrossings from

[9 root > 09] to [Oroot < 0*]; 3.) the mean hourly moisture deficit during stress periods

AMC [-], estimated as the mean value of hourly (*-Orot) where r [mm 3 mm- 3 ](0*-Or) , hr ~[rm m 3

is the residual moisture content defined as the amount of soil water that cannot be

removed from soil by drainage or evapotranspiration (Section 3.7.3). As can be seen,

the variable AMC has theoretical limits of [0 - 1].

Since site slope and aspect impose essentially controlling conditions on vegetation-

hydrology dynamics in the base case scenario, the same type of pseudo-spatial diagram

as in Figure 5-30 is used to describe the distribution of stress characteristics in the

two topographies. Figures 5-34, 5-35, and 5-36 illustrate the constructed diagrams

for sandy, loamy, and clayey soils, respectively. The region of favorability delineated

above and the boundary separating different areas of the dominant forcing (either

precipitation or radiation input) are also depicted. As can be inferred from the

figures, the minimum value of the mean duration of stress period can be attributed

to approximately the same slope as the slope corresponding to maximum ANPP

(subplots (a.) in all figures). However, the respective aspects of these two slopes are

not the same, being N-N-W for the minimum duration of stress period and N-N-E for

the maximum ANPP. The subplots (a.) and (b.) of Figures 5-34 - 5-36 illustrate that

for soils of finer texture (loamy and clayey), there is a sharp difference among the

obtained mean durations of stress period within the considered range of slopes and

aspects. Same observation can be made for mean durations of favorable period. The

ratio of maximum to minimum values of these quantities reaches 3 5. It appears

that these extreme differences lead to the substantial variability of ANPP simulated
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for these soil types (Figures 5-24 - 5-25): the ratios of maximum to minimum ANPP

are of the same order of magnitude. As was observed in previously, the mean root

moisture alone could not explain the significant spatial variability of ANPP. Since

soil is relatively dry most of the time during the growing season, the estimated mean

soil water content is inherently weighted towards the values representing the overall

dry seasonal conditions. Consequently, site productivity characteristics need to be

addressed through the properties of periods that exhibit either positive or negative

effects on vegetation dynamics. As follows, the crossing properties of the mean root

water content should be indeed suitable for these purposes.

As can be seen, the maximum values of the mean duration of favorable periods are

also attributed to slopes that exhibit maximum ANPP, falling within the boundaries

of the delineated regions of favorability. While this is not exactly true for sandy

soil, its corresponding maximum value does not vary significantly from those one

representative of the favorable region (-28 days vs. -26 days, Figure 5-34b).

The diagrams of the mean number of downcrossings or, equivalently, the mean

number of stress or favorable periods (subplots (c.)), show that the maximum values

are associated with south-facing slopes in sandy soils and north / west-facing slopes

in soils of finer texture. Too large number of downcrossings indicates unfavorable

conditions (Ridolfi et al., 2000a). However, in the case of loamy and clayey soil, such

a number rather reflects the occurrence of wetting periods: the mean durations of

stress periods are much higher than durations of favorable periods and, therefore,

grass spends most of the growing season in a stressed state. In the case of sandy soils,

the maximum value is apparently related to a combination of higher radiation values

on south-facing slopes and a reduction of the actual rainfall for steeper slopes.

The mean moisture deficit, illustrated in subplots (d.), is a measure of a degree of

dryness during stress periods, with higher values indicating the aggravating conditions

leading to tissue damage and foliage loss. As the figures show, the minimum values

of the mean moisture deficit are within the regions of favorability in most cases. For

sandy soil, which represents an exception, the simulated minimum mean value does

not significantly differ from those representative of the outlined region of favorability
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(-0.42 vs. -0.45, Figure 5-34d).

Overall, it can be concluded that favorable conditions for plant function in terrain

niches can be attributed to a compromise between low water stress and high produc-

tivity. This conclusion is based on the simulated distribution of stress characteristics

that exhibit least extreme values at terrain locations similar to those that feature

maximum ANPP (although not exactly the same). Such a trade-off between the

high productivity (and, therefore, high transpiration depleting soil water reservoir)

and high soil moisture (as a buffer against stress) has been previously discussed by

a number of researchers (e.g., Tilman, 1982; Eagleson, 1994; Porporato et al., 2001;

MacKay, 2001).

The bulk differences in stress characteristics among the soil types are illustrated

in Figure 5-37. The figure shows the simulated maximum and minimum values of

each of the discussed above quantities (the dashed lines) as well as their mean values

representative of the delineated regions of favorability (the symbols). As can be seen

in the figure, sandy soil exhibits shorter periods of stress, which, however, occur

more frequently (subplots (a.) and (c.)). For soils of finer texture, grass is under

stress most of the time with short, infrequent periods when the root zone is wetted

above 0*. The stress periods are characterized by water deficit that, on average, is

higher in sandy soil than in loamy and clayey soils. For the two latter soil types,

vegetation is rather sparse and, therefore, moisture uptake is not very intense with

soil evaporation depleting the soil water storage at a lower (than transpiration) rate.

Notwithstanding the longer durations of stress periods, it appears that grass on these

soil types is less susceptible to the negative effects of unusually long dry spells. As

was demonstrated in Section 5.3.1, grass on sandy soils typically experiences dieback

in the dry month of June. The reason for that is a larger amount of biomass present

on sandy soils in the pre-monsoon period, as compared to loamy and clayey soils.

Therefore, moisture uptake requirements are higher for vegetation on sandy soil. The

unpredictable shortage of precipitation during June results in higher deficits leading

to the biomass loss.

As can also be inferred from Figure 5-37, the mean values of stress characteristics
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Figure 5-34: The crossing properties of the root water content during vegetation
season for sandy soiltype: a.) the mean duration of stress periods !::::.T~;b.) the mean
duration of favorable periods 6.Tc;; c.) the mean number of stress periods n~; d.) the
mean hourly moisture deficit during stress periods !::::.M~.
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Figure 5-35: The crossing properties of the root water content during vegetation
season for loamy soil type: a.) the mean duration of stress periods f:1Tf.; b.) the mean
duration of favorable periods f:1T,; c.) the mean number of stress periods nf.; d.) the
mean hourly moisture deficit during stress periods f:1Mf.'
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Figure 5-36: The crossing properties of the root water content during vegetation
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d.) the mean hourly moisture deficit during stress periods t1Mf..
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representative of the favorability regions are within the ranges that are most favorable

to vegetation. The only exception is probably the number of downcrossings for sandy

soils: since the mean duration of favorable periods exceeds that of stress periods, the

conditions for grass would be more favorable with a lower number of downcrossings

than the estimated value.

Figure 5-38 illustrates various ANPP quantities both for the total duration of the

growing season and periods when 0troot > 9*. As has been pointed out, the ratio of

maximum to minimum ANPP values is much higher for soils of finer texture, exceed-

ing a factor of four for clayey soil. The fraction of biomass produced during favorable

periods to the value accumulated over the entire growing season also significantly dif-

fers among the soil types. For sandy soil, most of the total ANPP (>90%) is produced

during favorable periods. For loamy and clayey soils, these fractions do not exceed

15%. The mean ANPP values representative of the favorability regions are very close

to the simulated maximum values.

5.4 Summary

This chapter describes simulations addressing the effects of topography on vegetation

dynamics in semi-arid areas. The experiments are done on two small-scale synthetic

domains (each is 4 km 2 in area) that exhibit significant differences in the hillslope

characteristics. A full range of transient vegetation dynamics are simulated for a

typical annual C4 grass assumed to grow in three different soil types: sandy, loamy,

and clayey. The climate corresponding to Albuquerque (NM) is used as the forcing

and is reproduced by the weather simulator that generates the long-term (50-year)

time-series of hydrometeorological forcing variables. The flux density of incoming

radiation is estimated based on the hourly Sun position and the precipitation flux

is assumed to strictly follow the vertical direction. Both forcing fluxes are projected

using the geometry of a receiving site. The utilized experimental design constitutes

the base case scenario.

As discussed above, under the imposed conditions the subsurface lateral moisture
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Figure 5-37: The crossing properties of the root water content during vegetation
season for all soil types: a.) the mean duration of stress periods ATe; b.) the mean
duration of favorable periods A\T; c.) the mean number of stress periods nc; d.) the
mean hourly moisture deficit during stress periods AM~. The dashed lines depict
maximum and minimum values simulated for a given soil type. The symbols denote
mean values for the identified regions of relative favorability.
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Figure 5-38: The simulated ANPP characteristics for the considered domains for: a.)
the total duration of growing season and b.) periods when 0root > 9O* (referred to
as the favorable periods). The dashed lines depict maximum and minimum values
simulated for a given soil type. The symbols denote mean values for the identified
regions of relative favorability.

exchange does not significantly affect the vegetation-hydrology dynamics and, there-

fore, the latter are assumed to be spatially-independent. The local terrain features,

such as aspect and slope, are the key determinants of the overall dynamics at a given

site. Therefore, most of the mean state variables can be simply considered as a func-

tion of these key topographic attributes. Both ANPP and water balance components,

when considered as a function of site surface irradiance, which represents a convenient

measure of both site aspect and slope, comprise a characteristic shape, referred to

above as the "e-curve". The "-curve" pattern is the resulting compound outcome

of dynamics that involve water and energy interactions, as mediated by vegetation

function and affected by the soil hydraulic properties.

As was shown, in conditions of the base case scenario certain topographic locations

may favor vegetation function, as compared to a fiat horizontal surface not affected by

the lateral effects such as radiative shading, moisture transfer in the unsaturated zone,

or runon. These locations are associated with sites of northerly aspect with surface

slopes within a narrow range of magnitudes. Contributions from both the water and

radiation forcing are discussed to explain the existence of these niches. Favorable con-

ditions for plant function are attributed to a compromise between low water stress and
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high productivity. The conclusion is drawn from the simulated spatial distribution

of stress characteristics that exhibit least extreme values at terrain locations similar

to those that feature maximum ANPP. Furthermore, a conceptual procedure is used

to partition the aspect-slope pseudo-space into the regions of dominant influence of

the forcing using the mean root moisture during growing season as a representative

characteristic of site favorability to grass. In these delineated regions, either rainfall

insufficiency or radiation excess impose predominant constraining conditions on grass

performance.
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Chapter 6

Sensitivity of Vegetation Dynamics

to Hydrometeorological Forcing

and Processes of Lateral Moisture

Transfer

6.1 Introduction

This chapter discusses simulation results that address the sensitivity of the vegetation-

hydrology dynamics described in Chapter 5, referred to below as the "base" case

scenario. The experimental design presented in Chapter 5 is subject to modifications

in the hydrometeorological forcing and processes of lateral moisture transfer. Two

simulation scenarios are considered. 1.) The "H-sensitivity' case involves several

scenarios that address variation in the Hydrometeorological forcing, attempting to

represent the random nature of the rainfall vector (i.e., deviation of droplet pathways

from the vertical) and introduce changes into the seasonal precipitation and radiation

regimes. 2.) The "R-exchange" case that attempts to introduce Rapid processes

of lateral moisture exchange, which are governed by the high soil anisotropy ratios

(ar e [100 - 1000]), the runon mechanism allowing for re-infiltration process, and the
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partial surface sealing during the growing season, leading to higher runoff generation.

6.2 Experimental design

The experimental design is analogous to that of the "base" case scenario (Section

5.2). Two landscapes, the "CX" and "CV" domains (each is -4 km2 in surface area,

Section 5.2.1) are used. In total, 2,400 computational elements represent each of

the synthetic topographies with the typical element dimensions of approximately 30

m x 40 m. A generic annual C4 grass is used for three different soil texture types:

sandy, loamy, and clayey. No groundwater effects are considered. The total duration

of simulation spans 50 years for both domains, which is assumed to be sufficient

to provide consistent statistics of vegetation-hydrology dynamics. The climate of

New Mexico corresponding to the location of Albuquerque is used as representative

of a typical semi-arid area with a pronounced monsoon season driving most of the

annual vegetation dynamics. The weather generator described in Chapter 2 is used

to create consistent time-series of hydrometeorological forcing throughout the 50-year

simulation period.

In the following, a number of modifications are introduced to the "base" case sce-

nario that alter either hydrometeorological forcing, soil parameterization (anisotropy

characteristics), or dominant processes of lateral water transfer. The modifications

are detailed in each of the following sections that describe the sensitivity of results to

a modified feature.

6.3 Sensitivity to hydrometeorological forcing

The material of this section covers the "H-sensitivity' case (Section 5.2) that considers

several scenarios of modified hydrometeorological forcing. The scenarios include a

simplified approach to representing the random nature of the rainfall vector (i.e.,

accounting for deviation of droplet pathways from the vertical) as well as changes in

the seasonal precipitation and radiation regimes.
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6.3.1 Modified projection of rainfall rate on sloped surfaces

As was shown in Section 5.2.3b, the changing precipitation intensity combined with

random deviations of rain droplet pathways from the vertical may lead to equal

distributions of rainfall over horizontal and inclined surfaces. Five scenarios are used

that consider various values of a critical surface slope a', such that for av < v

the randomness in precipitation forcing leads to the same rain depth (per unit actual

surface area) as for a horizontal surface. The mean annual depth for a horizontal

surface is the same as in the base case scenario, 244 mm yr- 1. The procedure assumes

the following relationship:

R' = R, if av < ov,

R'= R (cos O cos(v - a) + (1-cos a) cos av)>c
Cos all (2 - cos aO), if c7 > a , (6.1)

(2 -

where R [mm hr -1] is the rainfall rate related to a unit horizontal area, R' [mm hr- 1]

is the adjusted rainfall rate for a sloped surface, and o4 [rad] is the critical surface

slope. As can be seen from (6.1), the formulation uses two cosine functions: cos av

and the one lagged by (o. The relative contributions from the functions are weighted,

so that for av = 7r/2, R' = 0.

It is necessary to note that the procedure does not attempt to address the ac-

tual mechanisms that may lead to such a distribution of rain over inclined surfaces.

Neither does the procedure consider variability of these mechanisms in time since

the adjustment is applied to every storm throughout the year. The modified rainfall

projection is merely assumed to be a plausible scenario in an attempt to characterize

the random nature of the rainfall vector in a simplified manner. Five critical angles

ao are considered: 0.1, 0.2, 0.3, 0.4, and 0.5 [rad]. Rainfall distribution with site

slope and annual irradiance is shown in Figure 6-1.

The results for the base case scenario showed that in conditions of negligible lateral

moisture transfer, the first moments of vegetation-hydrology variables depend only

on slope and aspect. The dependence in the two domains (CX and CV) is essentially

identical since the "-curve" patterns overlap. In order to decrease the number of
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Figure 6-1: Artificially introduced adjustments to the annual rainfall depth per unit
ground surface area relative to a.) site slope and b.) annual site surface irradiance
(involves both site aspect and slope). Note that the units refer to actual ground
surface area of computational element. The curves are obtained by applying a factor
provided in (6.1) to the rainfall depth for a horizontal surface. The procedure thus
assumes that there is a critical surface slope a' below which the random perturbations
of the rain field lead to the same rain depth as for a horizontal surface.

required computations, the scenarios of rainfall adjustment were only used for the

"CV" domain that features a substantially wider range of terrain slope magnitudes.

Figure 6-2 illustrates the results of simulations for the scenarios in the same fash-

ion as the "-curves" obtained in Section 5.3. As can be seen in the figure, the results

vary among the soil types. Loamy and clayey soils exhibit a consistent change in

the position and magnitude of maximum ANPP with the critical angle a. The

maximum ANPP values are always associated with north-facing sites that receive

less solar radiation. An opposite situation can be observed for sandy soil: while the

overall grass productivity pattern changes with a', the maximum productivity is es-

sentially insensitive to an increase in a. Only a minor change can be observed when

compared to the maximum ANPP of the base case. This feature is further addressed

in Figure 6-3 that compares the values of ao and slopes of elements with maximum

simulated ANPP (their numerical values are provided in Table 6.1). As the figure

shows, for loamy and clayey soils, as the critical slope ao7 increases, the slopes corre-
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Table 6.1: Terrain slopes corresponding to maximum ANPP for different magnitudes
of the critical surface slope ao (formulation (6.1)) for different soil types.

sponding to locations exhibiting maximum ANPP become closer to a'. This implies

that the relative benefit of radiative shading by slopes of northerly aspect diminishes

with growing a'. It is plausible to assume that radiation, Photosynthetically Active

Radiation (PAR) in particular, becomes a limiting factor in this case. The C4 grass

productivity for sandy soil exhibits a different pattern of behavior. The slope corre-

sponding to a location with maximum simulated ANPP stays constant for any critical

angle a' > 0.1 rad. This implies that a decrease in the incoming solar radiation due

to the topographic shading does not lead to conditions more favorable than those

corresponding to the location of the found constant maximum. These conditions are

discussed in the following.

Figure 6-4a illustrates the mean annual cycle of ANPP simulated for a scenario

with the critical angle a' = 0.5 rad for elements of different slopes (sandy soil):

av = 0.0, 0.156, and 0.5 rad. The element with av = 0.156 rad corresponds to

a location exhibiting overall maximum ANPP for sandy soil (Table 6.1). It follows

from the figure, that the radiative shading of topography facilitates grass dynamics

during the month with the highest energy input (month of June, e.g., Figure 2-5):

when compared to the cases with other slope magnitudes, ANPP is highest for the

element with the surface slope a v = 0.5 rad. However, during the monsoon months

of July through September, no significant favorable effect from terrain shading can

be observed and grass performs almost equally well for all sloped sites. Furthermore,
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Critical slope Sandy soil Loamy soil Clayey soil

a = 0.0 rad, 0.0° 4.52° 9.39° 10.89°

av = 0.1 rad, 5.73° 8.94° 15.48° 12.81°

ao = 0.2 rad, 11.46° 8.94° 19.64° 19.64°
V

ao = 0.3 rad, 17.19° 8.94° 23.18° 23.44°

ao = 0.4 rad, 22.92° 8.94° 25.95° 24.86°

o = 0.5 rad, 28.65° 8.94° 28.65° 29.00°
oV 
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Figure 6-2: The n1ean simulated Above-ground Net Primary Productivity for the
considered soil types for the scenario with modified projection of rainfall forcing (ac-
counting for angle a;): a.) sandy soil; b.) loamy soil; and c.) clayey soil. The small
black circles denote the data points for the base case scenario. The large white circles
depict n1aximum ANPP for each considered scenario.
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Figure 6-3: Terrain slopes corresponding to the maximum ANPP for different mag-
nitudes of the critical surface slope a' (formulation (6.1)) for different soil types. All
slopes are for sites of northerly aspect. The dashed line corresponds to the one-to-
one relationship between the ordinate and abscissa angles. The benefit from radiative
shading by north-facing slopes diminishes (disappears) for the data points that are
closer to the dashed line (located below it).

it also appears that during early spring and late months of the fall period, radia-

tion/PAR becomes the limiting factor for sloped surfaces and, consequently, their

grass dynamics are suppressed with respect to more radiation-exposed areas.

In contrast to the ANNP dynamics for sandy soil, the productivity for soils of

finer texture shows a consistent positive dependence on the degree of topographic

shading. Figure 6-4b illustrates the mean annual cycle of ANPP simulated for loamy

soil for elements with a v = 0.17 and 0.5 rad. The north-facing element with the

surface slope a v = 0.17 rad corresponds to a location exhibiting maximum ANPP in

the base case scenario. As can be seen in the figure, ANPP is higher for the slope of

larger magnitude throughout most of the growing season except the late fall period,

which can probably be also attributed to the radiation/PAR limitation. Water fluxes

in the root zone are discussed in the following to interpret the above features of the

annual cycles of productivity.

Figure 6-5 shows the mean annual cycles of the components of root zone water

balance for the same elements as in Figure 6-4a. Figure 6-5a shows the mean monthly

transpiration fluxes, which consistently resemble the ANPP cycles of Figure 6-4a, i.e.,
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Figure 6-4: The mean annual cycles of ANPP for north-facing elements of different
slope (the scenario with the critical angle a' = 0.5 rad): a.) sandy soil, the element
with av = 0.156 rad corresponds to a location exhibiting maximum ANPP for all
considered scenarios; and b.) loamy soil, the element with v = 0.17 rad corresponds
to a location exhibiting maximum ANPP in the base case scenario. Note that ANPP
is given in the units of gram of carbon per unit actual ground surface area.

338

2



transpiration is proportional to productivity. Apriori, effects from radiative shading

favorable for grass dynamics should arise from decreased soil evaporation, the annual

cycles of which are illustrated in Figure 6-5b. However, as can be seen in the figure,

a significant decrease in soil evaporation for the element with steepest surface slope

av = 0.5 rad can only be observed during winter months. A fraction of the resulting

moisture excess drains from the root zone to deeper soil layers (Figure 6-5c): the

drainage is higher for steeper slopes than for shallower slopes during the months

of December through March. Due to weak capillary tension forces in sandy soils,

only a tiny fraction of the drained excess moisture is available to vegetation during

the following dry months (Figure 6-5c). A slightly better grass performance for the

element with surface slope v = 0.5 rad during the month of June can thus be

explained by both the terrain radiative shading effect and a somewhat wetter soil state

in the preceding months. The wetter state is caused by both the smaller evaporation

rates during winter and low vegetation fraction in spring, which in-turn is caused by

the radiation/PAR limitation. Grass cannot perform better on steeper slopes during

the months of July-September because of inability both to exploit the moisture storage

below the root zone (weak capillarity of sandy soil) and to significantly decrease soil

evaporation rates during that period. The latter can probably be attributed to the

high water use efficiency of C4 grass in any considered case, i.e., grass grows "the best

it can", within the constraints of its biochemical properties and preceding history of

development.

Figure 6-6 is similar to the previously discussed illustration, however, water fluxes

for loamy soil are shown. As above, the transpiration cycles are consistent with the

ANPP dynamics (Figure 6-6a and Figure 6-4b). The soil evaporation flux (Figure

6-6b) is smaller for the location with steeper slope (v = 0.5 rad) throughout most

of the year, except during the spring period. The latter is most likely caused by the

absence of vegetation and a wetter soil state because of moisture accumulation during

cooler winter months. Higher drainage during the winter-early spring period, shown

in Figure 6-4c, supports this statement. Consequently, during the growing season,

vegetation on steeper slopes performs better due to: a.) a wetter soil state in the root
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Figure 6-5: The mean annual cycles of components of root zone water balance
for north-facing elements of different slope (the scenario with the critical angle
ao = 0.5 rad, sandy soil case): a.) transpiration; b.) soil evaporation; c.)
drainage/capillary rise from/to the root zone; and d.) net lateral flux. The ele-
ment with av = 0.156 rad corresponds to a location exhibiting maximum ANPP in
all considered scenarios. Note that the fluxes are given in the units of depth per unit
actual ground surface area.
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zone at the beginning of the season; b.) smaller incoming radiation (terrain shading);

c.) capillary rise of a larger amount of moisture drained to the storage below the root

zone during cooler months (Figure 6-4c). In addition, there exists a self-fostering

effect since a larger amount of grass canopy reduces the shortwave radiation reaching

the understory soil surface and, therefore, effectively decreases soil evaporation.

Overall, the above discussion points out the importance of proper accounting for

the actual distribution of precipitation over sloped surfaces. More research needs to

be done to address the actual distribution of hydrological rainfall (Section 5.2.3) in

complex terrain. In addition, the discussion emphasizes the important aspects of tem-

poral relationships between energy, water, and biomass dynamics, e.g., the existence

of periods of radiation limitation and excess that correspondingly affect vegetation

dynamics. The presented results also unequivocally demonstrate the characteristic

differences in vegetation-hydrology processes induced by soil hydraulic properties in

response to the same hydrometeorological forcing.

6.3.2 Modified rainfall regime

The material of this section investigates the sensitivity of vegetation-hydrology dy-

namics observed in the base case scenario to alterations in the precipitation regime.

As inferred from in-situ observations and model predictions (e.g., Houghton et al.,

2001; Groisman et al., 2004), climate changes suggest variations in the frequency and

size of rainfall events. To address the corresponding ecohydrological implications, the

parameter values of the rainfall model (2.33)-(2.35) of Section 2.4 are modified. It

is assumed that the total mean precipitation depth P [mm] during the most active

period of the growing season, July through October, remains unchanged. P can be

expressed as (Chapter 2, Section 2.4)

- \ATseason (d lr (6.2)

Or + b SIr

where ATseasn [hour] is the growing season duration. If the mean time between

storms b does not include the mean storm duration Or (i.e., taken as the mean value
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Figure 6-6: The mean annual cycles of components of root zone water balance
for north-facing elements of different slope (the scenario with the critical angle
Ca = 0.5 rad, loamy soil case): a.) transpiration; b.) soil evaporation; c.)
drainage/capillary rise from/to the root zone; and d.) net lateral flux. The ele-
ment with av = 0.17 rad corresponds to a location with maximum ANPP in the base
case scenario. Note that the fluxes are given in the units of depth per unit actual
ground surface area.
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of dry spells that start at the end of storm event and end at the beginning of the

following event), and if the mean rate = [mm hour- 1 ] is assumed to be constant

(Ad is the mean storm depth, Section 2.4), the above can be modified to relate Ar and

Ab:

hr = l T = .... (6.3)
P

The denominator in the above equation is constant in the assumed scenario, and

therefore b and Ar co-vary as A = C Ib and / = C r, where b and are the

parameter values for the base case scenario and the constant C takes values 0.5, 0.75,

1.5, 2.0, and 3.0.

Figure 6-7 illustrates the results of simulations for the considered scenarios in the

same fashion as the "e-curves" obtained in Section 5.3. The direction of arrows indi-

cates the change in results for successively growing mean durations of the interstorm

and storm periods. As can be seen in the figure, the results strongly vary among the

soil types. Loamy and clayey soils exhibit a consistent growth of the magnitude of

maximum ANPP with increasing mean durations of the interstorm and storm periods.

On the contrary, sandy soil shows a significant drop in productivity over the range of

considered values of 1, and /'. These features are additionally illustrated in Figure

6-8 that depicts the ratio of maximum ANPP of the considered sensitivity scenarios

to the maximum ANPP of the base case scenario. Note that = 1 b corresponds

to the base case scenario.

The mean annual cycles of ANPP for sandy and loamy soils corresponding to two

extreme cases of changed rainfall regime, /L = 0.5 /b and l = 3.0/lb, are shown

in Figure 6-9. The simulated data for sloped north-facing elements that exhibited

maximum ANPP in the base case scenario are used: for sandy soil, the element's

surface slope is a v = 0.095 rad, and for loamy soil, a v = 0.17 ad. As can be seen

in Figure 6-9a, the grass productivity for sandy soil drops significantly during the

monsoon period if storms arrive less frequently but bring more moisture ( = 3.0 b

case). For this latter precipitation regime, grass on loamy soil shows a more complex
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Figure 6-7: The mean simulated Above-ground Net Primary Productivity for the
considered soil types for the scenario with modified rainfall arrival regime: a.) sandy
soil; b.) loan1Y soil; and c.) clayey soil. The small black circles denote the data
points for the base case scenario. The large white circles depict maximum ANPP
for each considered scenario. The direction of arrows indicates the change in results
for successively growing mean durations of interstorm and storm period, J-l~ and J-l~,
respecti vely.
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Figure 6-8: The ratios of the maximum ANPP values for considered scenarios of
modified rainfall regime to ANPP value for the base case scenario. The considered
scenarios of modified mean durations of interstorm and storm period are expressed
on the horizontal axis as = C b, where the constant C varies from 0.5 to 3.0. All
data points correspond to sites of northerly aspect.

pattern of dynamics, exhibiting both higher and smaller ANPP values, as compared

to the productivity cycle resulting from the contrasting storm arrival regime (i.e.,

more frequent arrival of storms that have smaller depths, j4 = 0.5/Lb case). While

the modification of the storm arrival regime is imposed only for the period of July

through October, the discussed ANPP cycles exhibit substantial differences both in

the preceding and following months of the year. This is attributed to a "carry-

over" effect from the vegetation-hydrology dynamics of the period of modification.

Processes affecting the soil water state introduce such memory effects into the coupled

interactions. The following illustrations elucidate the actual mechanisms involved.

As can be seen in Figure 6-10, illustrating the annual cycles of essential (the net

lateral drainage is excluded) water balance components for sandy soil, the transpira-

tion cycles (Figure 6-10a) for the two rainfall regimes do not contrast as significantly

as the ANPP cycles. The plausible explanation is that in the scenario of /'4 = 3.0 1b,

the grass biomass accumulated after favorable wetting events experiences long peri-

ods of stress (since /4 is high). The stress leads to a substantial decrease in ANPP

due to the respiration and foliage loss (Section 4.4.6). As opposed to ANPP, the
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transpiration flux depends primarily on how much biomass exists and how quickly

and efficiently can vegetation respond to a precipitation event (i.e., dry spell does not

lead to a decrease of an accumulated transpiration value). For the considered rainfall

regimes ( = 0.5 /b and /4 = 3.0 Mb), grass states and responses to wetting periods

are comparable to each other in terms of the transpiration flux.

The modified storm arrival regime has the strongest implication on the drainage

from the root zone flux (Figure 6-10c). The less frequent/larger depth precipitation

events lead to a significant fraction of moisture draining from the root zone. Ap-

parently, vegetation biochemical and biophysical properties and the assumed time-

invariant root zone profile constrain canopy development and, therefore, grass mois-

ture uptake characteristics, leading to an inefficient water use (grass cannot uptake

more soil water than it does under the above assumptions).

Figure 6-11 illustrates the principal water balance components for loamy soil.

The annual cycles of drainage/capillary rise for loamy soil (Figure 6-11c) are similar

to those of sandy soil, nonetheless, the losses to drainage for M = 3.0 1Ub scenario

are significantly lower. As can also be seen in the figure, the transpiration flux

for = 3.0 b case constantly exceeds that of /4 = 0.5 b case. On the other

hand, as was noted previously, the relative relationship between the ANPP cycles

for the two scenarios (Figure 6-9b) is less consistent: for certain months ANPP for

IL = 0.5 /b case is higher than that of /4 = 3.0 1b case. The difference in behavior of

the transpiration and ANPP cycles can be explained with similar to above arguments:

less frequent but more intense storms lead to a rapid biomass accumulation and

high transpiration, however, the subsequent long dry spells impose stress conditions

and thus biomass losses. Therefore, in certain months the grass productivity for

/ = 3.0 Ib case can be smaller than that of /4 = 0.5 /tb case.

As pointed out previously, the differences between the two illustrated cases are

noticeable even outside of the period with imposed changes in the rainfall regime. This

feature can be clearly observed in the annual cycles of all water balance components

shown in Figure 6-11. Evidently, vegetation-hydrology dynamics strongly affect the

soil water state of the growing season within the period of July through October. A
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Figure 6-9: The mean annual cycles of ANPP for two rainfall regimes for north-facing
elements corresponding to locations with maximum ANPP in the base case scenario:
a.) sandy soil ( v = 0.095 rad); and b.) loamy soil (v = 0.17 rad). Note that
ANPP is given in the units of gram of carbon per unit actual ground surface area.

memory effect arises, in terms of energy and water fluxes, which lasts throughout the

winter and spring months.

Overall, the above discussion stresses the complexity of response of the land-

surface processes to the critical forcing variable - the growing season precipitation.

The study emphasizes the critical role of soil texture type in regulating the spatial and

temporal aspects of coupling between vegetation-hydrology processes. As is clearly

demonstrated, the highly non-linear interactions among the biotic and abiotic com-

ponents lead to a complex time-varying structure of relationships between the water

and carbon fluxes.
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Figure 6-10: The mean annual cycles of components of root zone water balance for two
rainfall regimes for a north-facing element corresponding to a location with maximum
ANPP in the base case scenario (sandy soil, a v = 0.095 rad): a.) transpiration; b.)
soil evaporation; and c.) drainage/capillary rise from/to the root zone. Note that the
fluxes are given in the units of depth per unit actual ground surface area.
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Figure 6-11: The mean annual cycles of components of root zone water balance for two
rainfall regimes for a north-facing element corresponding to a location with maximum
ANPP in the base case scenario (loamy soil, a = 0.17 rad): a.) transpiration; b.)
soil evaporation; and c.) drainage/capillary rise from/to the root zone. Note that the
fluxes are given in the units of depth per unit actual ground surface area.
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6.3.3 Modified radiation regime

The material of this section investigates the sensitivity of vegetation-hydrology dy-

namics observed in the base case scenario to alterations in the solar radiation regime.

The considered scenario assumes the 25% reduction in the incoming solar radiation

throughout the year. The decrease is applied uniformly to both the direct and diffuse

radiation components, both to the VIS and NIR bands. Figure 6-12 illustrates the

results of simulations for the considered scenario in the same fashion as the "-curves"

obtained in Section 5.3, except that the abscissa consists of the ratio of site annual

irradiance to irradiance for a flat horizontal surface. As can be inferred from the

figure, a reduction in the radiation input leads to an increase in productivity (with

respect to the base case scenario) on south-, east-, and west-facing slopes. The results

for north-facing slopes differ among the soil types. Loamy and clayey soils (Figure

6-12b, c) show an increase in the productivity across a range of slope magnitudes. A

decrease relative to the base case scenario, which indicates the radiation/PAR limi-

tation, can only be observed at very steep slopes corresponding to smallest values on

the abscissa axis. For sandy soil, the radiation/PAR limitation for sites of northerly

aspect is encountered at a significantly smaller slope value (Figure 6-12a). A similar

behavior was observed for the case of modified rainfall projection in Section 6.3.1,

where it was attributed to suppressed vegetation dynamics during primarily the early

and late growing season periods.

6.4 Mechanisms of rapid lateral mass exchange

As was discussed in Section 5.3.2, the lateral moisture exchange does not significantly

affect the vegetation-hydrology dynamics in the base case scenario. Therefore, the

preceding analysis considered the interaction of the vegetation-hydrology processes

at the element scale as spatially-independent. The local terrain features, such as

aspect and slope, were identified as the key determinants of the overall dynamics at

a given site.

The material of this section covers the "R-exchange" case (Section 5.2), that
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Figure 6-12: The mean simulated Above-ground Net Primary Productivity for the
considered soil types for a scenario that assumes a 25% reduction in the incoming
solar radiation: a.) sandy soil; b.) loamy soil; and c.) clayey soil. The ratio of the
site annual irradiance to irradiance for a flat horizontal surface is used as the abscissa
axis. The small black circles denote the data points for the base case scenario.
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introduces rapid processes of the lateral moisture exchange. These are caused by

assuming high soil anisotropy ratios (ar E [100 1000]) and the partial sealing of

the soil surface during the growing season, leading to higher runoff generation and

subsequent runon/re-infiltration process at downstream locations. Thus, both the

local and global terrain features determine the vegetation-hydrology interactions at

any given landscape location.

6.4.1 Higher soil anisotropy

Figures 6-13 - 6-14 correspond to the simulation scenarios that assume soil anisotropy

ratios of ar = 100 and ar = 1000, respectively. The figures illustrate the simulation

results in the same fashion as the "-curves" obtained in Section 5.3. When compared

to the plots of ANPP for the base case scenario (Figures 5-23 - 5-25), one realizes that

only the case with the anisotropy ratio ar = 1000 shows significant differences in the

magnitudes of grass productivity. In the case of the smaller assumed anisotropy ratio,

ar = 100, ANPP is somewhat modified only for more conductive sandy soil (Figure

6-13a). Consequently, it is apparent that even a relatively large assumed anisotropy

value, ar = 100, does not lead to any significant soil water redistribution via the

subsurface lateral exchange flux (Figure 6-15). As an outcome, the productivity is

not noticeably affected for all soil types. The case corresponding to ar = 100 will not

be considered in the following analysis, which will thus only concern the a, = 1000

scenario.

It can be inferred from Figure 6-14 that very high soil anisotropy significantly

affects vegetation-hydrology dynamics for all soil types. Indeed, the lateral moisture

exchange leads to a spatial distribution of grass productivity noticeably different from

the one obtained in the base case scenario (e.g., the distribution for loamy soil shown

in Figure 6-16). While a similarity of the spatial pattern is significant in most of

the hillslope areas, there is evidence of an increased productivity in the convergent

terrain locations. Therefore, it can be concluded that along with the local terrain

characteristics, such as aspect and slope, there exist non-local features of topography,

such as the upstream drainage area, that significantly contribute to the vegetation
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Figure 6-13: The mean simulated Above-ground Net Primary Productivity for the
considered soil types with anisotropy ratio ar = 100: a.) sandy soil; b.) loamy soil;
and c.) clayey soil. Symbols with lighter color denote the data points for the CV
domain, the darker color corresponds to the data points for the CX domain.
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Figure 6-14: The mean simulated Above-ground Net Primary Productivity for the
considered soil types with anisotropy ratio ar = 1000: a.) sandy soil; b.) loamy soil;
and c.) clayey soil. Symbols with lighter color denote the data points for the CV
domain, the darker color corresponds to the data points for the CX domain.
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a.) SANDY soil b.) LOAMY soil c.) CLAYEY soil
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Figure 6-15: The lnean silnulated net lateral exchange in the root zone during a
growing season for three considered soil types (aT = 100 case): a.) sandy soil; b.)
IOa111Ysoil; and c.) clayey soil. The positive values imply the net lnoisture gain,
the negative values iInply l1loisture loss. SYl1lbols with lighter color denote the data
points for the ev dOlnain, the darker color corresponds to the data points for the ex
dOlnain.

spatio-tenlporal dynamics. The following analysis identifies these features.

One lnay observe that the pattern of association of primary productivity with the

site annual irradiance, shown in Figure 6-14, strongly resenlbles the "E-curve" intro-

duced in Section 5.3. In fact, if site productivity is considered separately for each

value of the total nUlnber of upstrealn contributing elements ("1" corresponds to the

elelnent itself), it can be demonstrated that the E-shaped pattern is persistently re-

peated in the simulation results (Figure 6-17). As can be observed, the productivity

nlagnitude grows downstrealn and the "E-curve" pattern becomes "noisier". Since

the hydrological fluxes and soil nloisture states are inherently connected to the spa-

tial distribution of vegetation productivity, it is important to identify the primary

controlling factors that lead to such a structure.

A distinction can be nlade between the upstream elements contributing their flow

on a global and contiguous basis. The former are conventionally defined as all up-

stream elements contributing their surface-subsurface flow to a considered element.

The latter are defined here as those that contribute their flow and are immediately

contiguous to a given element, i.e., represent a complete or partial subset of contribut-

ing elements defined on the global basis. A larger nUlnber of contiguously contributing

elements at a given location can be associated with a higher degree of terrain concav-
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Figure 6-16: The mean annual Above-ground Net Primary Productivity simulated for
C4 grass on loamy soil for the CX domain: a.) the base case; and b.) the ar = 1000
case. The units are given at the element scale and refer to the actual inclined ground
surface area.
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Figure 6-17: Patterns of ANPP dependence on site annual irradiance plotted for
different sets of elements for sandy soil. Each set contains all elements that have
the same number of upstream contributing elements ("1" corresponds to the element
itself) .

355



ity, i.e., the flow convergence at that location. The basic computational element, the

Voronoi polygon (Figure 5-1), may have up to five contiguously contributing upstream

elements (one neighboring element is always used for downstream flow routing). From

the above definitions, it follows that one can define global and contiguous contributing

areas.

The difference in effects of the two types of contributing areas on grass produc-

tivity is illustrated in Figure 6-18 (as well as later in Figure 6-31) that contains the

data points for elements with up to 3 globally upstream elements. The first subplot

illustrates the data points corresponding to the locations for which the number of con-

tiguously contributing elements is between 0 and 1. These locations can be assumed

to have zero plan curvature, since, at most, they receive subsurface flow through

only one side of the Voronoi polygon (Figure 5-1) and discharge their flow in only

one downstream direction. The second subplot shows the data points corresponding

to the locations for which the number of contiguously contributing elements varies

between 0 and 3, i.e., for each set of elements the number of globally and contiguously

contributing elements is equal. The symbols of progressively larger size depict the

increasing number of globally contributing elements.

As the figure shows, the productivity increases downstream. The rate at which

the ANPP grows, however, is strongly affected by the level of local flow convergence.

It can be inferred from the figure that for the same number of globally contributing

elements (larger than one), ANPP differs for the cases shown in the two subplots: it

is higher in the case of Figure 6-18b, which corresponds to locations that have a larger

number of elements contributing their flow on a contiguous basis. This implies that

the degree of local terrain concavity imposes a strong control on grass productivity. As

will be shown, this effect is amplified in the simulation scenario that involves the soil

surface partial sealing with runon and re-infiltration mechanisms. Another important

feature of Figure 6-18 is that the -shaped pattern can be consistently fitted to the

data points at every downstream level for the considered range of contributing areas.

This feature will be elucidated in more detail in the following analysis.

The significance of both the global and contiguous flow convergence levels is high-
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Figure 6-18: The mean annual ANPP for sandy soil (the anisotropy ratio ar = 1000
scenario). Data for elements with up to 3 globally upstream elements are shown:
a.) the number of contiguously contributing elements is 0-1; and b.) the number of
contiguously contributing elements is 0-3 (i.e., for each set of elements this number
coincides with the number of globally contributing elements). The symbols of pro-
gressively larger size depict the increasing number of globally contributing elements.
The dashed lines were added manually to complement and connect the data points
corresponding to the same number of globally contributing elements.
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SANDY soil: scenario of a = 1000
r
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Figure 6-19: The mean annual ANPP for sandy soil (anisotropy ratio ar = 1000
scenario). Data points for both domains are shown. The data are binned according
to the number of contiguously contributing elements ( - 4) and the increasing number
reflects the growing level of local flow convergence. In each of the bins, the data points
are arranged according to the global contributing area that grows from the left to the
right.

lighted in Figure 6-19 that shows grass productivity binned according to the number

of contiguously contributing elements ( - 4) for a given location. In addition to that,

in each of the bins the data points are arranged according to the global contributing

area that increases from the left to the right. As the figure shows, the energy-water in-

teractions in vegetated systems of semi-arid areas lead to a very complex structure of

productivity dependence on terrain attributes. Two distinct kinds of ANPP growth,

associated with the previously discussed types of contributing areas, are essentially

superimposed: while grass productivity generally increases with the level of contigu-

ous flow convergence, marked by the enveloping curves, a further downstream ANPP

growth within each of the bins is related to the increase of the global contributing

area. In addition to these effects, the local terrain features modifying the incoming

radiation and rainfall, i.e., site aspect and slope, govern grass productivity at each

point on the horizontal axis of Figure 6-19. The corresponding effects are therefore

embedded into the structure of ANPP scaling with any type of contributing area,

as this has already been partially illustrated in Figures 6-17- 6-18 and will also be

demonstrated in the following.
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6.4.1a Analysis of data point subset # 1

In the following several examples, the analysis will be constrained to a subset of data

points corresponding only to those locations that have the number of contiguously

contributing elements ranging from 0 to 1. The number of such elements constitutes

approximately 85% and 70% of the total number of computational elements in the

CX and CV domains, respectively. As noted above, these locations can be assumed

to have a zero plan curvature. The profile curvature of these locations can be

approximately associated with a change in the local slope ( CU - v ) , where acu is

the slope of upstream contributing element.

Figure 6-20 illustrates ANPP for the selected subset of data points for all consid-

ered soil types as three-dimensional plots with the horizontal axes being the surface ir-

radiance and the global number of upstream contributing elements. As can be inferred

from the figure, at each value of the number of upstream contributing elements, the

grass productivity exhibits a pronounced dependence on site annual irradiance in the

form of the "-curve" pattern. The illustration clearly indicates that in water-limited

environments the water-energy interactions control vegetation-hydrology dynamics at

each watershed downstream level. Consequently, the local terrain features, i.e., as-

pect and slope, are still among the key determinants of the overall dynamics at each

downstream level. Note that so far this conclusion refers only to those locations that

can be assumed to have a zero plan curvature. Note also that the rainfall projection

on a sloped surface is identical to the one considered in the base case scenario, i.e., the

factor cos av is used for each simulated rainfall depth applied to a horizontal plane.

If the three-dimensional plots of Figure 6-20 are rotated in a certain fashion, so

that the final orientation displays annual irradiance at the plot bottom, the obtained

patterns have the familiar shapes of the "-curve" (Figure 6-21). Note that these

patterns combine data points for all considered levels of the contributing area. Such

a scaling feature allows one to derive a conceptual formulation of productivity change

with the contributing area. If PAN is the ANPP of an element with zero contiguously

contributing elements (e.g., elements at the watershed boundary) and PAN is the

ANPP of a downstream element with one contiguously contributing element, then
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the following conceptual formulation can be proposed for elements with the same

aspect and slope:

PAN; [fi (log AT)] 

PAN , (V

[gl (CU)] [92 (92C)] [93 (9- )] [94 ( 2)' (6.4)2 2 U ' 

where AT= NE AVR, / cos av, [ 2] is the global actual surface area contributing to

a given element, AVR [m 2 ] is the Voronoi area projected on a horizontal plane (Section

3.3), NE is the total number of globally contributing elements, (v [rad] is the element

aspect (in clockwise or counter-clockwise direction from North, (v C [0, r], (v = r is

true southerly aspect), the index "CU' is used to denote all Contiguously Upstream

elements, and the index "GU' is used to denote all Globally Upstream elements. The

bar symbol implies the mean value.

A generic function in the first brackets scales grass productivity with the actual

contributing area. The terms in the second and third brackets are the values of

surface slope and aspect, respectively, for the element located contiguously upstream

of a given location. These terms are used to account for the amount of rainfall and

radiation received by the contiguously upstream element as well as magnitude of its

subsurface flux (parameterized in the model via sin a7V, Appendix D.2). The terms in

the fourth and fifth brackets account for the amount of rainfall and radiation received

by the watershed surface globally upstream of a given element. For example, upstream

elements of southerly aspect receive more radiation, which implies higher evaporation

rates. Less soil moisture is therefore available for vegetation, which is sparse and

unable to quickly uptake soil water immediately after wetting events. Depending

on both the magnitudes of radiation and rainfall and soil type, the net effect for

vegetation productivity at downstream locations may thus be negative or positive.

In a graphical fashion similar to Figure 6-21, it can be demonstrated that the

principal water balance components exhibit the same scaling properties for the con-

sidered subset of data points (i.e., for selected elements the number of contiguously
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Figure 6-20: The mean annual ANPP for the considered soil types with the anisotropy
ratio aT = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil. The horizontal axes
are the site surface annual irradiance and the global number of upstrean1 contributing
elements. Only a subset of data points is shown, corresponding to those locations
that have the number of contiguously contributing elements ranging from 0 to 1.
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Figure 6-21: The mean annual ANPP for the considered soil types with the anisotropy
ratio aT = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil. The horizontal axes
are the site surface annual irradiance and the global number of upstream contributing
elements. Only a subset of data points is shown, corresponding to those locations
that have the number of contiguously contributing elements ranging from 0 to 1. The
three-dimensional plots are oriented such that the resulting pattern of data points
composes the "E-curve".
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Figure 6-22: The mean annual transpiration for the considered soil types with the
anisotropy ratio ar = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil.
The horizontal axes are the site surface annual irradiance and the global number of
upstream contributing elements. Only a subset of data points is shown, corresponding
to those locations that have the number of contiguously contributing elements ranging
from 0 to 1. The three-dimensional plots are oriented such that the resulting pattern
of data points composes the "e-curve".

contributing elements ranges from 0 to 1). For example, Figure 6-22 shows the tran-

spiration depth per unit area of sloped surface. These three-dimensional plots were

rotated, so that the final orientation displays the annual irradiance at the plot bot-

tom and obtained patterns have the shapes of the "-curve". The same patterns can

be obtained for the annual soil evaporation flux and drainage/capillary rise from/to

the root zone (Figures 6-23 - 6-24). A very important implication of these features

is that the water fluxes at different drainage locations of the terrain can be related

mathematically in a manner similar to expression (6.4).

If the annual net lateral fluxes are plotted, it can be seen that the corresponding

three-dimensional structures are much noisier (Figure 6-25), as compared to those

obtained for the evapotranspiration fluxes and ANPP (e.g., Figure 6-20). To a certain

extent, the noisy behavior can be attributed to the individual element geometry, since

elements that have the same aspect and slope but different flow widths (Appendix D)

would exhibit a difference in the net lateral flux. As the figure shows, the net lateral

drainage is negative for most of the considered elements, which implies the annual loss

of soil water to downstream elements. However, the elements that feature the positive

net lateral flux, do not exhibit a substantial increase in productivity (Figure 6-20).
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Figure 6-23: The mean annual soil evaporation for the considered soil types with
the anisotropy ratio ar = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil.
The horizontal axes are the site surface annual irradiance and the global number of
upstream contributing elements. Only a subset of data points is shown, corresponding
to those locations that have the number of contiguously contributing elements ranging
from 0 to 1. The three-dimensional plots are oriented such that the resulting pattern
of data points composes the "-curve".
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Figure 6-24: The mean annual vertical drainage for the considered soil types with
the anisotropy ratio ar = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil.
The horizontal axes are the site surface annual irradiance and the global number of
upstream contributing elements. Only a subset of data points is shown, corresponding
to those locations that have the number of contiguously contributing elements ranging
from 0 to 1. The three-dimensional plots are oriented such that the resulting pattern
of data points composes the "-curve".
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The latter fact may be related to both the magnitude of the received flux (it does not

exceed more than 6% of the annual precipitation for sandy soil) and its timing (the

bulk surplus of soil water during wetter periods of the early spring and late fall would

not significantly affect the growing season productivity since vegetation biomass is

low during these periods).

It is also relevant for the present analysis to address the characteristics of down-

stream distribution of the mean growing season root moisture. The result of the same

procedure of rotating a three-dimensional plot, analogous to the previously discussed

figures, is shown in Figure 6-26. When compared to the results of the base case sce-

nario (Figure 5-30), it is evident that the absolute magnitudes are not significantly

affected. However, it can also be observed in the figure that more conductive sandy

soil exhibits a sharp decay of the mean soil water content with increasing slope (de-

creasing site irradiance) for sites of the same aspect. This can be best discerned for

north-facing sites, which showed an initial growth of the mean root moisture with

slope in the base case scenario. Such a behavior is clearly related to the process of

the lateral subsurface moisture exchange that rapidly removes soil water excess not

uptaken by grass roots and the downstream locations are thus favored. Another im-

portant implication is that the right-hand side of expression (6.4) can also be used

to relate the mean growing season root soil water at different drainage locations of

terrain.

6.4.1b Analysis of data point subset # 2

The next stage of this analysis considers elements that have the number of contigu-

ously contributing elements larger than one. The number of such elements consti-

tutes approximately 15% and 30% of the total number of computational elements

in the CX and CV domains, respectively. These locations can be assumed to have

the concave plan curvature, since they receive subsurface flow through several sides

of the Voronoi polygon (Figure 5-1) and route their flow in only one downstream

direction. The profile curvature of these locations can be approximately associated

with the change in local slope, ( u - cv), where the bar implies the mean value.
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Figure 6-25: The mean annual net lateral drainage for the considered soil types with
the anisotropy ratio aT = 1000: a.) sandy soil; b.) loamy soil; and c.) clayey soil.
The horizontal axes are the site surface annual irradiance and the global number of
upstream contributing elements. Only a subset of data points is shown, corresponding
to those locations that have the number of contiguously contributing elements ranging
from a to 1.
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Figure 6-26: The rnean growing season root soilrnoisture for the considered soil types
with the anisotropy ratio aT = 1000: a.) sandy soil; b.) loarny soil; and c.) clayey soil.
The horizontal axes are the site surface annual irradiance and the global nurnber of
upstream contributing elernents. Only a subset of data points is shown, corresponding
to those locations that have the number of contiguously contributing elernents ranging
from a to 1. The three-dirnensional plots are oriented such that the resulting pattern
of data points con1poses the "E-curve".
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Figure 6-27: The mean simulated Above-ground Net Primary Productivity for the
considered soil types with the anisotropy ratio ar = 1000: a.) sandy soil; b.) loamy
soil; and c.) clayey soil. Symbols with lighter color denote the data points for the CV
domain, the darker color corresponds to the data points for the CX domain. Only a
subset of data points is shown, corresponding to those locations that have the number
of contiguously contributing elements exceeding 1.

Figure 6-27 illustrates ANPP for these elements. As in the previous discussion, it can

be demonstrated that productivity is strongly associated with both the site annual

irradiance and the contributing area. If another dimension representing the total

number of contiguously contributing elements is added to plots shown in Figure 6-27,

one can immediately realize that the pattern in each of the considered plots is, in fact,

a combination of several overlapping "e-curves". Each of the "-curves" corresponds

to a certain number of contiguously contributing elements. Since, again, the increase

of ANPP is essentially linear between these "-curves", the plots can be rotated to

demonstrate the energy-water controls imposed on vegetation productivity at all con-

vergence levels of subsurface fluxes (Figure 6-28). The obtained patterns exhibit more

noise, as compared to Figure 6-21. Clearly, a combination of several factors affects

the composition of the observed patterns.

The principal controls that impact the above patterns are interpreted using a

subset of data points corresponding to elements with two contiguously contributing

elements. Note that the global number of upstream contributing elements strongly

varies within this subset. Figure 6-29a shows productivity for the selected elements.

Several data points that introduce a clear visible distortion into the "-curve" are

manually identified and highlighted. Figure 6-29b illustrates the distribution of the
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Figure 6-28: The mean annual ANPP for the considered soiltypes with the anisotropy
ratio aT = 1000: a.) sandy soil;b.) loamy soil;and c.) clayey soil. The horizontal
axes are the site surface annual irradiance and the contiguous number of upstream
contributing elements. Only a subset of data points is shown, corresponding to those
locations that have the number of contiguously contributing elements exceeding one.
The three-dimensional plots are oriented such that the resulting pattern of data points
composes the "E-curve".
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natural logarithm of the global surface area AT contributing to elements versus the

corresponding site annual irradiance. As can be inferred from the figure, the visible

deviations of productivity from the "-curve", i.e., substantially different values of

ANPP for elements that have the same aspect and same slope, can be primarily

attributed to the differences in the global contributing area. The discussed example

is another confirmation of the significance of both the global and contiguous flow

convergence levels, previously addressed in Figures 6-18 - 6-19. In order to properly

account for the effects of both convergence levels, a new term needs to be added into

the equation (6.4):

PAN = [fi (log AT)] [f2 (ACU)] x
PAN av,¢V

[91(g ] ( 2) [93 ( )[94 ( 62 ] 5( )

where f2 (ACU) introduces an additional dependence of ANPP on the level of con-

tiguous flow convergence. The above formulation therefore represents a generic rela-

tionship that can be used to relate grass productivity and, apriori, the components

of water balance at different terrain locations for the considered simulation scenario.

Overall, the considered case of high soil anisotropy indicates that the enforced lat-

eral water transfer in landscapes leads to a very. complex structure of dependence of

both the productivity and essential water balance components on terrain attributes.

Nonetheless, the above discussion discriminates the characteristic controlling effects

of terrain features associated with two distinct types of contributing areas, i.e., the

global and contiguous flow convergence levels. Their effects are superimposed when

productivity or water balance components are considered at the basin scale. In addi-

tion to these effects, the site-specific characteristics affecting the incoming radiation

and rainfall further impact the vegetation-hydrology dynamics at any given combi-

nation of site global and contiguous flow convergence levels. The above discussion

suggests that the combined effect of terrain attributes possesses scaling properties al-

lowing to derive a conceptual relationship that links both the productivity and water
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Figure 6-29: Simulation results for sandy soil with the anisotropy ratio ar = 1000: a.)
the mean simulated Above-ground Net Primary Productivity; and b.) the natural
logarithm of the global surface area AT contributing to a given element. Symbols with
lighter color denote the data points for the CV domain, the darker color corresponds
to the data points for the CX domain. The highlighted data points introduce a
clear visible distortion into the "-curve". Only a subset of all data points is shown,
corresponding to those locations that have the number of contiguously contributing
elements equal to two.

balance components at various landscape locations.

6.4.2 Surface sealing and runon

Extremely high rate of lateral moisture exchange is characteristic for systems where

runon can occur. To simulate this process, it is assumed that the soil surface is par-

tially sealed to infiltration during the monsoon months of the growing season (July,

August, and September). This has been shown to be a common phenomena in arid

and semi-arid areas, caused primarily by the high kinetic energy of rain droplets

impacting the soil surface on exposed areas. This process leads to soil matrix com-

pression, dispersion of soil aggregates, and therefore release of fine particles, which

are drawn back into the soil pores (e.g., Moore, 1981; Poesen, 1987, 1992; Howes and

Abrahams, 2003; Ludwig et al., 2005). It is assumed here that infiltration is pre-

vented in the bare soil fraction of any given element and the corresponding fraction

of rainfall depth is simply assumed to become runoff. The produced runoff is allowed
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a.) Base case

ANPP [g C I sq. m ground area]
31.59 - 33.64
33.64 - 35.68
35.68 • 37.73
37.73 - 39.78

_ 39.78 - 41.83
_ 41.83-43.88

b.) Surface sealing with runon

ANPP [g C I sq. m ground area)
13.09 - 23.56
23.56 - 32.58
32.58. 38.69

_ 38.69 - 59.06
_ 59.06 - 94.08
_ 94.08.132.06

Figure 6-30: The mean annual Above-ground Net Primary Productivity simulated
for C4 grass on loamy soil for the CX domain: a.) the base case; and b.) the surface
sealing with runon case. The units are given at the element scale and refer to the
actual inclined ground surface area.

to re-infiltrate at downstream locations.

As can be seen in Figure 6-30, the runon scenario leads to an extremely high

spatial differentiation of grass productivity. When compared to the base case scenario

(Figure 6-30a), one can observe significantly smaller values of ANPP for the hillslope

parts of the terrain and much higher values for the convergent topographic locations.

Clearly, the lateral moisture redistribution causes substantial changes in the overall

catchment vegetation-water-energy dynamics. Non-local features of topography, such

as upstream drainage area and curvature, significantly contribute to the vegetation

spatia-temporal dynamics.

Figure 6-31 uses the same type of plot as Figure 6-18 to illustrate the difference

in effects of the global and contiguous contributing areas. The selected data points

correspond to locations with up to 3 globally upstream elements. As the figure shows,
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the rate at which ANPP grows in downstream locations, is significantly affected by

the level of local flow convergence. For the same number of globally contributing

elements (larger than one), ANPP is significantly higher when the number of elements

contributing their flow on a contiguous basis is equal to the number of elements

contributing their flow on a global basis. As previously discussed and can be noticed

in Figure 6-31, the E-shaped pattern can be consistently fitted to the data points at

every downstream level for the considered range of contributing areas.

The significance of both the global and contiguous flow convergence levels is further

highlighted in Figure 6-32 that shows the grass productivity binned according to the

number of contiguously contributing elements (0 - 4) for any given location. In each of

the bins, the data points are arranged according to the global contributing area, which

grows from the left to the right. As discussed previously, two distinct kinds of ANPP

growth are superimposed in this type of figure: while the grass productivity generally

increases with the level of contiguous flow convergence, marked by the enveloping

curves, the ANPP growth within each of the bins is related to the increasing global

contributing area. Additionally, as was shown for the scenario of high soil anisotropy

and will be demonstrated for the runon case, the local terrain features (i.e., site aspect

and slope) further control grass productivity at each level of the global and contiguous

flow convergence.

Figures 6-33 and 6-34 illustrate the grass ANPP and mean growing season root

soil moisture, respectively, for all considered soil types as three-dimensional plots

where the horizontal axes are the surface irradiance and global number of upstream

contributing elements. Only a subset of data points is shown corresponding to those

locations that have the number of contiguously contributing elements ranging from

0 to 1. Similarly to the previously discussed case of high soil anisotropy, for each

number of upstream contributing elements both the grass productivity and mean

root moisture exhibit a pronounced dependence on site annual irradiance in the form

of the "-curve" pattern. Consequently, this demonstrates that notwithstanding the

extreme nature of assumed lateral water redistribution, aspect and slope are still

among the key determinants of the overall dynamics at each downstream level.
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SANDY soil: runon with surface sealing
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Figure 6-31: The mean annual ANPP for sandy soil (the simulation scenario involves
soil surface partial sealing with runon mechanism). Data for elements with up to 3
globally upstream elements are shown: a.) the number of contiguously contributing
elements is 0-1; and b.) the number of contiguously contributing elements is 0-3 (i.e.,
for each set of elements this number coincides with the number of globally contributing
elements). The symbols of progressively larger size depict the increasing number of
globally contributing elements. The dashed lines were added manually to complement
and connect the data points corresponding to the same number of globally contributing
elements.
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SANDY soil: surface sealing scenario
lAn. -

~v r .~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

1 2 0 . ... . . . . . . . . . . . . . .. . . .... . . . . . . . . . . . . . . . . ... . . . .

s : 1 0 0. .__N 100 .. >-O
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Figure 6-32: The mean annual ANPP for sandy soil (the simulation scenario involves
soil surface partial sealing with runon mechanism). Data points for both domains are
shown. The data are binned according to the number of contiguously contributing
elements ( - 4) and the increasing number reflects the growing level of local flow
convergence. In each of the bins, the data points are arranged according to the global
contributing area that grows from the left to the right.

Furthermore, it can also be demonstrated that aspect and slope control produc-

tivity and water balance components at any level of terrain concavity. Figure 6-35

illustrates the ANPP for the elements that have the number of contiguously con-

tributing elements larger than one. As in the previous case of high soil anisotropy,

if another dimension representing the total number of contiguously contributing ele-

ments is added to plots shown in Figure 6-35, one could observe that the pattern in

each of the plots is, in fact, a combination of several overlapping noisy "-curves".

Each of the "-curves" corresponds to a certain number of contiguously contribut-

ing elements. Apparently, the previously suggested formulation (6.5) that combines

the controlling effects of both the global and contiguous terrain convergence levels

should as well hold for the runon modeling scenario. However, as will be shown in

the following example, an adjustment needs to be made to account for the additional

implications of assumptions of the runon experiment.

The amount of produced grass biomass is determined by the combination of water

and energy inputs at a given terrain location. According to the assumption of the

simulation scenario, the amount of runoff generated at a given element is propor-
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Figure 6-33: The mean annual ANPP for the considered soil types (the simulation
scenario involves soil surface partial sealing with runon mechanism): a.) sandy soil;
b.) loamy soil; and c.) clayey soil. The horizontal axes are the site surface annual
irradiance and the global number of upstream contributing elements. Only a subset
of data points is shown, corresponding to those locations that have the number of
contiguously contributing elements ranging from a to 1.
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Figure 6-34: The mean growing season root soil moisture for the considered soil types
(the simulation scenario involves soil surface partial sealing with runon mechanism):
a.) sandy soil; b.) loamy soil; c.) clayey soil. The horizontal axes are the site surface
annual irradiance and the global number of upstream contributing elements. Only a
subset of data points is shown, corresponding to those locations that have the number
of contiguously contributing elements ranging from 0 to 1.

377



SANDY soil LOAMY soil CLAYEY soil
d AN1 4U . , ,,... 0120 ..~~~~~~12 0 .. .. . . . . -

E loo000

:8 wA -- -- ."''80
0 ...... 
0 -

60-6 960 ...

40_...................._________.............I.... ........ . I

i

100 _

80 ......

60 .......

40 .........
. 120 .. bJ 

5000 6000 7000 8000 5000 6000 7000 8000 5000 6000 7000 8000
Irradiance [MJ m-2 year- 1] Irradiance [MJ m-2 year- 1] Irradiance [MJ m- 2 year- 1]

Figure 6-35: The mean simulated Above-ground Net Primary Productivity for the
considered soil types (the simulation scenario involves soil surface partial sealing with
runon mechanism): a.) sandy soil; b.) loamy soil; c.) clayey soil. Symbols with lighter
color denote the data points for the CV domain, the darker color corresponds to the
data points for the CX domain. Only a subset of data points is shown, correspond-
ing to those locations that have the number of contiguously contributing elements
exceeding 1.

tional to the element's fraction of bare soil, which in a water-limited environment

is higher for locations with higher solar energy input. It can be shown that grass

dynamics at a given site may substantially benefit if its corresponding contiguously

contributing elements receive significantly more solar radiation than the considered

site. For example, Figure 6-36 illustrates the simulation results for sandy soil for a

subset of data points corresponding to the locations that have the number of globally

contributing elements equal to one. The highlighted data points in Figure 6-36a in-

troduce a clear distortion into the ANPP "-curve". As can be seen in Figure 6-36b,

some of the marked deviations in Figure 6-36a can be explained by the differences

in the actual contributing area among the considered set of locations. On the other

hand, it can also be concluded that the higher ANPP (relative to locations with

similar aspect and slope, Figure 6-36c) for a few data points can be explained by

significantly higher solar radiation input at their contiguously contributing elements

(Figure 6-36d). Apparently, this effect is caused by the higher runoff generation at

these elements. Consequently, a new term is added into the equation (6.5) to account
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f[or this effect:

PAN [fl (log AT)] [f2 (ACU)] [f3 (Satu )] x

PAN a~vz, ~v

[g Z (CC)92 ( V ) 93 ((g) 94 (2 ),(6.6)191 2 T2

where f (SfUI ) introduces the dependence of site ANPP on radiation input in con-

tiguously upstream contributing area. Apriori, the above formulation represents a

generic relationship that can be used to relate both the vegetation productiv-

ity and the components of water balance at different terrain locations for all

considered simulation scenarios.

Overall, the above discussion underlines the analogies with the preceding case of

enforced lateral water transfer (the high soil anisotropy), found in the structure of

dependence of both the grass productivity and water balance components on terrain

attributes. The even more apparent superimposed controlling effects of topography

features, associated with the two types of the flow convergence levels (i.e., global and

contiguous) and the site-specific characteristics (i.e., aspect and slope), are empha-

sized. The discussed results, corresponding to extremely high lateral water transfer

in the landscapes, confirm the applicability of the previously proposed generic rela-

tionship that links both the productivity and water balance components at various

landscape locations.

6.5 Summary

This chapter discusses simulation results addressing the sensitivity of vegetation-

hydrology dynamics presented in Chapter 5, referred to above as the "base" case

scenario. The experimental design is subject to modifications in a.) the hydromete-

orological forcing and b.) the processes of lateral moisture transfer.

The first set of experiments explores the impact of the random nature of the rain-

fall vector (i.e., deviation of droplet pathways from the vertical) as well as introduces
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Figure 6-36: Simulation results for sandy soil for scenario that involves soil surface
partial sealing with runon mechanism and re-infiltration. Only a subset of all data
points is shown, corresponding to those locations that have the number of globally
contributing elements equal to one. Symbols with lighter color denote the data points
for the CV domain, the darker color corresponds to the data points for the CX domain.
The highlighted data points introduce a clear distortion into the ANPP "e-curve":
a.) the mean simulated ANPP; b.) the ratio of upstream contributing area to the
element area, AGU/AVR; c.) the mean simulated ANPP excluding the data points
with AGU/AVR > 1.05 and AGU/AvR < 0.95; d.) the ratio of the mean annual
irradiance for contiguously contributing elements to the mean annual irradiance of a
considered element.
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artificial changes to the seasonal precipitation and radiation regimes. The discussion

highlights the importance of proper accounting for the actual distribution of precipita-

tion, i.e., the hydrological rainfall (Section 5.2.3), over complex terrain. Additionally,

the discussion emphasizes important aspects of temporal relationships among the

energy, water, and biomass dynamics, e.g., the existence of periods of radiation lim-

itation and excess that correspondingly affect fluxes of carbon and water dynamics.

The critical role of soil texture type in regulating the spatial and temporal aspects of

coupling between vegetation-hydrology processes is also clearly demonstrated.

The second group of experiments introduces more rapid processes of lateral mois-

ture exchange, as compared to the "base" case scenario. They are implemented

through the high soil anisotropy ratios (a E [100 1000]), the runon mechanism

allowing for re-infiltration process, and the partial surface sealing during growing

season, leading to higher runoff-runon volumes. The cases of enforced lateral water

transfer in landscapes reveal a very complex structure of dependence of both the pro-

ductivity and essential water balance components on the terrain attributes. The anal-

ysis discriminates the characteristic controlling effects of terrain features associated

with two distinct types of the flow convergence levels, i.e., the global and contiguous.

Their effects on vegetation-hydrology dynamics at a given location are superimposed

in combination with the site-specific characteristics (i.e., aspect and slope) affecting

the incoming radiation and rainfall. The presented results suggest that the combined

effect of terrain attributes possesses scaling properties, which allows one to propose a

conceptual relationship linking both the productivity and water balance components

at various landscape locations.
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Chapter 7

Research Summary and

Perspectives for Future Studies

7.1 Summary of results

Vegetation is an important component of terrestrial systems, playing a significant

role in the processes of land-surface water and energy partition. Recent years have

shown significant advances in understanding and quantitative description of interac-

tion between vegetation and various components of climatic forcing and land-surface

processes, giving rise to new subjects, such as ecohydrology. Ecosystems of arid and

semi-arid areas represent a particularly interesting subject for studies, as they com-

prise some of the major biomes of the world often exhibiting a delicate equilibrium

among their essential constituents. In these systems, water is generally considered to

be the key limiting resource. The mechanisms through which water limitation affects

such ecosystems are related to carbon assimilation via the control of photosynthesis

and stomatal closure as well as nutrient assimilation through the control of the soil

mineralization rates. Many important issues depend on the quantitative understand-

ing of dynamics inherent to these ecosystems including human interference, climate

change, environmental preservation, and proper management of resources.

While it is commonly observed that topography strongly affects the state and

spatial organization of vegetation through the regulation of incoming solar radiation
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and lateral redistribution of water and elements (e.g., Florinsky and Kuryakova, 1996,

Franklin, 1998; Meentemeyer et al., 2001; Dirnbock et al., 2002; Kim and Eltahir,

2004; Ben Wu and Archer, 2005; Dietrich and Perron, 2006), a still largely unexplored

area is how plants adjust to these regulating effects relative to their location in a

landscape, what the implications are for the water balance, and whether catchment

vegetation-hydrology dynamics can be generalized in the form of terrain indices. The

aim of this work therefore is: 1) to develop a modeling system that incorporates state-

of-the-art tools to represent vegetation-hydrology interactions in areas of complex

terrain; and 2) to address a number of questions concerning vegetation-hydrology

mechanisms in semi-arid zones. In particular, this research addresses the effects of

topography on vegetation temporal function and spatial distribution.

7.1.1 Modeling system

The system that allows one to model dynamic vegetation in the framework of a hy-

drological model has been described in detail in previous chapters. This system is

composed of several key components: a climate simulator, a spatially-distributed

physically-based hydrological model, the TIN-based Real-time Integrated Basin Sim-

ulator, tRIBS (vanov et al., 2004a; most of the hydrological components however

have been modified in this work), and a model of plant physiology and spatial dy-

namics, VEGetation Generator for Interactive Evolution, VEGGIE. The framework

simulates a variety of processes that manifest numerous dynamic feedbacks among

various components of the coupled vegetation-hydrology system. The following lists

the key features of the developed modeling components.

1. Climate simulator

* several hydrometeorological variables are generated: the incoming short-
wave radiation, rainfall, air temperature and humidity, total cloud cover,
and wind speed;

* the weather simulator of Curtis and Eagleson (1982) is used as the core
framework for the model (a new shortwave radiation model has been intro-
duced; other necessary modifications have also been implemented leading
to a better or more efficient representation of the simulated statistics);
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* the diurnal (hourly) variation of hydrometeorological conditions is mod-
eled;

* consistent time-series of hydrometeorological quantities are simulated: all
major weather variables exhibit an agreed co-variation as the simulator
captures the essential relationships among the meteorological variables of
interest;

* the model is suitable for creating consistent multiple climate scenarios (e.g.,
dry and wet climates) in which changes in the dynamics of a certain meteo-
rological quantity trigger corresponding changes in other related variables.

2. Hydrological model

* a number of biophysical processes are represented: absorption, reflection,
and transmittance of solar shortwave radiation, absorption and emission of
longwave radiation, sensible and latent heat fluxes, and ground heat flux;

* a number of hydrological processes are represented: precipitation intercep-
tion, throughfall, and stem flow, partition of latent heat into canopy and
soil evaporation, and transpiration, infiltration in a multi-layer soil, lateral
water transfer in the unsaturated zone, runoff and runon;

* both vegetated (multiple vegetation types) and non-vegetated surface types
are considered within a given element;

* each patch (vegetated or bare soil) constitutes a separate column upon
which energy and water calculations are performed; the corresponding frac-
tional areas are used to weight the relative contribution of each vegetation
type/bare soil to the element-scale flux values;

* spatial dependencies are introduced by considering the surface (runoff-
runon) and subsurface (in the unsaturated zone) moisture transfers among
the elements, which affect the local dynamics via the coupled energy-water
interactions;

* soil effects are accounted for by parameterizing the thermal and hydraulic
properties that depend on soil's sand and clay content; soils also differ in
color, which is reflected in the values of soil albedo;

* the models of biophysical processes operate at the hourly time scale, the
processes of infiltration, lateral moisture transfer, and runoff (runon) use
a finer time step (7.5-15 min.).

3. Vegetation model

* a number of biochemical processes are represented: photosynthesis and pri-
mary productivity, stomatal physiology, plant respiration, tissue turnover
and stress-induced foliage loss, carbon allocation; vegetation phenology
and plant recruitment are also simulated;

385



* the model allows simulation of the transient response of vegetation to hy-
drometeorological forcing and moisture redistribution in a natural system,
while explicitly accounting for the effects of two limiting factors: water
and light;

* several plant functional types can be simultaneously present in a given
computational element; the above-ground competition for light is treated
as the competition for available space, while the below-ground competi-
tion for water is described through the differences in plant water uptake
properties and features of rooting profiles;

* a more elaborate scheme of plant competition for light, which would assume
radiative shading by taller species, can be easily incorporated based on the
current framework; the currently implemented approach is more suitable
for arid and semi-arid areas of sparse vegetation.

The model parameterization is verified against field observations for C4 grass in the

semi-arid environment of central New Mexico. The results of numerical experiments

provide sufficient evidence that the coupled vegetation-hydrology model is capable of

producing consistent results that corroborate field-observed data. The same parame-

terization of C4 grass was used to address the spatial aspects of vegetation-hydrology

dynamics and investigate the effects of topography on vegetation dynamics in semi-

arid areas.

7.1.2 Topography effects on vegetation and hydrology

The climate corresponding to Albuquerque (NM) was selected as representative of

a semi-arid area. The weather generator was employed to generate the long-term

time-series of hydrometeorological forcing variables. The experiments were done on

two small-scale synthetic domains (each is -4 km 2 in area) that exhibit significant

differences in the hillslope characteristics. The dimensions of a typical element are

approximately 30 m x 40 m. A full range of transient vegetation dynamics was sim-

ulated for a typical annual C4 grass assumed to grow on three different soil types:

sand, loam, and clay. The linkages between terrain attributes and patterns of C4

grass productivity and water balance components were examined for conditions of

negligible and significant lateral transfer of water based on 50-year long simulations.
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The base case scenario considers isotropic soils and assumes the subsurface gravity-

driven moisture flux to be the only mechanism of lateral water redistribution. This

study found that under the conditions of such a scenario the moisture exchange in

the domains was negligible for all soil types. Therefore, the vegetation-hydrology

dynamics were assumed to be spatially-independent. The local terrain features, as-

pect and slope, are the key determinants of the overall dynamics at any given site.

Consequently, the study argued that most of the vegetation-hydrology mean state

variables could be simply considered as a function of these topographic attributes.

One convenient measure of both aspect and slope is the site annual shortwave irradi-

ance. For instance, both the Above-ground Net Primary Productivity (ANPP) and

water balance components during the growing season, when considered as a function

of site surface irradiance, comprised a characteristic shape referred to previously as

the "-curve". The "-curve" pattern is the resulting compound outcome of dynamics

that involve water and energy interactions, as mediated by vegetation function and

affected by the soil hydraulic properties.

In conditions of the base case scenario, certain topographic locations may favor

vegetation development, as compared to a flat horizontal surface not affected by

the lateral effects such as radiative shading, moisture transfer in the unsaturated

zone, or runon. These locations were associated with sites of northerly aspect with

surface slopes within a narrow range of magnitudes. Contributions from both the

water and radiation forcings were discussed to explain the existence of these niches.

Favorable conditions for plant development were attributed to a compromise between

low water stress and high productivity. This conclusion was drawn from the simulated

spatial distribution of stress characteristics that exhibit least extreme values at terrain

locations similar to those that feature maximum ANPP. Furthermore, a conceptual

procedure was used to partition the aspect-slope pseudo-space into the regions of

dominant influence of the forcing using the mean root moisture during growing season

as a representative characteristic of site favorability to grass. In these delineated

regions, either rainfall insufficiency or radiation excess impose predominant conditions

on grass performance. In addition, regions of topographic "favorability" to vegetation
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and regions where moisture limitation constrains its function were identified.

The sensitivity of results was further investigated relative to modifications in the

meteorological forcing and the dominant mechanisms of lateral water transfer. In

the first set of experiments, the impact of the random nature of the rainfall vec-

tor (i.e., deviation of droplet pathways from the vertical) was explored, highlighting

the importance of proper accounting for the actual distribution of precipitation (the

hydrological rainfall) over complex terrain. A critical slope ao was introduced to

account for randomness in the precipitation forcing, such that for sites with surface

slope av < a, the same rain depth (per unit actual surface area) was assumed as

for a horizontal surface. Maximum grass productivity was still associated with north-

facing sites receiving less solar radiation. While soils of finer texture (loam and clay)

showed a consistent expansion of the "favorability" region with the growing a', the

maximum grass productivity for sandy soil was essentially insensitive to the change

in ao, implying a decrease in the relative benefit of the radiative shading by slopes of

northerly aspect. As was argued, Photosynthetically Active Radiation (PAR) became

a limiting factor in this case.

Additionally, artificial changes to the seasonal precipitation and radiation regimes

were introduced. The study further emphasized the important aspects of temporal

relationships among energy, water, and biomass dynamics; for instance, the discussed

simulations demonstrated the existence of periods of radiation limitation and excess

that correspondingly affect vegetation dynamics. The results also unequivocally il-

lustrated the critical role of soil texture type in regulating the spatial and temporal

aspects of coupling between vegetation-hydrology processes that lead to characteristic

differences in response to the same hydrometeorological forcing.

In the second set of experiments, more rapid processes of lateral moisture exchange

were introduced, as compared to the base case scenario. They were implemented

through high soil anisotropy ratios (ar E [100 1000]), the runon mechanism allow-

ing for re-infiltration process, and the partial surface sealing during growing season,

leading to higher runoff-runon volumes. These cases of enforced lateral water transfer

in the two landscapes revealed a very complex structure of dependence of both the
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productivity and essential water balance components on the terrain attributes. The

analysis discriminated between the characteristic controlling effects of terrain features

associated with two distinct types of the flow convergence levels, i.e., the global and

contiguous. At any given location, their effects on vegetation-hydrology dynamics are

superimposed in combination with the site-specific characteristics (i.e., aspect and

slope) that affect the incoming radiation and rainfall. The results suggest that the

combined effect of terrain attributes possesses scaling properties, which allows one to

propose a conceptual relationship linking both the productivity and water balance

components at various landscape locations. The relationship can be expressed as a

function that combines local and global terrain properties.

Overall, the results highlight the interplay among the vegetation-water-energy pro-

cesses that lead to extreme non-linearity of the hydrological dynamics and complexity

of the vegetation temporal function and spatial distribution in semi-arid areas. This

research addresses the effects of topography in creating the niches of higher/lower

favorability to vegetation and the principal factors that impact/constrain the magni-

tude of influence by terrain attributes.

7.2 Critical assumptions of the study

Any modeling study inherently contains a number of assumptions. The most critical

assumptions of this work are summarized below.

1. Climate simulator

* Atmospheric radiative transfer model: The ozone amount in the vertical
column uo, the spatial average regional albedo pg, and the Angstr6m tur-
bidity parameters a and are all assumed to be seasonally constant. For
the considered location (Albuquerque, NM), u = 0.34 cm, p = 0.10,

= 1.3, / = 0.017. Note that only /3 was considered to be a calibra-
tion parameter. Also, in the presented work, the precipitable water wp
was estimated from the simulated dew point temperature, according to an
empirical model of Iqbal (1983) (Appendix A). Generally, it should be
obtained from measurements at meteorological stations;

* Shortwave radiation model - cloudiness effects: The cloud total vertical
liquid water path, LWP, is used in the model, which is defined as the
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integral of the liquid water content, LWC, from the cloud base to the
cloud top. In this work, a seasonally-varying value of LWP for overcast
conditions was used to account for the different cloud structure and origin
during different periods of the year. Furthermore, it was assumed that the
liquid water path for any sky condition can be defined as a non-parametric
function of the value for overcast conditions (Section 2.3.2). The actual
advantage of using LWP, however, is in the capability of obtaining this
quantity from satellite microwave radiometry.

* Shortwave radiation model - shading effects: The factor that reduces the
direct beam flux due to "distant-shading" from the surrounding topogra-
phy, WBH, was assumed to be equal to '1' in this work. However, WBH
can be significantly different from unity in mountainous terrain. In order
to describe such an effect, an hourly sun view factor needs to be estimated
for each location in a given domain. Obviously, the factor needs to be
seasonally-varying since the sun altitude varies throughout the year.

* Rainfall model: As was emphasized in the preceding chapters, one of the
apparent shortcomings is that the rectangular pulse rainfall model, used
to force the simulated dynamics, rarely generates precipitation events of
high intensity since uniform intensity is assumed for each generated precip-
itation event. This leads to negligible runoff production for most natural
soil types. Additionally, rain is assumed to fall in the vertical direction,
which leads to a cosine projection of rainfall depth on a sloped surface. No
random perturbations in the rainfall vector are considered.

* Cloudiness model: The central assumption made in the model of Curtis
and Eagleson (1982) is that there is a loosely centered sub-region around
the midpoint of the interstorm period in which the cloudiness process can
be assumed stationary. Sometimes, passing atmospheric precipitation sys-
tems do not necessarily result in rainfall at a given location. However, the
cloud cover process is obviously non-stationary during such periods. The
discussed approach cannot identify such periods, which would, perhaps,
require auxiliary information about cloud vertical structure and spatial
information about the precipitation process. In the discussed verification
results, the transition function for certain months was not adequately rep-
resented, which was partly attributed to this feature. Also, the decay
coefficients, and 7, controlling the transition rates of cloudiness from the
boundaries (end/beginning of precipitation events) to/from the region of
"fairweather", were assumed to be equal in the this model implementation.

* Air temperature model: As compared to the model of Curtis and Eagle-
son (1982), the current formulation (equation (2.46)) of the change in the
hourly air temperature excludes the terms that represent the effects of
ground temperature, wind speed, and wind direction. For certain loca-
tions, where the data on the ground temperature are available or where
a sudden advection of air masses may significantly contribute to the air
temperature dynamics, these terms should be represented.
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* Dew temperature model: A much simpler model (as compared to the ap-
proach of Curtis and Eagleson (1982)) of daily dew point temperature is
implemented, based on the adjustment of the minimum daily temperature.
The approach uses an expected value of cloudiness for the coming day to
estimate an empirical adjustment factor of Kimball et al. (1997), which
is applied to the minimum daily temperature. Taking into account the
overall importance of proper simulation of air humidity, the simulator may
need a more sound approach instead.

* Mind speed model: The model parameters (Ws, 2 , s(l), and %, see
Section 2.8) were assumed to be time-invariant over the entire simulation
period. Apparently, for some locations this constraint needs to be relaxed.

2. Hydrological model

* Ground albedos: The ground albedos are assumed to be independent of the
type of incident radiation: cgA = CegA .

* Canopy radiative transfer model: Leaf and stem area indices, L and S,
are defined in the units of [m2 leaf/stemarea m - 2 groundarea], where
horizontal ground area is assumed. The model, however, estimates these
indices relative to the direction normal to the element surface. If an el-
ement is sloped, this creates a certain inconsistency. However, it can be
attributed to an overall significant uncertainty concerning leaf orientation
in space.

* Soil surface and canopy resistances and energy balance: The soil surface
resistance, rsrf, assumed to take into account the impedance of the soil
pores to exchanges of water vapor between the first soil layer and the
immediately overlying air, is a highly empirical function of the surface
soil moisture. Various forms of dependence have been suggested with no
apparent advantage of one form over the other. In parameterizing heat
transfer in conditions of free convection, a highly empirical bulk transfer
coefficient is used, which has not been sufficiently tested. The understory
ground and canopy heat fluxes are assumed to be independent. The aero-
dynamic resistance to the heat fluxes is parameterized only as a function
of plant height. The amount of foliage biomass currently to not affect the
aerodynamic resistance.

* Soil temperature: Single soil temperature Tg is estimated for both bare
soil and understory ground. Evidently, during day light hours, bare soil
patches can be much warmer than shaded understory areas. Temperature
distribution with soil depth is not computed and the root zone temperature
Toil is assumed to be the mean value of the vector of surface temperatures
Tg (see Section 3.6.4).

* Canopy temperature: The energy partition at the canopy level is based
on the separate treatment of the assimilation rates and stomatal conduc-
tances for sunlit and shaded leaves. However, the same leaf temperature
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is assumed for both layers, which can be a strong assumption for some en-
vironments: direct sun shine heats leaves more than the scattered light in
the shade, and therefore sunlit leaves can be several degrees warmer than
shaded leaves. Also, single canopy temperature is estimated although sev-
eral vegetation types can be present within a given element.

* Model of infiltration, root water uptake, and surface-subsurface exchange:
The implemented model of infiltration permits lateral moisture redistribu-
tion in the direction of steepest decent only (direction p in Figure 3-1).
Gravity-driven flow is assumed. When transpiration sinks are specified for
the unsaturated zone, the root biomass profile (3.1) is assumed to be given
in the direction normal to the element surface. While for shallow-rooted
vegetation (e.g., grasses) this should not introduce significant differences
with respect to the root zone specified for the vertical direction, the impli-
cations for deep-rooted species can be more substantial.

* Groundwater No groundwater effects are considered in the current ver-
sion of the model. Coupling the processes in the unsaturated zone to a
groundwater module is required.

3. Vegetation model

* Vegetation representation: In order to represent the differences among var-
ious plants, the model operates with the concept of plant functional type
(PFT). This concept allows combining species with similar characteristics
into the same groups. Each vegetation patch, while co-occurring in the
same element, constitutes a separate column upon which energy, water,
and carbon calculations are performed.

* Photosynthesis and stomatal resistance model: The expression for a heuris-
tic factor /3T that limits photosynthesis depending on the soil moisture dis-
tribution in the root zone is a highly empirical function. Various forms of
the soil moisture control of plant photosynthesis have been suggested with
no apparent advantage of one form over the other. Also, several alterna-
tive methods of scaling fluxes from leaf to canopy level exist. The selected
method assumes that scaling is performed when the limiting rates Jc, Je,
and J, are computed.

* Nitrogen limitations: Nitrogen dynamics are not accounted for in the cur-
rent model implementation. However, if vegetation dynamics are addressed
for a humid environment, nutrient pools of major compartments and soil
will need to be considered. Since the maximum photosynthetic rate, Ru-
bisco enzyme, electron transport rates, and respiration rate have been
shown to co-vary with leaf nitrogen content, a nitrogen profile in the canopy
is assumed. The central assumption is that leaf nitrogen content acclimates
fully to prevailing light conditions within a canopy and is proportional to
the radiation-weighted time-mean profile of PAR. A simple exponential
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description of radiation attenuation is used to describe the profile of PAR
with the time-mean PAR extinction coefficient K (see Section 4.4.1).

* S:!ress-induced tissue loss: Since no mechanistic model exists describing
plant response to drought/cold conditions, heuristic functions of foliage
loss are assumed (see Section 4.4.3). Many plants may also reduce biomass
of other tissues (e.g., fine roots) in response to stress. This, however, is
not represented in the current version of the model.

* Vegetation phenology model: For deciduous trees and shrubs, a period of
maximum growth is assumed following dormant state. When trees/shrubs
enter the maximum growth state, the preferred allocation is made to leaves.
When a critical amount of foliage is attained (40-50% of the maximum LAI
a given stem and root biomass can support according to equation (4.58)),
vegetation transitions to normal growth stage and assimilated carbon is
also allocated to sapwood and roots. Also, for consistent estimation of a
number of statistics, PFTs are assumed to be in dormant state at least
once a year.

* Vegetation structural attributes: The vegetation fraction for all species is
the same as the fractional projective cover of canopy of an "average" in-
dividual (for grasses, only one individual is assumed), scaled to the pop-
ulation level for a given element. Since the vegetation fraction is also
used in estimating the element-scale hydrological quantities, such as the
latent heat flux/transpiration, the same fraction is simultaneously associ-
ated with the below-ground fraction of lateral spread of roots. For woody
species, the stem area index Sind of an "average" individual is assumed to
be 25% of its leaf area index Lind. Also, dynamics of the plant height Hv
for woody species needs to be developed. A suitable approach is the "pipe
model" of Shinozaki et al. (1964).

* Plant recruitment, growth seedling: As an additional mechanism to carbon
uptake by existing canopy, recruitment from seeds introduces new biomass
into the vegetation system. A current limitation of the model is that only
herbaceous species can regenerate through seeds. Seed germination and
seedling establishment represent functions of favorable temperatures and
sufficient amounts of water at appropriate depths in the soil profile and
at certain times during the year. Seed dispersal mechanisms are not con-
sidered and seeds are assumed to be present in soil in sufficient quantities
to result in the new biomass corresponding to leaf area index L = 0.0025,
which is added to the foliage pool of a given grass type during the recruit-
ment event (the recruitment root biomass is calculated from the allometric
relationship (4.58) and is added to the grass root pool).

* Root biomass profile: One of the major assumptions made in the model
is the time-invariance of the root distribution profile and its in-
variance among the soil types. It is recognized that the root biomass
distribution reflects the adaptive properties of vegetation dynamics to soil
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water and temperature stress, which are characteristic for a given soil
type. Consequently, the simulated grass dynamics are affected, exhibiting
distinct differences among the considered soil types.

* Competition of plant types for resources: Only C4 grass is used in the
study to represent the vegetation dynamic behavior. No effects of plant
interaction are therefore introduced, which could significantly modify the
observed patterns. Furthermore, if several plants co-exist in the same
computational domain, the model assumes that plants do not explicitly
compete for light and water, i.e., the respective location of PFTs to each
other and the effects of shading are not explicitly considered. Instead, these
effects are accounted for in an implicit fashion. Plant water uptake prop-
erties and the characteristic features of the rooting profiles translate into
PFT's differences in ability to access soil moisture and, therefore, impose
the competition for available water. Above-ground competition for light
is treated as the competition for available space and is determined from
PFT's success to produce biomass. Obviously, the latter form of interac-
tion among PFTs is only applicable to ecosystems with sparse vegetation,
where the effects of plant shading are minimal. A more comprehensive ap-
proach to representing the competition for light in densely vegetated areas
would need to explicitly consider the vertical structure of vegetation orga-
nization, i.e., representing the foliage layers of upperstory and understory
species.

The net effect of most of the above assumptions should not have a significant impact

on the modeled processes and major conclusions of the study. However, a comprehen-

sive sensitivity study can be suggested. It is also highly advisable to substitute some

of the heuristic/empirical formulations of the current implementation with models

that feature a more solid mechanistic basis.

7.3 Future directions

As follows from the preceding section, the employed modeling system contains a

number of assumptions. Relaxing or modifying some of them may represent a topic

for fruitful research on its own. In the following, several primary potential research

directions are outlined and grouped according to the nature of processes involved.

1. Meteorological forcing

* Rainfall and shortwave radiation: A more complex model of rainfall forcing
can be introduced to represent: a.) intra-storm variability of rainfall inten-
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sity and b.) the randomness of the rainfall vector (i.e., to representation of
rain directions and angles that depend on wind characteristics). A study
can be suggested to address the relative role of rainfall time/space variabil-
ity in facilitating/weakening niches of vegetation favorability. Also, a more
comprehensive study on the impact of changes in the rainfall seasonality
can be suggested.

* Shortwave radiation: Only self-shading effects of terrain on the incoming
radiation were considered in the discussed study. However, the surround-
ing topography may also exert the effects of "distant-shading", leading to
specific implications for vegetation-hydrology dynamics in certain locations
of the watershed terrain. The scale of topography representation becomes
an important factor in this case.

2. Atmosphere biochemistry and climate change

* C 2 concentration: The present background atmospheric CO2 concentra-
tion was assumed in the presented study: a = 340 X 10-6 Patm Pa (Patm
is the atmospheric pressure at the ground level). A further study can be
suggested to investigate the linkages between vegetation and hydrology
systems in conditions of the predicted rise of the background CO2 concen-
tration.

3. Soil biochemistry / landscape geomorphology

* Soil nutrients: Since the model development was tailored to applications
in arid and semi-arid areas, where water constitutes the major limiting
resource, mineralization rates/nutrient supply were assumed to be directly
dependent on water availability. Nutrients therefore were not tracked in
the vegetation compartments. A further study can address the importance
of possible nutrient limitations imposed by soil mineralization rates.

* Soil development and geomorphological processes: Natural landscapes rep-
resent manifestations of dynamic interactions among climatological, hy-
drological, vegetation, geomorphological, and soil processes. While the
importance of coupling among these processes has long been recognized
for studying a number of fundamental questions in geomorphology, ecohy-
drology, and soil science, few examples of explicit linkages exist. Further-
more, such approaches are typically over-simplified and based on heuristic
rules rather than the actual description of physical processes involved. A
prospective study can be suggested to focus on aspects of erosion process
and landscape evolution in conditions when vegetation-water-energy-soil
dynamics are directly accounted for. For example, as demonstrated in this
work, hillslopes of different aspects in semi-arid areas may feature signifi-
cant differences in growing season biomass and litter accumulation. While,
on one hand, the apparent differences in erosion susceptibility may promote
distinct hillslope evolution regimes, on the other hand, the differences in

395



thickness and organic content of the soil mantle may favor different plant
types. Does vegetation, therefore, actively adjust landscape geomorphic
processes to foster itself, thereby introducing self-sustained effects? Con-
sequently, of extreme importance are the questions that address aspects
of response/sensitivity of eco-hydro-geomorphic system to disturbances in
tectonic processes.

4. Perched saturated zone

* The role of impermeable soil horizon: Soil properties have a major influence
on the partitioning of rainfall into infiltration and runoff. Soils develop-
ing in semi-arid climates are characterized by the accumulation of calcium
carbonate, which forms a distinct white layer of calcic horizon within a
soil. Several studies have shown that the primary source of the calcium
carbonate is from atmospheric dust and dissolved rainwater (Gile et al.,
1961). The calcic horizon within a soil column acts as an impermeable
layer to infiltrated water, which may theoretically lead to the formation of
temporary perched saturated zone from storms of significant magnitude.
Furthermore, limited water loss to soil lower layers may introduce addi-
tional effects in the partition of soil moisture into soil evaporation and
transpiration components. The discussed study assumed 1.8 m soil col-
umn with no irregularities in the conductivity profile (except for the case
of surface sealing scenario) and free gravitational drainage at the column
bottom. The impacts of shallow ( 0.5 m) impermeable calcic horizon on
vegetation function can be therefore addressed in future studies.

5. Spatial composition and plant co-existence

* Semi-arid areas of tree-grass co-existence: Only C4 grass was used in this
study. Major biomes of semi-arid areas, however, exhibit a delicate co-
existence of several plant life forms: trees, shrubs, and grasses. The mech-
anisms that regulate the stability of such ecosystems are not fully under-
stood and only a limited number of studies have attempted to address
the problem from a numerical perspective. The following fundamental
questions can be investigated in future studies: Given climate, soil, and
topography, is there a preferential spatial state in the vegetation system?
If so, does it possess any global properties? Are these properties invariant
across different landscape geometries and soil textures? What governs the
spatial composition of vegetation in water-limited ecosystems? Can coex-
istence of different species be explained by different water use niches? Or
do natural disturbances define the natural composition?

6. Dynamic vegetation

* Dynamic roots: As pointed out previously, the root biomass distribution
reflects the adaptive properties of vegetation dynamics to soil water and
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temperature stress, which are characteristic for a given soil type. While
this study assumed static root profiles, there is a potential to investigate
the role of adaptive features of roots in regulating water and nutrient
fluxes and whether they would significantly modify the obtained results.
A study can be suggested that would feature dynamic coupling between
the processes in the above- and below-ground biomass. The study would
investigate the rules of adaptation of root systems to environmental stress
with important implications for ecohydrological modeling.

* Dynamic nature of plant function: In most previous studies, vegetation
has been assumed to be a static or known surface condition. Only recently
the hydrologic community started gaining insight of how the dynamics
of vegetation impact the seasonal, annual, inter-annual and longer-term
behavior and variability of the hydrologic and energy cycles. While it is
becoming more evident that vegetation is the often-ignored component,
a number of open questions exist as to exactly how and when vegetation
dynamics are important to be explicitly accounted for in hydrological and
hydroclimatological studies: How important is a dynamic (vs. static) rep-
resentation of vegetation in quantifying the response of the hydrologic and
energy cycles to variability in climate? What is the role of vegetation in
the partitioning of water and energy in dry and humid climates? Does
vegetation attenuate/buffer or enhance the sensitivity of water and energy
cycles of the land-surface to climate variability?
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Appendix A

Clear sky atmospheric

transmittances for beam and

diffuse radiation

The discussed model formulates the radiative transmittances (considered for both

beam and diffuse radiation) for separate atmospheric extinction layers: ozone ab-

sorption (the subscript 'O' in the following), Rayleigh scattering (the subscript 'R'),

uniformly mixed gases absorption (the subscript 'G'), water vapor absorption (the

subscript 'W'), and aerosol scattering and absorption (the subscript 'A'). Two

bands of solar spectrum are considered: the ultraviolet (UV) / visible (VIS) band,

BA1, [0.29 pm - 0.70 Aum], where ozone absorption and molecular scattering are

concentrated, and the infra-red in near and short wavelength range (NIR), BA2,

[0.70 um 4.0 um], where water and mixed gases absorptions are concentrated.

The model was derived by Gueymard (1989) and reproduced here for reference.

A.1 Direct beam irradiance

The ozone transmittances, Toi [-], for the two considered bands are calculated as

To1 = 1-e - 2 5686+ 0 .6706 n(muo) (A.1)
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To2 1.0, (A.2)

where uo [cm] is the ozone amount in a vertical column and mO is the ozone mass:

13.5
m° (181.25 sin 2 he + 1)0.5 (A.3)

where he [radian] is the solar altitude (Section 2.3.1). Van Heuklon [1979] provides

an approximation for seasonal changes of Uo as a function of geographic location and

day of the year. However, a constant value is used in this work equal to 0.34 [cm].

The transmittances corresponding to Rayleigh scattering, Toi [-], are

TR1 = e mR ORAl (A.4)

TR2 = 0.999523 - 0.010 2 74 mR + 7.375 x 10-m , (A.5)

where mR is the absolute optical air mass and CRA1 is the Rayleigh spectral optical

thickness. The former variable is defined as

mR = (P/po)mair, (A.6)

where mair is the relative air mass that depends on the solar altitude he (hDe is used

below to denote the solar altitude expressed in angular degrees):

1

air sin he + 0.15(hDe + 3.885)-1 253' (A.7)

and (P/Po) is a correction for the difference in pressures at the watershed (p) and sea

level (po) for a given mean basin elevation Zbas [m]:

(P/Po) = e - z bas/84 34 '5 (A.8)

The term RA1 is estimated as a function of the optical air mass mR:

= 1 - e(-0.24675+0.0639 In(l+mR)-0.00436 In2 (1+mR)) (A.9)
O-RA I -- e - 0 2 6 5 0 6 3 2(A9
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The transmittances corresponding to the absorption effects by the uniformly mixed

gases (mainly 02 and CO 2), TGi [-], are estimated as

TGXA1 = 1, (A.10)

TGA1 = 0.9776-0.00 9 41nmR - O.OOl91n 2 mR. (A.11)

The water vapor transmittances, Twi [-], are given as

TW1 = 1.0, (A.12)

TW2 = 0.8221-0.05191nuw -0.00331nuw, (A.13)

where uw = mwwp, 0.1 < uw < 100 [cm], wp [cm] is the precipitable water and mw

is the water vapor optical mass:

1

mw = sin h + 0.0548(hDoe + 2.65)-1 452 (A.14)

The precipitable water wp can be obtained from measurements at meteorological sta-

tions. In the presented work, it is estimated from the simulated dew point temperature

(Section 2.7.1) according to an empirical model of Iqbal (1983):

Wp = eO07Tdew-0.075 (A.15)

The average aerosol transmittances, TAi [-], are estimated for each band i as

TA = e-mAiAei (A.16)

where mA is the aerosol optical mass, Aei is the effective wavelength for band Bi, and

oi and i3 are the Angstr6m turbidity parameters. The expression (A.16) is derived

for 0.05 < mA3 < 8 and 0.5 < a < 2.5.

Similar to water vapor, most of the aerosols are concentrated in the first two or

three kilometers above sea level. Therefore, it is assumed that the aerosol optical
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mass mA is equal to the water vapor optical mass, mw (A.14) (Gueymard, 1989).

The turbidity parameter /3 is a function of aerosol loading of the atmosphere.

It is around 0 for an ideal dust-free atmosphere, while values greater than 1 have

been estimated in extremely turbid environments. Mean monthly values of 3 are

tabulated for various stations (Iqbal, 1983). For hourly calculations, a relationship

between 3 and visibility may be used since the latter is often available (Iqbal, 1983).

In this work, the parameter /3 is considered as one of the calibration parameters of

the discussed atmospheric transmittance model and is assumed to be the same for

both bands. It is also assumed to be seasonally constant.

The turbidity parameter ca is a function of aerosol size: low values of a correspond

to large particles and large values of a correspond to small particles. In most studies,

however, a seasonally constant value a = 2 = 1.3 is assumed (Gueymard, 1989).

This same value is also used in the following.

The effective wavelength Aei for band Bi is estimated as:

Aei - aio + ailuA + ai2uA, (A.17)

where

UA = n( + ma/3 ), (A.18)

a10 = 0.510941 - 0.028607a1 + 0.006835a, (A.19)

al l = -0.026895 + 0.054857al + 0.006872a2, (A.20)

al2 = 0.009649 + 0.005536a 1 - 0.009349a 2, (A.21)

a20 = 1.128036- 0.0642a 2 + 0.005276a , (A.22)

a2 = -0032851+ 0.036112a2 + 0.005066a , (A.23)

a22 = 0.027787 + 0.064655a22-0.021385a . (A.24)

As follows from the outlined above model, the following variables are required for

estimation of Toi, TRy, TGj, Twi, and TA2 : h [radian], uo [cm], Zbas [m], wp [cm], ao

[-], and /3 [-]. As specified above, variables uo and a are assumed to be constant,
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variable Zbas is estimated as the mean catchment elevation, variables he and wp are

updated dynamically from the simulation of the Sun position (with respect to the

central point of a given watershed, Section 2.3.1) and simulation of air humidity

(Section 2.7.1), respectively. is assumed to be the model calibration parameter

(Section 2.3.2).

A.2 Diffuse irradiance

The diffuse irradiance at the ground level in the discussed model is estimated assuming

that some fractions of Rayleigh (molecular), BR, and aerosol, BA, scattered fluxes

(A.1) are directed downwards:

BR = 0.5, (A.25)

BA = 1 -e (-0.6931-1.8326sin h) (A.26)

Both considered scattered fluxes are further assumed to undergo absorption by the

aerosols (Gueymard, 1989).

The aerosol transmittances due to scattering, TASi, and absorption, TAai, are esti-

mated as

TAsi - ewAi lnTAi (A.27)

TAi
TAai- TAs (A.28)

where WAi is the aerosol single-scattering albedo, a function of the aerosol optical

characteristics, which varies with the origin of air masses and pollution levels, among

other factors. Gueymard (1989) provides a set of values for different standard aerosol

characteristics. These values are reproduced in Table A.1 for reference.

The sky albedo (Section 2.3.1), si, results from the reflectance of the diffuse flux

emanating from the ground on the scattering layers (molecules and aerosols). It is
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Table A. 1: Band-average values of the single-scattering albedo for
aerosol (after Gueymard (1989)).

different types of

Band / Aerosol Maritime Rural average Rural urban Urban average Urban polluted

type

[0.
2 9

pm. 0.
7

0 m] 0.965 0.931 0.865 0.800 0.667

[0.70 m. 2.70 pm] 0.913 0.832 0.754 0.676 0.518

[0. 2
9 pm±. 2.70 m] 0.940 0.883 0.811 0.740 0.595

expressed as:

Psi = [(1 -B)(1- TRi) + (1- B)(1- Tsi)TRi]TGiTiTAai.R~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~. A LWi- (A.29)

The primes in the above equations indicate that the values are computed for the effec-

tive value of the relative optical masses equal to 1.66 (Gueymard, 1989). Equations

from Section A.1 are used for these purposes assuming mR = mw= mA = 1.66.

The back-scattered diffuse flux component is a rather strong function of the spa-

tial average regional albedo (Section 2.3.1), pg [-], another parameter used in the

estimation of the diffuse irradiance. Pg is assumed to be wavelength independent

with typical values around 0.10-0.25 for snow-free environments. In the discussed

framework, pg is assumed to be constant for a considered domain.
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Appendix B

Cloud transmittances for beam

and diffuse radiation

According to Stephens (1978), the optical thickness, wTN, is one of the most important

parameters needed to describe the radiative properties of clouds. Approximate range

for TN is 5 < TN < 500. By considering a set of "standard" cloud types, Stephens

(1978) derives that TN can be approximately parameterized in terms of the effective

radius of cloud-droplet size distribution, r [m], and liquid water path, LWP [g m-2 ]:

TN 1.5 LWP (B.1)
re

Liquid water path can be formally defined as the integral of the liquid water content

from the cloud base to the cloud top. By considering two spectral intervals [0.30 pm +

0.75 jm] and [0.75 pm + 4.0 jm] for the set of "standard" cloud types, Stephens

(1978) also derives the following relationships:

log1 0(TN1) = 0.2633 + 1.70951n(og 10(LWP)), (B.2)

log1 0(TN2) = 0.3492 + 1.65181n(log 1 0(LWP)), (B.3)

where expression (B.2) refers to the first considered spectral band, where absorption

by cloud droplets is extremely small, and expression (B.3) refers to the second band,
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where absorption is significant. It follows from equations (B.1), (B.2), and (B.3) that

the knowledge of LWP allows one to obtain an approximate estimate of r. Slingo

(1989) introduced a parameterization that provided a more accurate estimate of cloud

radiative properties based on re. This parameterization is used in the following.

Slingo (1989) considered four spectral bands, one in UV/VIS and three in NIR

wavelength intervals: [0.25,um 0.69,um], [0.69,m 1.19um], [1.19[m 2.38[m],

[2.38 ,um - 4.0 m] with the following respective fractions k, j = 1, . . ., 4 of solar irra-

diance at the top of the atmosphere in each band: 0.46628316, 0.31963484, 0.180608,

0.033474. Following the parameterization of Slingo (1989), cloud transmittances and

reflectances are estimated separately for each of these spectral intervals. The radia-

tive fluxes computed for these four bands are then scaled to the two principal bands

B^A, i = 1,...,2, [0.29/um + 0.7 um] and [0.70 pm + 4.0pm], considered in the

presented framework (Section 2.3.1).

B.1 Direct beam irradiance

For a given spectral interval, the single scattering properties of typical water clouds

can be parameterized in terms of the liquid water path (provided r is known):

rj = LWP(aj + ), (B.4)

si = 1-(C s +djre), (B.5)

g = e + fjre, (B.6)

where rT is the cloud optical depth, 63i is the single scatter albedo, gi is the asymme-

try parameter, and a, bj, c, dj, e, fj are the coefficients of the parameterization

(provided in Table B.1). For clarity, the subscript j is omitted in the following.

The transmissivity for the direct beam radiation is

TDB = e(1f)sinhe . (B.7)
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B.2 Diffuse irradiance

Using the samne notation as in B.1 and omitting the subscripts that denote a particular

spectral band:

do = 3 (1- g) (B.8)
7

3(h) = 0.5- 3sin heg (B.9)4(1 + g)'
f = g2 (B.10)

7
U1 = ,(B.11)

2 7 [1 1 - I C) (B.12)

1 = U1[ - ;(1 - 0)], (B.13)

a 2 = U2cD/30, (B.14)

a3 = (1-f)&f3(he), (B.15)

a4 = (1 - f)c(1-(he)), (B.16)

= =/.l2 2 (B.17)

M 2 (B.18)
a1 +e

E = e- T (B. 19)
= (1- f)a 3 -sin he (oal a 3 + a2a4 ) (B.20)

3/1 - (1 - f)2 e2 sin 2he (B.20)

-(1- Yf)a 4 -sin he(aloa4 + 20Z3) (B.21)
'2 = (1 - f )2 -e2sin 2 h® (B.21)

where the U1 and U2 are the reciprocals of the effective cosines for the diffuse upward

and downward fluxes respectively, 30 is the fraction of the scattered diffuse radiation,

which is scattered into the backward hemisphere, and 3(hD) is the same for the direct

radiation.

The diffuse reflectivity for diffuse incident radiation is

_ M(1 -E2)RDIF = 1- E2M2 ' (B.22)
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Table B.1: The values of coefficients in equations B.4 - B.6 (after Slingo (1989)).

Band aj [10-2 m 2 g-1 ] bj [tmm 2 g9-1] cj dj [m- 1] ej fj [10 3 m- 1 ]

[0.25 pmo- 0.69 pm] 2.817 1.305 -5.62x 10o- 8 1.63x 10 - 7 0.829 2.482

[0.69 m- 1.19 m] 2.682 1.346 -6.94x 10 6 2.35x10 5 0.794 4.226

[1.19 pm -2.38m] 2.264 1.454 4.64x10 4 1.24x10 3 0.754 6.560

[2.38 pm -4.00 m] 1.281 1.641 2.01 x 10 - 1 7.56x 10- 3 0.826 4.353

the diffuse transmissivity for diffuse incident radiation is

TDIF E(1-M 2 )
1-E 2M2 '

and the diffuse transmissivity for direct incident radiation is

TDIR = (-'Y2TDIF - 'Y1TDBRDIF + Y2TDB).

(B.23)

(B.24)
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Appendix C

Parameters of Canopy Radiative

Transfer Model

The following parameters are obtained in Sellers (1985)1.

b = 1-WA + WA/3 A

C = WA/A

d = WAK/ 30,A

f = wAiK(1-/ 30,A)

h
b2 - 2

ft

U = (K) 2 + 2 b2

CuI1 = b-
OtgA

(direct beam) or u1 = b - c
OzgA

U2 = b - caA (direct beam)

U3 = f + Cag"A (direct beam)

S1 = e- h(L + S)

S2 = e- K(L +S)

P = b + h

P2 = b- ph

or 2 = b- agA (diffuse)

or 2 = f + CgA (diffuse)

1Note the error in h4 in Sellers (1985).

(diffuse)
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P3 = b+ K

P4 = b- tK

d pi (u - h) _P2(u + h)s
81

(U + -)sd = - (u2 - )sSi

h2 I d h P3 (u -h) _P2 d-c- - (u + K) 

- ~~~1
h3 I -d -[ -- P3 (ul + ih)s1- d- c -(ul + K) 2dl a1 (7

h4 = -fp 3 -cd
! h4(u2 + ih)( h4

h5 = _ _ us1 + U3-(U2-IK)) S2

h6 I [4 (U2 - ph)sl + (U3- _ (U2- UK)) s2:d2 0-8 a
c(u1 - ph)

h7 =
dls1

c(ul + h)s1h8 -

d2sl
_ (u2 -p h)d2Sl

hio 81(U2 - p)
d2

The vegetation leaf and stem reflectances in VIS and NIR bands (eaf, atem), trans-

mittances (TAf, Ttem), the departure of leaf angles from a random distribution XL,mittances (, ,AX
and soil albedos for the direct beam ag and diffuse gA radiative flux need to be

known to estimate the above parameters.
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Appendix D

Richards infiltration model with

evapotranspiration and lateral

moisture exchange

D.1 Derivation of an implicit finite-element nu-

merical scheme with Picard iteration

The fluid flow into unsaturated soil is governed by the Richards partial differential

equation (Hillel, 1980). When moisture content 9 [mm3 mm - 3 ] is used as a dependent

variable, Richards equation for a sloped surface, where the subsurface fluxes are

balanced, is expressed as

O _ A (0 ) K(O) (D(.) K(1)Ot O9 z

where K(0) [mm hour - ] is the unsaturated hydraulic conductivity, D(O) [mm2 hour -1 ]

is the unsaturated diffusivity, av [radian] is the slope of the soil surface (Section

2.3.1), t [hour] is time, and z [mm] denotes the normal to the soil's surface coordinate

assumed to be positive downward. Because Richards equation is highly non-linear,

analytical solution is not possible except for special cases. Numerical approximations
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are typically used to solve equation (D.1). Using a backward Euler time-marching

scheme, equation (D.1) can be written as

gn+ 1 _ on a 0n+1

____t___ a D n+1 n- Kn+1cosav = 0, (D.2)

where on denotes the approximate value of 0 at the nth discrete time level (t = tn),

At = t n + l- tn is the time step, Dn +l and K n+ l denote diffusivity and hydraulic

conductivity evaluated using n+ l, respectively, and the solution is assumed to be

known at time level n and unknown at time level n + 1. Because D and K are

non-linear functions of 0, some linearization must be introduced into (D.2). The

Picard iteration method involves sequential estimates of the unknown n+l using the

latest estimates of Dn+l and K n+l. If m identifies the iteration level, then the Picard

iteration scheme can be written as (Celia et al., 1990)

on+l,m+l - on 9 (9on+1,m+l
At zDn+lm -Kn+l m cos Q/v Rn+l,m (D.3)

As follows from (D.3), at each iteration D and K are evaluated using 0 at the old

iteration level thus linearizing the equations. Rp+l m is the residual associated with

the Picard iteration, a measure of the amount by which the temporally discretized

equation fails to be satisfied by the mth iterative estimate n+1,m. Upon convergence

in iteration, both Rpn+lm and the difference in iteration ( n + l m+l _ On +1m) approach

zero. Both of these measures are used to check the convergence of the scheme.

It is useful to recast (D.3) in terms of the 0 increment at each iteration level:

n+lm+~ =n, - 6 n+1,m and thus 9Zn+,m + = 80+m (+ ) Equation (D.3)Oz oz + z

can be accordingly re-written as

on+l,m -_ n 6 on+l,m
+_At At

(Dn+lm (a o n + l m (60n+1l'm)) Kn+l1mcosov) = Rn+lm (.4)

To complete the discretization, a spatial approximation is required. The finite-

To complete the discretization, a spatial approximation is required. The finite-
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0

z. z. z.-1 jZ j+1

Figure D-1: Piece-wise linear Lagrange polynomial.

element method is chosen for these purposes, which assumes discretization of the

domain into a number of sub-domains called elements. The elements do not neces-

sarily have equal length, which is convenient if some part of the domain needs to be

represented at a higher detail. The spatial approximation is generated by using an

interpolating polynomial that approximate 0 as well as D and K:

N

O(z, t) = E Oj(t)j(z), (D.5)
j=l

N

K(0) = E K(0j)j(z), (D.6)
j=l

N

D(0) = D(0j)j(z), (D.7)
j=1

where j(z) is a basis function and N is the total number of considered nodes (N-

1 is the total number of elements). In the following, piece-wise linear Lagrange

polynomials are used as the basis functions (Figure D-1):

z--qj(Z) = Z , j 1 Zj 1 < < Zj

Oj (Z) = AZj1 , Zj _< Z _< Zj+ 1Azj+1-z

qj(z) = 0, all other z. (D.8)

By using Galerkin finite-element method, a weight function is introduced in (D.4)

with the objective being to select Osj(t) such that the residual R +lm is minimized.
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This is accomplished by setting the integral of the weighted residual to zero:

60n + lm _ Dn+ 0(0 n +lm) (z)dz

J on+lm-on a n+lm On+lm n+lm COS ) i(z)dz (D9)
At +zD cos7 dz,(D.9)

where Oi(z) is the weight function and Qz [0, L] is the spatial domain ranging from

the ground surface, z = 0, to the bottom of the considered soil column, z = L. Note

that Galerkin method assumes the same functional form for the weight function as

for the basis function (D.8). Integrating by parts the terms of (D.9):

a0 (Dn+l m ( 0n+l m ) )n ( d

________,A.)d)(\) I' Dn+,m& 0
(i+ ) &¢'i(Z)d (D.10)

zz Oi o az az

+c ( n+lm n+lm) Oi(z)dz =

Dn+l,m ao n+l 'm L / Dn+lm n+1, ma(0i(Z) dz(D.11)
az 0i(Z)$0 Jn+m az az

The first term on the right side of equation (D.10) can be neglected because 0 0

as the iteration scheme converges. The first term on the right side of equation (D.11)

is evaluated only at the boundaries and represents imposed boundary conditions.

The term may be neglected if constant moisture values are imposed at the surface

and bottom of the soil column (Neumann boundary conditions); however, it must

be included when constant flux boundary conditions are imposed. In the follow-
aon+~,m L Ling, Dn+l m 0a' + /im (Z) = [qn+1 (Z)] . Re-arranging the terms of (D.9), one caning, D a~~ ~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~z [q 1 ]

~~~~~~~
obtain:

/n;+Oi(z )d J Dn+l m ((n+1m) i(z) d
is_2~~ z AOz 9 Z

-- on+ -,m n

At ()dz

- Dn+ l 'm oon+lm 0i () dz
- QZ D 0Z 0Z z
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Co COS aO7vi(z)dz + [qn±10i(z)] l

Substituting (D.5) - (D.7) into (D.12) results in:

60n+lom L
' o Oj (z) Oi (z)dz

N N L
+ 6n+l,m D n+lm

1oj=1
N n+l,m n L

- j - oA Jo j (z)O(z)dz
j=l
N N

_ 1 n+l, m Dn+l , m

j=l 1=1

L q5(z ) D i (Z)
Jo 01 &Z) 9 9 z

N Kn+lm CO L () () d
/=1

+ [qn+1i(Z)] Il,

If a consistent approximation of the temporal derivative is used (sometimes referred

as the "L1 scheme"), the terms of the above equation can be integrated (Zarba, 1988)

using the definition of the basis functions (D.8) to obtain:

N 60n+l ,m

j 1 tJQ
Oj (z)Oi (z)dz 6 =n+l,m AZi-1

i-1 6At

60n+l,m (AZi- 1 + AZi)
3At +

6 0 n+1,m A Zi
i+1 6At '

= ({n+1,m _ oin ) Zi-i +
6At ±

(On+ lm _ ) (/AZi-l + /AZi)
(i - i ) 3At +

n+l m n Azi
(i+1 - i+l) 6At

As can be seen, using the time-consistent approximation leads to the temporal deriva-

tives that are distributed in space around nodes i - 1, i, and i + 1. The other terms
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-z
(D.12)

N

j=l

(Z) O9j(Z) &i(z) dz
az z

(D.13)

((+l _ { )- fj

At Jz
N

j=l

(D.14)

(D.15)

t= I

,A,,. (z) Oi (z) dz



of (D.13) are obtained in a similar fashion:

N N rL
E 6Ofn+l1 nm E Dn+lm 0; ] (z) 0(bj (Z) aqsi (Z) d

12 &z1 z dz -]j l 1=1
I F nI n +l,m- -i-I i/-)n m n ]

Az i_ 1

1 FDn+lm Dn+lm 1 1

2 Azi- 1 (AZi- 1 Azi
1 Dn+l,m +Dn+l,m
1 "i+1 + i 6 on+l,m

2 Az i+ I

D-"+ 1 n+ 1 ,m+

Az i i

(D.16)

JL l (z () Z0i (Z) 

Jo 0 W 8z &9zdz=

r Dn+l,m + Dn+l,mlI _"i- 1 i{ - on+l,m__
2 L- Azi i-I+

'F' Dn+l'm Di +(/ =2 Az-1 / ZiAz 1/ ~-1, ( Ln+1,
1 n+l,m + nilm1~ -[-i+1 i _ 0n+,m
2 Azi i+1

/=•7+1'm o Lj l(Z)Ki(Z)dZ _
a2O

n+l,m - Kn+l,m
i+1 ci-s1

2 COS v

From the above derivations, one can obtain a complete time-consistent numerical

approximation of Richards equation that uses Picard iteration. For convenience,

the numerical scheme below considers only interior nodes (boundary nodes will be

considered later):

i-I D n+l m +D n+l,m-FZi-1 _ Di- 1 i 6on+l,m

6/At 2AZi- 1 i_1 +

FAzi- + Azi 1 D-n+lm Dn+l, m ( 1[ 3 q-t 2 k\ A Z~i 1 2.L..i 1 nt
3 + D13,At 2 A\zi-1 z Ai-1

Azi

61\t

1\Z J ____ i ±nn 1,m +± 1 + Diii 6Om ±n+l,m

Azi / z '

Dn+lm Dn+lImi+1l + i J imn+lm =
2/zi i+1
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N N
E fin+m +l,m
j=l 1=1

Dn+l,m +
zi\Zi an+ 1 ,m _+ zi1

(D.17)

(D.18)



(n+lon an Zi- 1 (n+lm n (/Azi-1 + /AZi) (Qn+lm on AZi
-(0i-l -i-1) 6/ - i - ) 3Lt(976IA - 07) 3At 6'i+1 9i1)At

D±n+lm 0+n+l,m ]2 z_ 1 - i ~n+l,rm
+-2 Azi-1 -

1I D1r1+l1m /+' 1 1 \ i+1 on+l,m _ K 1 + D lm (A + + i
2 A zi-, A zi-1 A\zi A/zi Z

n+1,m Dn+l,m Kn+l,m _ m
2 7+ 1 - i n+lm i +lCos (D. 19)

2 AZi_ i 1 /2

As noted above, the time-consistent approximation results in temporal derivatives

that are distributed in space. Celia et al. (1990) and others identified this distribution

of mass as the source of oscillations that are present in the solution. The oscillations

in the solution can be eliminated or greatly reduced in size by employing a temporal

lumping scheme (Bouloutas, 1989). The lumping scheme that is used in the presented

modeling framework is the L2 scheme of Milly (1985). The L2 scheme modifies the

terms of (D.:14)-(D.15) as

6n+ flm l z)dz = 60n+lm (Azil Az)

At +At (D.1)
N (+1~m - 07) j
Y: 3 i i, (z Oj( (z) dz j: 'At Q

n+1,m _ [n) ,>n+l, n (Azi-1 + Azi)i~t Oi Q(z)dz - () -i ) 21)t
At 2

The effect of the lumping scheme is to diagonalize the temporal matrix. The final

numerical scheme with L2 lumping can be written for interior nodes as

[D7i1r1' + D l ]0n±,m±
/\ Zi- i1 N (~0n+n 1,m

Azi-+ + Az+ D n+lm Dn m( 1 1 D7i++1l ' n+lm+ZAt + Az ±i AA + A +
L i~t \ \zi-1 7 zi-1 AziJ AZj 2

Dn-+1,m D n+l,m1
i + i 0 n+l,m =

Azi i+1

-(07n+lm _- 0n) (zi 1 - Azi )
t z AAt
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Dn+lm +D n +l m
+ t-i I n+1,m

Az i-
Dn+l,m I - il + D n+l,m (L+
Azi- A J zi1

~Dn+l,m +D n+l,m-
(Kn+il 'm

Dn +l,m 1
_+ n+l,m

Azi ) cos V 
-- K7 +1'ilm) o a~.(D'2

Using the constant flux (Dirichlet) boundary conditions for [qn+1 0bi(z)] L from (D.12),

the numerical scheme (D.22) can be written for the boundary nodes as

i=1: E -)n+l,m + n+l,m' nm +l,m 1Azt + 6n+lm D 1 + 2 n+l,m

_(on+l,m _ n) A

= NA:
r n+lm + DD'm n+lm D/\ + Dn+[Am Dn,m+N - 2_ _ _ __m _ _ _ _ __2_ 6 9 ± ,

AzN- ]Atz, 1 + Az, 2-(+1' - n) Ati N~ D n+l,m Dn+l,m +Dn+l,m

+[Dl mN1 - \N N+1, m

+ (2n+l,m + n+rm) cos D-2 q+m (D.24)+ AZN-1 N-1 ~AZ- 
+ ,m n+ n..1-E 'N- +KN m)cos caV + 2 qnch , (D.23)

where qinfl [mm hour-1] is the flux at the upper boundary (soil's surface), which may

include direct rainfall, drainage from the canopy, dew moisture, and melted snow

water; +m [mm hour - ] is the outflux from the soil column from the bottom nodewater; qrech [mhu
_+l'm __ [,n+i'mcoaand is assumed to be the gravitational drainage only: qrechm = KN' cos v .

The system of algebraic equations generated by writing equations (D.22)-(D.24)

for each node can be written as

An+l,m 6 on+1,m (D.25)
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where An+l', " is a tridiagonal Picard iteration matrix and Bn + l' m is a finite-element

approximation of the governing equation (D.1) evaluated at iteration level m. As

a result, the right hand side of (D.22) provides a measure of the failure of the mth

iterate to solve the finite-element equation. The vector Bn+l' m can thus be thought

of as a residual and is used as the convergence criterion for the iteration scheme. The

difference between the soil moisture at successive iteration levels, 60n + l,m, is also used

as a convergence criterion.

D.2 Evapotranspiration and lateral moisture ex-

change

The system of equations (D.22)-(D.24) can be used to simulate infiltration in areas

where both the net subsurface lateral exchange in the unsaturated zone and evapo-

transpiration flux are zero. The former condition can hold for some sections of planar

hillslopes, located sufficiently away from the boundaries, and the latter can be true

for certain hydrometeorological conditions and vegetation states. When one needs

to consider a domain of an arbitrary geometrical configuration, subject to a variety

of possible hydrometeorological and vegetation states, such conditions are rare and

a more general formulation of (D.22)-(D.24) is required. This can be achieved by

adding the corresponding sink/source terms into the formulation for each node of the

soil column:

A ' -2n+1m B n + lm -2E n + 2 (qin+l - qn+lm) (D.26)

where En+ l [mm hour -1] is a sink corresponding to evapotranspiration flux, q+l

[mm hoaur-l is a source due to subsurface influx, and qou+tl'm [mm hour -1 ] is a

sink due to lateral drainage. The subscript 'n + 1' used for subsurface influx and

evapotranspiration implies that these terms are pre-defined and do not change during

the iteration step. The lateral drainage, qt m, however, is iteratively computed

based on n+ l' ,m . An estimation methodology for each of the terms follows.
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D.2a Lateral outflux

Spatially-distributed hydrological models typically operate on three-dimensional do-

mains that are discretized into computational elements in a certain fashion. When a

control-volume approach is used to estimate the subsurface dynamics, a single three-

dimensional element is considered at a time. Mass transfer between the elements is

used to relate the local subsurface dynamics to the dynamics that occur upstream of

a given element. For the control-volume approach, the down slope outflux from the

node i of (D.22)-(D.24) for a soil that exhibits anisotropy parallelto the slope (Philip,

1991) can be approximated with a gravity-driven flow as

n+l,m n zq+l,m (2qouti = arKn+ i sin o v Azi qD (D.27)

where a [-] is the anisotropy ratio between the parallel and normal to the slope

hydraulic conductivities and:

_Azi
Az i' = 1 (D.28)

/Azi- + Azi
Az = I < < N (D.29)

Az = 2i = N, (D.30)

, WVR cosc vqD = WRcs°(D.31)

where WVR [mm] is the width of the interface through which the subsurface flow

occurs (the Voronoi flow width, Section 3.3) and AVR [mm 2] is the surface area of

the considered element projected on a horizontal plane (the Voronoi area). As can be

seen, Az' qD is a conversion factor that is used to obtain the consistent mass flow rate

units [mm hour-1]. The total down slope outflux from the considered element, Qsout

[mm3 hour- 1 ], is obtained at the end of the simulation time step via the summation

of the gravity-driven flow components at various depths of the unsaturated zone:

AVR N +
Q~out = _ Av S n~'l (D.32)cosoutqu, i '

COS O6 i
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D.2b Lateral influx

Since several upstream elements may contribute their flow to a single downstream

cell, the subsurface unsaturated lateral influx Qsin [mm hour-1 ] into a given element

can generally be expressed as

C os/v NVR

QSi AVR QSout, (D.33)
AVR

where NVR is the total number of contributing upstream elements. Since Qsin is

simply a bulk quantity, it has to be distributed along the soil profile to obtain the

sources terms for (D.22)-(D.24). It is assumed in the presented modeling framework

that the subsurface influx into a given element is distributed with depth in a similar

fashion as the profile of hydraulic conductivities at the time step (t- 1), i.e., preceding

the iteration:

n~+1 K iqzn+ Q in, Ki (D.34)

where K = i KnAz. The above assumption states that for a given element the

moisture influx into the soil column would be higher in the areas of higher unsaturated

hydraulic conductivity and smaller in the areas where the hydraulic conductivity is

relatively smaller.

D.2c Evapotranspiration

Soil evaporation is simply a sink term for the first node, (i = 1), of the soil profile:

Nv NvE1 --~ 12veg br
E1 = Eg,k fv, k + 1-E fv, k Ebare, (D.35)

k k

where f, k [-] is a vegetation fraction of the kth plant functional type present in a

given element (Section 4.4.8), Nv is the total number of vegetation types present in

the element, E eg [mm hour - '] is the under-canopy soil evaporation from the kth

vegetated fraction (Section 3.6.3b), and Ebare [mm hour - '] is the evaporation from
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bare soil (Section 3.6.3a).

Transpiration flux represents sink terms distributed with depth according to the

fractional root biomass profile ri,k [-], i = 1 ... Iroot,k of the kth vegetation type

present in the element (Section 3.4, note that EIroot, k, ri,k = 0.95). Since the soil

moisture profile (z) from the time step (t- 1) is used to estimate the transpiration

flux Ev`9 (Section 3.6.3b), the transpiration factor /3T(z) [-] is also used to obtain

the terms Ei [mm hour-1], i = 1.. Iroot, k:

Nv
E i - E vegTik rf, k (D.36)

k T, k

where

~T~~~~~i ~ ~ ~ i D.37
/T,i,k = max [O, min (1, if Ti > 273.15, (D.37)

[~ ~~~O OO, k)] fs>7.5
/,i,k = 0.01, if Toit < 273.15, (D.38)

Iroot, k

/T,k = E fT, i,k r,k, (D.39)
i

where 9u, k [mm 3 mm -3 ] is the wilting point, 0* [mm3 mm-3] is the threshold soil

moisture contents of the kth vegetation type (Section 4.3) and Toil is estimated

according to Section 3.6.4 (used to constrain transpiration if soil temperature drops

below the freezing point).

D.2d Root zone drainage and capillary rise

Besides the contributions from evapotranspiration and lateral drainage in the soil

moisture balance, it is also important to know the net moisture exchange at the

bottom of the root zone. Moisture drainage and, therefore, water loss may occur when

there is water excess in the root zone. Capillary rise is characteristic for situations

when the root zone is drier than deeper soil layers: the root zone gains moisture in

this case. The net flux [mm hour - '] is estimated by the following integration:

~QD~OUt = (Qi)± n+1 -0)AZlQDou~t =(1 - 2 qinfl) + Z +
At
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iot (n+' - i )(AZi-- l + AZi ) (D.40)z ~ + Ati ,(D.40)

i=2

where Iroot <I N, Q1 is the right-hand side of equation (D.23) and Qi is the right-hand

side of equation (D.22). If QDout is positive, it represents drainage. In the opposite

case, it represents capillary rise.
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