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Abstract

The recent expansion of systematic seafloor exploration programs such as geophysical research, seafloor mapping, search and survey, resource assessment and other scientific, commercial and military applications has created a need for rapid and robust methods of processing seafloor imagery. Given the existence of a large library of seafloor images, a fast automated image classifier algorithm is needed to determine changes in seabed morphology over time. The focus of this work is the development of a robust Similarity Measurement (SM) algorithm to address the above problem. Our work uses a side-scan sonar image library for experimentation and testing. Variations of an underwater vehicle’s height above the sea floor and of its pitch and roll angles cause distortion in the data obtained, such that transformations to align the data should include rotation, translation, anisotropic scaling and skew. In order to deal with these problems, we propose to use the Wavelet transform for similarity detection. Wavelets have been widely used during the last three decades in image processing. Since the Wavelet transform allows a multi-resolution decomposition, it is easier to identify the similarities between two images by examining the energy distribution at each decomposition level. The energy distribution in the frequency domain at the output of the high pass and low pass filter banks identifies the texture discrimination.
Our approach uses a statistical framework, involving fitting the Wavelet coefficients into a generalized Gaussian density distribution. The next step involves use of the Kullback-Leibner entropy metric to measure the distance between Wavelet coefficient distributions. To select the top $N$ most likely matching images, the database images are ranked based on the minimum Kullback-Leibner distance. The statistical approach is effective in eliminating rotation, misregistration and skew problems by working in the Wavelet domain. It’s recommended that further work focuses on choosing the best Wavelet packet to increase the robustness of the algorithm developed in this thesis.
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Chapter 1: Introduction

1.1 Motivation

The US Commission on Ocean Policy professes a “vision for the future” that entails “strengthening science and the generating high quality data” for policy makers managing ocean resources. This focus on data quality underscores the need for the information that can be interpreted and acted upon decision making that will affect the future of the resource. Ideally such databases are easy to understand, offer insight into the fundamental physical processes affecting the region of interest, have a resolution that is commensurate with viewing and interpreting the area, and come from several sources so as to increase the spectrum of information used in generating the data product. Perception is the process of achieving understanding, a major step forward from merely collecting data and we anticipate our work will improve the perceptive capabilities of image analysis techniques the community of ocean scientists currently relies on to promote policy making. In the past decade in the United States, academic institutions have pioneered remote sensing technologies to improve the understanding of the marine environment.
1.2 Mathematical Background

Recently, Wavelets have been used in many signal processing as well as image processing applications because of their unique properties, both in theory and application. In terms of theory, Wavelets can easily provide resolution of signals using the various wave form bases. Unlike the Fourier transform, the Wavelet transform lets us identify signals using linear combinations of different forms of Wavelet bases shown as in equation (3).

In the Fourier series expansion, a function \( f(x) \) is represented by [27]:

\[
f(x) = a_0 + \sum_{k=1}^{\infty} (a_k \cos(kx) + b_k \sin(kx))
\]  

where each coefficient is computed from [27]:

\[
a_0 = \frac{1}{2\pi} \int_0^{2\pi} f(x) dx \quad a_k = \frac{1}{\pi} \int_0^{2\pi} f(x) \cos(kx) dx \quad b_k = \frac{1}{\pi} \int_0^{2\pi} f(x) \sin(kx) dx
\]

In the Wavelet transform, the mother Wavelet translated by various values like \( j \) and \( k \) is, given by respectively [25];

\[
\psi_{j,k}(t) = 2^{j/2} \psi(2^j t - k)
\]

Where, \( \psi_{j,k} \) is the mother Wavelet and \( j \) is for dilation and \( k \) is for translation in equation (3) and (4). Essentially, the Wavelet transform is the product of selected mother Wavelet type with original signal.

\[
T(j,k) = \int_{-\infty}^{\infty} f(t) \psi_{j,k}(t) dt
\]
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Recently, the Wavelet applications in image processing have been growing rapidly. In this thesis, Wavelet transformation is mainly used for sonar imagery analysis. We can visualize the fundamental idea in Wavelet transform by considering diffraction of light by a simple prism. The light passing through the prism is decomposed into several color segments. Seven primary colors provide a basis for representing light sources. In the same fashion, Wavelets are bases for representing functions or signals [17]. Here, the decomposition is very useful because it allows us to analyze every segment separately, similar to the “divide and conquer” method. In many cases, one would like to approximate a signal given its basis expansion [1].

Image processing can be considered as 2-D signal processing, say an image can be represented by using a matrix giving the color intensities. Image data source, shown in Figure (1) is obtained by Klein image library [7] and decomposition has been processed by using Matlab Wavelet Toolbox. Columns and rows of this matrix can also be considered as 1-D discreet signals. The significant Wavelet coefficients are represented in white color densities. The most important point here is that the locations of these significant coefficients demonstrate a visible geometrical correlation as they form simple curves. Thus, 2-D Wavelet transform is good at catching edge points, but the smoothness along contours. After Wavelet transformation, we end up with filtered image, which has less details comparing to the original image. After filtering an image, remaining significant features gives us the location of the significant Wavelet coefficients. Same idea has been used in Matlab Image Processing Toolbox to perform morphological operations [1].

We can consider a simple model for natural images that are composed of piecewise smooth regions separated by smooth boundaries, as shown in Figure (1). In image processing, it is known that boundaries of shapes provide the most useful information. This model obviously ignores the important image information, namely texture [8]. In the 2-D piecewise smooth model, the discontinuities are generated by edges whereas edges are often gathered along smooth contours that are created by typically smooth boundaries of physical objects.
1.3 Problem Statement

Robust applications of Wavelet transformation in image processing area explicitly can be considered as solution for problems in sonar images. In our work, large library of seafloor side scan sonar images processed. In collection phase of the seafloor imagery, there are clearly random problems depending on the height of the sonar above the seafloor [19], pitch and roll angle. Sea elevation is described by cosines function which has phase angle \( \phi \) in terms of probability density function.

This random behavior shown in Figure (2) will cause some problems in side scan sonar images in many different ways, namely skew, stretch, rotation or translation, etc. These kinds of problems directed us to develop a fast automated image classifier algorithm which can determine changes in seabed morphology over time [13]. Following chapters will clearly explain how Wavelets can be used to reduce the computational complexity and how they can fix the
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problems explained above. Also considering having large size of image library, it makes it a lot harder to check every side-scan seafloor image by human effort, say distinguishing buried objects with other rocks and sand ripples for instance. Here developed algorithm helps us to saving human effort and time.

Figure 2: Representation of Random Sea-State and Waves

1.4 Side Scan Sonar Images

1.4.1 Understanding the Side Scan Sonar

Side scan sonar differs from the classic sonar in many aspects. For instance, instead of measuring the depth to the ocean bottom, side scan sonar retrieves information about sea floor composition by considering the different sound absorbing and reflecting features of different materials. Some types of material, such as metals, are very efficient at reflecting acoustic pulses.
Clay and silt, on the other hand, do not reflect sound well. Strong reflectors create strong echoes, while weak reflectors create weaker echoes. Knowing these characteristics, you can use the strength of acoustic returns to examine the composition of the sea floor [10]. Reporting the strength of echoes is essentially what side scan sonar is designed to do. Combining bottom-composition information provided by side scan sonar with the depth information from range-finding sonar can be powerful tool for examining the characteristics of an ocean bottom [19].

1.3.2 How Side Scan Sonar Works

Side scan sonar employs much of the same hardware and processes as a conventional depth sounding sonar. Pulses are transmitted by a transmitter using a projector (or array of projectors), and hydrophones receive echoes of those pulses from the ocean floor and pass them to a receiver system [17]. Where side scan sonar differs from a depth-sounding system is in the way it processes these returns. To briefly explain, the transmitter of the single-beam echo sounder produces an acoustic pulse, or ping, which is transferred into the water by the projector, see Figure (3). The ping expands as a spherical wave from its source, striking the sea floor at the point closest to the projector source [19]. The ping is then reflected in a return spherical wave, part of which is detected by the hydrophone.

The receiver records the returned echo, which can be illustrated by a plot of amplitude as a function of time, see Figure (4). The time between the transmission of the ping and the reception of its echo is used to compute the range to the sea floor.
This simplified picture does not consider what happens to the transmitted pulse after it first strikes the bottom, because a single-beam echo sounder is only interested in the time between transmission and the earliest return echo.

Figure 4: Plot of Amplitude as a Function of Time [19]
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Let us take a look at what changes in the transmitted pulse case as it continues its spherical propagation. Figure (5) shows the single-beam echo sounder schematic at a time shortly after the ping first intersected with the bottom. Here, the first return echo is on its way back to the hydrophones. But the ping is still expanding, and in our schematic is intersecting the bottom at two points [17]. These points also create echoes. They are weaker than the first pulse, and they occur after it does. It is easy to see that as the pulse front continues to propagate, it will produce a continuous series of weakening echoes in time. If the receiver continues to collect these echoes, it will see the amplitude versus time sequence similar to the one pictured in Figure (6), with a strong first bottom echo followed by a declining slope of continuous returns. Thus far, this discussion has ignored the characteristics of the ocean bottom. Although unstated, the assumption to this point has been that the bottom is perfectly flat and perfectly uniform [19].

Figure 5: Single-Beam Echo Sounder Schematic [19]
Consider now what happens when some detail is added to the ocean bottom. It redraws the schematic (shown in Figure (7)) with a spherical pulse front some time after the first bottom echo. In this case, however, a box represents detail on the bottom.

This box is more efficient at reflecting acoustic energy than the surrounding uniform bottom. Because of this, the energy of its echo is slightly higher than that of the surrounding bottom, which causes a small jump in the amplitude measured by the receiver at the time of its return.
An observer looking at the amplitude versus time sequence in Figure (8) would be able to discern from this jump that some discrete feature exists on the bottom.

**Figure 8: Amplitude vs. Time Sequence [19]**

In reality, of course, ocean bottoms can be very complex. They may be composed of many different components, all with different acoustic reflection characteristics. True amplitude versus time sequences observed by receivers are similarly complex [19].

1.3.3 Basic Side Scan Sonar

Basic side scan sonar described above is not very useful as a practical instrument [19]. While it provides the times of echoes, it does not provide their direction. The side scan sonar detects a bottom feature. From the amplitude versus time plot in Figure (8), an observer can tell there is a highly reflective feature on the bottom. From the time difference between the first echo and the echo of the reflective feature, the observer can compute the range to the feature from the sonar. This is all the information the observer has.
Figure (9) shows the bottom in this example redrawn from an overhead view. The “X” marks the point on the sea floor where the ping strikes first, creating the first return echo. After striking at the “X,” the spherical pulse front continues to propagate, intersecting the bottom in an expanding circle, eventually striking the bottom feature represented by the box. The observer can compute the range $R$ between the “X” and the box, but otherwise does not know where on the ring of the expanding wave front the box is. In the real world, where sidescan sonars are used to locate objects such as rock formations or sunken vessels on the bottom, it is easy to see that this simple depth sounder amplitude information is too limited to be useful [19].

![Diagram of propagating pulse front and true location of bottom feature.]

**Figure 9: Overhead View of the Bottom [19]**

Most side scan sonars deal with this problem by introducing some directivity to their projected pulses, and, to some degree, their receivers. This is done by using a line array of projectors to send pulses. The long axis of the line array is oriented parallel to the direction of travel of the sonar survey vessel. Generally, the arrays are towed behind the ship. Figure (10) shows a survey vessel towing a line array, and the propagation of circular pulses from that array [19].
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These pulses first strike the bottom directly below the sonar system, and then their intersection with the sea floor travels away from the array in either direction. Echoes are returned first from the bottom directly below the array, followed by echoes from points farther and farther away along a line perpendicular to the array axis and the survey ship’s track.

Figure 10: Survey Vessel Towing an Array [19]

Side scan sonar can receive the echoes from the bottom using two hydrophones; each set up to receive the returns from one side of the ship’s survey track. In reality, instead of one projector and two hydrophone arrays, two line arrays are used as transducers. One transmits a fan beam towards the port side and then listens to its returns, and the other does the same on the starboard side.

When a pulse front first strikes the bottom below the survey vessel, an echo returns from only the one point of intersection. Later, however, the pulse front intersects the bottom at two points, one on each side of the ship.
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The echoes from these two points would occur simultaneously, and a single hydrophone system would have no way of distinguishing between them. If, however, two separate hydrophones each record the echoes from only one side of the ship, there would be no such confusion.

The name side scan is used because these sonars were originally built to be sensitive to echo returns from bottom locations on either side of a survey ship, instead of directly below as was the case for a traditional single-beam depth-sounder. In practice, sidescan sonars tend to mount both the line array and hydrophones on a towfish, a device that is towed in the water somewhat below the surface behind a survey vessel. As the survey vessel travels, the towfish transmits and listens to the echoes of a series of pulses. The echoes of each pulse are used to build up amplitude versus time plot for each side of the vessel. To adjust for the decline in the strength of echoes due to attenuation, a time-varying gain is applied to the amplitude values so that sea floor features with similar reflectivity have similar amplitudes [19].

Eventually the noise inherent in the system which remains constant becomes comparable to the amplitude of the echo, and the amplified trace becomes dominated by noise. Recording of each trace is usually cut off before this occurs so that the next ping can be transmitted. Each trace is converted into a series of gray shades on a plotting device. The shade of gray is determined by the amplitude. The port and starboard traces are plotted next to and facing each other so that the ship’s track is at the center of the picture, and subsequent pairs of traces are plotted in series to build up a picture of the bottom.
1.3.4 Limitations of Traditional Side Scan Sonar

In general the sea floor is not always flat. This concept introduces uncertainties in the interpretation of sidescan data. Recall that the only information traditional sidescan sonar provides is a series of echo amplitudes as a function of time. The directivity of the sonar indicates which direction these echoes were coming from. But an observer cannot really be sure of the exact location of the sources of these echoes. In this case, the sonar is surveying over an area that has a sharply sloped bottom.

The first place the circular pulse fronts strike the bottom is not directly below the survey vessel, but at a point on the sloped bottom well off to the side. This is the point that will cause the earliest amplitude on the amplitude versus time trace.
The point directly below the sonar will cause an echo at a slightly later time. At this same
time, two points on the slope will be causing an echo. Because they occur at the same time,
the echoes of these three widely separated points will be confused on the trace. It is clear that
by looking at only the amplitude versus time trace in this example, an observer would not
have an accurate picture of the sea floor. Because of this problem, traditional sidescan sonars
are really only useful for flat or near-flat bottoms, or when used in combination with
bathymetry information [19].

Figure 12: Half of Two-Hydrophone Sidescan Sonar [19]
Figure 13: Amplitude vs. Time Plot for the Situation [19]
Chapter 2: Wavelet Transform

2.1 History of Wavelets

Wavelets are a powerful mathematical tool for hierarchical multi-resolution analysis of functions. They have been effectively utilized in many diverse fields, including approximation theory, signal processing, physics, astronomy, and image processing. Wavelets have also been applied to a wide variety of problems in computer graphics.

Before 1930, the main branch of mathematics leading to Wavelets began with Joseph Fourier with his theories of frequency analysis, now often referred to as Fourier Transform.

After 1807, by exploring the meaning of functions, Fourier series convergence, and orthogonal systems, mathematicians gradually were led from their previous notion of frequency analysis to the notion of scale analysis. That is, analyzing $f(x)$ by creating mathematical structures that vary in scale. Constructing a function, shift it by some amount, and change its scale. Apply that structure in approximating a signal. Now repeat the procedure. Take that basic structure, shift it, and scale it again. Apply it to the same signal to get a new approximation. And so on. It turns out that this sort of scale analysis is less sensitive
Wavelet Transform

to noise because it measures the average fluctuations of the signal at different scales. The first mention of Wavelets appeared in an appendix to the thesis of A. Haar (1909). One property of the Haar Wavelet is that it has compact support, which means that it vanishes outside of a finite interval. Unfortunately, Haar Wavelets are not continuously differentiable which somewhat limits their applications [8].

In the 1930s, several groups working independently researched the representation of functions using scale-varying basis functions. By using a scale-varying basis function called the Haar basis function Paul Levy, a 1930s physicist, investigated Brownian motion, a type of random signal. He found the Haar basis function was superior to the Fourier basis functions for studying small complicated details in the Brownian motion. Another 1930s research effort by Littlewood, Paley, and Stein involved computing the energy of a function.

The computation produced different results if the energy was concentrated around a few points or distributed over a larger interval. This result disturbed the scientists because it indicated that energy might not be conserved [14]. The researchers discovered a function that can vary in scale and can conserve energy when computing the functional energy. Their work provided David Marr with an effective algorithm for numerical image processing using Wavelets in the early 1980s between 1960 and 1980 [11].

The mathematicians Guido Weiss and Ronald R. Coifman studied the simplest elements of a function space, called atoms, with the goal of finding the atoms for a common function and finding the "assembly rules" that allow the reconstruction of all the elements of the function space using these atoms. In 1980, Grossman and Morlet, a physicist and an engineer, broadly defined Wavelets in the context of quantum physics [20]. These two researchers provided a way of thinking for Wavelets based on physical intuition.
In 1985, Stephane Mallat gave Wavelets an additional jump-start through his work in digital signal processing. He discovered some relationships between quadrature mirror filters, pyramid algorithms, and orthonormal Wavelet bases. Inspired in part by these results, Y. Meyer constructed the first non-trivial Wavelets [16]. Unlike the Haar Wavelets, the Meyer Wavelets are continuously differentiable; however they do not have compact support. A couple of years later, Ingrid Daubechies used Mallat’s work to construct a set of Wavelet orthonormal basis functions that are perhaps the most elegant, and have become the cornerstone of Wavelet applications today [18].

2.2 From Fourier to Wavelet Transform

In 19th century, the French mathematician J. Fourier showed that any periodic function can be expressed as an infinite sum of periodic complex exponential functions. Many years after he had discovered this remarkable property of functions, his ideas were generalized to first nonperiodic functions, and then periodic or non-periodic discrete time signals. It is after this generalization that it became a very suitable tool for computer calculations. In 1965, a new algorithm called the Fast Fourier Transform was developed and the Fourier Transform (FT) became even more popular [27].

The definition of FT is given by:

\[ F(w) = \int_{-\infty}^{\infty} f(t) e^{-jwt} dt \]  \hspace{1cm} (5)
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And the inverse transform is

\[ f(t) = \int_{-\infty}^{\infty} F(w)e^{jwt} \, dw \]  

(6)

The information provided by the integral, corresponds to all time instances, since the integration is from minus infinity to plus infinity over time. This is why the Fourier Transform is not suitable if the signal has time varying frequency, i.e., the signal is non-stationary. This means that the Fourier Transform tells whether a certain frequency component exists or not [27].

This information is independent of where in time this component appears. Therefore a linear time frequency representation called Short Time Fourier Transform was introduced. In the Short Time Fourier Transform, the signal is divided into small enough segments that the segments can be assumed to be stationary. For this purpose, a window function is chosen. The width of this window must be equal to the segment of the signal where its stationarity is valid.

The important feature of Short Time Fourier Transform is the width of the window that is used. The width is also called the support of the window. The narrower we make the window, the better the time resolution, and the better the assumption of stationarity, but the poorer the frequency resolution.

The problem with Short Time Fourier Transform (STFT) is the fact whose roots go back to what is known as the Heisenberg’s Uncertainty Principle [23]. This principle originally applied to the momentum and location of moving particles can be applied to time-frequency information of a signal.
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Simply, this principle states that one cannot know the exact time-frequency representation of a signal, i.e., one cannot know what spectral components exist at what instances of times. What one can know are the time intervals in which certain bands of frequencies exist, which is a resolution problem. Therefore the problem is a result of choosing a window function, once and for all, and uses that window in the entire analysis. The answer, of course, is application dependent.

If the frequency components are well separated from each other in the original signal, then we may sacrifice some frequency resolution and go for good time resolution, since the spectral components are already well separated from each other. However, if this is not the case, then it is very difficult to find a good window function [14,16,19]. Although the time and frequency resolution problems are results of a physical phenomenon and exist regardless of the transform used, it is possible to analyze any signal by using an alternative approach called Wavelet transform. Wavelet Transform analyses the signal at different frequencies with different resolutions.

Every spectral component is not resolved equally as was the case in the Short Fourier Transform. Wavelet Transform is designed to give good time resolution and poor frequency resolution at high frequencies and good frequency resolution and poor time resolution at low frequencies. This approach makes sense especially when the signal at hand has high frequency components for short durations and low frequency components for long durations.
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Figure 14: Narrow and Wide-Windowed Fourier Tiling of the Time-Frequency Plane

There are two main differences between the Short Fourier Transform and the Continuous Wavelet Transform:

1. The Fourier transforms of the windowed signals are not taken [21,27].

2. The width of the window is changed as the transform is computed for every single spectral component, which is probably the most significant characteristic of the Wavelet transform.

The continuous Wavelet transform of a signal, \( f(t) \), is defined as follows,

\[
C(a,b) = \int_{-\infty}^{+\infty} f(t) \psi^{*}_{a,b}(t) dt
\]

(7)

where
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\[ \psi_{a,b}(t) = a^{-\frac{1}{2}} \psi \left( \frac{t - b}{a} \right) \]  

(8)

is a window function called the mother Wavelet, \( a \) is a scale and \( b \) is a translation. The term Wavelet means a small wave. The smallness refers to the condition that this (window) function is of finite length (compactly supported). The wave refers to the condition that this function is oscillatory [27]. The term mother implies that the functions with different region of support that are used in the transformation process are derived from one main function, or the mother Wavelet. In other words, the mother Wavelet is a prototype for generating the other window functions.

![Figure 15: Example for Different Families of Wavelets](image)

The term translation is used in the same sense as it was used in the Short Time Fourier Transform. It is related to the location of the window, as the window is shifted through the signal.
This term, obviously, corresponds to time information in the transform domain. However, we do not have a frequency parameter, as we had before for the Short Time Fourier Transform. Instead we have a scale [12,15,27].

Scaling, as a mathematical operation, either dilates or compresses a signal. Smaller scales correspond to dilated (or stretched out) signals and large scales correspond to compressed signals. However, in the definition of the Wavelet transform, the scaling term is used in the denominator, and therefore, the opposite of the above statements holds. The relation between scale and frequency is that low scales correspond to high frequencies and high scales to low frequencies.

Regardless of the dimensions of the boxes, the areas of all boxes, both in Short Fourier Transform and Wavelet Transform are the same and determined by Heisenberg's inequality [27].

![Figure 16: The Two Basic Wavelet Operations-Scale and Translation](image)
2.3 Three Types of Wavelet Transform

Three types of analysis are: the continuous, semi discrete and discrete time analysis. The distinction among the various types of Wavelet Transform depends on the way in which the scale and shift parameters are discretized. In this section we will look closer at the three type of these possibilities.

2.3.1 Continuous Wavelet Transform

At the most redundant end, one has the Continuous Wavelet Transform (CWT), defined and explained in the previous chapter. For Continuous Wavelet Transform the parameters vary in a continuous fashion. The Wavelets must satisfy the admissibility condition; in particular it must have zero mean.

The condition is also crucial to be Continuous Wavelet Transform invertible on its range. The inverse transform is given by relation [27]

$$f(t) = \frac{1}{K_\psi} \int_{-\infty}^{\infty} \int_{0}^{\infty} C_{(a,b)} * \psi_{(a,b)} \frac{dad}{a^2}$$  \hspace{1cm} (9)

It also satisfies the admissibility condition:

$$K_\psi = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\psi(w)|^2 dw < \infty$$  \hspace{1cm} (10)

Where $\psi$ is defined in equation (8).

The algorithm of CWT can be described as follows:
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1. Take a Wavelet and compare it to a section at the start of the original signal.

2. Calculate a coefficient $C(a,b)$, that represents how closely correlated the Wavelet is with this section of the signal. The higher $C$ is, the greater the similarity. Note that the results will depend on the shape of the Wavelet you choose.

3. Shift the Wavelet to the right and repeat steps 1 and 2 until you’ve covered the whole signal.

4. Scale the Wavelet and repeat steps 1 through 3.

2.3.2 Semi-discrete Wavelet Transform

In practice, it is often more convenient to consider Wavelet Transform for some discretized values. The transform will be reversible if the corresponding set of templates defines a Wavelet frame. In other words, the Wavelet must be designed such that [27]

$$A\|f\|^{2S} \sum_{a,b} |<f, \psi(a,b)>|^2 \leq B\|f\|$$  \hspace{1cm} (11)

Where $A$ and $B$ are two positive constants called frame bounds and $<f, \psi(a,b)>$ is the signal showing the function and the mother Wavelet. Notice that we must still integrate to get Wavelet coefficients, the $f(t)$ is still a continuous function.
2.3.3 Discrete Wavelet Transform

Here, we have discrete function $f(n)$ and the definition of discrete Wavelet transform (DWT) is given by [8].

$$C(a,b) = C(j,k) = \sum_{n \in \mathbb{Z}} f(n) \psi_{j,k}(n)$$

(12)

where

$$\psi_{j,k}(n) = 2^{-j/2} \psi(2^{-j} n - k)$$

(13)

The parameters $a, b$ in equation (8) are defined in such a way that $a = 2^j, b = 2^k$. Sometimes the analysis is called dyadic as well. The inverse transform is defined as: [8]

$$f(n) = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} C(j,k) \psi_{j,k}(n)$$

(14)

![Figure 17: Example of Continuous Wavelet Analysis](image)
2.4 Implementation

In this section, brief information about choosing the appropriate Wavelet decomposition will be provided. Knowing the application process, one needs to know which implementation should be used. First step is to understand, if energy of the signal is finite, not all values of decomposition are needed to exactly reconstruct the original signal, provided that you are using a Wavelet that satisfies the admissibility condition. A continuous-time signal is entirely characterized by the knowledge of the discrete transform. In such cases, discrete analysis is sufficient and continuous analysis is redundant. When the signal is recorded in continuous time or on a very fine time grid, both types of analysis are possible.

Continuous analysis is often easier to interpret, since its redundancy tends to reinforce the traits and makes all information more visible. This is especially true of very subtle information. The analysis gains in “readability” and in ease of interpretation what it loses in terms of space saving. Discrete analysis ensures space-saving coding and is sufficient for the synthesis.

2.5 Multiresolution Analysis

In this section, most important feature of Wavelet analysis which is multi-resolution will be discussed. This discussion will show how discrete signals are synthesized by beginning with a very low resolution signal and successively adding on details to create higher resolution versions, ending with a complete synthesis of the signal at the finest resolution. This is known as Multiresolution analysis (MRA). MRA is the heart of Wavelet analysis. In order to understand the idea fully, we must first discuss some elementary operations that can be performed on signals. Simple examples are given below to describe MRA. Figure (17) demonstrates a good example of Multiresolution feature of Wavelets applied on images [25].
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Given two signals \( f = (f_1, f_2, \ldots, f_N) \) and \( g = (g_1, g_2, \ldots, g_N) \), we can perform the following elementary algebraic operations:

Addition and Subtraction: The sum \( f + g \) of the signals \( f \) and \( g \) is defined by adding their values:

\[
f + g = (f_1 + g_1, f_2 + g_2, \ldots, f_N + g_N).
\]  

Figure 18: Wavelet Decomposition Using Matlab Wavelet Toolbox

Their difference \( f - g \) is defined by subtracting their values:
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\[ f - g = (f_1 - g_1, f_2 - g_2, \ldots, f_N - g_N) \]  \hspace{1cm} (16)

Constant multiple: A signal \( f \) is multiplied by a constant \( c \) by multiplying each of its values by \( c \). That is,

\[ c f = (cf_1, cf_2, \ldots, cf_N) \]  \hspace{1cm} (17)

For example, by repeatedly applying the addition operation, we can express a signal [9,10,12]

\[ f = (f_1, f_2, \ldots, f_N) \]  \hspace{1cm} as follows:\n
\[ f = (f_1, 0, 0, \ldots, 0) + (0, f_2, 0, 0, \ldots, 0) + \ldots + (0, 0, \ldots, 0, f_N). \]  \hspace{1cm} (18)

Then, by applying the constant multiple operation to each of the signals on the right side of this last equation, we obtain

\[ f = f_1(1, 0, 0, \ldots, 0) + f_2(0, 1, 0, \ldots, 0) + \ldots + f_N(0, 0, \ldots, 0, 1). \]  \hspace{1cm} (19)

[7] This formula is a very natural one; it amounts to expressing \( f \) as a sum of its individual values at each discrete instant of time. If we define the elementary signals \( V_01, V_02, \ldots, V_{0N} \) as

\[ V_01 = (1, 0, 0, \ldots, 0) \]
\[ V_02 = (0, 1, 0, 0, \ldots, 0) \]
\[ \vdots \]
\[ V_{0N} = (0, 0, \ldots, 0, 1) \]  \hspace{1cm} (21)

then the last formula for \( f \) can be rewritten as
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\[ f = f_1 v_0 + f_2 v_0^2 + \ldots + f_n v_0^N \]  \hspace{1cm} (22)

This equation is called the natural expansion of a signal \( f \) in terms of the natural basis of signals \( v_0, v_0^2, \ldots, v_0^N \) [9,10,12].

This formula shows that the signal \( f \) can be expressed as the sum of two signals that we shall call the first averaged signal and the first detail signal. That is, we have

\[ f = A_1 + D_1 \] \hspace{1cm} (23)

where the signal \( A_1 \) is called the \textit{first averaged signal} and is defined by

\[ A_1 = \left( \frac{a_1}{\sqrt{2}}, \frac{a_1}{\sqrt{2}}, \frac{a_2}{\sqrt{2}}, \frac{a_2}{\sqrt{2}}, \ldots, \frac{a_{N/2}}{\sqrt{2}}, \frac{a_{N/2}}{\sqrt{2}} \right) \] \hspace{1cm} (24)

and the signal \( D_1 \) is called the \textit{first detail signal} and is defined by

\[ D_1 = \left( \frac{d_1}{\sqrt{2}}, \frac{d_1}{\sqrt{2}}, \frac{d_2}{\sqrt{2}}, \frac{d_2}{\sqrt{2}}, \ldots, \frac{d_{N/2}}{\sqrt{2}}, \frac{d_{N/2}}{\sqrt{2}} \right) \] \hspace{1cm} (25)

\[ 2.5.1 \text{ Multiple Levels} \]

The second level of a MRA of a signal \( f \) involves expressing \( f \) as

\[ f = A^2 + D^2 + D^1 \] \hspace{1cm} (26)
Here $A^2$ is the second averaged signal and $D^2$ is the second detail signal.

\[ A^1 = A^2 + D^2 \]  

(27)

This formula expresses the fact that computing the second averaged signal $A^2$ and second detail signal $D^2$ simply consists of performing a first level MRA of the signal $A^1$. Because of this, it follows that the second level averaged signal $A^2$ satisfies \cite{9,10,12}

\[ A^2 = (f \cdot V_1^2) \cdot V_1 + (f \cdot V_2^2) \cdot V_2 + \cdots + (f \cdot V_{N/4}^2) \cdot V_{N/4} \]  

(28)

and the second level detail signal $D^2$ satisfies

\[ D^2 = (f \cdot W_1^2) \cdot W_1 + (f \cdot W_2^2) \cdot W_2 + \cdots + (f \cdot W_{N/4}^2) \cdot W_{N/4} \]  

(29)

2.6 Discrete Images

The 2D data that we shall be working with are discrete images. A discrete image $f$ is an array of $M$ rows and $N$ columns of real numbers:
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\[ f = \begin{pmatrix}
  f_{1,M} & f_{2,M} & \cdots & f_{N,M} \\
  \vdots & \vdots & \ddots & \vdots \\
  f_{1,2} & f_{2,2} & \cdots & f_{N,2} \\
  f_{1,1} & f_{2,1} & \cdots & f_{N,1}
\end{pmatrix} \]

(30)

The values of \( f \) are the \( MN \) real numbers \( \{ f_{jk} \} \). It should be noted that the way in which the values of \( f \) are displayed in the array on the right side of the equation, is not the most commonly used one. We chose to display the values of \( f \) in this way because it corresponds well with the case where \( f \) is an array of sample values:

![Figure 19: Discrete Image Representation in Matlab Image Processing Toolbox](image)

Figure 19: Discrete Image Representation in Matlab Image Processing Toolbox
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\[
f = \begin{pmatrix}
g(x_1, y_M) & g(x_2, y_M) & \cdots & g(x_N, y_M) \\
\vdots & \vdots & \ddots & \vdots \\
g(x_1, y_1) & g(x_2, y_1) & \cdots & g(x_N, y_1)
\end{pmatrix}
\]

(31)

of a function \(g(x, y)\) at the sample points \((x_j, y_k)\) in the Cartesian coordinate plane. Just as with discrete 1D signal, it is frequently the case that a discrete 2D image is obtained from samples of some function \(g(x, y)\). It is often helpful to view a discrete image in one of two other ways. First, as a single column consisting of \(M\) signals having length \(N\) [9,10],

\[
f = \begin{pmatrix}
f_1 \\
f_2 \\
f_N
\end{pmatrix}
\]

(32)

with the rows being the signals

\[
f_M = (f_{1,M}, f_{2,M}, \ldots, f_{N,M}) \\
\vdots \\
f_2 = (f_{1,2}, f_{2,2}, \ldots, f_{N,2}) \\
f_1 = (f_{1,1}, f_{2,1}, \ldots, f_{N,1}).
\]

(33)

Second, as a single row consisting of \(N\) signals of length \(M\), written as columns,

\[
f = (f^1, f^2, \ldots, f^N)
\]

(34)
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with the columns being the signals

\[
f^1 = \begin{pmatrix}
  f_{1,1} \\
  \vdots \\
  f_{1,2} \\
  \vdots \\
  f_{1,M}
\end{pmatrix},
\quad f^2 = \begin{pmatrix}
  f_{2,1} \\
  \vdots \\
  f_{2,2} \\
  \vdots \\
  f_{2,M}
\end{pmatrix},
\quad \ldots,
\quad f^N = \begin{pmatrix}
  f_{N,1} \\
  \vdots \\
  f_{N,2} \\
  \vdots \\
  f_{N,M}
\end{pmatrix}
\]

(35)

2.7 2-D Wavelet Transforms

Similar ideas in one-dimensional case can be considered for two-dimensional Wavelet transform. In the following section, the representation of images in matrix form has been described. It is now easier for us, to think about the two-dimensional Wavelet after understanding the matrix format of images. As we know, images are composed of pixels, which include color density information. Knowing the color density distribution, which is called histogram, in terms of numerical values, images can be represented by matrices. Each column or each row of the matrix can also be visualized by a series of numbers. These discrete values then considered as signals, so it's a transition from image processing to signal processing. Fourier transforms or in our case Wavelet transform that can be used in signal processing, can also be used in image processing depending on the results that we are looking for. For instance, Cosine transform mostly to be used in filtering, Fourier transform for compression and Wavelet transform can be used in both cases successfully. As we mentioned above similar ideas applies in two dimensional and one dimensional case [5].
A 2D Wavelet transform of a discrete image can be performed whenever the image has an even number of rows and an even number of columns. A 1-level Wavelet transform of an image \( f \) is defined, using any of the 1D Wavelet transforms that we have discussed, by performing the following two steps [27]:

**Step 1:** Perform a 1-level, 1D Wavelet transform, on each row of \( f \), thereby producing a new image.

**Step 2:** On the new image obtained from Step 1, perform the same 1D Wavelet transform on each of its columns.

It is not difficult to show that Steps 1 and 2 could be done in reverse order and the result would be the same. A 1-level Wavelet transform of an image \( f \) can be symbolized as follows:

\[
\begin{pmatrix}
    h^1 & d^1 \\
    a^1 & v^1
\end{pmatrix}
\]

(35)

where the sub images \( h^1, d^1, a^1, \) and \( v^1 \) each have \( M/2 \) rows and \( N/2 \) columns. We shall discuss the nature of each of these sub images. The sub image \( a^1 \) is created by computing trends along rows of \( f \) followed by computing trends along columns; so it is an averaged, lower resolution version of the image [17].

Since a 1D trend computation is \( \sqrt{2} \) times an average of successive values in a signal, and the 2D trend sub image \( a^1 \) was computed from trends along both rows and columns, it follows
that each value of $a^1$ is equal to 2 times an average of a small square containing adjacent values from the image.

A useful way of expressing the values of $a^1$ is as scalar products of the image $f$ with scaling signals, as we did in the 1D case; we shall say more about this later in the section. The $h^1$ sub image is created by computing trends along rows of the image $f$ followed by computing fluctuations along columns [25].

Consequently, wherever there are horizontal edges in an image, the fluctuations along columns are able to detect these edges. This tends to emphasize the horizontal edges. This discussion should make it clear why we shall refer to this sub image as the first horizontal fluctuation. The sub image $v^1$ is similar to $h^1$, except that the roles of horizontal and vertical are reversed.
Chapter 3: Image Retrieval Using Wavelet Transform

3.1 Different Algorithm Categorizations in Image Matching

3.1.1 Color Histograms

Color histograms are basically, demonstrates the color density distribution of an image. Histograms are widely used for content-based image retrieval. Their advantages are efficiency, and insensitivity to small changes in camera viewpoint.

However, a histogram is a coarse characterization of an image, and so images with very different appearances can have similar histograms.

Described technique is for comparing images called histogram refinement, which shows additional constraints on histogram based matching. Histogram refinement splits the pixels in a given bucket into several classes, based upon some local property. Within a given bucket, only pixels in the same class are compared.
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Histogram refinement can be used to distinguish images whose color histograms are indistinguishable. All images are scaled to contain the same number of pixels $M$. Discretizing the color space of the image such that there are $N$ distinct (discretized) colors.

![Figure 20: Color Histogram- Color Density Distribution of an Image/Video](image)

Figure 20: Color Histogram- Color Density Distribution of an Image/Video
A color histogram \( H \) is a vector \( h_1; h_2; \ldots; h_n \), in which each bucket \( h_j \) contains the number of pixels of color \( j \) in the image. Typically images are represented in the RGB color space, with a few of the most significant bits per color channel. For a given image \( I \), the color histogram \( H_I \) is a compact summary of the image. A database of images can be queried to the most similar image to \( I \), and can return the image \( I_0 \) with the most similar color histogram \( H_{I0} \). Color histograms are typically compared using the L1-distance or the L2-distance, although more complex measures have also been considered.

### 3.1.2 Energy methods

This method, measures energy (possibly weighted) at the output of filter banks as extracted features for texture discrimination. The basic assumption of this approach is that the energy distribution in the frequency domain identifies a texture. Wavelets are core technology in the next generation of still image coding format, JPEG-2000 the choice of Wavelet features enables the implementation of retrieval systems that can work directly in the compressed domain. Other possible transforms are Wavelet packets and Wavelet frames. Finding good similarity measures between images based on some feature set is a challenging task. The ultimate goal is to define similarity functions that match with human perception.

On the other hand, many current retrieval systems take a simple approach by using typically norm-based distances (Euclidean distance) on the extracted feature set as a similarity function. Any reasonable similarity functions defined on the features space should perform well. Sometimes, weighting factors are necessary to normalize extracted features over the entire database to comparable ranges so that they have approximately the same influence on the overall distance.
3.2 Our Approach and Developed Algorithm

Previously we address the problems, in seafloor image similarity measurement and image retrieval of disturbed images (e.g. rotated, scaled, skewed) depending on the sonar carrier’s elevation from sea bottom or depending on the weather and sea conditions. Considering these problems following algorithm has been implemented. We consider jointly the problems of Feature Extraction, namely multiresolution ability of Wavelet Transform and Similarity Measurement which is basically the statistical approach in image retrieval.

Considering the two related retrieval tasks Feature Extraction and Similarity Measurement as estimation and detection problems, respectively, provides us with defining similarity functions on the feature space. Well-known examples in similarity measurement are the use of histograms to capture the distribution of image features such as color etc. Generalized Gaussian density functions to represent texture images in the Wavelet domain in previously in related works. The model parameters are estimated using a method of moment matching, and the similarity function is again defined as weighted Euclidean distances on extracted model parameters.

The statistical approach fits nicely into this case, since a texture image is often regarded as a realization of an underlying stochastic process. In the end, we will briefly discuss how such approach can be applied to other features and integrated into more general image retrieval systems.
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The outline will be as follows. In the next section, we set up the content based image retrieval problem in a general statistical framework. Then we will apply this framework to the Wavelet-based image retrieval application where Wavelet coefficients in each sub band are independently modeled by a generalized Gaussian distribution (GGD). We will also present experimental results in following section, which indicate a significant improvement in the retrieval of images of seafloor objects.

3.3 Algorithm Settings

In general settings, our algorithm is invariant to discussed image registration problems. We are initially searching for invariants, which will allow us to distinguish similar objects in seafloor environment (e.g. rocks, sand ripples) The problem of searching for the top N images similar to a given query image from a database of total M images (N << M) can be formulated as a multiple hypotheses problem. The query image Iq is represented by its data set \( x = (x_1, x_2, \ldots, x_L) \), which is typically obtained after a preprocessing stage. Each candidate image in the database \( I_i : i = 1, 2, \ldots, M \) is assigned with a probability \( H_i \). The goal is to select, depending on rankings, among the M possible hypotheses the N best ones that describe the data \( x \) from the query image. To select the N top matches from those M hypotheses we can use the multiple hypotheses testing argument. We first choose the best one among the M possible hypotheses \( \{H_1, H_2, \ldots, H_M\} \), and then we choose the next best one among the remain \((M-1)\) hypotheses. We assume that all prior probabilities of the hypotheses are equal and for each recursive step the optimum rule is to choose the hypothesis with the highest likelihood among the possible ones.
Figure 21: Side Scan Sonar Images Retrieval Algorithm Setup

This is referred to as the maximum likelihood (ML) selection rule. In this approach, the conditional probability density $p(X|H_i)$ is modeled by a member of a family of probability density functions (PDF's), denoted by $p(X; \theta_i)$ where $\theta_i$ is a set of model parameters. With this setting, the extracted feature for the image $I_i$ is the estimated model parameter $\hat{\theta}_i$, which is computed in the Feature Extraction (FE) step. We denote the space of model parameters as $\Theta$. Consider the query data $x = (x_1, x_2, \ldots, x_L)$ as an independent and identically distributed sequence from the model $p(X; \theta_q)$ of the query image [1,8].
\[
\frac{1}{L} \log p(x; \theta) = \frac{1}{L} \sum_{j=1}^{L} \log p(x_j; \theta) \\
= \int p(x; \theta) \log p(x; \theta) dx 
\]

(36)

(37)

This can be seen as equivalent to minimizing the Kullback-Leibner distance (KLD) or the relative entropy between the two PDF’s

\[
\left| D(p(X; \theta_q) \| p(X; \theta)) \right| = \int p(x; \theta_q) \log \frac{p(x; \theta_q)}{p(x; \theta)} dx 
\]

(38)

For consistent estimator, we could employ the ML estimator, which means that for the query image, it computes:

\[
\theta_q = \arg \max \log p(x; \theta) 
\]

(39)

The similarity measurement step can be computed entirely on the estimated model parameters, which are typically small in size, so that it can meet the timing constraint. That is another advantage of our algorithm. The method allows us the use of any feature data and statistical models for indexed images. We will use Kullback-Leibner distance to compare images, which will be extensively discussed on the next section. Combining the KLD’s from multiple data sets, such as from different channels or feature sets, we can use the chain rule which states that the KLD between two joint PDF’s \( p(X, Y) \) and \( q(X, Y) \) is
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\[ D(p(X,Y) \| q(X,Y)) = D(p(X) \| q(X)) + D(p(Y | X) \| q(Y | X)) \]  \hspace{1cm} (40)

3.4 Wavelet Subband Coefficients and Generalized Gaussian Density

Comparing to the statistical framework, it is relatively easier, if some preprocessing is applied to the images. This kind of preprocessing can be carried out by transformation of image pixel values into a suitable space where simple models with a small number of parameters can describe the data. In our case, RGB images transform to the gray scale images to reduce the computational complexity. Wavelets have recently emerged as an effective tool to analyze texture information and since Wavelets are used in major future image compression standards and are also shown to be prominent in searching for images based on color and shape, a Wavelet-based texture retrieval system can be used effectively with a compression system and retrieval systems. The assumption is that the energy distribution in frequency domain identifies texture; traditional approaches computed energies of Wavelet subbands as texture features. Commonly, L1 and L2 norms are used as measures [8].

More specifically, given the Wavelet coefficients \( x_{i,1}, x_{i,2}, \ldots, x_{i,L} \) at the i-th subband, typically the following two values are used as features:

\[ f_i = \frac{1}{L} \sum_{j=1}^{L} |x_{i,j}| \]  \hspace{1cm} (41)
\[ f_i = \left( \frac{1}{L} \sum_{j=1}^{L} x_{i,j}^2 \right)^{1/2} \]  

(42)

**Figure 22: Block Diagram of the Wavelet-Based Image Matching Algorithm [1].**

A natural extension of the energy method is to model a texture by the densities of Wavelet subband coefficients. Probability Density Function approximation for the density of coefficients at a particular subband produced by various type of Wavelet transforms may be achieved by two parameters of the generalized Gaussian density (GGD) which are:
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\[ p(x; \alpha, \beta) = \frac{\beta}{2\alpha \Gamma(1/\beta)} e^{-|x|/\alpha} \] (43)

where;

\[ \Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt, z > 0 \] (44)

Here \( \alpha \) models the width of the PDF standard deviation, while \( \beta \) is proportional to the decreasing rate of the peak. \( \alpha \) is referred to as the scale parameter however \( \beta \) is called the shape parameter. The GGD model contains the Gaussian PDF’s as special cases, using \( \beta = 2 \) and \( \beta = 1 \), respectively. It is time to introduce the ML estimator for GGD. Let’s define the likelihood function of the sample \( x = (x_1 \ldots x_L) [1,8] \).

\[ L(x; \alpha, \beta) = \log \prod_{i=1}^L p(x_i; \alpha, \beta) \] (45)

Where \( \alpha \) and \( \beta \) are parameters to be estimated. In this case the following likelihood equations have a unique root in probability, which is maximum-likelihood estimator;

\[ \frac{\partial L}{\partial \alpha} = -\frac{L}{\alpha} + \sum_{i=1}^L \frac{\beta |x_i|^{\beta - 1}}{\alpha^{\beta}} = 0 \] (46)
\[
\frac{\partial L}{\partial \beta} = \frac{L}{\beta} + \frac{L \psi(1/\beta)}{\beta^2} - \sum_{i=1}^{L} \left(\frac{|x_i|}{\alpha}\right)^\beta \log\left(\frac{|x_i|}{\alpha}\right) = 0 \tag{47}
\]

Ψ is gamma function which can be described as \( \Psi (z) = \Gamma '(z)/\Gamma (z) \). From above equations, one can pull the \( \alpha \) from the first equation which is

\[
\alpha = \left(\frac{\beta \sum_{i=1}^{L} |x_i|^\beta}{L}\right)^{1/\beta} \tag{48}
\]

If we plug \( \alpha \) into second equation we will end up with an equation in terms of only the parameter \( \beta \) which can be solved by using any kind of numerical root finding algorithm.

\[
1 + \frac{\psi(1/\beta)}{\beta} - \frac{\sum_{i=1}^{L} |x_i|^\beta \log|x_i|}{\sum|x_i|} + \frac{\log\left(\frac{\beta \sum_{i=1}^{L} |x_i|}{L}\right)}{\beta} = 0 \tag{49}
\]

In our case we used Newton-Raphson root finding algorithm, which basically uses derivatives of the function and searches for the trends where the sign of the function changes. For these kind of numerical root finding algorithm, a good initial guess, takes us faster solution.
Chapter 4: STATISTICAL FRAMEWORK

4.1 Probability and Likelihood

The concept of likelihood, introduced by Sir R. A. Fisher, is closely related to the more common concept of probability. Probability is generally observing the events. For example, for an unbiased coin, the probability of observing heads is 0.5 for every toss. This is taken to mean that if a coin were tossed a large number of times then we would expect, on average, to find half of the time the coin landed heads, half of the time tails.

There are certain laws of probability that allow us to make inferences and predictions based on probabilistic information. For example, the probabilities of different outcomes for a certain event must always add up to 1: if there is a 20% chance of rain today, there must be an 80% chance of no rain. Another very common law is that if two events are independent of one another, then the probability of certain pairs of outcomes will be the product of the two outcomes by themselves: if we toss a coin twice, the probability of getting 2 heads is 0.5 times 0.5 = 0.25 [28].
4.2 Parameters and Distributions

The probability of observing events, such as the outcome of a toss of a coin is assuming some kind of model, even in this simple case. In the case of a coin, the model would state that there is some certain, fixed probability for the particular outcomes. This model would have one parameter, \( p \) the probability of the coin landing on heads. If the coin is fair, then \( p = 0.5 \). The probability of observing an event is given specific parameter values for the model. In this simple case, if \( p = 0.5 \), then the probability of the coin landing heads on any one toss is also 0.5. In the case of this simple example, it does not seem that one gained very much. It seems to be merely calling what was previously a simple probability the parameter of a model. However, this way of thinking provides a very useful framework for expressing more complex problems [28].

4.3 Model Fitting and Maximum Likelihood

We will start with introducing the concept of likelihood. If the probability of an event \( X \) dependent on model parameters \( p \) is written

\[
P(X | p)
\]

(50)

then we would talk about the likelihood

\[
L(p | X)
\]

(51)
that is, the likelihood of the parameters given the data. For most sensible models, we will find that certain data are more probable than other data. The aim of maximum likelihood estimation is to find the parameter values that makes the observed data most likely. This is because the likelihood of the parameters given the data is defined to be equal to the probability of the data given the parameters. If we were in the business of making predictions based on a set of solid assumptions, then we would be interested in probabilities - the probability of certain outcomes occurring or not occurring [28].

However, in the case of data analysis, we have already observed all the data: once they have been observed they are fixed, there is no 'probabilistic' part to them anymore (the word data comes from the Latin word meaning 'given'). We are much more interested in the likelihood of the model parameters that underlie the fixed data. To re-iterate, the simple principle of maximum likelihood parameter estimation is this: find the parameter values that make the observed data most likely. How would we go about this in a simple coin toss experiment? That is, rather than assume that $p$ is a certain value (0.5) we might wish to find the maximum likelihood estimate (MLE) of $p$, given a specific dataset [28]. Beyond parameter estimation, the likelihood framework allows us to make tests of parameter values. For example, we might want to ask whether or not the estimated $p$ differs significantly from 0.5 or not.
4.4 Generalized Gaussian Density Distribution

The normal distribution is a convenient model of quantitative phenomena in the natural and behavioral sciences. A variety of psychological test scores and physical phenomena like photon counts have been found to approximately follow a normal distribution. While the underlying causes of these phenomena are often unknown, the use of the normal distribution can be theoretically justified in situations where many small effects are added together into a score or variable that can be observed.

The normal distribution also arises in many areas of statistics: for example, the sampling distribution of the mean is approximately normal, even if the distribution of the population the sample is taken from is not normal. In addition, the normal distribution maximizes [28]
information entropy among all distributions with known mean and variance, which makes it the natural choice of underlying distribution for data summarized in terms of sample mean and variance. The normal distribution is the most widely used family of distributions in statistics and many statistical tests are based on the assumption of normality.

In probability theory, normal distributions arise as the limiting distributions of several continuous and discrete families of distributions. The modeling of probability density distributions of coefficients produced by Wavelet transform subbands may be efficiently achieved by adaptively adjusting the parameters of a generalized Gaussian density (GGD) function. The estimation of GGD parameters may be carried out either by use of the moment method, entropy matching or in a maximum likelihood (ML) framework. In all these approaches, the existence and the uniqueness of the parameters are based on asymptotic behavior, that is the sample is supposed to be sufficiently large. However, in signal and image processing, we often deal with small samples for which the existence of the parameters is unknown. After recalling the two main approaches to compute GGD parameters, we give a necessary and sufficient condition for the existence of the parameters in a ML framework.

Figure 23: Generalized Gaussian Density and the Cumulative Distribution Function
There are various ways to specify a random variable. The most visual is the probability density function, which represents how likely each value of the random variable is. The cumulative distribution function is a conceptually cleaner way to specify the same information, but to the untrained eye its plot is much less informative. Equivalent ways to specify the normal distribution are: the moments, the cumulate, the characteristic function, the moment-generating function, and the cumulate-generating function. Some of these are very useful for theoretical work, but not intuitive.

4.5 Calculation of Shape Parameter in GGD

We will start this section by introducing first and second mode of distributions which are shown as

\[ m_1 = \int |x| P_{\alpha, \beta}(x) dx \]  \hspace{1cm} (53)

and the second moment is shown as

\[ m_2 = \int |x^2| P_{\alpha, \beta}(x) dx \]  \hspace{1cm} (54)

Where \( P_{\alpha, \beta} \) is defined in equation (43)
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through

\[ \alpha = m_1 \frac{\Gamma\left(\frac{1}{\beta}\right)}{\Gamma\left(\frac{2}{\beta}\right)} \quad \text{and} \quad \beta = F^{-1}\left(\frac{m_1^2}{m_2}\right) \]  

(56), (57)

where

\[ F(x) = m_1 \frac{\Gamma^2\left(\frac{2}{\beta}\right)}{\Gamma^3\left(\frac{1}{\beta}\right)} \]

And once more

\[ \Gamma(t) = \int_0^\infty e^{-x} x^{t-1} dx \]  

(58), (59)

Considering the discrete case moment often represented as summations;

\[ m_1 = \frac{1}{L} \sum_i |x_i| \quad \text{and} \quad m_2 = \frac{1}{L} \sum_i |x_i|^2 \]  

(60), (61)

As shown before

\[ \alpha_{\text{Discrete}} = m_1 \frac{\Gamma\left(\frac{1}{\beta}\right)}{\Gamma\left(\frac{2}{\beta}\right)} \quad \text{and} \quad \beta_{\text{Discrete}} = F^{-1}\left(\frac{m_1^2}{m_2}\right) \]  

(63), (64)
4.6 Kullback-Leibner Similarity Measurement Method

In this section, we will discuss the Kullback-Leibner similarity measurement algorithm which is mainly used for matching entropy given for different systems. This method is pretty common in image matching considering statistical approach. Having the 2-D Wavelet transforms of each sea floor images, we defined our Generalized Gaussian Distributions which are namely Wavelet subband coefficients, in terms of only two parameters which are $\alpha$ and $\beta$.

Substituting $\alpha$ and $\beta$ parameters inside the Kullback-Leibner distance, we end up with having a closed form of distance metric which can arranged as \[ D(p(\alpha_1, \beta_1) \| p(\alpha_2, \beta_2)) = \log\left(\frac{\beta_1 \alpha_2 \Gamma(1/\beta_2)}{\beta_2 \alpha_1 \Gamma(1/\beta_1)}\right) + \left(\frac{\alpha_1}{\alpha_2}\right)^{\beta_2} \frac{\Gamma((\beta_2 + 1)/\beta_1)}{\Gamma(1/\beta_1)} - \frac{1}{\beta_1} \] (75)

The similarity measurement between two Wavelet subbands can be computed very effectively using the model parameters.
Figure 24: Wavelet Subband Coefficient Histogram Fitted with a Generalized Gaussian Density

Furthermore, applying with the reasonable assumption that Wavelet coefficients in different subbands are independent, the overall similarity distance between two images is precisely the sum of Kullback-Leibner Distances. In this case \( \alpha \)'s are defined as scale factors and the \( \beta \)'s are defined as shape parameters, relating to curvature or inclination of the Generalized Gaussian distribution's trend.

4.7 Experiments with Wavelets GGD Model

We used 48 seafloor (man-made objects) images, obtained from Klein online side scan sonar image library [7]. During the experimentation we used Matlab Image Processing toolbox the trim the images to (512x512) gray scale images and rotated, skewed and stretched them to
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simulate the variation of Auv’s height above the sea floor, or the pitch-roll variations. We used Bior3.7 (from bio-orthogonal Wavelet family) Wavelet basis which has a unique shape goes very well with any kind of random signals. Having a large library with different shape of objects, we need to choose a basis that can fit robustly to any kind of randomness. In image processing and Wavelets applications of images, bior3.7 type Wavelet basis has been widely used previously.

Furthermore, to eliminate the effect of common range in the gray level of sub images from a same original image and to make the retrieval task less biased, each sub image was individually normalized to zero mean and unit variance before the processing.

Figure 25: Experimental Results (Image Retrieval Using Wavelet Transform)
4.8 Matching Effectiveness

Above method has been implemented in a large library consist of side-scan sonar images. We also pre-processed these images using Matlab image processing toolbox. Then we evaluated the performance in terms of the average rate of retrieving relevant images as a function of the number of top retrieved images.

Qualitative evaluation of our method was carried out by visually examining the images of retrieval results. Understanding the similarity between two or more images, by using computer based algorithms relatively has much more complexity and difficulties, comparing with the judgment of bare human eye.

However working with Wavelet subband coefficients allows us to reduce that computational complexity since we only end up with compressed images and reduced number of Wavelet coefficients rather than having whole image and with all information within.

If we take a look at the experimental results which is shown in Figure (25), one can easily can see that, candidate object which is placed at the upper left corner, an underwater mine. Our aim is to recognize that object, depending on our sample image library. Having a large map of sea-floor, we previously detect this object (image filtering will be discussed at the conclusions and future work section) and crop our area of interest from the whole map. After applying developed algorithm and sorting the results in qualitative sense, consecutive seven images are likewise underwater mines. An interesting point in this case is all of the consecutive seven images have rotation problem. Another aspect of the results is, two images placed at the lower left corner are sorted meaning that they are most likely similar images. Previously, we applied skew and stretch problem on these images. They show us how our algorithm responded on these kinds of image matching problems. This subject will be covered more at the conclusion.
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and the future work sections. During the numerical calculations, Matlab image processing toolbox and Matlab Wavelet Toolbox have been used.
Chapter 5: Conclusions

Summary and Recommendations for Future Research

Wavelet based similarity measurement algorithm has been successively applied in image matching. Wavelet sub band coefficients have been used previously for solving the image matching problems. Same idea used in this work for solving the rotation, skew, stretch problems in side scan sonar images. Depending on the various affects of the water waves, and the wind, motion of the vessel which carries the side-scan sonar will tend to move to six fundamental directions. (Pitch, roll, yaw, heave, etc.) Motions of the vessel can be reduced by using sea-keeping instrumentation. Damping of these motions will surely help to reduce the effects of randomness.

After processing each image, (query and sample image library) using wavelet decomposition, collected wavelet subband coefficients matched successively between similar images. Another question is how to determine the area of interest and eliminating rocks and sand ripples. Distinguishing the man-made objects is a question of image filtering problem. As a future work in this case, developing another algorithm to fix this problem can be considered. During the experiments, various disadvantages have been determined. Working on the ship wrecks, we have seen that some ship wrecks are buried under the sand and it can be partially observed.
Conclusions

Figure 26: Partially Buried Ship Wreck in Sea Bed [7]

In this case, partial matching problem can be a good solution. Another solution can also be increasing our sample image library as possible as we can, will surely fix this problem. Different kinds of scanning patterns will also cause partial matching problems which are shown in the figure (27).
Conclusions

Another disadvantage is depending upon motion of the side-scan sonar; there might be shadow problems, which can also be solved by applying image filtering techniques.

Figure 27: Partial Matching Problems [7]

Figure 28: Shadowing Problems in Side Scan Sonar Images. [7]
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