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L (a) ElXa] =1, varlXy) = 1 - &

Fa

E¥y] =1, var(¥z)=n—1

(b) The sequence X, converges in probability to 0. P{|X,| > ¢) = P(X, = 1) = 1 which
goes to ) as n — oo,
{e) The sequence Y, converges in probability to 0. P{|Y,| = ¢) = P(¥, = n) = 3 which

goes to 0 as n —+ oo.

2. [(a) We want to find the probability that there are at least 46 successes out of 50 total trials,
where the probability of success s given to be 95, Using the Normal approximation to
the binomial (where u = 47.5 and o = 1.54), we find:

P{45 to M) successes) 1—&-(14'5;_”)

= 1— & (—1.95)
= & (1.95)
0.9744

(k) To be able to use the Poisson approximation p has to be amall and » has to be relatively
large. Therefore, using p = 0.85 will not give & good approximation. Instead, we define
a new random variable, I, to be the number of incorrect predictions out of 50.

P45 to 50 suceesses) = PI=04+P{I=114+P{I=2)+P{I=3)+P{I=4)+P{I =5)

5 o
25828
k=i

{c) The second method, although more tedious, is perhaps more appropriate. The Normal
approsimation works well with sums of symmetric distributions, which for the binomial
i5 eatisfied when p is close to 5. Here p is quite far from that. Of course, the Normal
distribution makes it quite convenient to caleulate, especially when the number of terms
in the gum grows.

3. Practice Problem: Note that each Z; is a Poisson random variable with parameter 1,/k.
(&) Yes, because by the Markov Inequality
E|Z, 1
PIZ > )= P(Zuz ) x Dt _ L
where the bound goes to sero as k — oo,
(b) No, because arrivals still occur as time goes to infinity and so, for any &y, there is always
aome & > kp such that an arrival ocours and therefore some Zi = 0,
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