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Abstract

This thesis studies the design of basis functions in approximate linear programming (ALP) as a decision-making tool. A case study on a robotic control problem shows that feature-based basis functions are very effective because they are able to capture the characteristics and cost structure of the problem. State-space partitioning, polynomials and other non-linear combinations of state parameters are also used in the ALP. However, design of these basis functions requires more trial-and-error. Simulation results show that control policy generated by the approximate linear programming algorithm matches and sometimes surpasses that of heuristics. Moreover, optimal policies are found well before value function estimates reach optimality. The ALP scales well with problem size and the number of basis functions required to find the optimal policy does not increase significantly in larger scale systems. The promising results shed light on the possibility of applying approximate linear programming to other large-scale problems that are computationally intractable using traditional dynamic programming methods.
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Chapter 1

Introduction

Sequential decision-making in large-scale systems is a challenge faced by many businesses. For example, in a complex job shop environment where raw materials must be processed in a timely fashion, common decisions related to the scheduling of maintenance, manpower and machine usage can have a large effect on the future profit margin of the company. To minimize losses it is important to solve these problems in a timely fashion, whereby decisions are made based on the current state of the system. However, it is difficult to find ‘optimal’ solutions for these problems even with modern computational capabilities. As a result, many techniques have been developed to find solutions to large-scale decision-making problems. For example, dynamic programming methods have been used to find solutions to these problems. In order to use dynamic programming techniques, one must first define an underlying dynamic system and a local cost function that is additive over time. Generally speaking, this dynamic system must have a state space, an action space, and a state transition function defining the evolution of the states over time. In addition, the local cost function is defined for each state-action pair. In general, the goal of this technique is to find a control law or policy which maps every state to a specific action and minimizes the total future cost (the ‘cost-to-go’) over a particular time horizon. The goal of this research project is to develop an efficient computational architecture for dynamic programming problems by adopting the approximate linear programming approach.
1.1 Motivation for Approximate Linear Programming

Although dynamic programming is a very useful and powerful technique for finding optimal solutions to sequential decision-making problems under uncertainty, it does not scale well with the size of the problem. Dynamic programming relies on the computation of the exact cost-to-go at every state in order to map the state to an optimal action. However, the computational power required to calculate and store the cost function grows exponentially with the number of state variables in the system. One would soon realize that seemingly simple problems become unmanageable very quickly. As a result, large-scale problems cannot be easily solved in real-time using this technique, and this limitation is called The Curse of Dimensionality. Therefore, approximation structures have been developed to reduce computation time. For example, the cost-to-go function may be approximated by a linear combination of known functions of the state. This reduces the dimension of the original problem to the number of known functions used. The problem therefore reduces to finding the best set of weights to approximate the cost-to-go function.

The objective of this research project is to develop approximation architectures for decision-making in real-time systems using approximate dynamic programming. Building upon the idea of traditional linear regression, an algorithm for picking appropriate basis functions and their weights will be developed to approximate the cost-to-go function of the system. The estimated value function will then be used to generate a policy that maps the optimal action to each possible state. The performance of the policy generated will be compared to that of exact solutions in small scale problems, and to performance of heuristics in large-scale problems, in which exact solutions are very difficult to find, if possible at all.
1.2 Application - A Robotic Control Problem

Intuitively, approximation architecture works the best if it is developed based on the characteristics of the system being modeled. In this project, the techniques of picking basis functions and their performance is illustrated by a robotic control application.

Imagine there is an ambitious robot on Mars which manufactures bits and pieces of itself every day, assembles the parts, tries to make many copies of itself and hoping that it can eventually take over the planet. The robot has a home base that is $N$ steps away from the construction station. The robot gets recharged, repaired as well as deliver the finished products at the base. In the work station, the robot must work consecutively for $T$ time steps on a product unless it runs out of energy. At each time step, the robot can decide whether it wants to return to the base (1 step backwards), move towards the work station (1 step forward), or remain stationary. The displacement happens with probability 1.

The robot, though ambitious, is subject to the following constraints and maintenance costs:

- The construction device on the robot is fragile and breaks with probability $p$ at any time. If it breaks, the robot will need to go back to the base for maintenance.

- The robot only has $F$ time steps worth of energy, where $F \geq 2 \times N + T$.

- There is a high maintenance cost of $M_1$ units with re-charging included.

- At any point in time, if the robot runs out of energy, it will need to be taken back to the base to be recharged, which will incur a high cost of $M_2$ units.

- Normal operating cost of the robot is 1 unit per time step.

Several questions are raised: What is the optimal policy at each state? How is the policy computed? For different values of $p$, how does this policy change? In order to answer those questions, the robotic control problem will be modeled as a Markov Decision Process. Understanding the cost structure of the problem will help us find the optimal policy and hence minimize the total cost. Features in the cost structure
of this problem will also provide insights on how to pick the set of basis functions and their weights to approximate the cost functions of larger-scale control problems. Moreover, additional basis functions can be obtained by state space partitioning. Detailed descriptions of the techniques and the basis functions used in this problem will be discussed in the methodology section.
Chapter 2

The Model

In this project, a real-time system will be modeled as a Markov decision process characterized by a tuple \( \{ S, A, P(\cdot, \cdot), g(\cdot) \} \) – a state space, an action space, a state transition probability function and a cost function associated with each state-action pair. [3] The scope of this project is a discrete-time dynamic system in infinite horizon, which is defined below as the ‘basic’ problem we are trying to solve [3]:

2.1 The Basic Problem

Given a Markov Decision Process, with state space \( S \), action space \( A \), transition probability \( P_a(x, y) \), cost function \( g_a(x) \), we want to find a policy (or control law) \( u : S \rightarrow A \) to solve the following optimization problem:

We consider infinite-horizon discounted-cost problems with a discount factor \( \alpha \in [0, 1] \) so that our problem is equivalent to solving

\[
\min_{u(\cdot)} E[\sum_{t=0}^{\infty} \alpha^t g_u(x_{t+1}) | x_0 = x]
\]

For each policy \( u \), the cost-to-go at state \( x \) is given by:

\[
J_u(x) = E[\sum_{t=0}^{\infty} \alpha^t g_u(x_{t+1}) | x_0 = x] = g_u(x) + \alpha \sum_y P_u(x, y) g_u(y) + \alpha^2 \sum_y P(x_{t+2} = y | x_0 = x) g_u(y) + ...
\]
The famous Bellman’s equation this type of discounted problem is:

\[ J^* = \min_{a} \sum_{t=0}^{\infty} \alpha^t P_a(x) g_u \]

and

\[ J^* = \min_{a} \sum_{t=0}^{\infty} \alpha^t P_a(x) g_u \]

The dynamic programming algorithm works from the optimal end state towards the beginning in order to find the optimal policy. The cost-to-go at every state is the expected cost assuming optimal future actions. Therefore, cost minimization is achieved by sequential optimization from the terminal state to the initial state. Let \( T \) be a \textit{dynamic programming operator} such that the cost is minimized:

\[ TJ = \min_{u} \{ g_u + \alpha \sum_{y} P_a(x, y) J^*(y) \} = J^* \]

### 2.2 The Approximate Linear Programming Approach

Because dynamic programming problems are often computationally prohibitive, a linear combination of \textit{basis functions} may be used to approximate the solution. The basis functions may be polynomials, linear or nonlinear functions possibly involving partitions the state space, or functions that characterize the “features” of the system at any given state. The selection and formulation of basis functions will be discussed in detail in the next chapter. This set of basis functions is denoted by matrix \( \Phi \), and their weights are represented by the vector \( r \). The heart of this problem is to pick the best set of basis functions and weights to approximate the solution using approximate linear programming approach such that \( \Phi r^* \approx J^* \). If we define the optimal cost-to-go function as

\[ J^* = \min_{u} \sum_{t=0}^{\infty} \alpha^t P_a(x) g_u \]
then we want to find $\Phi$ and $r$ such that the weighted norm $\|J^* - \Phi r^*\|_{1,c}$ is minimized.

$$\|J^* - \Phi r^*\|_{1,c} = \left( \sum_x c(x) |J^*(x) - \phi^T(x) r^*| \right)$$

where $\sum_x c(x) = 1$

I will begin my investigation by modeling a relatively simple dynamic system and trying to understand the characteristics of the problem and designing appropriate basis functions. It will be done in the context of a robotic control problem discussed below.

### 2.3 Robotic Control as a Markov Decision Process

The robotic control problem as described in section 1.2 is modeled as a Markov Decision Process consisting of the tuple State Space, Action Space, Cost and Probability Transition:

#### 2.3.1 State Space

Each state is represented by a tuple $\{d, f, c, t\}$, where

- $d =$ distance from its home base, where $0 \leq d \leq N$

- $f =$ energy left in units of time steps, where $0 \leq f \leq F$,
  
  and $F \geq 2 \times N + T$

- $h = \{0, 1\}; \ h = 1$ when construction device of robot is broken

- $t =$ number of time steps spent in the construction site, with $0 \leq t \leq T$

In addition, there is a special state “stop state” to denote that the robot has finished the task and returned to the base station.
2.3.2 Action Space

At any given point in time, the robot can remain stationary (0), move one step towards the base (-1) or move one step forward towards the work station (+1).

For $d = 0$, robot is in the base. It can either stay in the base or move one step toward the work station:

$$a_1 \in A = \{0, 1\}$$

For $d = N$, robot is in the work station. It can either stay in the station or move one step toward the base:

$$a_2 \in A = \{-1, 0\}$$

For $0 < d < N$, robot is on its way. It can remain stationary, move one step toward the base or move forward to the work station:

$$a_3 \in A = \{-1, 0, 1\}$$

2.3.3 Local Cost at Each State

The objective of the problem is to complete a task with minimal cost and time. Heavy penalties are placed on re-charge of battery, repair and idling. We would like to find an optimal policy such that the need of maintenance, hence cost, is minimized. The cost structure of the problem is defined as below:

- $g_{\text{repair}} = M_1$: maintenance cost if the construction device of the robot is broken

- $g_{\text{recharge}} = M_2$: re-charging cost when the robot runs out of energy or idling at base station

- $g_{\text{operate}} = M_3$: cost per time step during normal operation (working or going around on Mars)

- $g_{\text{end}} = 0$: zero cost in final state when all tasks are finished
2.3.4 Probability Transition Function

The robot can only move back, forth, or stay put. The problem requires that the robot move back to the base station for maintenance if the construction device is broken or the robot runs out of fuel.

It should be noted that the state space grows very rapidly with the value of the state parameters. In fact, in this model the cardinality of the state space $\|S\|$ (i.e. total number of possible states) equals $2 \times (N + 1) \times (F + 1) \times (TL + 1) + 1$. The probability transition matrix will therefore be very large for any realistic problem. A memory issue may arise if we need to store and use the probability transition matrix in our computations. Fortunately, since the robot can only move one step at a time, the probability transition matrix is always sparse and can be stored and computed efficiently.
Chapter 3

Methodology

3.1 The Approximate Linear Programming Approach

The selection and formulation of basis functions will be discussed in detail in the next section. In this section, we describe an algorithm based on linear programming which, given a set of basis functions, finds a linear combination of them to approximate the cost-to-go function. In the meantime, there are several advantages to this approach which should be pointed out:

- There has been extensive research in linear programming techniques over the few decades and many high-performance solver packages have been developed (e.g. CLP from COIN-OR, GLPK, CPLEX etc ). One could take advantage of these resources once the problem is formulated as a linear program.

- Even though the linear approximation architecture is arguably less rich than non-linear ones, it is much more tractable analytically and computationally, and may result in higher efficiency.

- It should also be noted that well-chosen basis functions may capture the non-linearities of the system, therefore reducing the dimension of the problem to be solved and stores information in a much more compact manner.

- The complexity and solving time of linear systems may be more well-bounded
or characterized than non-linear systems

- If the goal of solving a system is to find the optimal policy only, perfect estimation of the value function for each state is not necessary. A “close-enough” estimate may yield the same optimal policy.

## 3.2 Approximation Architecture

As mentioned in the last chapter, the central idea of the approximation architecture is that we want to find a set of basis functions that span the space of optimal value function $J^*$ such that the approximation is a good one. It can be shown that the actual approximate linear program (ALP) to be solved in order to minimize $\|J^* - \Phi r^*\|_1.c$ is the following [4]:

\[
\max \quad c^T r \\
\text{s.t.} \quad T \Phi r(x) \geq \Phi r(x), \forall x \in S
\]

where $c$ is the vector of state-relevance weights, $S$ is the state space, and $T$ is the dynamic programming operator.

Our discussion will focus on the design of basis functions. It is assumed that all states are equally relevant, meaning that $c$ is a scalar vector and each element equals $1/(\text{total number of states})$.

Several methods are used to come up with a pool of 200 basis functions in this application, as discussed below:

### 3.2.1 State Space Partitioning

The intuition of state space partitioning comes from the idea that there may be groups of states that share the same, or similar cost. The basis functions are set up such that
the value function approximation of those groups are the same. A significant part of this research project is the creative process of designing different state partitioning and study their effectiveness. For example, some basis functions are designed to give binary outputs depending on the range of each parameter in the state such that the state space is partitioned into a binary grid. It is hoped that by partitioning the state space in various ways, we will find a set of basis functions that span the value function.

### 3.2.2 Features Mapping

Mapping states to "features" can be viewed as a special way of partitioning state space. Features of the system can be picked out by examining the cost structure of the problem or important parameters that are crucial to finishing certain tasks and so on. These features may capture non-linearities inherent in the system and therefore give a “smoother” and more compact representation of state information relevant to the estimation of value function.

In the robotic control problem, some examples of features are:

- amount of fuel left
- distance from the base station
- number of tasks accomplished
- time to finishing a task assuming no further breakdown

### 3.2.3 Polynomials

Another type of basis functions used are polynomials of state variables. For example, in our system with four parameters, d, f, h, t, sample basis functions are:

\[
\text{basis}1 = d^2 + f + h + t
\]
\begin{align*}
\text{basis}2 & = d + f^2 + h + t \\
\text{basis}3 & = d + f + h^2 + t \\
\text{basis}4 & = d + f + h + t^2 \\
\text{basis}5 & = (d + f)^2 + h + t \\
\text{basis}6 & = d + (f + h)^2 + t \\
\text{basis}7 & = d + f + (h + t)^2 \\
\text{basis}8 & = f + h + (t + d)^2 \\
& \quad \vdots \\
& \quad \vdots
\end{align*}

### 3.2.4 Others

For the purpose of experimentation, some basis functions used in this project do not fall into the above three categories. They involve logarithms of state parameters as well as other non-linear combinations of state parameters. It is hoped that non-linearities of the system may be captured in these bases.
Chapter 4

Results and Discussion

In this chapter, results of applying the proposed approximation architecture to the robotic control problem will be presented. Annotated plots for problems of various scales can be found in the appendix.

4.1 Scope of the experiments

Since we are interested in developing approximation architecture for large-scale systems, experiments are conducted on two levels: First, the performance of the policies generated by the approximate linear program is compared to the optimal policy, given a small enough state space where optimal solution can be found exactly by policy iteration. Second, the approximate linear program will be applied to larger scale problems where optimal solution cannot be computed efficiently. The performance of the policy generated by the approximation architecture will be compared to that of heuristics as a benchmark. The linear program solver used is CLP \(^1\) from the open source COIN-OR project (COMputation INfrastructure for Operations Research) \(^2\).

---

\(^1\)Further information about CLP can be found in URL: http://www.coin-or.org/Clp/index.html

\(^2\)Further information about the COIN-OR project can be found in URL: http://www.coin-or.org/index/html
4.2 Heuristics

Two heuristics are used in the experiments. The first one is “task-dependent”, in which decision is made mainly based on the work progress and completion of the mission. The second one is “fuel-dependent”, in which the action of the robot resides mainly on the amount of fuel left, and whether or not the robot has enough fuel to go back to the base station before it runs out of energy and suffers significant penalty.

4.3 Summary of Results

Below, results of the experiments are discussed. Objective value plots and value function estimations are attached in the appendix.

For each given number of basis functions, the ALP yields an approximation $J^*$ and a policy is generated based on this value function estimation. The final costs of the simulations are averaged over 5 trials under the same policy. In each trial the maximum number of simulation steps is 100. Within the scope of our experiment, the robot should be able to complete the task within 100 steps given a good policy. After some trial and error on the optimal number of simulation steps, it is found that too large a number gives rise to more variance in the final cost of the simulations but less insight into the performance of our policies. If the robot does not complete the task, it is an indication that it might be stuck in certain states and kept going back and forth until the end of the simulation, or the policy is suboptimal. The number of basis functions used increases at increments of 10 in all experiments up to 200. These basis functions are not chosen randomly from a pool. Instead, they are ordered such that the set of 10 bases used is also used in the set of 20; the set of 80 bases used is also used in the set of 90 and so on. Therefore, the change in objective value of the ALP may be interpreted as the effectiveness of the basis functions incremented in each run.
4.3.1 Analysis of Object Value Plots

The plots of objective value of the ALP, though monotonically increasing, are not very smooth. It is observed that the change in objective value follows a certain pattern, and this pattern is fairly consistent across problems of different sizes. The increase in objective value due to basis functions 10-20 is the most significant, followed by basis 60-70 and 100-110. The jump in objective value indicates that these basis functions are significant and they span larger part of the value function. Bases 10-20 are feature-based, including time to finishing the task, distance from base station squared, cubed and task progress check and so on. Bases 60-70 are polynomials of state parameters; bases 100-110 are natural logs of polynomials of state parameters. Feature-based basis functions appear to be able to capture the essence of the problems, whereas the effectiveness of other basis functions is not guaranteed and requires more trial and error in formulation.

Since the number of constraints in the ALP equals the number of state-action pairs, as the problem size scales up, the ALP has an enormous number of elements. In our experiments, the ALPs start to become dual or even primal infeasible when more than 120 - 150 basis functions are used, even for a seemingly small problem with several thousand states. The ALP becomes dual infeasible sooner as the problem size increases. It is likely that the C++ program or the linear programming software runs into numerical issues when approaching the optimal solution due to rounding errors. This problem points us to the need of constraint sampling discussed in the Limitations and Improvements section.

4.3.2 Analysis of Value Function Estimation

The value function estimations show significantly larger variance in value and trend than the objective value plots. The “roughness” of cost estimation based on simulation may be explained by the following factors:

- Robot breaks down randomly according to a binomial distribution (with probability 0.1 in our case).
The objective of our ALP minimizes the weighted norm $\| J^* - \Phi r^* \|_{l,v}$, but the monotonic increase in objective value does not guarantee the value function estimation for frequently visited states are getting better, especially if the state-relevance vector differs from the actual distribution.

- Different kinds of basis functions are being added but their effectiveness are not uniform. We do not know which of these basis functions spans the value function. The improvement in policy is not likely to be linear, nor guaranteed to be a smooth function of the number of basis functions.

4.3.3 Overall Performance of ALP Algorithm

In smaller scale problems (e.g. $\leq$ 2,500 states) where optimal solution could be found by policy iteration, the value function estimate hits the optimal value after 80 to 90 basis functions on average.

In larger scale problems (e.g. 4,000-20,000 states), the value function estimate matches that of heuristics after 100 basis functions on average. Occasionally, the policy from ALP outperforms that from heuristics.

We observe that in all simulations the optimal cost or the benchmark set by heuristics is attained well before the objective value reaches optimality. This result implies that our $\Phi r$ is a good estimate of the value function for frequently visited states. Optimal policies are found fairly quickly with $\leq$ 100 basis functions even though our objective value is still far from perfect. Moreover, the number of basis functions needed to find the optimal policy does not increase significantly in larger systems. Hence, ALP is an efficient algorithm and scales well with problem size.

4.4 Limitations and Improvements

As the number of basis function increases, the ALP may become dual infeasible due to possible numerical problems and rounding errors. It is found that numerical issues arise mainly when the coefficients in the LP differ widely in orders of magnitude,
which are associated with highly non-linear basis functions and polynomials of very high order. In that case, the primal solution would be very poor and hence the policy generated. Therefore, care must be taken in designing the basis functions and high order polynomials may not be as desirable.

The number of constraints in the ALP equals the number of state-action pairs. As the problem size scales up, the number of elements increases exponentially. The huge LP size and the possibility of numerical error render the ALP infeasible. Constraint sampling methods as discussed in [4] may solve this problem by trying to pick out the more relevant (binding) set of constraints in the ALP according to the state-relevance distribution.

Without a priori knowledge of the state-relevance distribution, uniform state relevance is used in all simulations. However, as the policy improves at successive iterations, we could adjust the state-relevance vector by keeping track of how often a state is visited by the policies. The improvement in state-relevance distribution would benefit constraint sampling and subsequently, cost estimation.

In this experiment, basis functions are added at increments of 10 from an ordered set. In the future, we may design an algorithm that picks the appropriate basis function to be added at each step from a random pool. This way, only the best basis functions are included in our \( \Phi \) matrix. It is possible that even fewer basis functions would be needed to find the optimal policy of a problem.
Chapter 5

Conclusion

Approximate Linear Programming is a powerful methodology for decision-making in complex systems. This method requires some degree of experimentation in designing the basis functions. Results from this experiment show that feature-based basis functions seem to work the best because they capture characteristics of the problem, whereas other effective basis functions may only be found by trial and error. Nevertheless, monotonic increase in objective value is guaranteed in the ALP no matter what basis functions are used. It may be advisable to create a large pool of randomly generated basis functions and run ALP on a subset of these basis functions at a time, select the best ones and keep iterating using a combination of effective bases from previous iterations and new bases. This way, we may be able to limit the $\Phi$ matrix size for fast computations and retain only the best basis functions from each iteration in our $\Phi$ matrix.

We shall keep in mind that the robotic control problem is used only as a case study of the usefulness and performance of Approximate Linear Programming as a decision-making tool. The study demonstrates that ALP is indeed a promising approach to solving large-scale decision-making problems if the basis functions are carefully designed and selected. It is shown that control policy from ALP at least matches, and sometimes outperforms that of heuristics given a relatively small number of basis functions. Despite issues such as state-relevance estimation and numerical problems that need to be addressed, the encouraging results shed light on the possibility of
applying ALP to other control problems, or Markov decision processes in general.
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