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Abstract—Surface characteristics such as topography and critical dimensions serve as important indicators of product quality and manufacturing process performance especially at the micrometer and the nanometer scales. This paper first reviews different technologies used for obtaining high precision 3-D images of surfaces, along with some selected applications. Atomic force microscopy (AFM) is one of such methods. These images are commonly distorted by convolution effects, which become more prominent when the sample surface contains high aspect ratio features. In addition, data artifacts can result from poor dynamic response of the instrument used. In order to achieve reliable data at high throughput, dynamic interactions between the instrument’s components need to be well understood and controlled, and novel image deconvolution schemes need to be developed. Our work aims at mitigating these distortions and achieving reliable data to recover metrology soundness. A summary of our findings will be presented.
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I. INTRODUCTION

Surface characteristics such as topography and critical dimensions, roughness and areal density, shape and location of defects often serve as important indicators of product quality and manufacturing process performance. For such reasons, surface characterization procedures are of primary importance in a wide range of technological fields and across industries. In addition, high precision characterization has played an increasingly important role as the required dimensions of semiconductor and other micro-fabricated devices continue to shrink into the micrometer and nanometer domains [1]. Several tools are now available for this task. Each of these tools has its strengths and weaknesses. In this paper, a review of the main imaging tools will be presented. The paper will focus on using AFM in nano-scale imaging and will address technological challenges encountered. A summary of our research on mitigating these challenges will be presented.

The paper is organized as follows. In Section II, a review of the main imaging tools is presented. Technical challenges encountered with AFM imaging due to AFM dynamics and convolution are discussed in Section III. A summary of our work on addressing challenges related to AFM dynamics are given in Section IV. Section V presents a new image deconvolution scheme. Finally, conclusions are given in Section VI.

II. IMAGING AT THE NANO-SCALE

There exist several imaging techniques that allow for the extraction of metrology data from a surface. These methods may differ in 1) their destructive or non-destructive nature, 2) the achievable lateral resolutions, 3) the achievable vertical resolution, 4) the vertical and lateral ranges 5) and the types of surfaces that can be probed with respect to their conductivity, reflectivity and magnetic natures.

One common low resolution imaging technique is the conventional stylus. It consists of a stylus with a sharp tip that is mechanically dragged along the surface. The deflection of the hinged stylus arm is measured and recorded as the surface profile. The use of a hinged stylus arm allows measurement of very rough surfaces (peak-to-peak heights greater than 1 mm [2]). On the other hand, since the hinged stylus arm is partially supported by the stylus itself, physical rigidity limits the minimum stylus tip radius and hence the lateral resolution to about 0.1 mm. Probe-to-surface contact forces range from $10^{-3}$ N to $10^{-6}$ N and vertical resolution is in the order of 1 to 5 nm in certain cases in "quiet" setups.

In optical profilometry, many different optical phenomena such as interference and internal reflection can be utilized. The most popular technique is based on phase-measuring interferometry, in which a light beam reflecting off the sample surface is interfered with a phase-varied reference beam. The surface profile is deduced from the fringe patterns produced. With a collimated light beam (i.e. the light is made to travel in parallel lines) and a large photodetector array, the entire surface can be profiled simultaneously. This and other conventional optical methods are limited in lateral resolution by the minimum focusing spot size of about 0.5 µm (for visible light). In addition, measurement values are dependent on the surface reflectivity of the material being profiled. Vertical resolution is in the 1 nm range.
One of the most popular imaging technologies for critical dimension assessment in the nano regime is scanning electron microscopy (SEM). This methodology relies on the phenomenon of electron backscattering off a surface. The resolution of SEM is dictated by the minimum focusing spot of the electron beam and the volume of interaction since the detected electrons emerge not from the free surface but from shallow penetration depths. Therefore, thin and sharp samples are difficult to image with SEM because the penetration depth may exceed the dimensions of the sample. In addition, SEM is only applicable to conductive samples. Therefore non-conductive specimens must be pre coated with a metal film, which may change the sample dimensions. Lateral resolutions can reach 1 nm.

Another class of imaging devices known as scanning probe microscopes (SPM) can meet sub-nanometer lateral and vertical resolution requirements. In these microscopes, a very sharp tip at a very close spacing to the surface is moved over the surface using a piezoelectric actuator. The types of SPM currently available include atomic force microscope (AFM), scanning tunneling microscope (STM), scanning near-field optical microscope (SNOM), scanning capacitance microscope, scanning thermal microscope and magnetic force microscope. These variants of the same technology differ from each other by the physical variable that is used to assess the topographic features of the sample.

In contact mode AFM, a cantilever beam mounted microstylus is moved relative to the sample surface while in contact with the sample. The displacement of the piezoelectric actuator is taken to be a measure of the surface topography. Atomic force microscopy offers ultra-high lateral and vertical resolutions (less than 1 nm is possible), however, the maximum surface roughness that can be profiled is much less than that of the conventional stylus due to the limited actuator range. Probe-to-surface contact forces range from $10^{-8}$ N to $10^{-11}$ N.

In the non-contact AFM, long range van der Waals forces are measured by vibrating the cantilever (on which the probe tip is mounted) near its resonance frequency and detecting the change in the vibrational amplitude of the beam due to a change in the force gradient (i.e. because of changes in the surface profile). The non-contact atomic force microscope offers non-invasive profiling, however, the technique has some disadvantages when compared to contact mode AFM. First, van der Waals forces are hard-to-measure weak forces, hence the microscope is more susceptible to noise. Secondly, the probe tip must be servoed to a fixed height above the sample (typically a few nanometers) - this must be done slowly to avoid crushing the tip. Thirdly, since the tip is always floating above the surface, the effective tip radius is increased and hence the achievable lateral resolution is decreased. A variant of this technique is the intermittent contact mode AFM where the tip is vibrated and lightly taps the surface, close to the resonant frequency of the cantilever. Such an approach is applied to soft and biological samples that could be damaged by the contacting probe.

For STM, quantum tunneling current between the probe tip and sample is measured. The STM is attractive because it is a non-contact device (i.e. no surface damage, potential for high speed profiling) with the highest resolution of all the scanning probe microscopes, however, it can only be used on electrically conducting surfaces.

In SNOM, the focusing limit of conventional far-field optics is bypassed by bringing a 20 nm diameter light aperture approximately 5 nm from the surface; the resulting transmitted or reflected light is collected to form an image. SNOM technology is still very much in the research stage - the minimum achievable lateral resolution so far (12 nm) has been limited by the ability to form the light aperture reproducibly [3].

With the scanning thermal microscope, the measured temperature of an AC current heated tip is a function of gap spacing [3]. The magnetic and electrostatic force microscopes measure the force due to a magnetic and electrostatic potential field, respectively [3]. The electrostatic force microscope is different from the scanning capacitance microscope [3], which measures the capacitance between the probe tip and the sample. These methods do not measure topography directly - the sensed quantity is actually a function of both the surface topography and other quantities (e.g. local dielectric constant).

However, among the different imaging techniques, AFM offers the most versatile platform by combining high resolution and compatibility with different types of samples regardless of other physical attributes. AFM has circumvented resolution limitations introduced by diffraction phenomena, associated with optical tools, or by finite electron escape depth, associated with SEM imaging. In addition, it can image in Air, vacuum, or liquid and generally requires no sample preparation. Moreover, AFM images consist of three dimensional topographic maps of the surface and are, for this reason, ideal for cross sectional metrology applications. These reasons have made the AFM a widely used instrument in many disciplines.

However, despite the AFM’s versatility and high resolution, its images are commonly distorted by convolution effects, which become more prominent when the sample surface contains high aspect ratio features. In addition, data artifacts can result from poor dynamic response of the instrument. These two factors will be addressed next in more details.
III. NANO-SCALE IMAGING WITH AFM: TECHNICAL CHALLENGES

An AFM, Fig. 1, consists of a cantilever-mounted probe, a sensor measuring the deflection of the cantilever, and a scanner providing three dimensional relative motion between the probe and a sample. In contact-mode, the probe is brought into contact with the sample, at a user-specified contact force or cantilever deflection. The scanner is then moved in a raster fashion. During scanning, changes in the sample topography change the cantilever deflection. A controller is used to maintain the deflection constant by moving the scanner up and down. The sample image is composed of the correcting voltage sent to the scanner.

A. Image Artifacts Due to AFM Dynamics

Among the factors limiting AFM performance and repeatability are undesirable dynamics of the instrument. This can be attributed partly to user choice of scan parameters (scan speed, force set-point, etc.), and feedback parameters. Usually, AFM users start with some default values of the parameters. In a trial and error manner, parameters are adjusted until a reasonable image is collected. It is therefore of great practical value to be able to select key scan parameters in a systematic and automated fashion. This can improve repeatability, accuracy, and consistency. In addition, it aids in fully automating AFM technology for applications such as quality control in semiconductor industry.

Atomic force microscopes may generate erroneous data. To demonstrate this, a commercial AFM was used to scan a set of Silicon calibration steps. The AFM was run under a proportional-plus integral (PI), control. Scan results demonstrate the high sensitivity of collected images to scan and controller parameters ($K_p$ and $K_i$). Comparing Fig. 2 (a) ($72 \mu m/s, K_p = K_i = 2$) to Fig. 2 (b) ($96 \mu m/s, K_p = K_i = 20$), some of the effects of scanning speed and controller gains on the image can be seen. Higher gains result in oscillations as the cantilever falls along the right edge of the step, with peaks indicating momentary loss of contact between the probe and the sample. The higher gains improve tracking, as the sharp left edge of the step is resolved more accurately. Fig. 3 (a) and (b) were generated with a scan speed of $180 \mu m/s$ using the same controller gains. The contact force set-point for Fig. 3 (a) is set to the manufacturer’s recommended value, while Fig. 3 (b) a smaller force was used. Choosing a small contact force set-point reduces contact deformation and friction, however, it reduces stability of the contact. As seen from Fig. 3 (b), the image generated with a small contact force has erroneous height information, due to loss of contact between the probe and the sample.

Furthermore, there are several factors that limit the AFM performance. The inherent piezoelectric scanner nonlinear sensitivity, hysteresis, creep, and cross-coupling between motion in different axes greatly affect imaging and positioning performance. Presence of creep can introduce artificial shadows and ridges in the image near steep slopes. Moreover, scanner hysteresis can be as much as 25%, and could cause shifts in the image both vertically and laterally. Further, the feedback system can impose additional performance limitations.

One possible approach for improving fidelity and repeatability of AFM images may be through improving its dynamic response by integrating and automating scan parameter selection and control to guarantee consistent performance. Therefore, factors affecting image formation and their impact on performance of the AFM need to be identified and understood. This may be achieved through modeling of the main components of the AFM and the dynamic interactions between them.

B. Image Convolution

Image convolution expresses itself in the form of loss of surface detail and dulling of high aspect ratio features. This type of distortion occurs during the scanning process when the contact point between the probe and the sample is not the apex of the probe but its side instead, as shown in Fig. 4. In other words, during the imaging process, the probe is always externally tangent to the surface,
One mechanism of image formation for AFM is based on the concept of morphological dilation [4], [6], [7]. The image of a sample is a dilated version of the sample and the structuring element is considered to be the reflected probe shape. That is:

\[ I = S \oplus \hat{P} \]  

where \( \hat{P} \) is the reflected version of the probe shape \( P \), and \( S \) is the sample shape and \( I \) the resulting image.

In other words, if one places a copy of the reflected probe on every single point of the sample surface, with the reflected probe apex coinciding with that surface point, then the surface of the resulting combined volume of all translates of these reflected probes will constitute the image of the sample taken with that specific probe (Fig. 5).

A quick analysis of Equation (1) reveals some straightforward conclusions that can be summarized in the following cases:

- **Case 1:** If the shape of the probe is exactly known and the image is also known, then by applying a reverse mechanism of image formation, the sample shape could be computed. Likewise, samples whose shape are exactly known in the sub-micron scale are difficult to obtain, characterize and maintain.
- **Case 3:** If the probe is very sharp compared to the sample dimensions, then the image shape will be very similar to the sample shape, the probe contribution being negligible to image formation. Slender probes, however, are prone to wear and failure and are extremely expensive and difficult to handle. Therefore, their applicability to high volume robust inspection is limited.
- **Case 4:** Conversely, if the sample is very sharp compared to the probe dimensions, then the image shape will be very similar to the reflected probe shape, the sample contribution being negligible to image formation. The same conclusion stated in Case 3: holds here.

These cases are the basis for existing image deconvolution methods. They all rely on some type of a priori probe information that has to be obtained before the imaging experiment. The probes must be either very sharp or characterized. Characterization standards, however, are difficult to obtain and maintain because typically they must present features much smaller than the employed probes. It would be desirable, then, to develop a methodology that does not require special characterization standards, that can deliver high quality probe estimates for image deconvolution, and that does not reduce throughput or increase complexity significantly.

IV. MODELING AND CONTROL OF AFM

A. In-contact Dynamics of Atomic Force Microscopes

Previously, we have developed models describing the dynamics of AFM [8], [9], [10]. The main dynamics of interest are those describing the vertical motion, i.e. from the scanner input voltage \( V_z \) to the output of the PSD \( y_{PSD} \). A new model for tube scanners used in SPM, and particularly in AFM was developed [9]. The model captures the coupling between motion in different axes as well as a bending motion due to a supposedly pure extension of the tube. It was shown that due to coupling, the bending mode becomes observable from the AFM cantilever deflection sensor output \( y_{PSD} \). This is contrary to the ideal uncoupled case. As a result, the scanner bending mode becomes the primary system resonance instead of the higher-frequency extension mode for the ideal uncoupled case.

Results presented in [10] have shown that changes in contact force set-point or amplitude of disturbance causes changes in DC gain of the frequency response, changes in the frequency of the system zeros, and changes in the resonance peak of system modes. However, the frequency of the bending mode would not be affected as seen in Fig. 6 (a). Physically, this is true since the probe sample forces are orders of magnitude smaller than the force the scanner can provide, \( \sim 10^{-6} \text{N} \) vs. \( \sim 1 \text{N} \).
A simulation study was performed to compare the model to experimental data. The model used in this study included four bending modes and two extension modes for the scanner, and one bending mode for the cantilever. The parameter values used are given in [11]. The ratio of sample to cantilever stiffness  \( \frac{k_s}{k_c} \), proved to be an important parameter. Changes in this ratio have two main effects on the model, namely, change in the transfer function DC gain and changes in the frequency of the zeros associated with the scanner bending modes, 380 Hz and 3.4 kHz. Figure 6 (b), shows the simulated frequency response of the model for different ratios of stiffnesses. For large ratios (e.g. \( \frac{k_s}{k_c} = 7 \)), the zeros have a higher frequency than the mode. For smaller ratios (e.g. \( 1 \leq \frac{k_s}{k_c} \leq 2 \)), the frequency decreases to be below that of the mode. This change in pole-zero pattern is referred to as pole-zero flipping. Moreover, for some value (\( \frac{k_s}{k_c} \approx 4 \)), there is pole-zero cancelation and the bending modes are unobservable. As a result, as the zeros move away from the mode, the resonance peak appears more prominent in the response. Further, when \( \frac{k_s}{k_c} \) is either too large or too small, the DC gain reaches a limit controlled by \( k_s \) and \( k_c \), respectively. For intermediate values, the DC gain will depend on both stiffnesses and changes in \( k_s \) due to different set-pints or input amplitudes will change the DC gain, and zeros location.

B. Trade-offs and Performance Limitations in AFM Feedback System

When the probe is brought into contact with the sample, the controller should achieve closed loop stability at the desired contact force set-point for the given cantilever and sample. Moreover, the controller should maintain the set-point error within a prescribed tolerance for all times (i.e. transient and steady state), such that probe-sample contact is not lost nor excessive force is applied to the sample. In addition, good dynamic response should be achieved in despite of uncertainties.

It is essential first to identify expected performance trade-offs and limitations. Consider a linear time-invariant (LTI) feedback system of Fig. 7, where \( d_o \) is output disturbance, \( n \) is sensor noise, \( G_c(s) \) is the controller transfer function, and \( G_p(s) \) is the plant transfer function including driving amplifier, scanner, and sensor filter dynamics. The dynamics of typical cantilevers are much faster than scanner lateral dynamics and therefore are neglected. Accordingly, sample topography maybe be modeled as an output disturbance \( d_o \). The image is typically created from the input voltages \( (u_x, u_y, u_z) \). Therefore, the transfer functions between \( d_o \) and \( c \) (sensitivity function \( S(s) = \frac{c}{d_o} = \frac{1}{1+G_p(s)} \)), and between \( d_o \) and \( u \) (control sensitivity function \( S_u(s) = \frac{u}{d_o} = -\frac{G_c(s)}{1+G_p(s)} \)), are the main interest where \( L(s) = G_p(s)G_c(s) \). Nominal feedback performance may therefore be specified in terms of \( S(s) \) and \( S_u(s) \).

The results in [9] have revealed the coupling between the longitudinal and bending dynamics. In addition, the bending modes were found to be observable from the output signal. The frequency of the first bending mode is usually significantly lower than the first longitudinal mode; 380 Hz and 4.6 kHz for the AFM in use. As a result, a substantial reduction in feedback bandwidth is expected as a result of this coupling. Moreover, the poles and zeros of the bending modes will impose additional performance limitations, as will be discussed shortly.

In [10], experiments and simulations have revealed several sources of uncertainties. These changes were found to be a strong function of force set-point and disturbance amplitude. In addition, they may depend nonlinearly on probe-sample contact properties. These large variations and uncertainties would generally result in trading-off bandwidth (performance) to guarantee robust stability or performance. This point will be demonstrated using two experimental frequency responses. The two responses were obtained for the same disturbance input amplitude but for two different force set-points, namely, 36 and 112 nN. An integral controller \( G_c(s) = \frac{k_c}{s} \) is used. The controller gain was chosen to achieve a crossover frequency of 93 Hz and 112 Hz for the 36 nN and 112 nN data, respectively. Figures 8 (a) and (b), show \( S_u \) and \( S(s) \), respectively, for both force set-points. For the smaller force, pole-zero flipping occurs resulting in a very large peak close to the frequency of the bending mode. As a result, poor robustness properties and performance is expected; despite a relatively low bandwidth compared to the open loop bending resonance at 380 Hz. An image taken under these conditions would show oscillation if the probe would be perturbed during scanning. This is demonstrated in Fig. 9, where an experimental AFM image of a 1046 nm...
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It was shown in [12], [11] that the presence of zeros
in an LTI system may impose a fundamental trade-
off between response time and overshoot. For the AFM
feedback system [11] it was shown that extending the
bandwidth beyond the first scanner bending mode will
result in overshoot in tracking step-like samples in both
output and voltage (image signal), responses. It was also
shown that this limitation can not be alleviated by the
controller canceling the zeros nor by adding a scanner
vertical displacement sensor and generating the image
from its signal.

C. Performance of PID Controllers

As mentioned previously, substantial increase in the
feedback bandwidth beyond the first resonance will result
in overshoot and poor time response. In order to reduce
the effect of high-frequency modes on feedback stability
and performance, the relative degree of the loop transfer
function should be made one or higher by the controller.
Commercial AFM use a PID controller. Due to the afore-
mentioned high-frequency roll-off constraint, in addition to
the performance constraint mentioned above, it was found
that a PID controller does not provide any advantage
over a simple integral controller. Figure 10, compares
the experimental frequency response of the loop transfer
function for both integral and a proper PID controller
(with one extra pole). The PID controller zeros were set
at 400 Hz, only 5% from the actual resonance. Two cases
are shown, one with a pole at a lower frequency than
the resonance frequency (at 200 Hz), while in the other
case the pole frequency is higher (at 500 Hz). It is seen
that the crossover frequency for both PID controllers is
about 30 Hz, while for integral control it is 200 Hz. Hence,
a PID would trade-off bandwidth in order to meet the
high-frequency modes constraint. In addition, a standard
improper PID controller would achieve an even smaller
bandwidth.

D. Automated Selection of Scan Parameters

An algorithm for automatic selection of scan parameters
using integral control was developed. The algorithm
estimates in real-time several key system parameters
and does not rely on nominal or catalog values of
any parameter. These estimates are used to provide
appropriate values for force set-point, integral gain, and
a range of scan speed. The algorithm tries to utilized
the smallest contact force set-point as possible and then
tries to maximizes the feedback bandwidth. A range of
scan speeds is then given. Ambiguity arises in which scan
speed to choose. Using a small scan speed would yield
better image but would require longer time to complete
a scan. On the other hand, using the smaller scan speed
may be too conservative. To mitigate this problem, two
additional algorithms were developed. One algorithm
relies on using a fixed value for scan speed such as the
average value, and modifying the control law to improve
the image. The second algorithm varies the scan speed
based on real-time estimation. With the presence of creep
in the piezoelectric scanner images taken at different
scan speeds could result in changing the lateral scale of
the image. However, a method for creep compensation
both in lateral and height was also developed [11]. Hence,
improving the robustness of the variable scan speed
algorithm. Among both algorithms, it was found that the
latter is more general and robust.

The proposed procedure for automatic scan parameter
selection was tested experimentally. The performance of
the I-controller with the proposed tuning procedure was
compared with the PID controller used with commercial
AFMs. A set of Silicon steps were imaged. More details are available in [11]. The resulting images are shown in Fig. 11 (a) and (b) for the PID and I controller, respectively. As clearly seen from the figures, the I-controller provides a more accurate image of the steps while using a substantially smaller contact force and hence reducing the probe-sample friction force. As a result, more details on the sample surface quality can be observed while reducing the possibility of sample and probe damage and wear. Moreover, as discussed in Section IV-C the I-controller can achieve a higher feedback bandwidth than the PID controller, therefore, a much smaller scan rate compared to that used with the I-controller would be required with the PID controller to resolve the sample shape accurately.

E. New Method for Scanner Calibration

The accuracy of AFM data ultimately depends on the calibration of the scanner. Piezoelectric materials exhibit nonlinear quasi-static voltage to displacement response. Nonlinearity of 20 to 25% is expected for soft piezoelectric materials generally used in SPM. Calibration of the scanner is usually performed by imaging a standard sample with a known characteristic dimension. The voltage to displacement sensitivity is then computed from the applied voltage and the known dimension(s) of the standard and a linear sensitivity is assumed for vertical calibration. However, utilizing images for calibration could be problematic for vertical calibration. Standards with a small height compared to that used with the I-controller would be required with the PID controller to resolve the sample shape accurately.

V. IMAGE DECONVOLUTION: STEREO IMAGING

We propose a new approach to image deconvolution called Stereo Imaging. In this approach, two images of the same sample are obtained at different vantage points. That is, the sample is mechanically rotated relatively to the probe prior to the second scan. Since the rotation angle can be specified, one obtains the following system of equations:

\[ I_1 = S \oplus \hat{P} \]
\[ I_2 = S^* \oplus \hat{P} \]
\[ S^* = \text{Rot}(S, \theta) \]

If \( S \) is the set of all points \( \{x, y\} \) pertaining to the surface of the sample, then \( S^* \) will be composed of points \( \{x_r, y_r\} \) as determined by the rotation operator shown in Equation (3).

\[ \begin{align*}
\{ x_r \} &= \left[ \begin{array}{cc}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{array} \right] \{ x \}
\end{align*} \]

Equation (2) defines a system with two equations and two unknowns and therefore can be solved for both probe and sample geometry without the need for prior characterization. The rotation of the sample provides an extra constraint for estimation; as a result, estimation ambiguity is greatly reduced.

The steps involved in stereo imaging include: (1) obtaining two images of the sample; (2) roughly estimating the probe shape by blind deconvolution. Complete discussions on rough blind estimation can be found in [7], [13], [14] and [15]; (3) combining probe estimates by overlay; (4) generating sample estimates by Erosion; (5) combining sample estimates by overlay; (6) sharpening the probe estimates. Steps (3) through (6) are repeated until convergence is reached. Further explanations follow.

The first step of the methodology consists of obtaining two images of the same sample at different angles as seen in Fig. 12. The sample rotation is obtained by means of a high precision tilt actuation system. In this example, the sample is chosen to have a high aspect ratio. Notice how the images are blunter and wider versions of the underlying sample due to convolution. Also, in this example, in the first image the sample is tilted by \(-\pi/10\) radians and in the second image, the sample is tilted by \(\pi/10\) radians. Next, blind deconvolution is used to estimate the probe geometry for each image. The estimates are combined by simply overlaying them. A sharper estimate
for the probe is obtained. This probe estimate is used to generate sample estimates based on each image. The process of sample estimation given a probe estimate is called Erosion and corresponds to the inverse mechanism of image formation. Complete discussions on Erosion can be found in [7], [13], [14] and [15]. The sample estimates are combined to generate a new one by simply overlaying them as shown in Fig. 13(f). Now, the new probe estimate must be sharpened in order to satisfy Equation set (2). The sharpening operation makes sure that each image is a dilation of the estimated sample by a structuring element with the shape of the reflected probe estimate. That is, it forces the estimates to satisfy Equation set (2). The sharpening operation reduces ambiguity around sample and probe estimation. This is so because the space of solutions for probe and sample geometry satisfying one constraint as established in Equation (1) is necessarily larger than the space of solutions that satisfy two constraints, simultaneously, as established in Equation set (2). Consequently, increasing the number of constraints (or images at different angles) will eventually reduce the space to a single solution and zero ambiguity. However, multiple imaging is too time consuming and two images seem enough to accomplish high precision estimates in most cases. The sharpened probe estimates are then combined by overlay again. New sample estimates are generated by erosion and the whole process is repeated until no noticeable change in the estimates is detectable. That is, until the RMS of the difference between probe estimates from one iteration to another is sufficiently small. The evolution of probe and sample estimates is shown in the Fig. 15.

As a conclusion, by obtaining two or more images of the sample at different vantage points, stereo imaging can be used to generate high precision estimates of both probe and sample simultaneously. Therefore, metrology accuracy is ensured, regardless of probe shape or size. Since the probe geometry is estimated at every imaging event, an effective probe monitoring scheme can be implemented. Since all steps involved in the Stereo Imaging approach are carried out by set or morphological operations, its generalization to 3-D and volume analysis (instead of the cross-sectional analysis discussed in this paper) is simple. This methodology has been applied to image deconvolution of high aspect ratio features such as silicon gratings and industrial blades with success. Validation included direct comparisons to white light interferometry and SEM imaging data. The experimental tests and results are available elsewhere [3].

One of the proof of concept studies included the imaging of high aspect ratio high precision standards. The stereo imaging algorithm was used to reconstruct the probe geometry as well. The reconstruction results were compared to both SEM and high precision grating images and showed great similarity. From the probe estimation experiments, the following conclusions can be drawn.

- The included angles of the probe reconstructions were very close to the theoretical angle of 70° demonstrating the accuracy of the methodology (Fig. 16).
- The reconstruction profiles for all 4 samples are very similar, demonstrating the repeatability of the technique and its invariance to different sample shapes (Fig. 16).
- The radius of curvature of the probe reconstructions are very similar, demonstrating the repeatability of the stereo technique. The radius was calculated by
fitting a circle to the image apex, a procedure that may introduce small numerical discrepancies. An indirect verification of the probe reconstruction quality was carried out using high precision standard gratings. The gratings are similar to the one shown in Fig. 17. They are produced by preferential etching of silicon and have an included angle of 70°. In addition to that, the manufacturer’s data indicates that the radius of curvature of the grating should be around or smaller than 5nm. Therefore, the AFM image of a grating should have an average convolved radius of curvature $R_i$ equal to the sum of the radius of curvature of the grating $R_g$ and the radius of curvature of the probe $R_p$. In fact, after imaging the grating, Fig. 18, the image was found to have $R_i = 14.3\,\text{nm}$ which is approximately $R_g + R_p \approx 5\,\text{nm} + 10\,\text{nm}$. Finally, a direct verification was done by comparing the probe reconstructions with an SEM image of the probe. However, the probe had to be coated with an approximately 10nm thick gold film for contrast enhancement. Therefore, this comparison is simply qualitative. The overlay of probe estimate and SEM image showed striking similarity, a further evidence of the accuracy of the stereo estimation method. One such overlay is shown in Fig. 19.

VI. CONCLUSION

A review of different technologies used for obtaining high precision 3-D images of surfaces were presented. Among different imaging techniques AFM offers the most versatile platform by combining high resolution and compatibility with different types of samples and operating media. However, AFM images are commonly distorted by convolution effects, which become more prominent when the sample surface contains high aspect ratio features. In addition, data artifacts can result from poor dynamic response of the instrument. In order to achieve reliable data at high throughput, dynamic interactions between the instrument’s components need to be well understood and controlled, and novel image deconvolution schemes need to be developed. A summary of our work at mitigating these distortions was presented.
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