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Abstract

Nanowires and nanotubes have drawn a great deal of recent attention for such potential applications as lasers, transistors, biosensors, and thermoelectric energy converters. Although the thermal properties of nanowires can differ greatly from their bulk counterparts, the theoretical and experimental understanding of these differences is still limited. Thermal performance is especially important for nanowire thermoelectrics, which are expected to have energy conversion efficiencies far superior to bulk materials. This efficiency increase may lead to a broad range of applications for reliable, solid-state energy conversion, including household refrigeration and waste heat scavenging for power generation.

In this thesis, the fundamental thermal properties of nanowires and nanotubes are explored from both theoretical and experimental perspectives. Modeling and experiments on titanium dioxide nanotubes confirm that quantum size effects can cause enhancements in the specific heat at low temperature, while modeling of classical size effects in nanowires and superlattice nanowires shows that the thermal conductivity can be reduced by several orders of magnitude compared to bulk, in agreement with available experimental data. To facilitate further experimental studies of individual nanowires, the "3-omega" methods for thermal properties measurements were made more rigorous, simpler to implement, and generalized to 1-omega and 2-omega methods which may be advantageous for nanoscale systems. These methods are used to deduce the thermal properties of a system from its electrical response at the first, second, or third harmonic of a driving current. Finally, a detailed design and preliminary measurements are presented for a new type of hot-wire probe based on Wollaston wire and used to measure the thermoelectric properties of individual nanowires and nanotubes inside a transmission electron microscope.
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Chapter 1: Introduction

Nanowires and nanotubes have attracted a great deal of attention in recent years. The initial research focused on the synthesis of many varieties of these remarkable structures, including single-walled [1,2] and multi-walled [3] carbon nanotubes with diameters down to about one nm [4, 5], as well as nanowires with diameters typically ranging from 10-100 nm and morphologies that can be homogeneous [6], segmented [7-10], or core-and-shell [11]. The electrical, optical, mechanical, and thermal properties of these small structures can differ from bulk materials in many exciting ways [12, 13]. Consequently, nanowires and nanotubes have proven to be fertile areas for fundamental studies of nanoscience. The extraordinary properties of nanowires and nanotubes make them appealing for a broad range of technological applications (Fig. 1-1), including non-volatile memory [14, 15], biosensors [16], lasers [17, 18], dye-sensitized (Grätzel) solar cells [19, 20], and thermoelectric energy conversion [21-23], and there are high hopes that some of these applications may be commercialized within a decade. This chapter introduces some of the unique physical properties of nanowires and nanotubes and their potential applications. Of particular interest are nanowire-based thermoelectric devices, which can be used for the direct conversion of heat to electricity, with no fluids or moving parts.

1.1 Nanowires and nanotubes

The unique physical properties of nanowires and nanotubes can be divided into at least four different categories, listed in order of increasingly interesting and challenging physics: smaller size, the increased importance of surfaces and interfaces, classical / particle size effects, and quantum / wave size effects (Fig. 1-2).

(a) Smaller size

The most obvious benefit of making devices from nanowires and nanotubes is that more devices can be packed in a given area or volume [Fig. 1-2(a)]. Although this phenomenon does not invoke any exotic physics, it is important for most nanowire and nanotube devices, including non-volatile memory, biosensors, and lasers [Figs. 1-1(a-c)]. Nanowires and nanotubes may even permit Moore’s law (governing the rate of progress in manufacturing transistors of ever-smaller size) to scale to dimensions smaller than the current limits of photolithography, an application with the potential for tremendous economic impact.
Figure 1-1. Examples of devices made with nanowires and nanotubes.

(b) Increased importance of surfaces

The ratio of surface area to volume increases as the characteristic length scale is reduced [Fig. 1-2(b)]. For example, the ratio of surface area to volume for a nanowire of diameter $D$ and length $L$ (with $L \gg D$) is proportional to the inverse of the diameter. Thus, the surfaces of a nanowire with 10 nm diameter can in some sense be considered 10,000 times more important than a conventional wire of 100 µm diameter. This scaling places relatively more emphasis on the surface properties compared to bulk properties, which is particularly important for such applications as sensing, catalysis, and dye-sensitized (Grätzel) solar cells [Figs. 1-1(b,d)].

(c) Classical / particle size effects

As nanowires and nanotubes are made smaller, their characteristic length may become comparable to, or smaller than, the mean free path of the fundamental carriers of charge, mass, energy, etc. This "classical" (or "particle") size effect is analogous to rarified gas flow inside a tube, except that
in most solids of interest the carriers are not gas molecules but rather electrons or phonons (the quanta of sound waves). In the classical regime the electrons and phonons can still be treated as point particles. The thermal conductivity of such a collection of particles can be understood using kinetic theory,

\[
k = \frac{1}{3} CvL_{\text{eff}}
\]

which states that the thermal conductivity is proportional to the specific heat per unit volume, \(C\), the velocity of the particles, \(v\), and the effective mean free path of the particles between collisions, \(L_{\text{eff}}\). If the phonons are constrained inside a nanostructure, the classical size effect of increased scattering at the boundaries and interfaces tends to impede transport [Fig. 1-2(c)]. For example, in bulk silicon at 300 K, the mean free paths of most phonons are in the range of 100 nm to 10 \(\mu\)m, so phonons in a silicon nanowire of 50 nm diameter will experience greatly increased scattering due to collisions with the rough
sidewalls. The reductions in mean free path due to boundary scattering can be understood approximately using Matthiessen’s rule,

$$L_{\text{eff}}^{-1} = L_{\text{bulk}}^{-1} + L_{\text{boundary}}^{-1}$$

which shows how boundary scattering reduces the effective mean free path compared to purely bulk scattering mechanisms. The boundary scattering mean free path for a rough-walled nanowire is simply the diameter [24]. An additional boundary scattering effect is important for samples of finite length, including carbon nanotubes [25] and macro-sized cylinders [26]. Although Matthiessen’s rule is rarely exactly correct, it is widely used to capture the essential physics of the increased scattering when multiple scattering mechanisms are active [27, 28].

Equations (1-1) and (1-2) show that boundary scattering in nanostructures reduces the mean free path and thus the thermal conductivity. In most applications this increased boundary scattering introduces potentially serious problems in thermal management because of the increased heat generation and reduced thermal conductivity [Fig. 1-1(a-d)], but in thermoelectric applications the reduced thermal conductivity is actually very helpful [Fig 1-1(e)] [12, 21-23]. It should also be noted that the bulk scattering mechanisms and boundary scattering mechanisms may be manipulated somewhat independently, because they have different dependencies on temperature, material properties, and geometry.

**(d) Quantum / wave size effects**

Nanowires and nanotubes can also be made so small as to be comparable to or even smaller than the wavelength of the fundamental energy carriers [Fig. 1-2(d)]. This “quantum” (or “wave”) size effect is closely related to the interference of light in thin-film optics, and also the guiding of electromagnetic waves in optical fibers and microwave waveguides, because in all of these cases the wave nature of the energy carrier (phonon, electron, photon, or atom/molecule [29]) is essential to understanding its behavior inside the host structure. These quantum confinement effects can change the dispersion relations, the relationship between energy and wavelength. For example, the bandgap of electrons in a nanowire may be increased compared to a bulk material [30], potentially allowing the wavelength of nanowire lasers [Fig. 1-1(c)] to be tuned by synthesizing nanowires of different diameters. Quantum confinement can also introduce sharp features in the electron density of states, with potentially beneficial impacts on the thermoelectric performance [Fig. 1-1(e)] [12, 21-23]. Quantum confinement is also important for the phonon specific heat, which may be increased or decreased compared to bulk depending on whether the boundary conditions are free or fixed [31-33]. Broadly speaking, quantum confinement becomes a new variable to tailor the properties of materials in many exciting ways that are simply not possible in bulk, three-dimensional systems.
1.2 Thermoelectricity in low-dimensional structures

At the heart of all thermoelectric phenomena is the coupling between heat and electricity [34-36]. The most familiar example is a thermocouple, where the open circuit voltage of a junction between two dissimilar conductors is determined by the temperature of the junction. If instead of open-circuit operation, the thermocouple is allowed to do work across an electrical load, then the device operates as a thermoelectric heat engine [Fig. 1-3(a)]. Alternatively, if the load is replaced with an electrical power source to reverse the current flow, then the device operates as a refrigerator or heat pump.

Compared to traditional refrigerators and heat engines, thermoelectric energy converters have the advantages of simplicity, reliability, and no vibrations. Furthermore, because they use no refrigerants or working fluids, thermoelectric devices may be expected to have negligible direct emissions of greenhouse gases over their lifetime, likely reducing their contribution to global warming compared to conventional
The greatest disadvantage of thermoelectric energy converters is their low efficiency and high cost. Therefore, applications are currently limited to certain niches, including power generation for deep space probes [35, 38], seat warmers and coolers for luxury automobiles, and temperature control of some laboratory equipment.

The efficiency of a thermoelectric generator operating between absolute temperatures $T_h$ (hot side) and $T_c$ (cold side) is given by

$$\eta = \left(1 - \frac{T_c}{T_h}\right) \frac{\sqrt{1 + ZT} - 1}{\sqrt{1 + ZT^2 + T_c/T_h}}$$

where $\bar{T}$ is the average temperature and $ZT$ is the dimensionless figure of merit, discussed below [34, 35]. The second term in parentheses is always less than unity, showing that the efficiency for thermoelectric energy conversion can never exceed the fundamental thermodynamic limit of the Carnot efficiency (the first term in parentheses). This efficiency function is depicted in Fig. 1-3(b) for several values of $T_h / T_c$.

The derivation of Eq. (1-3) reveals that $ZT$ depends on several underlying material properties [34, 35]:

$$ZT = \frac{S^2 \sigma T}{k_e + k_p}.$$  (1-4)

Here $S$ the Seebeck coefficient, $\sigma$ the electrical conductivity, and $k_e$ and $k_p$ the electron and phonon contributions to the thermal conductivity, respectively. A material with good efficiency for thermoelectric energy conversion will have: a large Seebeck coefficient, to optimize coupling between thermal and electrical energy; a large electrical conductivity, to minimize resistive losses; and a low thermal conductivity, to minimize the parasitic heat leakage by conduction from hot to cold sides. However, it is important to recognize that $\sigma$ and $k_e$ are closely coupled in most materials through the Wiedemann-Franz law:

$$\frac{k_e}{\sigma T} = L_0.$$  (1-5)

Here $L_0$ is the Lorentz number which is typically around $2 \times 10^{-8}$ to $3 \times 10^{-8}$ V$^2$/K$^2$ (or $\sqrt{L_0} = 140-170 \mu$V/K) for bulk materials at room temperature [28], although in semiconductors the Lorentz number depends on doping. The figure of merit can then be expressed as

$$ZT = \frac{(S/\sqrt{L_0})^2}{1 + k_p/k_e}.$$  (1-6)
Compared to Eq. (1-4), this form breaks $ZT$ into two different dimensionless groups and shows that the criterion for a “small” phonon thermal conductivity is to compare it to the electron thermal conductivity.

More than 60 years of progress in $ZT$ are summarized briefly in Fig. 1-3(c) [39]. Traditional bulk thermoelectric materials include alloys such as Bi$_2$Te$_3$, PbTe, and SiGe, with $ZT$ up to around 1. Figure 1-3(b) shows that the efficiency of such materials for energy conversion with $T_h/T_c=3$ is about 16%. This situation might apply to waste heat scavenging from automobile exhaust ($T_h$=630 C, $T_c$=30 C) [38]. However, the last decade has seen tremendous progress in pushing $ZT$ beyond 2, thanks to novel nanostructured materials [40-42]. If nanostructured materials can be pushed further to $ZT=3$, the efficiency of the same waste heat scavenging application almost doubles to 29% [Fig. 1-3(b)]. This vastly improved efficiency could open up many more potential applications for thermoelectric energy conversion by lowering the operating cost, although the important issue of the capital cost of the materials still needs to be addressed.

Table 1-1 shows that the increased $ZT$ reported in the literature for two representative nanostructured materials is largely due to reduced thermal conductivity, with some additional help from the electrical performance. Both the quantum dot superlattice of Harman et al. [41] and the superlattice of Venkatasubramanian et al. [42] show increases in the power factor by about 15-40%, although even larger increases in the power factor ($S^2\sigma$) are expected [43, 44]. Table 1-1 shows that the thermal conductivity of the nanostructures is 3 to 4 times smaller than bulk, and thus dominates the overall increase in $ZT$.

The high-$ZT$ measurements reported to date have all been for superlattices, which are essentially 2-dimensional systems. The mechanisms of increased $ZT$ are expected to be even stronger in 1-dimensional nanowires [Fig. 1-1(e)]: the power factor should increase further due to stronger singularities in the electron density of states, and the thermal conductivity should decrease further due to increased

<table>
<thead>
<tr>
<th></th>
<th>Quantum Dot Superlattice</th>
<th>Superlattice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PbSeTe / PbTe</td>
<td>Bi$_2$Te$_3$ / Sb$_2$Te$_3$</td>
</tr>
<tr>
<td></td>
<td>[Harman et al.]</td>
<td>[Venkatasubramanian et al.]</td>
</tr>
<tr>
<td>$ZT$ (at 300 K)</td>
<td>0.36</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>2.4</td>
</tr>
<tr>
<td>Power Factor, $S^2\sigma$</td>
<td>[μW / cm K$^2$]</td>
<td>[μW / cm K$^2$]</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>Thermal conductivity, $k$</td>
<td>[W / m K]</td>
<td>[W / m K]</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 1-1. Thermoelectric properties of two superlattice material systems with high $ZT$ [40, 41].
phonon scattering at the nanowire sidewalls [21 - 23]. However, this expected enhancement in nanowire ZT has yet to be confirmed experimentally, and remains an important open challenge in the field.

1.3 Outline of the thesis

This thesis is broadly concerned with the thermal properties of nanowire and nanotubes, from both theoretical and experimental perspectives.

Chapter 2 is the most fundamental of the thesis, focusing on quantum / wave effects on phonons in nanostructures. A low-dimensional Debye-Einstein model is developed and compared with measurements of the specific heat TiO$_2$ nanotubes down to 1.4 K.

Chapter 3 transitions to classical / particle size effects, using kinetic theory to model the reduced thermal conductivity in nanowires and superlattice nanowires. Careful consideration is given to the frequency-dependence of the phonon properties and to the broad range of mean free paths that are important for heat transport.

Chapter 4 generalizes the existing “3ω” method for thermal measurements, to “2ω” and “1ω.” These techniques are used to deduce the thermal properties of a system from the electrical response at the first, second, or third harmonic of a driving current. Several practical improvements over the traditional 3ω methods are also presented, making the experiments easier to implement and the data analysis more rigorous.

Chapter 5 describes the detailed design and preliminary testing of a new probe which can be used to measure the thermoelectric properties of individual nanowires and nanotubes inside a transmission electron microscope (TEM). To overcome problems arising from poor thermal contact, the TEM was modified for local electron-beam induced deposition of metals at either end of the nanowire.

Finally, Chapter 6 summarizes the major contributions of this thesis and identifies some important directions for future work.

1.4 References


37. However, it is still important to consider the entire product life cycle, including manufacturing and disposal, before reaching any firm conclusions about the net contribution to global warming.
Chapter 2: Quantum size effects on the specific heat

2.1 Introduction

This portion of the thesis is concerned with phonons in nanostructures. The first half of the chapter develops a model for the phonon dispersion, density of states, and specific heat in low dimensional systems, including thin-walled nanotubes. This model begins from continuum elasticity and includes the effects of phonon confinement, the discreteness of the lattice, and optical modes. The second half of the chapter describes an experimental test of the model against measurements of the specific heat of TiO$_2$ nanotubes (anatase phase, wall thickness 2.6 nm) from 1.5 to 95 K. The most important conclusion from both modeling and experiments is that low dimensional behavior is only important when the thermally averaged wavelength is comparable to, or longer than, the nanostructure size. The model successfully explains a shift from $T^3$ to $T^2$ behavior in the nanotube specific heat for temperatures $T$ below about 10 K, with the nanotube specific heat becoming more than double the bulk value. At higher temperatures the nanotube specific heat is the same as bulk. However, below about 2 K the measured nanotube specific heat is enhanced even more than expected. This may be due in part to low energy vibrations amongst adjacent nanotubes, which can be captured phenomenologically by adding an additional term to the model.

The experimental portion of this chapter has been presented in a previous publication, along with a very brief description of the model [1]. More details about the modeling will appear in a subsequent publication.

2.2 Model

2.2.1 Phonons and specific heat

The specific heat $C$ is defined as

$$C = \frac{\partial E}{\partial T}$$

(2-1)

where $E$ is the internal energy and $T$ the absolute temperature. For materials such as insulators and most semiconductors, the internal energy is dominated by phonons rather than electrons, and can be expressed as

$$E(T) = \int \hbar \omega \ f(\omega, T) \ DOS(\omega) \ d\omega$$

(2-2)
where $h$ is Planck's constant divided by $2\pi$, $\omega$ is the phonon frequency, $DOS$ the phonon density of states, and $f$ is the Bose-Einstein factor:

$$f = \frac{1}{\exp(\hbar\omega/k_B T) - 1}, \quad (2-3)$$

where $k_B$ is Boltzmann's constant. Thus,

$$C(T) = \int \hbar \omega \frac{\partial f(\omega, T)}{\partial T} DOS(\omega) d\omega \quad (2-4)$$

The density of states is the only term of Eq. (2-4) that varies from material to material, and is also the only term that changes in a low-dimensional system.

Although $C(T)$ is easily measured, the full phonon dispersion relation is of greater fundamental interest. The dispersion relations are commonly studied with inelastic neutron scattering, as well as scattering of x-ray and visible photons (e.g. Brillouin and Raman scattering) [2, 3]. Equation (2-4) shows that the specific heat also contains useful information about the phonon dispersion relation, through the density of states. It is tempting to consider the possibility of inverting $C(T)$ to yield $DOS(\omega)$. However, for any reasonable level of experimental uncertainty in $C(T)$, such an inversion is known to be impractical [4]. Nonetheless, $C(T)$ is still useful for characterizing model dispersion relations with only a few parameters, such as the Debye and Einstein temperatures. In the following section we derive a similar simple model for low-dimensional systems.

### 2.2.2 Elastic continuum model of an elastic box: A low-dimensional Debye model

As a first step, consider the well-established Debye model for the density of states and specific heat [2, 3]. The Debye model can be derived beginning from the wave equation for an elastic continuum with isotropic properties,

$$\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = (\mu + \lambda)(\nabla \cdot \mathbf{u}) + \mu \nabla^2 \mathbf{u} \quad (2-5)$$

where $\rho$ is the mass density, $\mathbf{u}$ the local displacement vector, and $\mu$ and $\lambda$ the Lame constants. To simplify further, we approximate the material as incompressible so that $\nabla \cdot \mathbf{u} = 0$. Then

$$\frac{\partial^2 \mathbf{u}}{\partial t^2} = \nu^2 \nabla^2 \mathbf{u} \quad (2-6)$$
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where \( v \) is the sound velocity. This simplification neglects the distinction between longitudinal and transverse polarizations. The displacement field \( u \) can be expressed as a Fourier transform,

\[
u(x,t) = \int \frac{d\omega}{2\pi} \int \frac{d^3q}{(2\pi)^3} U(q,\omega) \exp[i(q \cdot x - \omega t)]
\]

(2-7)

where \( x \) is the position, \( q \) is the wavevector, and \( U \) is the polarization vector. Thus, for each eigenmode indexed by a particular value of \( q \),

\[
u(x,t) = U(q,\omega(q)) \exp[i(q \cdot x - \omega t)]
\]

(2-8)

Substituting Eq. (2-8) into Eq. (2-6) yields

\[
o^2 U = v^2 q^2 U
\]

(2-9)

where \( q = |q| \). This shows that the dispersion relation is

\[
o(q) = v|q|
\]

(2-10)

That is, the frequency is linearly proportional to the wavevector. Thus, these are acoustic modes.

The Debye model is usually presented using periodic boundary conditions because those are the simplest to analyze for bulk materials. For low dimensional structures we need to revisit the boundary conditions. For an isolated sample, the boundaries are free and experience no force. This implies that there are no gradients in the displacement field (i.e. no strain) at the boundaries. For further simplification we restrict the analysis to a rectangular box of size \((L_x, L_y, L_z)\), and place the origin at one corner of the box. Then the governing equation and boundary conditions are satisfied by the standing-wave product solution

\[
u = U(\cos q_x x, \cos q_y y, \cos q_z z) \cos \omega t
\]

(2-11)

where each component of the wavevector must satisfy

\[
q_i = \frac{\pi \gamma_i}{L_i}, \quad i = x, y, z, \quad \gamma_i = 0, 1, 2, ...
\]

(2-12)

Note that the traditional Debye analysis using periodic boundary conditions results in wavevectors spaced by \( 2\pi / L \) rather than \( \pi / L \).

If the sample is assumed to have fixed rather than free boundaries, then the displacement itself must go to zero at the boundaries. In this case the solutions are of the form

\[
u = U(\sin q_x x, \sin q_y y, \sin q_z z) \cos \omega t
\]

(2-13)
with each component of the wavevector satisfying

$$q_i = \frac{\pi \gamma_i}{L_i}, \quad i = x, y, z, \quad \gamma_i = 1, 2, \ldots$$  \hspace{1cm} (2-14)
Note that $\gamma=0$ is allowed for free boundaries but forbidden for fixed boundaries. This is because substituting $\gamma=0$ into Eq. (2-13) would force the entire displacement field to be zero. This seemingly minor distinction turns out to be the difference between enhanced specific heat (free boundaries) and reduced specific heat (fixed boundaries).

Focusing on free boundaries, Eq. (2-12) shows that the vibrations are discrete eigenmodes, each of which is conveniently represented by a $(q_x, q_y, q_z)$ point in reciprocal space. The allowed energy of each eigenmode is quantized into discrete levels, each of which corresponds to a phonon. While the traditional Debye analysis passes into the limit $L_i \to \infty$, to model nanostructures we focus here on the case when one or more of the length scales $L_i$ is small. The resulting calculations are depicted in Fig. 2-1(a-c) for bulk, 2D, and 1D systems. The left-hand column shows a typical eigenmode for each system. The center column shows many such eigenmodes as represented in reciprocal space (notice that wavevectors with $q=0$ are permitted). The right-hand column shows the resulting density of states, discussed next.

**Density of states for 3D, 2D, and 1D systems**

The right-hand column of Fig. 2-1(a-c) shows the density of states for 3D, 2D, and 1D systems, for a model system with sound velocity 3560 m/s and characteristic length 2.6 nm in the thin direction. These parameters were chosen to be a good approximation to TiO$_2$ (anatase phase), as discussed below. Although the calculations shown in Fig. 2-1 were performed numerically by directly summing all of the allowed eigenmodes according to Eqs. (2-10) and (2-12), these density of states are also readily obtained analytically, as discussed later in this section.

For the simplest interpretation, consider the limiting behavior of the DOS at low energies. From the fundamental definition of DOS:

$$DOS(\omega) d\omega = \frac{\text{(number of phonon modes between } \omega \text{ and } \omega + d\omega)}{\text{(generalized volume)}} \quad (2-15)$$

where “generalized volume” refers to volume, area, or length, for 3D, 2D, and 1D systems, respectively. By considering the density of dots in reciprocal space near the origin in the center column of Fig. 2-1(a-c), the appropriate expressions are readily derived:

$$DOS_{3D}(\omega \to 0) d\omega = \frac{1}{L_x L_y L_z} \frac{\pi q^2 dq}{2\pi^2 / L_x L_y L_z}$$

$$DOS_{2D}(\omega \to 0) d\omega = \frac{1}{L_x L_y} \frac{\pi q dq}{2\pi^2 / L_x L_y}$$

$$DOS_{1D}(\omega \to 0) d\omega = \frac{1}{L_x} \frac{dq}{\pi / L_x} \quad (2-16a-c)$$
where in each equation the first term in parentheses is the inverse of the generalized volume, and the second term in parentheses is the volume of a single phonon mode in reciprocal space according to Eq. (2-12). These simple expressions are only valid for the lowest acoustic subband, that is, the limit $\omega \rightarrow 0$. Expressions for the higher subbands are given later in this section. For the lowest subband, substituting the linear dispersion of Eq. (2-10) and simplifying leads to

$$\text{DOS}_{3D}(\omega \rightarrow 0) = \frac{\omega^2}{2\pi^2 v^3}$$

$$\text{DOS}_{2D}(\omega \rightarrow 0) = \frac{\omega}{2\pi v^2}$$

$$\text{DOS}_{1D}(\omega \rightarrow 0) = \frac{1}{\pi v}$$

(2-17a-c)

The pattern is clear: for dimensionality $n \geq 1$, the density of states has the limiting behavior at low frequency

$$\text{DOS}_{nD}(\omega \rightarrow 0) \propto \frac{\omega^{n-1}}{v^n}, \quad n \geq 1$$

(2-18)

where the numerical prefactors are different for the different dimensionalities.

The simple result of Eq. (2-18) only holds for phonon systems with linear dispersion, which is a good approximation for the vast majority of materials in the limit of low-frequency. However, parabolic phonon dispersion is also present in some materials such as graphene [6]. In general

$$\text{DOS}_{nD}(\omega \rightarrow 0) \propto \frac{q^{n-1}dq}{d\omega},$$

(2-19)

regardless of the type of dispersion. For a more general analysis consider the power-law dispersion:

$$\omega \propto q^p$$

(2-20)

This form describes both acoustic phonons ($p=1$) and electrons in a parabolic band ($p=2$). For the power-law dispersion,

$$q \propto \omega^{1/p}$$

(2-21)

and

$$dq \propto (1/p)\omega^{(1-1/p)}d\omega$$

(2-22)

Substituting Eqs. (2-21) and (2-22) into Eq. (2-19) yields
DOS_{nD,\text{power law}}(\omega \to 0) \propto \omega^{-\left(\frac{n+1}{n}\right)} \tag{2-23}

which is a generalization of Eq. (2-18).

The pattern of Eq. (2-18) for the power-law exponents of \textit{DOS}(\omega) is apparent from the small-\omega portion of the \textit{DOS} plots of Fig. 2-1(a-c). In 3D systems, \textit{DOS}_{3D} \propto \omega^2. For the 2D system, each acoustic subband has \textit{DOS}_{2D} \propto \omega^1. And for the 1D system, the lowest subband has a constant \textit{DOS} (\textit{DOS}_{1D} \propto \omega^0).

Analysis of Fig. 2-1(c, center) shows that the \textit{DOS} for higher acoustic subbands in the 1D system are given by

\[
\text{\textit{DOS}}_{1D}(\omega > \nu_0) = \frac{1}{\pi \nu} \sqrt{\frac{\omega^2}{\omega^2 - \nu^2 q_0^2}} \tag{2-24}
\]

where \(q_0\) is the offset in reciprocal space between the origin and the subband of interest. For example, for the nanowire of Fig. 2-1(c), the offsets are given by

\[
q_{0,1D}(y_z, y_z) = y_z = 0, 1, 2, ..., \quad y_y = 0, 1, 2, ... \tag{2-25}
\]

Eq. (2-24) shows that the singularities apparent in Fig. 2-1(c) are integrable, and each approaches the constant value \(1/\pi \nu\) as \(\omega >> \nu q_0\), regardless of the subband offset \(q_0\).

Interestingly, analysis of Fig. 2-1(b, center) shows that the \textit{DOS} for higher acoustic subbands in 2D do not have any singularities, but rather are given by

\[
\text{\textit{DOS}}_{2D}(\omega > \nu_0) = \frac{\omega}{2\pi \nu^2} \tag{2-26}
\]

where the offset wavevectors are given simply by

\[
q_{0,2D}(y_y) = \frac{\pi y_y}{L_y}, \quad y_y = 0, 1, 2, ... \tag{2-27}
\]

Equations (24-27) form the basis of a fully analytic solution for the phonon density of states in a thin film or nanowire of square cross-section, by simply summing over all the subbands indexed by \(y_y\) and \(y_z\). Although the plots of Fig. 2-1(right) were obtained by direct numerical summation over all allowed points in reciprocal space (\(q_x\) was discretized by assuming some large but finite value of \(L_x\)), the analytic expressions were used to check the numerical results for several cases.
A very important feature of the DOS plots in the right-hand column of Fig. 2-1 is that the averaged trend over a broad range of energies is still quadratic in \( \omega \). This is because high energies correspond to short wavelengths. At sufficiently high energies the wavelengths become far smaller than the nanostructure size, for example \( \lambda \ll L \) in Fig 2-1(b), and so the confinement effects become unimportant. This transition occurs when \( \lambda \approx 2L \), which is expected when

\[
\omega_{\text{trans}} \approx \frac{\pi v}{L}
\]  

(2-28)

**Minimum length scale: Debye cutoff**

Because the model described so far assumes a continuum, there is no minimum length scale, and thus the wavelengths can become arbitrarily small. Equivalently, there is no upper limit on the energy or wavevector. In reality, the wavelength cannot be smaller than two unit cells of the underlying crystal lattice. Thus, following the traditional Debye model [2, 3], we define a cutoff wavevector as

\[
q_{\text{max}} = \left( \frac{6\pi^2 \eta}{3} \right)^{1/3}
\]  

(2-29)

where \( \eta \) is the number density of primitive unit cells. This corresponds to a maximum frequency of

\[
\omega_{\text{max}} = \nu q_{\text{max}} = \left( \frac{6\pi^2 \nu^3 \eta}{3} \right)^{1/3}
\]  

(2-30)

which is the cutoff used in the DOS plots of Fig. 2-1. The corresponding Debye temperature is given by

\[
\theta_D = \frac{\hbar \omega_{\text{max}}}{k_B} = \frac{\hbar \nu}{k_B} \left( \frac{6\pi^2 \eta}{3} \right)^{1/3}
\]  

(2-31)

**Specific heat for 3D, 2D, and 1D systems**

Having modeled the density of states, it is straightforward to compute the specific heat numerically from Eq. (2-4). Figure 2-2(a) shows the results for 3D, 2D, and 1D systems. It is clear that the limiting behavior in \( C(T) \) at low temperature is a power law whose exponent is the same as the dimensionality of the system, \( n \):

\[
C_{nD}(T \to 0) \propto T^n, \quad n \geq 1.
\]  

(2-32)

We now demonstrate that this simple pattern is a direct consequence of the limiting density of states given by Eq. (2-18). Ignoring numerical constants, according to Eqs. (2-3), (2-4), and (2-18) the specific heat can be expressed as
Figure 2-2. Calculated specific heat of the low-dimensional structures shown in Fig. 2-1. (a) Bulk (3D), thin film (2D), and nanowire (1D), showing that the power law exponent of the low-temperature specific heat is equal to the dimensionality. (b) Nanotube compared to bulk. The nanotube specific heat transitions from 3D \((C \propto T^3)\) to 2D \((C \propto T^2)\) to 1D \((C \propto T^1)\) behavior with decreasing temperature. In all cases the high-temperature specific heat approaches a constant value, in accordance with the law of DuLong and Petit.

\[
C_{nD}(T) \propto \frac{\hbar^2}{k_B T^2} \int_0^\omega \frac{\omega^2 \exp(\hbar \omega/k_B T)}{[\exp(\hbar \omega/k_B T) - 1]^2} \left( \frac{\omega^{n-1}}{v^n} \right) d\omega
\]  
\tag{2-33}

where the last term in parentheses reflects the dependence of the density of states on dimensionality. Making the usual substitution \(r = \hbar \omega / k_B T\) \([2, 3]\), the integral simplifies to

\[
C_{nD}(T) \propto k_B \left( \frac{k_B T}{\hbar v} \right)^n \int_0^r \frac{r^{n+1} \exp(r)}{[\exp(r) - 1]^2} dr
\]
\tag{2-34}

For any dimensionality \(n\), the integrand decays exponentially for \(r \gg 1\), and so the integration is dominated by relatively small values of \(r\) (of order unity). Thus, there always exists a low enough temperature such that \(r_{\text{max}} = \hbar \omega_{\text{max}} / k_B T\) can be approximated as infinity, in which case the integral loses all temperature dependence and becomes simply a numerical constant depending only on \(n\). For example, in 3D the integral approaches \(4\pi^2/15\) as \(r_{\text{max}} \to \infty\) \([2]\). Thus, the low temperature limit becomes

\[
C_{nD}(T \to 0) \propto k_B \left( \frac{k_B T}{\hbar v} \right)^n \propto T^n
\]
\tag{2-35}
justifying the observation of Eq. (2-32).

The transition from bulk to low-dimensional specific heat is expected at temperatures so low that the average wavevector is too small to populate anything beyond the first acoustic subband, for example, \( \lambda \approx 2L_y \) in the thin film of Fig. 2-1(b). The average wavelength can be estimated roughly from the energy criterion of Eq. (2-28) and \( h\omega_{\text{trans}} \approx k_B T_{\text{trans}} \).

\[
\lambda_{\text{avg}} \approx \frac{2\pi \hbar v}{k_B T}
\]

(2-36)

Thus we would expect

\[
\lambda_{\text{avg}} T \sim 240 \text{ nm K} \left( \frac{v}{5000 \text{ m/s}} \right),
\]

(2-37)

where the fundamental constants \( k_B \) and \( \hbar \) have been re-expressed in more convenient units using nm, K, and m/s. However, a better estimate for the numerical prefactor in Eq. (2-37) is found by analogy to Wien’s displacement law for thermal radiation, \( \lambda T \approx 2898 \text{ \mu m K} \) (here \( v = \text{speed of light} \)) [5].

\[
\lambda_{\text{avg}} T \approx 50 \text{ nm K} \left( \frac{v}{5000 \text{ m/s}} \right).
\]

(2-38)

This expression assumes linear dispersion and is useful for quick, approximate estimates in 3D, 2D, or 1D (but not necessarily 0D) systems. Careful consideration of the transitions in \( C(T) \) show that the full range of the transition spans from approximately 12 nm K to 200 nm K:

\[
12 \text{ nm K} < \left( \frac{T_{\text{trans}}}{(v/5000 \text{ m/s})} \right) < 200 \text{ nm K}
\]

(2-39)

For example, we would expect a 5 nm thin film made of material with sound velocity 2500 m/s to be dominated by 2D phonon behavior \( (C \sim T^2) \) at temperatures below 1.2 K \( (L_y T = 6 \text{ nm K}) \), and revert to fully 3D behavior \( (C \sim T^3) \) above 20 K \( (L_y T = 100 \text{ nm K}) \).

### 2.2.3 Elastic continuum model of an unrolled nanotube

The analysis described above in Eqs. (2-11) through (2-28) is limited to rectangular parallelepipeds. However, it can also be used to approximate the phonons in a nanotube as long as the nanotube wall is thin compared to its diameter. This is done by imagining cutting along the length of the nanotube and unrolling it into a flat, narrow sheet [Fig. 2-1(d, left)]. Like some models for the phonon specific heat in carbon nanotubes, this model neglects the effects of curvature in changing the energy of some out-of-plane modes that correspond to radial breathing modes [6, 7]. As shown in Fig. 2-1(d, left), the unrolled sheet is as thick as the nanotube wall, \( w \), and as wide as the nanotube circumference, \( \pi D \). Now a periodic boundary condition must be applied in the circumferential direction:
\[ q_{\text{circumf}} = \frac{2\gamma_{\text{circumf}}}{D}, \quad \gamma_{\text{circumf}} = 0, 1, 2, \ldots \] (2.40)

while the thickness and length directions still have free boundaries and are described in Eq. (2-12). This is essentially a zone-folding scheme similar to those that have been applied to carbon nanotubes [6, 7]. Although this model does not explicitly distinguish between longitudinal, transverse, and twist acoustic modes, the method for counting modes should ensure the correct density of states at low energies as long as curvature effects can be neglected. The nanotube phonon modes are depicted in reciprocal space in Fig. 2-1(d, center).

**Density of states for a nanotube**

The density of states for this model nanotube is shown in Fig. 2-1(d, right). This plot shows three different types of behavior depending on the energy range of interest. As with the 1D and 2D systems, the smoothed nanotube DOS follows a parabolic trend, corresponding to the 3D behavior of Fig. 2-1(a). Again, this is because large energies correspond to short wavelengths, which become smaller than all of the nanotube length scales, causing confinement effects to be negligible.

Looking somewhat more closely at the nanotube DOS, several noisy steps are apparent, each proportional to \( \omega^1 \) and spanning about \( 5 \times 10^{12} \) rad/s. These are clearly reminiscent of the steps in the 2D DOS of Fig. 2-1(b), and are caused by phonon confinement in the nanotube wall-thickness direction. The boundary condition of Eq. (2-12) requires that an integer number of half-wavelengths span the nanotube wall. As \( \omega \) increases, the set of allowed wavevectors in the radial direction progress from \( q_{\text{radial}}=0 \) to include \( q_{\text{radial}}=\pi/w, 2\pi/w, 3\pi/w, \ldots \). Each additional \( q_{\text{radial}} \) corresponds to accessing another radial acoustic subband, leading to the stepwise increase in the DOS.

At the finest level of detail, the nanotube DOS in Fig 2-1(d) shows many small spikes, for example at \( \omega \approx 1, 2, \) and \( 3 \times 10^{12} \) rad/s. These are 1D singularities similar to Fig. 2-1(c) and Eq. (2-24). In this regime the wavelengths are so long as to be comparable to the circumference of the nanotube. These first three singularities correspond to the circumferential acoustic subbands when 1, 2, and 3 wavelengths span the circumference: \( q_{\text{circumf}}=2/D, 4/D, \) and \( 6/D \).

**Specific heat for a nanotube**

The DOS of Fig. 2-1(d) suggests that the phonon properties of a nanotube may exhibit 3D, 2D, or 1D behavior, depending on the energy range of interest. This pattern is indeed apparent in the calculated specific heat shown in Fig. 2-2(b). As the temperature decreases, the average wavelengths increase, and we see a transition from 3D, to 2D, to 1D behavior. Well above the Debye temperature, the bulk and nanotube specific heats both saturate, in accordance with the law of Dulong & Petit. From \( \sim 100 \) K down
to ~30 K, the nanotube specific heat follows a $T^3$ trend, corresponding to 3D behavior. At around 5 K, the nanotube specific heat transitions to a $T^2$ trend, corresponding to 2D behavior. This is because the average wavelengths are long enough to feel the constraint in the wall thickness direction. With that dimension "frozen out", there are effectively only two free dimensions remaining. Below ~1 K, the nanotube specific heat follows a $T^1$ trend, corresponding to 1D behavior. Here the average wavelengths are long compared to both the wall thickness and the circumference. With two dimensions frozen out, only one free dimension remains.

### 2.2.4 Accounting for optical modes: Einstein model

The generalized Debye model described thus far is appropriate for materials with only acoustic phonons, that is, crystal structures with only one atom per primitive unit cell (i.e., a monatomic basis). However, most materials of technological interest have polyatomic bases, which introduces optical phonon modes as well. For example, a material with $\eta$ primitive unit cells per unit volume, and a basis of $b$ atoms, has $3\eta$ acoustic modes, leaving

$$n_{\text{optical}} = 3\eta(b - 1)$$

optical modes per unit volume. In the Einstein model [2, 3] these optical modes are assumed to all have the same frequency $\omega_E$, corresponding to an Einstein temperature of

$$\theta_E = \frac{h \omega_E}{k_B}.$$  

That is, the dispersion relation for Einstein modes is

$$\omega(q) = \omega_E.$$  

Thus, the DOS for an Einstein model is simply a delta function:

$$DOS_E(\omega) = n_{\text{optical}} \delta(\omega - \omega_E).$$  

Applying this DOS to the specific heat integral Eq. (2-4) gives the optical contribution to the specific heat:

$$C_{\text{optical}}(T) = n_{\text{optical}} k_B \left(\frac{\theta_E}{T}\right)^2 \frac{\exp(\theta_E/T)}{[\exp(\theta_E/T) - 1]^2}.$$  

Like the Debye model outlined above, this Einstein specific heat saturates to the Dulong and Petit value well above its characteristic temperature ($\theta_D$ and $\theta_E$, respectively), but at low temperatures $C_{\text{optical}}(T)$ falls off much more sharply than the Debye specific heat.
Like acoustic phonons, optical phonons in nanostructures will also have their wavevectors quantized due to subband folding effects. However, because of the assumed Einstein dispersion relation, this does not have any effect on the resulting specific heat calculation. The key difference is that the density of states for acoustic phonons is sensitive to confinement effects, because the frequency depends on the wavevector [Eq. (2-10)]. Thus, altering the allowed wavevectors alters the density of states (Fig. 2-1, right). However, for the Einstein dispersion relation [Eq. (2-43)] the density of states is always a delta function at $\omega = \omega_E$, regardless of the altered wavevectors.

### 2.2.5 Accounting for intertube modes

The low-dimensional Debye-Einstein model described above is appropriate for an isolated nanotube, but experimentally it is far easier to measure the specific heat of a collection of many nanotubes, which may be pressed together as a loose pellet. In this case we would expect some amount of coupling between adjacent nanotubes. It is difficult to calculate the precise coupling strength, but we can estimate the influence of the coupling on the specific heat by considering the following limiting case. Each nanotube can be thought of as a new super-unit cell, with many hundreds or thousands of atoms in the basis. The analysis above deals with the phonon modes internal to each nanotube, while the modes among nanotubes would be a new set of acoustic phonons. These supercell acoustic phonons would be expected to have very low energies, because the coupling is only through the few atomic sites between the adjacent nanotubes, while the mass is due to many thousands of atoms within each nanotube. Stated another way, the characteristic frequency can be estimated as $\omega \sim \sqrt{\frac{g}{m}}$, where $g$ is the stiffness and $m$ is the mass. For the supercell acoustic phonon, $g$ is expected to be comparable to or somewhat larger than the covalent bonding stiffness between adjacent atoms, while $m$ should be many thousands of times larger than the mass of a single atom. Thus, the characteristic frequency for intertube modes is expected to be much lower than the characteristic phonon frequencies of the bulk. Thus, for sufficiently weak intertube coupling, the intertube modes will already be saturated in the Dulong and Petit regime for all temperatures of interest. Therefore the contribution from intertube modes is expected to be a small constant, independent of temperature:

$$C_{\text{intertube}}(T) = n_{\text{intertube}} k_B$$  \hspace{1cm} (2-46)

Here $n_{\text{intertube}}$ is the number of intertube phonon modes per unit volume, expected to be much smaller than the number density of primitive unit cells, $n$. Equation (2-46) applies for temperatures well above the characteristic intertube temperature given by

$$\theta_{\text{intertube}} \equiv \hbar \omega_{\text{intertube}} / k_B$$  \hspace{1cm} (2-47)
Table 2-1. Required input parameters for the 4 sub-models for the specific heat of nanostructures (The Debye temperature, $\theta_D$, is not an independent parameter because it is determined by $v$ and $\eta$.) For example, the number density of primitive unit cells is required for both the Debye cutoff sub-model and the optical modes sub-model. Values of these parameters are given in Tables 3 and 4.

It is difficult to estimate this temperature but it is expected to be well below 1 K. To model the intertube contribution to the specific heat below $\theta_{\text{intertube}}$, either a Debye or Einstein model may be appropriate.

2.2.6 Summary of model

As summarized in Table 2-1, the model described above has 3 key elements, as well as a 4th phenomenological element which may be relevant at very low temperatures:

(1) The heart of the model is the low-dimensional Debye sub-model for an elastic continuum box or nanotube. For this sub-model, a material is fully specified by its sound velocity, geometry, and boundary conditions (fixed, free, or periodic). The resulting temperature-dependent specific heat shows a power law exponent equal to the dimensionality.
(2) At high temperatures a Debye cutoff wavevector is introduced. This takes into account the granularity of the atomic lattice, which imposes a minimum wavelength and ensures that the specific heat saturates to a constant value at high temperature. The sound velocity and number density of primitive unit cells are required to specify the specific heat of a material for this sub-model.

(3) At high temperatures the sub-model for optical modes is also important. To specify the appropriate Einstein contribution, the number density of primitive unit cells, number of atoms in the basis, and Einstein energy or temperature are necessary.

(4) At very low temperatures the model can be speculatively extended to account for intertube vibrational modes, by specifying a number density of intertube phonons and an upper limit on the characteristic intertube frequency or temperature.

2.3 Experiment

2.3.1 Previous work

Limited experimental data are available to test models for the specific heat of nanostructures. The first experiments were on zero-dimensional (0D) metallic nanoparticles of ~2-10 nm diameter, where experiments [8, 9] show a specific heat enhanced by 50%-100% at temperatures where the average wavelength is comparable to the diameter, an exponential decay at lower temperatures, and an asymptotic return to bulk values at higher temperatures. These results have been successfully explained by theories which sum over all of the normal modes of an elastic sphere with free boundaries [10, 11], similar to the principle of the low-dimensional Debye sub-model described above.

More recently, there has been considerable effort to study the specific heat of carbon nanotubes (CNT). Yi et al. [12] observed a linear temperature dependence from 300 K down to 10 K in multi-walled (MW) CNT, in close agreement with isolated sheets of graphene. In contrast, another MWCNT experiment by Mizel et al. [13] showed a much steeper decay with temperature of about $T^{2.5}$ down to ~1 K, a better match to graphite. Bundles of single-walled (SW) CNT were studied by both Hone et al. [14] and Mizel et al. [13], and the specific heat exhibited a linear or slightly superlinear temperature dependence from ~100 K down to ~2-4 K, consistent with multiple 1D acoustic subbands. At lower temperatures Lasjaunias et al. [15, 16] reported a transition to a $T^3$ dependence, attributed to the filling up of inter-tube modes, plus a surprising additional term proportional to $T^{0.34}$ or $T^{0.62}$ below ~1 K. The additional contribution below 1 K was qualitatively attributed to localized excitations of atomic
Figure 2-3. Modeling the specific heat of TiO$_2$ nanotubes. (a) Transmission electron micrograph of typical anatase nanotubes used in this experiment. (b) Unrolling a nanotube into a sheet. (c) Phonon phase diagram indicating the dimensionality for various temperatures and intertube coupling strengths, after Hone et al. [14]. The dashed line indicates approximately the regime explored in these experiments. Intertube coupling may have prevented 1D behavior from being observed.

rearrangements, as in glasses and amorphous materials. In all of these studies, the temperature dependence of the specific heat is bounded between that of graphite and graphene. Various theoretical efforts have had mixed success at explaining these MWCNT and SWCNT measurements by extending isolated tube models [7] to include the effects of interlayer coupling (in MWCNT) and intertube coupling [13, 14, 17, 18]. Overall, more work is still needed to reconcile the diverse experimental results with theory [6].

2.3.2 TiO$_2$ nanotubes (anatase phase)

As a test of the model for low-dimensional specific heat described above, we have measured the specific heat of multi-walled TiO$_2$ nanotubes (anatase phase) from 1.4 to 90 K, and we have compared these results with measurements of anatase powder. Because the powder size is several microns, it represents the intrinsic specific heat of bulk anatase. Powders of the rutile phase of TiO$_2$ were also measured for comparison. These are the first measurements of the specific heat of any non-carbon nanotubes, and the results show that the nanotube specific heat is enhanced by up to an order of magnitude or more compared to bulk.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Purity</th>
<th>Crystallinity (qualitative)</th>
<th>Cold Press Pressure [MPa]</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>NT1</td>
<td>&lt;0.5 at% Na</td>
<td>Excellent</td>
<td>160</td>
<td>Highest quality sample.</td>
</tr>
<tr>
<td>NT2</td>
<td>~10 at% Na</td>
<td>Poor</td>
<td>480</td>
<td></td>
</tr>
<tr>
<td>NT3</td>
<td>~7 at% Na</td>
<td>Excellent</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>NT4</td>
<td>~10 at% Na</td>
<td>Poor</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>Anatase Bulk</td>
<td>99.9%</td>
<td>Excellent</td>
<td>800</td>
<td>Particle size &lt;44 μm.</td>
</tr>
<tr>
<td>Rutile Bulk</td>
<td>99.5%</td>
<td>Excellent</td>
<td>800</td>
<td>Average particle size 1 - 2 μm.</td>
</tr>
</tbody>
</table>

Table 2-2. Properties of the nanotube and bulk samples used in the specific heat experiments.

Although these anatase nanotubes were chosen primarily for their small size and availability in large quantities, they have potential applications for solar cells, electrolysis, and photocatalysis [19]. Compared to the strongly anisotropic layering of graphite, anatase is more nearly isotropic, making this material system distinct from CNT. Our nanotubes were synthesized by a hydrothermal method, described in more detail elsewhere [20]. The optimized synthesis conditions result in very pure, crystalline nanotubes [Fig 2-3(a)]. Typical dimensions are \( L=500 \) - \( 1000 \) nm in length, \( w=2.5 \) nm in wall thickness, and \( D=6.5 \) nm average diameter (9 nm outside diameter). The spacing between adjacent wall layers is about 0.70 to 0.75 nm, about double the spacing between [100] anatase planes. In contrast to carbon nanotubes, these anatase nanotubes are believed to form by the rolling up of a flat sheet [21]. We also tested nanotubes with poor crystallinity and various levels of sodium contamination obtained from sub-optimal synthesis conditions [20]. Energy dispersive x-ray analysis (EDX) was used to estimate the level of sodium contamination, ranging from about 10 at% to less than 0.5 at%, the detection limit. Table 2-2 summarizes the properties of the nanotube samples as well as the anatase and rutile powder samples.

### 2.3.3 Experimental method

For each measurement, the as-prepared nanotubes, or as-received powders, were cold-pressed into a pellet and then cleaved into a mm-scale sample weighing about 5 - 15 mg. In an effort to study the effects of inter-tube coupling, the cold-press pressure was varied from 80 to 800 MPa. Although no systematic relationship between pressure and specific heat was observed, in the samples contaminated
with sodium we did notice a surprising green tint that became more prominent with increasing pressure. Seven nanotube samples were measured but for clarity only four are reported here. A small amount of thermal grease (Wakefield 120-2) was used to attach the sample to the sapphire stage of a calorimeter (Oxford Instruments) for measurements by a standard relaxation method in a liquid helium cryostat (Figure 2-4). This relaxation method uses one time constant. For the powder samples below ~10 K there was slight evidence of a secondary time constant due to internal thermalization (a "two-tau" problem), which using the method suggested by Tsujii et al. [22] we estimate to contribute ~5-10% uncertainty in this temperature range.

The contributions of the grease and addenda heat capacities (calibrated separately) were subtracted from the total measured heat capacity before calculating the sample’s specific heat. For nanotube samples, this adjustment for grease and addenda represented about 10 -30% of the total heat capacity over this temperature range, although for the anatase and rutile powders the adjustment ranged up to about 70%. The uncertainties are dominated by the scatter in the total heat capacity data, and are estimated as ±4% (±1 standard deviation) for the nanotube specific heat. Because the powder samples
require a relatively larger addenda correction, their uncertainty is magnified to about ±10% at low temperatures. The temperature sensor (Cernox) is believed to be accurate to better than ±1%.

The measurements were repeatable without hysteresis, even after He was introduced into the sample space and then pumped off at elevated temperatures (~70 K). Most of the sodium impurities are thought to be distributed and taken up in sodium titanate [20] (Na\textsubscript{x}H\textsubscript{1-x}Ti\textsubscript{3}O\textsubscript{7}, x ~ 0.75) with unknown specific heat, but if clusters of metallic Na are assumed, then the contribution to the specific heat would be less than 10% for the most-contaminated samples. However, we cannot rule out the possibility of adsorbed gases influencing the low-temperature NT data because the samples typically were degassed only briefly (~30 minutes) under vacuum at 300 K prior to cooling [14-16]. A later annealing study at 573 K in vacuum for 24 hours suggests that the NT samples may have been contaminated by up to ~7.3% (NT1) or ~11% (NT2) by mass by an unknown adsorbate. EDX analysis leads us to suspect the contaminant was water. The bulk powder samples showed no evidence of similar contamination. Although it is difficult to account for the contribution of monolayers of water, we have used the mass-averaged properties of bulk anatase (our measurements) and bulk ice [23] to estimate the impact of possible ice contamination below.

2.3.4 Results and discussion: bulk

Figure 2-5 shows the measured specific heat for bulk anatase, bulk rutile, and anatase nanotubes. The bulk rutile data are in good agreement with literature values above 20 K [24-26]. Below 5 K, both the current and literature data follow a $T^3$ trend down to 2.5 K where they transition to a $T^{2.2}$ trend. However, below 9 K the current values are over twice as large as the only literature source [27], an unexplained discrepancy which far exceeds our experimental uncertainty.

The bulk anatase data are in good agreement with literature values above 50 K [25, 26]. We are unaware of any literature values at lower temperatures. As shown in Fig. 2-6, these data can be described to within 10% by a combined Debye and Einstein model ($\theta_D$ = 260 K, $\theta_E$ = 475 K, obtained by fitting), implying an average sound velocity of 3560 m/s. This calculation uses the known number density of primitive cells for anatase of $\eta = 1.47 \times 10^{28}$ m$^{-3}$ and the fact that anatase has a 6-atom basis. The properties used in this calculation are summarized in Table 2-3.

Accounting for possible ice contamination

As mentioned previously, we have reason to suspect that the nanotube samples were contaminated by ice (for example, 7.3 mass% for NT1). This means that the bulk counterpart to compare with nanotube calculations is not the pure anatase measured here, but rather a combination of 92.7% anatase and 7.3% ice. A revised bulk curve for $C(T)$ was obtained from a simple weighted average, by
Figure 2-5. Measured specific heat of anatase nanotube samples NT1-NT4 and bulk anatase compared to literature. [25] Inset: measured specific heat of bulk rutile compared to literature [24-27].

Figure 2-6. Extracting Debye and Einstein temperatures from the measured specific heat of bulk anatase. This calculation also requires the number density of primitive unit cells and the number of atoms in the basis.

assuming that the contributions from ice and anatase added linearly. This new bulk curve was then reanalyzed for revised Debye and Einstein temperatures ($\theta_D=235$ K, $\theta_E=550$ K) to be used in the modeling below designated “adjusted for ice” [Fig. 2-7(b)].
<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sound velocity</td>
<td>$v$</td>
<td>3560 m/s</td>
</tr>
<tr>
<td>Number density of primitive unit cells</td>
<td>$\eta$</td>
<td>$1.47 \times 10^{28}$</td>
</tr>
<tr>
<td>Debye temperature</td>
<td>$\theta_D$</td>
<td>260 K</td>
</tr>
<tr>
<td>Einstein temperature</td>
<td>$\theta_E$</td>
<td>475 K</td>
</tr>
<tr>
<td>Number of atoms in the basis</td>
<td>$b$</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2-3. Properties used in modeling the specific heat of bulk anatase, without any ice contamination.

### 2.3.5 Results and discussion: nanotubes

As shown in Fig. 2-5 and Fig. 2-7, the anatase nanotube specific heat data always exceed those of bulk anatase. From 100 K down to about 60 K, the excess is about 20 - 30%, with the highest-quality sample (NT1) showing the least enhancement. From 50 K down to about 5 K, all of the nanotube curves shift to a $T^{2.6}$ dependence, clearly diverging from the bulk anatase. Below about 4 K the available nanotube data shows a second transition to a nearly constant value, exceeding the bulk anatase values by factors of 25 to 50 at 1.5 K. Again, the highest quality nanotube sample shows the least enhancement, about half that of the lower-quality samples (NT2-4). After adjusting the bulk specific heat for possible ice contamination, however, the bulk and NT1 specific heats are very similar above about 10 K [Fig. 2-7(b)].

**Phonon phase diagram**

The transitions in the specific heat can be interpreted in terms of a conceptual phase diagram [Fig 2-3(c)] which shows the dimensionality of a nanotube as a function of temperature and the strength of intertube coupling. This has been generalized from a similar diagram by Hone et al. [14] for CNT by including 3D behavior in the high temperature limit for anatase nanotubes, in contrast to the limiting 2D graphitic behavior for CNT. The dashed line indicates approximately the regime explored in this experiment.
Figure 2-7. (a) Modeled and measured specific heat for anatase nanotube sample NT1 and bulk anatase. (b) Possible adjustment to analysis of NT1 assuming 7.3% contamination by ice. The NT1 data is the same as (a), while the bulk data from (a) has been adjusted to incorporate 7.3% ice.

**Transition from 3D to 2D**

Using the model described earlier, the upper transition in the nanotube specific heat is interpreted as a shift from 3D to 2D behavior. As shown in Fig. 2-3(c), a transition is expected because the average thermal wavelength \( \lambda \) is comparable to the nanotube wall thickness. Because of the uncertain coupling strength between layers of the wall, we have performed the calculation for assumed wall thickness of both 0.725 nm (model A: weak coupling) and 2.5 nm (model B: strong coupling). These and other parameters are summarized in Table 2-4. The circumferential periodic boundary condition in a rolled-up structure still requires the assumption of some coupling between layers. A more advanced model would take this into account by using an adjustable coupling strength or radial sound velocity. As shown in Fig. 2-7, these two calculations approximately bound the measurements of NT1. Above about 15 K model A (weak wall coupling / thin wall) is a good fit to the unadjusted data [Fig. 2-7(a)]. However, below 15 K the nanotube specific heat decreases more quickly than the models, and below about 6 K, model B (strong wall coupling / thick wall) is a better fit to the unadjusted data. After adjustment for possible ice contamination, \( C(T) \) is well-described by the strong-coupling/thick-wall limit for all temperatures above about 3 K [Fig. 2-7(b)].
### Table 2-4. Properties used in modeling the specific heat of bulk and nanotubes, assuming 92.7% anatase and 7.3% ice by mass. “na” = not applicable.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average sound velocity</td>
<td>$v$</td>
<td>2970 m/s</td>
</tr>
<tr>
<td>Number density of primitive unit cells</td>
<td>$n$</td>
<td>$1.87 \times 10^{28}$</td>
</tr>
<tr>
<td>Boundary conditions</td>
<td>---</td>
<td>Free (radial and axial), Periodic (circumferential)</td>
</tr>
<tr>
<td>Debye temperature</td>
<td>$\theta_D$</td>
<td>235 K</td>
</tr>
<tr>
<td>Einstein temperature</td>
<td>$\theta_E$</td>
<td>550 K</td>
</tr>
<tr>
<td>Number of atoms in the basis</td>
<td>$b$</td>
<td>6</td>
</tr>
<tr>
<td>Average diameter</td>
<td>$D$</td>
<td>6.5 nm</td>
</tr>
<tr>
<td>Wall thickness</td>
<td>$w$</td>
<td>A: weak wall coupling, no intertube modes</td>
</tr>
<tr>
<td>Number density of intertube phonon modes</td>
<td>$n_{intertube}$</td>
<td>0</td>
</tr>
<tr>
<td>Maximum intertube phonon energy</td>
<td>$\theta_{intertube} = \frac{\hbar \omega_{intertube}}{k_B}$</td>
<td>na</td>
</tr>
</tbody>
</table>

#### Possible transition from 2D to 1D?

Around 3 K the average phonon wavelength becomes comparable to the nanotube circumference, and the model predicts another transition from 2D to 1D behavior [Fig 2-3(c)]. However, instead of the expected $T^{-1}$ trend at the lowest temperatures, the data become essentially constant. Zero-dimensional behavior can be ruled out because $A$ is still much shorter than the nanotube length, and furthermore the 0D specific heat is known to fall off exponentially at low temperatures just like Einstein modes. The trend of flattening $C(T)$ at low $T$ is present in all of the samples, suggesting that the underlying mechanism is not dependent on Na contamination or large amorphous fractions. One tentative explanation is the low
energy vibrations of nanotubes against their neighbors. Since this contribution appears to be a constant, if the intertube phonons are treated as Einstein modes, their characteristic temperature must be less than about 0.6 K, corresponding to an intertube coupling energy of less than 50 \( \mu \text{eV} \). The solid lines in Fig. 2-8 show the effect of adding this sub-model for intertube modes. As indicated by the low-temperature end of the dashed line in Fig. 2-3(c), this regime would be a return to an effectively 3D regime. The concentration of intertube phonon modes is treated as an adjustable parameter, with the best agreement found for approximately one low energy mode per every 7200 atoms (\( \eta_{\text{intertube}} = 1.23 \times 10^{25} \text{ m}^{-3} \)).

The flattening in \( C(T) \) is also reminiscent of that reported below about 0.6 K for single-walled CNT ropes [15-16], which was attributed to localized two-level systems of atomic rearrangement. The two-level system was thought to be the transitions of an individual carbon atom between two bi-stable sites, for example at a Stone-Wales (pentagon-heptagon) defect in the otherwise perfect hexagonal lattice. Although the anatase nanotube structure is quite different from CNT, similar atomic-level rearrangements might still occur near defects, and the fact that the anatase nanotubes with more amorphous character show greater enhancement at low \( T \) is consistent with this interpretation. A related explanation would be the rearrangement not of individual atomic bonds but rather of entire layers, by sliding which may be permitted by the weak interlayer bonds. Although we are unable to draw any firm conclusions from the data here, with further experiments on nanotubes of various diameters and wall thicknesses it might be possible to identify if either of these mechanisms is correct.
2.4 Summary

This portion of the thesis focused on modeling and experiments on low-dimensional phonons. The familiar Debye model for phonon dispersion was generalized to an elastic box of finite size. The resulting density of states and specific heat differ markedly from bulk. In particular, the specific heat at low temperature is proportional to $T^n$, where $n$ is the dimensionality. Einstein modes and a Debye cutoff wavevector were also incorporated to make the model relevant for real materials over a wide range of temperatures. The model was also extended to thin-walled nanotubes. This model has no free parameters but requires as inputs the sound velocity, atomic number density, number of atoms in the basis, and geometry and boundary conditions of the sample. The most important feature of the model is that the phonons in a nanostructure transition from bulk to low-dimensional behavior when the average thermal wavelength is comparable to the nanostructure size, freezing out energy storage in that dimension.

The model was tested against measurements of anatase nanotubes from 1.5 to 95 K. The data show that the nanotube specific heat can be enhanced by more than an order of magnitude compared to bulk anatase. Two transitions are clearly observed which can be understood as changes in dimensionality. At about 50 K the average phonon wavelength is comparable to the wall thickness, and there is a transition from 3D to 2D behavior. At about 3 K an expected transition from 2D to 1D is obscured by a surprising flattening in the $C(T)$ curve, which may be due to low-energy intertube phonon modes ($E_t<50 \mu\text{eV}$), or to localized two-level systems of atomic and/or layer rearrangement. Quantitative interpretation of the experimental data was complicated by the likely presence of a contaminant, probably ice. Attempts to correct the data for ice contamination were particularly complicated at lower temperatures where a relatively larger fraction of the total specific heat is thought to be due to the contaminant, because the Debye temperature of ice is lower than that of anatase. Nonetheless, the results presented in this chapter confirm the guideline that transitions to low dimensionality can be determined by comparing the average phonon wavelength to the structure size, and that low dimensional systems can have a specific heat much larger than in bulk.
2.5 References


Chapter 3: Classical size effects on thermal conductivity

3.1 Introduction

In the last chapter we focused on the wave nature of phonons, and the quantum size effects that arise when phonons are confined in nanostructures that are comparable in size to the phonon wavelength in bulk. In this chapter we move on to study the particle nature of phonons, and the classical size effects that arise when phonons are confined in nanostructures that are comparable in size to the phonon mean free path in bulk. As pointed out in Chapter 1, these classical size effects can lead to thermal conductivities that are reduced by an order of magnitude or more compared to bulk. This reduced conductivity leads to potentially serious challenges in the thermal management of most nanowire devices, but is also of great benefit for the efficiency of nanowire thermoelectrics.

This chapter begins by considering the conditions for quantum size effects to be neglected. Fortuitously, it turns out that quantum size effects on phonons can indeed be neglected in many nanowire systems of practical interest, and in this limit we can safely treat the phonons as classical particles. Having made this considerable simplification, we then develop a model for the phonon thermal conductivity. The model is based on a spectral (frequency-dependent) form of kinetic theory, and includes several scattering mechanisms in bulk and nanostructures. In developing this model there is a tension between simplicity and accuracy. Here we pay particular attention to approximating the nonlinear phonon dispersion relations, and accounting for the frequency dependence of the various scattering mechanisms, while using as few adjustable parameters as possible. The resulting calculations of thermal conductivity are in good agreement with literature measurements of nanowires and superlattice nanowires, including diameters as small as 56 nm and reductions in thermal conductivity by more than 100-fold compared to bulk.

The analysis shows that we can expect significant reductions in thermal conductivity for nanostructures of sizes that are comparable to, or smaller than, the mean free path of phonons in bulk. However, we further show that it is important to consider the full range of mean free paths for bulk phonons, rather than lumping all of the bulk phonons into a single effective mean free path. This point is quantified by deriving distribution functions for the range of mean free paths that contribute to thermal conductivity, showing that long mean free paths are more important for heat transfer than is commonly realized.

Portions of the work described in this chapter have appeared in previous publications [1-3].
3.2 Transition from quantum to classical behavior

In Chapter 2 we focused on the wave nature of phonons. Classical models for phonons, such as kinetic theory, are considerably easier to work with than quantum models, but classical models are only appropriate when the phonons can be treated as particles. To answer the important question of whether phonons are in the quantum or classical regime for size effects, there are two different mechanisms to consider, having to do with both the size and roughness of the nanostructure as compared to the average wavelength (Fig. 3-1).
3.2.1 Wavelength vs. diameter

The most obvious transition from wave to particle behavior occurs when the nanostructure size is much larger than the phonon wavelength [Fig. 3-1(a)]. In this regime we can consider isolated phonon wavepackets. Because each wavepacket is only a few wavelengths in size, it can travel around freely throughout the bulk of the nanostructure, scattering at the surfaces only occasionally. As the analysis of Chapter 2 showed, in such “large” nanostructures the confinement effects on the dispersion relation and density of states is negligible, and we can make the very important simplification of using the bulk dispersion relations to model the phonon transport. Each phonon wavepacket travels with the group velocity $\frac{\partial \omega}{\partial q}$ corresponding to its wavelength and polarization from bulk, where $\omega$ is the frequency of the phonon and $q$ is its wavevector.

As we saw in Chapter 2, this transition is responsible for the onset of enhanced specific heat $C$ at temperatures $T$ below $\sim 10$ K for the $\text{TiO}_2$ nanotubes (Fig. 2-7). At high temperatures the average wavelengths are smaller than the nanotube wall thickness, so the confinement effects were unimportant and the phonon dispersion, density of states, and specific heat were all similar to bulk. Below $\sim 10$ K, the average wavelengths were long enough to be comparable to the nanotube wall thickness. This changes the phonon dispersion and density of states as shown in Fig. 2-1(d) of Chapter 2, leading to the enhanced specific heat. Thus the transition in $C(T)$ at $\sim 10$ K in Fig. 2-7(b) of Chapter 2 can interpreted as transition from quantum/wave behavior to classical/particle behavior. For these $\text{TiO}_2$ nanotubes, we would expect kinetic theory to be a good model for the phonon thermal conductivity well above $\sim 10$ K.

This guideline of comparing the phonon wavelength to the characteristic length of the nanostructure should be used with some caution, however, in systems where many surface scattering events can happen within the distance equivalent to one bulk mean free path. This is because surface scattering is elastic, preserving the phonon phase, so there is still the potential for coherent interference from multiple surface scattering events, until an inelastic bulk scattering event truly randomizes the phase. This concern is most common in superlattices, where previous work has shown that coherent wave interference effects may be important for the shortest periods [4, 5]. Localization is a related concern, especially for 2D and 1D systems at temperatures of $\sim 1$ K or below [6-9]. However, the equivalent localization mean free path for a nanowire (1D) is typically $\sim 100$-$1000$ times larger than the nanowire diameter [7-9], so this effect should only be important for smooth surfaces where the equivalent boundary scattering mean free path is even longer than the localization mean free path.
3.2.2 Wavelength vs. roughness

The other type of transition from wave to particle behavior is more subtle. Consider the scattering of a nearly monochromatic wave at a surface with some root-mean-square roughness $\varepsilon$. If the roughness is very small compared to the wavelength $\lambda$, then we expect the wave to reflect specularly, and if there is a second material on the back side of this smooth surface, we also expect there to be a transmitted wave obeying Snell’s law. On the other hand, if the roughness is very large compared to the wavelength, then we expect both reflected and transmitted waves to scatter diffusely in all directions. Importantly, this diffuse scattering will also effectively randomize the phase of the reflected and transmitted waves that are scattered from different portions of the rough surface. If many such waves superpose with each other, there will be no net constructive or destructive interference, because there is no coherence between the different waves. Thus, in the limit of diffuse scattering we can also ignore the wave nature of the phonons, and treat them as particles (albeit with a random distribution of directions after scattering).

For intermediate levels of roughness, we can define a “specularity,” $p$, as the fraction of incident phonons that are scattered specularly. (Thus $1-p$ is the fraction of phonons scattered diffusely.) The specularity can be estimated from the result of Berman, Ziman, and co-workers for a continuum [10-12] [Fig. 3-1(b)]

$$p = \exp \left( \frac{-16\pi^4 \varepsilon^2}{\lambda^2} \right)$$  \hspace{1cm} (3-1)

Although this relation was derived for a continuum, we expect the essential physics of a transition from diffuse to specular scattering to be similar for a discrete lattice. Equation (3-1) shows that the diffuse limit is reached ($p<0.01$) when the rms roughness is greater than about $\lambda/10$. We now show that this is usually true.

3.2.3 Most nanowires should behave classically

As we saw in Eq. (2-38) of Chapter 2, the typical thermal wavelength can be estimated from

$$\lambda T \approx 50\text{nmK}(v/5000\text{m/s})$$  \hspace{1cm} (3-2)

for an elastic continuum, where $v$ is the sound velocity. For typical materials at 300 K, this estimated wavelength is only ~0.16 nm. However, for real materials a lower bound on the wavelength is approximately double the primitive lattice constant, for example, about 0.5 nm in bulk silicon. Thus, based on the comparison of diameter to wavelength, we expect the phonons in Si nanowires at 300 K to
behave classically for diameters greater than $D \sim 2.5$ nm ($D > 5\lambda$). Similarly, for a 20 nm diameter Si nanowire, we would expect classical phonon behavior down to $T \sim 5$ K.

Furthermore, most nanowires synthesized by either the vapor-liquid-solid method or by filling of alumina templates typically exhibit 1 or 2 nm of roughness [13-16], and even carefully grown epitaxial superlattices may have 1 - 3 monolayers of interface interdiffusion [17]. Because this roughness is greater than $\lambda / 10$ at room temperature, we can expect the phonon scattering to be highly diffuse and incoherent. There is also some experimental evidence that diffuse scattering dominates nanostructures at temperatures of about 10 K and up [11, 12, 18, 19]. Thus, the comparison of roughness to wavelength further supports treating phonons classically in most realistic nanowires at typical temperatures of interest.

### 3.3 Spectral form of kinetic theory

In Chapter 1 we introduced the simplest form of kinetic theory for the thermal conductivity of a collection of phonons treated as particles,

$$k = \frac{1}{3} C v L_{\text{eff}}$$

(3-3)

where $C$ is the specific heat, $v$ the velocity, and $L_{\text{eff}}$ the effective mean free path which incorporates bulk and boundary scattering through Matthiessen's rule:

$$L_{\text{eff}}^{-1} = L_{\text{bulk}}^{-1} + L_{\text{boundary}}^{-1}$$

(3-4)

Although the Matthiessen's rule assumption that the scattering mechanisms are independent of each other is rarely satisfied rigorously [20, 21] it is widely used with reasonable accuracy [10]. For more refined calculations, the Boltzmann transport equation is often used, where the boundary scattering is implemented as a boundary condition rather than a correction to the effective mean free path [10, 22].

The frequency-independent model of Eqs. (3-3) and (3-4) captures in a crude way the physics of phonon scattering in bulk materials and the additional scattering in nanostructures, including nanowires, superlattices, and superlattice nanowires (Fig. 3-2). However, it is well known that the properties of phonons in real solids have a strong frequency dependence. Therefore it is much better to use the spectral form of kinetic theory:

$$k = \frac{1}{3} \int C_{\omega} v L_{\text{eff}} d\omega,$$

(3-5)

Now the specific heat, group velocity, and mean free paths are all frequency-dependent:
Figure 3-2. Boundary and interface scattering in nanowires, superlattices, and superlattice nanowires. The diameter and segment length act as boundary scattering terms which reduce the thermal conductivity in accordance with Matthiessen’s rule [Eqs. (3-4) or (3-8)]. In a nanowire, the equivalent diameter $F_1D$ is comparable to or smaller than the bulk mean free path $L_{\text{Bulk}}$. Similarly, a superlattice is characterized by an equivalent segment length $F_2w$ that is comparable to or smaller than $L_{\text{Bulk}}$. In a superlattice nanowire both $F_1D$ and $F_2w$ are less than $L_{\text{Bulk}}$. The coefficients $F_1$ [Eq. (3-23)] and $F_2$ [Eq. (3-22)] depend on the specularity $p$ and transmissivity $t$, which in turn depend on the phonon wavelength and the roughness at sidewalls ($\varepsilon_D$) and between segments ($\varepsilon_w$).

$$F_1 = \frac{1+p}{1-p}, \quad F_2 = \frac{3t}{1-t},$$

$$\nu(\omega) = \frac{\delta \omega}{\delta q}$$

$$C_\omega(\omega, T) = \hbar \omega \text{DOS}(\omega) \frac{\partial f(\omega, T)}{\partial T}$$

$$L_{\text{eff}}^{-1}(\omega, T) = L_{\text{bulk}}^{-1}(\omega, T) + L_{\text{boundary}}^{-1}(\omega)$$

Note that $C_\omega$ can be thought of as a specific heat per unit frequency.

To proceed further we need three pieces of information: the dispersion relation $\omega(q)$, the bulk mean free paths $L_{\text{bulk}}(\omega, T)$, and the boundary scattering mean free path $L_{\text{boundary}}(\omega)$. These inputs are discussed next.
3.3.1 Approximating dispersion relations

In Chapter 2 we used continuum elasticity to model bulk materials. This led to a linear dispersion relation, \( \omega = vq \), which is a good approximation at low temperatures when only long-wavelength acoustic modes are excited. This simplification was also necessary so that the resulting low-dimensional dispersion relations could be easily derived and presented. Here we have argued that for most practical nanowire systems at reasonable temperatures, the quantum confinement effects on the dispersion relation can be neglected, so now we can afford to relax the assumption of linear dispersion and consider the true nonlinear dispersion relation more carefully.

The experimentally-measured phonon dispersion relation for bulk silicon is depicted in Fig. 3-3(a) [51, 52]. The longitudinal acoustic (LA) and transverse acoustic (TA) branches are shown again in Fig. 3-3(b) for the [100] and [111] directions. It is clear that the sound velocities of the two polarizations differs by about a factor of two, and that the assumption of linear dispersion is only valid for less than half of the first Brillouin zone. Figure 3-3(b) also depicts two approximations for the acoustic branches of the dispersion relation, the Debye and Born von Karman models, both of which are discussed below.

Debye dispersion

The Debye model, \( \omega = vq \), is the simplest approximation for the real phonon dispersion relation. It is straightforward to extend kinetic theory to multiple phonon branches simply by summing over each polarization. In this case there would be three Debye branches: a single LA branch with the longitudinal sound velocity, and a doubly-degenerate TA branch with the transverse sound velocity. However, for simplicity it is sometimes desirable to combine these 3 branches into one, triply-degenerate branch with one effective sound velocity. Given literature values for the longitudinal and transverse speeds of sound, what is the best choice for the effective speed of sound? It turns out that the weighted average, \( v_{\text{eff}} = \frac{1}{3}v_{L} + \frac{2}{3}v_{T} \), is not the best choice. Instead, by focusing on the limiting case of low temperature and long mean free path phonons, we can derive an analytical solution [3]. At low temperature the mean free path is limited by boundary scattering, and so is independent of phonon frequency. Furthermore, dispersion can be neglected and all of the phonons can be approximated as traveling at the sound velocity. Then the kinetic theory expression for thermal conductivity of these three phonon branches simplifies to

\[
\kappa = \frac{1}{3} \left[ \frac{1}{3} C_v L_{LA} \right]_{kA} + \frac{2}{3} \left[ \frac{1}{3} C_v L_{TA} \right]_{kA}
\]

which we would like to equate to the effective expression

\[
\kappa = \left[ \frac{1}{3} C_v L_{\text{eff}} \right]
\]

(3-9)

(3-10)
Figure 3-3. Phonon dispersion relations in bulk silicon. (a) Calculated [51] and experimental [52] phonon dispersion relation for bulk silicon. (b) Detail of the dispersion relations for the acoustic branches in the [100] and [111] directions, comparing the experimentally measured dispersion with both the Debye and Born-von Karman (BvK) approximations. The Born-von Karman approximation is much better than the Debye approximation at capturing the rolloff of the dispersion relation at high frequencies.

From the analysis in Chapter 2 of the density of states for bulk systems with linear dispersion, we know that the specific heat is proportional to $v^3$:

$$C(T \to 0) = \frac{4\pi^4 k_B}{15} \left( \frac{k_B T}{\hbar v} \right)^3$$  \hspace{1cm} (3-11)

Substituting Eq. (3-11) into Eqs. (3-9) and (3-10) and canceling out constant terms including the boundary-limited mean free path yields

$$v_{eff}^2 = \frac{1}{3} v_L^2 + \frac{2}{3} v_T^2$$  \hspace{1cm} (3-12)

Thus, a better estimate for the effective sound velocity is

$$v_{eff} = \left( \frac{1}{3} v_L^2 + \frac{2}{3} v_T^2 \right)^{1/2}$$  \hspace{1cm} (3-13)

That is, we should take the weighted average of the inverse squares of the velocities, not of the velocities themselves. This will guarantee the correct limiting behavior at low temperature. For example, in silicon $v_L$ is about 8973 m/s and $v_T$ is about 5398 m/s (Table 1), each taken to be the average of the appropriate velocities in the [100], [110], and [111] directions. The effective velocity according to Eq. (3-13) is
Table 3-1. Basic parameters used in the modeling of the thermal conductivity of Si, Ge, and PbTe, with Born-von Karman dispersion relations [1-3]. Entries marked “---” are either unavailable or were not evaluated as part of this work.

$\nu_{\text{eff}} = 6084 \text{ m/s}$, and the resulting Debye dispersion is depicted by the dashed line in Fig. 3-3(b). For comparison, the direct weighted average is about 6590 m/s, which is about 8% too high (possibly an acceptably small error for these types of models).

**Born-von Karman dispersion**

Although the Debye dispersion gives satisfactory results for the specific heat at all temperatures, it leads to serious errors when calculating the thermal conductivity (except at temperatures well below the Debye temperature). This is because all Debye phonons have the same group velocity, namely the speed of sound, while it is clear from Fig. 3-3(b) that the acoustic phonon branches flatten out to a much lower group velocity for a significant portion of the dispersion relation, approaching zero group velocity at the
boundary of the first Brillouin zone. This well-known phenomena is present even in the simplest model lattice of a 1D monatomic chain [20, 21]. In this “Born-von Karman” model the dispersion relation is

$$\omega = \omega_0 \sin\left(\frac{\pi q}{2q_0}\right)$$

(3-14)

where $\omega_0$ and $q_0$ depend on the mass, stiffness, and atomic spacing of the model lattice. We now adapt this expression to approximate a dispersion relation in 3D. Although in general $\omega_0$ and $q_0$ could be treated as adjustable parameters to give the best fit to experimental dispersion relations, we can define them uniquely from well-known material properties without any fitting. First, to ensure the correct number of phonon modes, $q_0$ is simply the Debye cutoff wavevector:

$$q_0 = \left(\frac{6\pi^2 \eta}{\nu}\right)^{1/3}$$

(3-15)

where $\eta$ is the number density of primitive unit cells. Then, we define $\omega_0$ to ensure the correct limiting behavior at low temperature. In this limit only small-$q$ phonons are active, and Eq. (3-14) reduces to the linear form:

$$\omega = \left(\frac{\pi \omega_0}{2q_0}\right) q$$

(3-16)

Thus, the term in parentheses should simply be the sound velocity, requiring

$$\omega_0 = \frac{2\nu q_0}{\pi}$$

(3-17)

Finally, substituting Eqs. (3-15) and (3-17) into Eq. (3-14), the Born-von Karman dispersion can be expressed as

$$\omega = \frac{2\nu}{\pi} \left(\frac{6\pi^2 \eta}{\nu}\right)^{1/3} \sin\left(\frac{\pi q}{2\left(6\pi^2 \eta\right)^{1/3}}\right)$$

(3-18)

For dispersions with multiple branches, this velocity should be averaged according to Eq. (3-13), just like the Debye model. Alternatively, for slightly improved accuracy, the longitudinal and transverse branches could each be fit separately, and the thermal conductivity of each branch treated separately as in Eq. (3-9).

The Born-von Karman (or “sine-type”) dispersion relation of Eq. (3-18) is also depicted in Fig. 3-3(b). Notice how it lies naturally in between the experimental LA and TA branches over the entire dispersion relation. The Born-von Karman dispersion is just as easy to specify as the Debye dispersion, requiring only $\eta$ and $\nu$ as inputs. However, the Born-von Karman dispersion gives a much better approximation to the high-frequency rolloff seen in the full, experimental dispersion relations, and so it is strongly preferred over the Debye dispersion for calculations involving transport [3].
Besides the Born-von Karman dispersion, several other approaches have been used to approximate the high-frequency rolloff of acoustic phonons, including a two-segment piecewise-linear fit [23] and a truncated Debye model [24], but these are not considered further here.

### 3.3.2 Scattering mechanisms

#### Bulk mean free paths

The two most important scattering mechanisms in typical bulk materials are impurity/alloy scattering and phonon-phonon umklapp scattering:

$$L_{\text{bulk}}^{-1}(\omega, T) = L_{\text{imp}}^{-1}(\omega) + L_{\text{umklapp}}^{-1}(\omega, T)$$  \hspace{1cm} (3-19)

**Impurity / alloy scattering**

Impurity (and alloy, when present) scattering is usually calculated using the fourth-power dependence of Rayleigh scattering,

$$L_{\text{imp}}^{-1} = A_i \omega^4 / \nu,$$  \hspace{1cm} (3-20)

where $A_i$ is a fitting parameter which may also be estimated from other properties [25].

**Umklapp (phonon-phonon) scattering**

There is no uniformly accepted expression for Umklapp scattering, but one common form is [26]

$$L_{\text{umklapp}}^{-1} = B_1 \omega^2 T \exp(-B_2 / T) / \nu$$  \hspace{1cm} (3-21)

where $B_1$ and $B_2$ are fitting parameters. Recent work based on molecular dynamics simulations of umklapp scattering supports the $\omega^2$ dependence of Eq. (3-21) and may also be able to give a more accurate relationship overall [27].

#### Boundary scattering mean free paths

**Transport perpendicular to interfaces**

Superlattices and thin films are the model systems for studying transport perpendicular to interfaces, and are of great interest as thermoelectric materials [1, 28-30]. The emerging understanding, reviewed elsewhere [22, 31-33], is that most systems can be explained by the action of incoherent phonon particles scattering sequentially at isolated interfaces. In this view a superlattice is a set of thin films connected by boundary resistances. As mentioned at the beginning of the chapter, coherent interference and localization effects can also play a role for thin, smooth layers, at low temperatures and for materials
with long bulk mean free paths. These wave effects are not considered further here. Because of the boundary resistance, the thermal conductivity is well below the simple average based on the Fourier law of heat conduction, and can fall below the alloy limit and even below theories of minimum thermal conductivity [32, 34-36]. In this regime the thermal conductivity is proportional to the superlattice period, indicating that the classical size effect of interface scattering dominates the mean free path. A simple energy transmissivity picture yields the following expression for the boundary scattering mean free path perpendicular to superlattice interfaces [3]

$$L_{bdy,SL} = \frac{1}{4} \frac{w T}{1 - t}$$

(3-22)

where $w$ is the thickness of superlattice layers (e.g. half of the period), and $t$ is an energy transmissivity, which may depend on frequency. Understanding the details of this interfacial scattering is a difficult and ongoing research challenge, leading to techniques such as the acoustic mismatch model [37], diffuse mismatch model [37], maximum transmission model [3], lattice dynamics, molecular dynamics, and an adjustable balance between specular and diffuse scattering. To minimize the thermal conductivity perpendicular to interfaces, the transmissivity should be minimized. For materials with weak acoustic contrast, the interfaces should be made rough to maximize the diffuse scattering. Ideal wave calculations predict that materials with strong acoustic contrast have high reflectivity, including the total internal reflection of phonons with high incident angles which effectively cuts them off from participating in heat transport. For these high acoustic contrast materials the overall reflectivity may actually be maximized for specular rather than diffuse interfaces. There are additional complications as the superlattice period becomes very short (~ 3-5 unit cells), where tunneling and coherent wave effects start to become important and there is a slight recovery in the thermal conductivity [38-40]. Modeling in this regime is even more complicated but has been addressed by models allowing for partial phonon coherence [4, 5].

**Transport parallel to interfaces**

Transport parallel to interfaces is important for thermoelectric nanowires [41, 42] and the in-plane direction of superlattices [28] and thin films. The essential difference compared to cross-plane transport is that for transport parallel to interfaces, specular scattering is not effective at reducing the phonon momentum in the direction of transport. For axial transport in a cylindrical nanowire, the effective mean free path due to boundary scattering is given by [10]

$$L_{bdy,D} = D \left( \frac{1 + p}{1 - p} \right)$$

(3-23)
where $p$ is the specularity parameter given in Eq. (3-1). As noted previously, $p=0$ because of the roughness in most realistic nanowires, so this mean free path is typically simply equal to the diameter. In the opposite limit of specular sidewalls, this mean free path diverges, because specular reflections do not impede the axial phonon transport. Eq. (3-23) applies to an infinitely long circular wire, but can be applied to an infinitely long square wire of side $a$ by replacing $D$ with $1.12a$ [43]. Corrections also exist for the effects of finite sample length, which leads to reduced thermal conductivity [11, 12].

### 3.3.3 Modeled thermal conductivity of nanostructures

The sequence of steps in a typical modeling calculation are summarized in Fig. 3-4, which is a good summary of the entire chapter. For a new material, the initial inputs to the calculation are literature values for the thermal conductivity as a function of temperature, and also some approximation to the true dispersion relation. Here we focus on the Born-von Karman approximation, which requires the sound velocity and number density of primitive unit cells as inputs. Optical modes are ignored in this approximation because of their small group velocity. Using the spectral kinetic theory model of Eqs. (3-5) through (3-8) and (3-19) through (3-21), values of $A_1$, $B_1$, and $B_2$ are determined to give the best fit to the bulk thermal conductivity $k(T)$ over the entire temperature range (Fig. 3-5). For this example, the optimized values for Si are $A_1=2.4 \times 10^{-45} \text{ s}^3$, $B_1=1.73 \times 10^{-19} \text{ s/K}$, and $B_2=210 \text{ K}$ (Table 3-1). The fitting often requires a 4th parameter at low temperature, corresponding to the sample size, because literature reports on the thermal conductivity are still subject to boundary scattering at low temperatures. The resulting mean free paths for bulk silicon are depicted in Fig. 3-6, along with a typical nanowire diameter of 83 nm. It is clear that the nanowire boundary scattering is much stronger than the bulk scattering mechanisms for low frequency phonons, but high frequency phonons will also be affected by impurity scattering and, at higher temperatures, umklapp scattering.

### Silicon nanowires

Having fixed all of the adjustable parameters, the next step in the modeling is to input the nanowire diameter and roughness to Eq. (3-23) and calculate the effective mean free path of Eq. (3-8). As mentioned previously, the specularity $p$ is expected to be negligibly small for most practical nanowires and temperatures, so in practice the only input is the nanowire diameter. As shown in Fig. 3-7, this model gives fairly good agreement for literature measurements of silicon nanowires of diameter 56 nm and 115 nm [44]. At low temperature the model underpredicts the thermal conductivity of the 56 nm silicon nanowire by up to ~50%, but is better for the 115 nm diameter nanowire, and the agreement is excellent for both diameters above ~150 K. The reasons for the underprediction are not known, but it could be
Figure 3-4. Detailed flowchart for modeling the phonon thermal conductivity of nanowire, superlattices, and superlattice nanowires, assuming the phonons can be treated as classical particles.
Figure 3-5. The thermal conductivity of bulk silicon [49], fit with the spectral kinetic theory model described in the text. The important regime for each scattering mechanism has been indicated approximately.

Figure 3-6. The frequency dependence of the phonon mean free paths for various scattering mechanisms in bulk silicon at various temperatures [2]. For comparison, the boundary scattering due to a typical nanowire diameter of 83 nm is also shown. In this example the boundary scattering is the most important scattering mechanism, with additional scattering of high-frequency phonons by impurity scattering and, at high temperatures, umklapp scattering.

cau sed by the true nanowire diameters being larger than reported, or the nanowire boundaries having finite specularity ($p>0$).
Figure 3-7. Modeled thermal conductivity of silicon nanowires (NW) and Si/SiGe superlattice nanowires (SLNW), compared with experimental data from the literature [44, 45]. Boundary scattering reduces the thermal conductivity of the nanowires over the entire temperature range, and at 20 K the thermal conductivity of the nanowires is reduced by more than 100-fold compared to bulk Si. Compared to the pure Si nanowires, the superlattice nanowires show additional reductions in thermal conductivity. This is not due to interface scattering between segments, but rather due to alloy scattering within the SiGe segments.

**Si/SiGe superlattice nanowires**

To extend the model from a nanowire to a superlattice or superlattice nanowire, the next step is to input the superlattice period and transmissivity to Eqs. (3-17) and (3-8). We have applied this calculation to the Si/Si$_{1-x}$Ge$_x$, ($x$=0.05-0.10) superlattice nanowire shown in Fig. 3-2 [16]. Because the Ge concentration in the SiGe segment is relatively small, there is not much acoustic contrast between the two segment types. Thus the transmissivity $t$ is close to unity, and $L_{bdy,SL}$ should be large enough to be unimportant (that is, the scattering rate proportional to $L_{bdy,SL}$ is negligibly small). Because of the uncertain stochiometry of the Si$_{1-x}$Ge$_x$ segment, it is, however, necessary to introduce another fitting parameter to account for the alloy scattering. This alloy scattering has the same form as the impurity scattering expression of Eq. (3-20), but with a different coefficient $A_2$. Using the same values for $A_1$, $B_1$, and $B_2$ determined previously, the best value for the alloy parameter $A_2$ was found to be $1.19 \times 10^{-42}$ s$^3$. This value for $A_2$ is close to what would be predicted with standard theory for Si$_{0.9}$Ge$_{0.1}$ [25]. As shown in Fig. 3-7, the resulting model calculations again compare favorably with the experimental values from the literature [45], especially at temperatures above ~150 K. A comparison of the 56 nm nanowire and the 58
nm superlattice nanowire reveals that the additional alloy scattering is very important over most of the temperature range considered, although it becomes less important below ~20 K. This is because low temperature phonons have lower frequencies, so both alloy/impurity and umklapp scattering become weaker (Fig. 3-6). Thus the only scattering mechanism remaining at low temperature is boundary scattering, which is independent of the level of alloying.

Regime map

The thermal conductivity of nanowires, superlattices, and superlattice nanowires can be nicely summarized by a regime map indicating the relative importance of bulk vs. nanostructure scattering mechanisms as a function of segment length and diameter (Fig. 3-8).

As shown in the top half of Fig. 3-8(a), for a rough-walled nanowire ($p=0$) the transition from bulk to nanowire behavior occurs when the diameter becomes smaller than the bulk mean free path. For nanowires with smooth walls, the specularity $p$ may become appreciable, in which case the transition from bulk to nanowire behavior will be suppressed to smaller diameters. In the limit of perfect specularity ($p\to 1$), the nanowire regime cannot be accessed no matter how small the diameter.

Similarly, the right half of Fig. 3-8(a) shows that for a superlattice with average energy transmissivity ($t=1/2$), the transition from bulk to superlattice behavior occurs when the superlattice segment length becomes smaller than $\frac{4}{3}$ of the bulk mean free path. However, in the limit of perfect transmissivity ($t\to 1$), the superlattice regime cannot be accessed no matter how small the period.

A quantitative example of this regime map calculation is shown in Fig. 3-8(b) for a Si/Ge system. This calculation assumes diffuse scattering at the sidewalls and interfaces and uses Born-von Karman dispersion relations, but neglects the spectral dependence of the mean free paths. Some of the modeling parameters are given in Table 3-1. It is clear from the figure that the nanowire and/or superlattice effects become very important when the diameter and/or segment length becomes ~300 nm or less. This is expected because it is the order of magnitude of the bulk mean free path in both Si and Ge. The important issue of estimating these bulk mean free paths is taken up in the next section.

Sensitivity analysis

To gain a more complete understanding of the contribution of each phonon scattering mechanism over the entire temperature range, we have performed a sensitivity analysis which is depicted in Fig. 3-9.

The best fits of Fig. 3-7 are repeated in Fig. 3-9(a). The dashed lines of Fig. 3-9(b) show the effect of uniformly scaling all of the diameters by a factor of 1.5. For example, how would the modeled thermal conductivity change if the 56 nm nanowire were replaced with either an 84 nm (56 nm x 1.5) or 37 nm (56 nm / 1.5) nanowire? This plot shows that the diameter scattering effect is important in all of
Figure 3-8. (a) Generalized regime map for the thermal conductivity of a superlattice nanowire, as a function of diameter, segment length, sidewall specularity $p$, and interface transmissivity $t$. Four limiting cases are apparent: bulk, nanowire, superlattice, and superlattice nanowire. (b) A particular regime map for Si/Ge segments at 300 K. The lines are contours of constant thermal conductivity (“isoconductivity lines”). The calculation in (b) assumes diffuse scattering at sidewalls ($p=0$) and a diffuse mismatch model for $t$, and neglects the frequency dependence of the mean free paths [3].

the nanowires, especially at lower temperatures, and also that the bulk silicon data used here is also sensitive to boundary scattering below $\sim$50 K.

Similarly, the dashed lines of Fig. 3-9(d) show the effect of scaling the Umklapp parameter $B_2$ [Eq. (3-21)] by a factor of 2. For bulk Si the effect is to shift the location of the peak in $k(T)$. The Si nanowires also show some sensitivity to this parameter, while the Si/SiGe superlattice nanowires are not affected at all. Fig. 3-9(c) shows the effect of scaling the Umklapp parameter $B_1$ [Eq. (3-21)] by a factor of 1.5. Taken together, panels (c) and (d) show that Umklapp scattering is very important for bulk Si above $\sim$50 K, is somewhat important in these Si nanowires above $\sim$150 K, and is negligible for the Si/SiGe superlattice nanowires at all temperatures. Finally, the dashed lines of Figs. 3-9(e) and 3-9(f) show the effect of scaling the impurity ($A_1$) and alloy ($A_2$) scattering parameters, respectively, by a factor of 2. Impurity scattering is only important for bulk Si in the intermediate temperature range $\sim$10-100 K, but is negligible for the nanowires and superlattice nanowires. As expected, alloy scattering is much stronger than impurity scattering, and makes a significant contribution to the superlattice nanowire thermal resistance above $\sim$30 K.
Figure 3-9. Sensitivity analysis of the modeled thermal conductivity for silicon nanowires and superlattice nanowires, isolating the effects of each of the fitting parameters. [2]. (a) Best fits, repeated from Fig. 3-7. (b) Multiplying and dividing the diameter by a factor of 1.5, to show where boundary scattering is important. (c&d) Varying the umklapp parameters $B_1$ and $B_2$ by a factor of 1.5, to show where phonon-phonon scattering is important. (e) Varying the Si impurity parameter $A_1$ by a factor of 2. (f) Varying the SiGe alloy parameter $A_2$ by a factor of 2 (only relevant for the Si/SiGe superlattice nanowire).
Effect of assuming frequency-independent mean free path

To emphasize the importance of the spectral nature of the mean free paths, we have performed the same calculation with and without the frequency dependence of the mean free paths. For the frequency-independent calculation, the effective mean free path was found from Matthiessen’s rule:

\[ L_{\text{eff}}(T) = L^{-1}(T) + D^{-1}, \]  

The average bulk mean free path was estimated using the Born-von Kármán dispersion for \( C \) and \( \nu \) and literature values for the thermal conductivity, from

\[ L_{\text{bulk}}(T) = \frac{k_{\text{liq}}(T)}{\frac{1}{3} C \nu d \omega}, \]  

which is about 210 nm for silicon at 300 K. As shown in Fig. 3-10, treating the mean free path as constant leads to thermal conductivity predictions that are up to ~50% larger than experiment above ~100 K. The frequency-dependent model is in much better agreement with experiment above 100 K, and still in good agreement at lower temperatures. We will see later that part of the problem is that the average bulk mean free path from Eq. (3-25) is too small: most of the phonons in the bulk material have mean free
paths much longer than 210 nm, and so boundary scattering is more important than we might otherwise expect.

### 3.4 The importance of various mean free paths

The regime map of Fig. 3-8(a) shows that the transition from bulk to nanowire (or superlattice) behavior is determined by comparing the bulk mean free path to the characteristic length of the nanostructure. A very important question is: what is the best estimate for the bulk mean free path?

A simple but naive estimate is to calculate the bulk mean free path from the sound velocity and literature value of specific heat in a lumped sense [Fig. 3-11(a)],

\[ L_{\text{Naive}} = \frac{k_{Liq}}{\frac{1}{3} C_{Liq} v_s} . \]  

However, the group velocity and bulk mean free path are both strongly spectral quantities. In particular, most phonons travel far slower than the speed of sound, so the true mean free path should be much longer than the naive estimate of Eq. (3-26). It is now becoming common in the literature to perform some kind of averaging similar to Eq. (3-25). We refer to this as the “traditional” estimate for the mean free path:

\[ L_{\text{Trad}(T)} = \frac{k_{Liq}(T)}{\frac{1}{3} \int C_v d\omega} , \]  

which typically results in estimates from 200-300 nm [Fig. 3-11(b)]. However, we saw from Fig. 3-10 that using this traditional mean free path estimate fails to capture the full reduction in thermal conductivity, while performing the frequency integration does.

#### 3.4.1 Thermal conductivity distributions per unit mean free path

To better understand the potential for thermal conductivity reduction by boundary scattering, it is important to understand the full range of mean free paths that contribute to heat transfer in a bulk material [1]. The greater the fraction of heat carried by phonons with long mean free paths in the bulk material, the greater the potential reduction in the thermal conductivity in a given nanostructure. This effect can be quantified by changing variables in the kinetic theory expression [Eq. (3-5) ], to integrate over the mean free path rather than the frequency as the independent variable [Fig. 3-11(c)]:

\[ k = \int_0^\infty k_\omega d\omega \quad \Rightarrow \quad k = \int_0^\infty k_L dL \]  

(3-28)
Figure 3-11. Estimating mean free paths in bulk silicon at 300 K. (a) Naive estimate using literature values for thermal conductivity, specific heat, and sound velocity. (b) Improved traditional estimate, using a modeled dispersion relation for $C$ and $v$. (c,d) Thermal conductivity distributions per unit mean free path. The area of the darkest shaded region, from 0 to $L_{10}$ (87 nm), equals 10% of the total thermal conductivity. Similarly, the area between 0 and $L_{50}$ (580 nm) equals 50% of the total.

where the integrand changes from

$$k_{\omega} = \frac{1}{2} \hbar \omega \frac{q^2}{2\pi^2} \frac{\partial f}{\partial T} \frac{L}{L}$$

(3-29)

to

$$k_L = \frac{1}{2} \hbar \omega \frac{q^2}{2\pi^2} \frac{\partial f}{\partial T} \frac{L}{L} \frac{d\omega}{dL}$$

(3-30)

The negative sign in Eq. (3-30) comes about from changing the limits of integration, and will be canceled because $d\omega/dL$ is negative (small $\omega$ corresponds to large $L$, and vice versa). Recall that $f$ is the Bose-
Einstein factor and \( q \) is the wavevector, which can be uniquely related to \( \omega \). We are assuming isotropic properties, and this derivation also takes advantage of the fact that the density of states in 3D is given by

\[
\text{DOS} = \frac{q^2}{2\pi^2v}
\]

To proceed further, the dispersion relation \( \omega(q) \) and the spectral mean free paths \( L(\omega) \) are necessary. For the sake of illustration, we have performed calculations using the Born-von Karman dispersion for both Si and PbTe. Using the umklapp and impurity/alloy scattering expressions described previously, the parameters \( A_1, B_1, \) and \( B_2 \) were calculated by fitting literature data for the temperature-dependent thermal conductivity of bulk Si and PbTe (Table 3-1). [46-49]. In these materials, umklapp scattering is dominant at most temperatures of interest for thermoelectric applications. Impurity scattering is only important at lower temperatures, near the peak in \( k(T) \). When present, alloy scattering can be important at all temperatures.

The quantity \( k_L \), which can be termed a “thermal conductivity per unit mean free path,” is best interpreted as a weighting function for the relative importance of various mean free paths in contributing to the total thermal conductivity. To the best of my knowledge we are the first to present this concept [1].

A representative distribution of this thermal conductivity per unit mean free path is shown in Fig. 3-1. Notice how broad the distribution is, and specifically how far the tail extends beyond the naive (5 nm) and traditional (200-300 nm) estimates.

### 3.4.2 Cutoff mean free paths

A deeper understanding of the range of important mean free paths is achieved by defining a cutoff mean free path \( L_\alpha \), which accounts for a fraction \( \alpha \) of the total heat flux. These cutoff mean free paths are defined by

\[
\alpha = \frac{\int_0^{L_{\alpha}(T)} k_L(T) \, dL}{\int_0^{\infty} k_L(T) \, dL} = \frac{\int_0^{L_{\alpha}(T)} k_L(T) \, dL}{k(T)}.
\]

For example, the area under the curve of Fig. 3-1(d) from \( L=0 \) to \( L=87 \) nm accounts for 10% of the total area. Thus, for \( L=87 \) nm, \( \alpha=10\% \), so we have determined that \( L_{10}=87 \) nm for bulk Si at 300 K. Similarly, integrating from 0 to 580 nm yields 50% of the total area, so \( L_{50}=580 \) nm. Notice that this median mean free path is 2 or 3 times larger than the traditional estimates. Even more important is the quantification of the long tail of the distribution. To capture 90% of the total thermal conductivity in this example, we
Figure 3-12. The temperature dependence of the range of mean free paths that are important for carrying the heat in bulk Si (dashed lines) and bulk PbTe (solid lines). The 300 K values for $L_{10}$, $L_{50}$, and $L_{90}$ in Si were previously depicted in Fig. 3-11(d).

have to integrate out to 12.8 μm (that is, $L_{90} = 12.8$ μm). This is about 40 - 60 times larger than the traditional estimates.

Thus, over two orders of magnitude of mean free paths are important for carrying the heat in bulk Si at 300 K (~87 nm to ~12,800 nm). At lower temperatures the distribution has a similar breadth, while shifting to larger values (Fig. 3-12). Although the large value of $L_{90}$ is surprising compared to the traditional estimates, it is consistent with observations in neutron-irradiated thin films [24] and microporous thin films [50] that an important fraction of the heat is carried by phonons with bulk mean free paths of the order of microns. Thus there is greater potential for thermal conductivity reduction by boundary scattering than might traditionally be thought from $L_{\text{Trad}}$.

The thermal conductivity of good bulk thermoelectric materials such as PbTe is already much smaller than in bulk Si (2.0 W/mK compared to 150 W/mK at 300 K), and so it may seem that there is no practical potential for further thermal conductivity reduction by nanostructuring. However, the thermal conductivity is proportional to the group velocity which is also significantly lower in PbTe than in Si, and as mentioned previously it is the bulk mean free paths which determine the potential for thermal conductivity reduction in nanostructures. Figure 3-13 shows the thermal conductivity for PbTe bulk and nanostructures of several different sizes. It is clear that there is still ample potential for reducing the thermal conductivity through nanostructuring, especially at lower temperatures and for nanowire diameters of ~56 nm or less. Although Fig. 3-12 shows that the important bulk mean free paths are about an order of magnitude shorter in PbTe than in Si, over a wide range of temperatures, they are still long enough to be significantly impacted by nanostructures. For example, in bulk PbTe at 300 K the median
mean free path \( L_{50} \) is about 42 nm, and the central 80% of the heat is carried by mean free paths between 6 nm \( L_{10} \) and 860 nm \( L_{90} \). These mean free path values are much larger than the naive estimate of only 3 nm \( L_{\text{Naive}} \) at 300 K.

### 3.5 The importance of various wavelengths

Similar to the transformation of Eq. (3-28), we can express the thermal conductivity integral in terms of the contributions of various wavelengths:

\[
k = \int k_\omega d\omega \quad \Rightarrow \quad k = \int k_\lambda d\lambda
\]

where the thermal conductivity per unit wavelength is

\[
k_\lambda = -\frac{1}{3} \hbar \omega^2 \frac{q^2}{2\pi^2} \frac{\partial f}{\partial T} \frac{d\omega}{d\lambda}
\]

These distributions have been analyzed for both Debye and Born-von Karman dispersion relations, assuming that the mean free path is dominated by boundary scattering [1]. Cutoff wavelengths are defined analogously to Eq. (3-32):

\[
\alpha = \frac{\int_{0}^{\lambda_{c}(T)} k_\lambda (T) d\lambda}{\int_{0}^{\infty} k_\lambda (T) d\lambda} = \frac{\int_{0}^{\lambda_{c}(T)} k_\lambda (T) d\lambda}{k(T)}
\]

For example, 10% of the heat is carried by phonons with wavelengths shorter than \( \lambda_{10} \). The resulting cutoff wavelengths for Si and PbTe are shown in Fig. 3-14. At low temperatures the cutoff wavelengths
are proportional to $1/T$, in accordance with the phonon analog of Wien's displacement law [Eq. (3-2)]. At higher temperatures the cutoff wavelengths become constant and range from about 0.5 to 2 nm. Thus, at typical temperatures of interest for most thermoelectric applications (100 K and up), classical rather than quantum effects can be expected for nanostructures larger than ~5-10 nm, as we discussed in the beginning of this chapter.

3.6 Summary

This portion of the thesis focused on modeling of thermal conductivity in nanostructures when the phonons can be approximated as classical particles. This approximation is appropriate in most realistic nanostructures above ~100 K because the phonon wavelengths (~1-2 nm) are small compared to the nanostructure size and also small or comparable to the nanostructure roughness. Kinetic theory was combined with Matthiessen's rule to model alloy/impurity scattering, phonon-phonon umklapp scattering, and scattering off of boundaries and interfaces. It is important to account for the frequency dependence of various properties or the full extent of thermal conductivity reduction in nanostructures will not be appreciated. The Born-von Karman dispersion was found to be significantly better than the Debye dispersion at modeling real experimental phonon dispersion relations. The resulting model gives good agreement with literature measurements of the thermal conductivity of silicon nanowires as small as 56 nm diameter, with no adjustable parameters, and good agreement for Si/SiGe superlattice nanowires of similar size with one adjustable parameter. Finally, by introducing a change of variables it was possible to present distribution functions indicating the relative importance of a broad range of mean free paths. In
bulk materials the distribution of important mean free paths (10% to 90% of the total thermal conductivity) spans more than two orders of magnitude, indicating that long mean free paths play a more important role than is commonly realized.

3.7 References


Chapter 4: 1ω, 2ω, and 3ω methods for measurements of thermal properties

4.1. Introduction

3ω methods have proven to be valuable for measuring the thermal properties of various systems. In the basic method, a line heater is driven by a sinusoidal current source at angular frequency ω, causing a temperature fluctuation at 2ω related to the thermal properties of the heater and/or its surrounding environment [4, 7, 8]. This perturbs the heater resistance at 2ω, leading to a voltage signal at 3ω. By varying the configuration of heater and surroundings, 3ω methods have been used to measure the specific heat c [1, 2] and thermal conductivity k of a suspended wire [3], k of solids [4] and thin films [5, 6], and k and c of liquids [7, 8]. To achieve a good signal to noise ratio, the much larger Ohmic signal at 1ω is typically canceled either by nulling a bridge [1, 2, 8] or by subtraction with a multiplying digital-to-analog converter [4], although when using a lock-in amplifier with sufficient dynamic reserve it is simpler to omit this cancellation step [3]. Another issue in implementing 3ω methods is that some lock-in amplifiers do not have 3rd harmonic detection built-in, requiring an external frequency-tripler [2, 4, 8].

A different class of experiments involves Joule heating of a serpentine on a platform using a large DC current, and measuring the resulting temperature rise using lock-in detection of a small AC current superposed through the same heater. As reported by Shi et al. [9], the proportionality between temperature and voltage can vary by a factor of three depending on the period of the AC sensing current compared to the thermal time constant of the system.

In this chapter the various traditional 3ω methods as well as the DC-heating/AC-detection experiments are united under a more general framework of thermal and electrical transfer functions. This framework can be applied to any thermal system containing a line heater that is also used to sense temperature. A related transfer function approach is used in hot-wire anemometry, with a focus on DC currents only [10]. Here, voltages at 1ω and 2ω are shown to contain the same information about thermal properties as the 3ω voltage does. The 2ω signal requires a DC offset at the driving current source. The 1ω signal eliminates the need for higher-harmonic detection and may also be useful for systems with very fast thermal response, such as nanowires. The 1ω, 2ω, and 3ω methods are verified experimentally using both a line heater on a Pyrex substrate, and a suspended platinum wire, without any common-mode subtraction.
The usual 3ω analysis assumes that the circuit is driven with an ideal current source, but it is more common and convenient to use a voltage source instead. The important distinctions between current and voltage sources have not been adequately discussed in the literature. Here we also derive and verify a correction factor that permits the usual current-source analysis to be adapted to experiments performed with a voltage source. This correction factor is important whenever the electrical resistance of the sample is a significant fraction of the total resistance of the circuit.

This chapter is based very closely on recent work by Dames and Chen [14], but includes more explanations about the concept of thermal transfer functions. Some of the techniques developed in this chapter are also important for the single-nanowire measurements described in Chapter 5.

4.2. General transfer function framework

4.2.1. Thermal transfer functions

We are interested in systems containing a single heater that is also used to sense temperature through changes in its electrical resistance. Such systems may be described quite generally by a linear thermal transfer function, \( Z \), relating the average temperature rise of the heater, \( \theta_{\text{avg}} \), to the heat input, \( Q \). In the frequency domain,

\[
\theta_{\omega}(\omega) = Q_{\omega}(\omega)Z(\omega)
\]  

(4-1)

where the \( \omega \) subscript denotes Fourier-transformed quantities. In the time domain,

\[
\theta_{\text{avg}}(t) = Q(t) \otimes Z_i(t)
\]  

(4-2)

where \( \otimes \) denotes convolution and \( Z_i \) is the inverse Fourier transform of \( Z \). For example, sinusoidal heating at frequency \( \omega_H \)

\[
Q(t) = Q_0 \sin(\omega_H t)
\]  

(4-3)

leads to a temperature response in the time domain

\[
\theta_{\text{avg}}(t) = Q_0 \text{Re}(Z) \sin(\omega_H t) + Q_0 \text{Im}(Z) \cos(\omega_H t)
\]  

(4-4)

The thermal transfer function may be complex and frequency dependent. It contains information about the thermal properties of the system, such as thermal conductivity and/or specific heat of the heater and/or its surroundings.
In general the full frequency-dependent, complex transfer function of Eq. (4-1) can be determined from basic heat transfer analysis. For readers unfamiliar with convolution, $Z$ can also be defined through Eqs. (4-3) and (4-4), and understood as a generalization of the familiar concept of thermal resistance. For example, for a system where heat capacity effects can be neglected, the system can be modeled in the quasi-static limit. Stated another way, when we can neglect the thermal mass, the temperature response is always in-phase with the heating. In this case $Z$ is purely real, and is simply the thermal resistance measured between the temperature of the surroundings and the average temperature of the heater. Another elementary example is an isolated, adiabatic mass of heat capacity $C$ (units of J/K). In this case energy conservation requires that $Q(t) = C(\partial \theta / \partial t)$. Analysis of Eqs. (4-3) and (4-4) then shows that $Z = 1/j\omega C$ for this system, with $j = \sqrt{-1}$. Two more examples of $Z$ for more complicated systems are given below in Eqs. (4-24) and (4-33).

**4.2.2. Electrical transfer functions**

By measuring the electrical current $I$ and voltage $V$ across the heater, we can determine the thermal properties of the system. First the thermal transfer function must be related to an electrical transfer function.

The traditional $3\omega$ approaches are summarized in Figure 4-1(a). A sinusoidal current at frequency $\omega$ leads to Joule heating with a $2\omega$ component. The magnitude and phase of the resulting temperature rise at $2\omega$ depends on $Z$. Due to the temperature coefficient of resistivity $\alpha$, the electrical resistance of the heater also contains a modulation at $2\omega$. Finally, the current at $\omega$ mixes with the resistance at $2\omega$ leading to a voltage signal at $3\omega$. Here we derive the analogous results for the more general case of a sinusoidal current with a DC offset. As shown in Fig. 4-1(b), we will see that the DC offset leads to Joule heating at $1\omega$ and a voltage at $2\omega$.

In general, the electrical resistance of the heater is given by

$$R_e(t) = R_{e0} \left[ 1 + \alpha \theta_{\text{avg}}(t) \right]$$

(4-5)

where $R_{e0}$ is the electrical resistance in the limit of zero current and $\theta_{\text{avg}}$ is averaged over the length of the heater. The temperature fluctuations within the heater must be small enough so that $\alpha$ may be treated as a constant. It is easily shown that Eq. (4-5) holds even if the temperature profile $\theta(x)$ varies along the length of the heater, as long as the cross-section is uniform. Because $\alpha \theta_{\text{avg}} \ll 1$, to leading order $Q$ can be approximated as

$$Q(t) = I^2(t) R_{e0}.$$ 

(4-6)
Combining Eqs. (4-5) and (4-6), the voltage drop across the heater is

\[ V(t) = I(t)R_{eo}(1 + \alpha R_{eo}Z \otimes I^2(t)), \quad (4-7) \]

Finally, using the frequency convolution theorem of Fourier transforms, the voltage in the frequency domain is given by

\[ V_\omega = \left( R_{eo} / 2\pi \right) I_\omega \otimes \left[ 2\pi \delta(\omega) + \alpha (R_{eo} / 2\pi) I_{\omega} \otimes I_{\omega} \right] Z \quad (4-8) \]

where \( \delta \) is the Dirac delta function.

Equation (8) applies to any current. Because it is nonlinear in \( I \), we cannot use superposition, and instead focus on the particular case of heating by a sinusoidal current at frequency \( \omega_1 \) with a DC offset:

\[ I(t) = I_{DC} + I_1 \sin(\omega_1 t) \quad (4-9) \]

where it is convenient to define
\[ \eta = \frac{I_{DC}}{I_1}. \]  
\[ (4-10) \]

In the frequency domain,
\[ I_\omega = I_1 \left( \eta 2\pi \delta(\omega) + j \pi \left[ \delta(\omega + \omega_1) - \delta(\omega - \omega_1) \right] \right), \]
\[ (4-11) \]
where \( j = \sqrt{-1} \).

Applying this current to the analysis described above, the voltage response occurs at DC and three harmonics
\[ V(t) = V_{DC} + V_{1\omega}(t) + V_{2\omega}(t) + V_{3\omega}(t) \]
\[ (4-12) \]
which can be expressed as
\[ V(t) = \alpha R_{e1}^2 I_1^3 \sum_{n=0}^{3} \left[ X_n(\omega_1, \eta) \sin(n\omega_1 t) + Y_n(\omega_1, \eta) \cos(n\omega_1 t) \right] \]
\[ (4-13) \]
where the summation is over the harmonics \( n \). Here \( X_n \) and \( Y_n \) are the in-phase and out-of-phase electrical transfer functions. In terms of RMS quantities as usually measured by lock-in amplifiers,
\[ \frac{V_{n0,rms}}{2\alpha R_{e1}^2 I_1^3} = X_n(\omega_1, \eta) + jY_n(\omega_1, \eta) \]
\[ (4-14) \]
The resulting \( X_n \) and \( Y_n \) are given in Table 4-1. This is the most important result of the paper. It shows that the various electrical harmonics are rich with information about any thermal transfer function. For example, at \( 3\omega \) the in-phase \( (X_3) \) and out-of-phase \( (Y_3) \) voltages are proportional to the real and imaginary parts of the thermal transfer function, respectively. Because they are a response to the Joule heating at twice the driving current, \( Z \) is probed at \( 2\omega_1 \).

The \( 2\omega \) voltages \( X_2 \) and \( Y_2 \) are only present in the case of a DC offset \( (\eta \neq 0) \). The in-phase \( 2\omega \) voltage is sensitive to the imaginary part of \( Z \), while the out-of-phase \( 2\omega \) voltage is sensitive to the real part of \( Z \). Furthermore, each \( 2\omega \) voltage has contributions from the thermal response at both \( \omega_1 \) and \( 2\omega_1 \). This is because the Joule heating now has components at both \( 1\omega_1 \) and \( 2\omega_1 \), as seen in Fig. 4-1(b). The heating at \( 1\omega_1 \) becomes a voltage at \( 2\omega_1 \) after mixing with the \( 1\omega_1 \) component of the current; and the heating at \( 2\omega_1 \) becomes a voltage also at \( 2\omega_1 \), after mixing with the DC component of the current.

The \( 1\omega \) voltages \( X_1 \) and \( Y_1 \) are somewhat more complicated. Similar to \( Y_3 \), \( Y_1 \) has information about the imaginary part of \( Z(2\omega_1) \), arising from the \( 2\omega \) heating which is mixed back to \( 1\omega \) by the \( 1\omega \) component of the current. Whenever there is a DC offset in the current \( Y_1 \) has an additional contribution from \( Z(\omega_1) \), due to the mixing of \( 1\omega \) heating and DC current. The in-phase voltage \( X_1 \) has analogous
Harmonic, \( n \)
<table>
<thead>
<tr>
<th>In-phase electrical transfer function, ( X_n(\omega, \eta) )</th>
<th>Out-of-phase electrical transfer function, ( Y_n(\omega, \eta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>( \frac{1}{2\alpha \rho \eta^2 I_{\text{rms}}} + (\eta^2 + (1/2))Z(0) + 2\eta^2 \text{Re}(Z(\omega_1)) + (1/4) \text{Re}(Z(2\omega_1)) )</td>
</tr>
<tr>
<td>2</td>
<td>( \eta(1/2)\text{Im}(Z(2\omega_1)) + 2\text{Im}(Z(\omega_1)) )</td>
</tr>
<tr>
<td>3</td>
<td>(- (1/4) \text{Re}(Z(2\omega_1)) )</td>
</tr>
</tbody>
</table>

Table 4-1. \( 0\omega, 1\omega, 2\omega, \) and \( 3\omega \) electrical transfer functions defined by Eq. (4-14), for a thermal transfer function \( Z \) driven by current \( I = I_1[\eta + \sin(\omega_1 t)] \). This very general result applies to any system with a line heater that is also used to measure temperature.

contributions from both of these effects (the final two terms of \( X_1 \) in Table 4-1), plus two other terms. The first term of \( X_1 \) is simply the large Ohmic response \( V = I_1 R_0 \), after normalizing according to Eq. (4-14). The second term of \( X_1 \), multiplying \( Z(0) \), is the response to DC heating. This arises from both DC current (the \( \eta^2 \) term), and, importantly, the DC component of \( [I_1 \sin(\omega_1 t)]^2 \).

The in-phase \( 1\omega \) voltage is unique because it contains information about the DC thermal response even in the high frequency limit. Because of thermal capacitance effects, most thermal transfer functions should become small at high frequencies. Thus \( X_2, X_3, Y_1, Y_2, \) and \( Y_3 \) should die out at high frequency. But \( X_1 \) retains a term multiplying \( Z(0) \), allowing the DC thermal response to be measured at high frequency. This is because there is always a DC component in the \( I^2R \) heating of Eq. (4-9), even at high frequencies. For example, with \( I_{\text{DC}}=0 (\eta =0) \), the high-frequency limit of \( X_1 \) has an Ohmic voltage plus \( Z(0)/2 \), while in the low-frequency limit the contribution is \( 3Z(0)/4 \). The opposite limit is \( I_{\text{DC}}>>I_1 (\eta >>1) \). In this case the high-frequency limit of \( X_1 \) is dominated by the contribution of \( \eta^2 Z(0) \), while the dominant contribution at low frequency is \( 3\eta^2 Z(0) \). This shows that the factor of three difference between low- and high-frequency resistances reported by Shi et al. [9] (\( \eta \approx 10 \)) is a general result, further indicating the broad applicability of the current transfer function framework.

Finally, in the presence of a DC offset in the current there is also a DC voltage across the sample. This is labeled as out-of-phase in Table 4-1 because of the convention introduced in Eq. (4-13). The three
terms of $Y_0$ comprise: a large Ohmic voltage; a contribution from the same DC heating as the second term of $X_1$; and the mixing of $1\omega$ heating and $1\omega$ current back to DC. These DC signals are not expected to be useful because they are subject to low-frequency drifts and thermoelectric voltages.

### 4.2.3. Current source vs. voltage source

The derivation above follows the usual assumption of an ideal current source at $1\omega$. In practice it is often easier to use a voltage source, such as a function generator or the reference signal of a lock-in amplifier. Although an op-amp circuit may be used to convert this voltage source to a current source, it is more common to use the voltage source directly while analyzing the data as if a current source had been used. Here we show that this simplification is valid only if the sample resistance is small compared to the total resistance of the circuit, and give a correction factor to use when the sample resistance is larger. Holland and Smith have also briefly considered the case of a voltage source for the special case of a suspended wire [11].

Referring to Figure 4-2(a), the total electrical resistance of the circuit $R_{\text{Total}}$ consists of the time-varying sample resistance, $R_e(t)$, plus all other "ballast" resistances, $R_b$, which are assumed constant over time. The ballast resistance includes the leads, the output impedance of the voltage source, and any additional resistors. For this voltage divider it is always true that

\[ \frac{V(t)}{V_s(t)} = \frac{R_e(t)}{R_b + R_e(t)} \]

where $V_s(t)$ is the time-varying voltage source.

In the usual way, we neglect the small resistance perturbations when calculating the Joule heating,:\n
\[ Q(t) \approx \frac{V^2(t)}{R_e} = \frac{V_s^2(t)}{R_c} \left( \frac{R_e}{R_b + R_e} \right)^2 \]

Eqs. (4-2) and (4-5) still hold, so

\[ R_e(t) = R_e(1 + aZ \otimes Q(t)) \]

The current through the circuit is then
Figure 4-2. (a) Circuit for analyzing the effects of using a voltage source rather than a current source which is usually assumed. (b) Schematic of equipment for simple 1ω, 2ω, and 3ω experiments. No steps were taken to remove the large 1ω common-mode voltage. A voltage source was used to approximate a current source. Lock-in B was used to infer current from the voltage across a standard resistor. If Lock-in B is omitted, the current can be estimated from the ratio of source voltage to total circuit resistance.

\[ I(t) = \frac{V_s(t)}{R_b + R_e(t)} = \frac{V_s(t)}{R_b + R_{e0}} \left( 1 - \left( \frac{R_{e0}}{R_b + R_{e0}} \right)^{\alpha Z \otimes Q(t)} \right) \]  

(4-18)

where the negative sign arises from the leading order Taylor-series expansion of \((1 + \alpha Z \otimes Q)^{-1}\). This shows that, if \(R_{e0}\) is a small fraction of \((R_b + R_{e0})\), the true current is approximated well by the usually-assumed \(V_s/(R_b + R_{e0})\), but that an adjustment must be made otherwise. Comparing Eq. (4-18) with Eq. (4-7) further suggests that in the case of a voltage source at 1ω, it would be more appropriate to measure the harmonics of current to determine the thermal transfer function. Results analogous to Table 4-1 could be derived to give the electrical transfer function for a current in response to a voltage input of

\[ V_s(t) = V_{s,DC} + V_{s,1} \sin(\omega_1 t) \]  

(4-19)

However, it is perhaps more useful to summarize this analysis by providing a correction factor to the results previously derived for a current source. To see this combine Eqs. (4-15) and (4-17), again using leading order expansions, yielding

\[ V(t) \approx V_s(t) \left( \frac{R_{e0}}{R_{e0} + R_b} \right) \left[ 1 + \left( \frac{R_b}{R_{e0} + R_b} \right)^\alpha Q(t) \otimes Z \right] \]  

(4-20)

Finally, recognizing that the usual analysis assumes the current to be given by
\[ I(t) \approx V(t) / (R_b + R_{e0}) \]  \hspace{1cm} (4-21)

then the voltage across the sample can be expressed as

\[ V(t) = I(t)R_{e0} \left[ 1 + \alpha R_{e0} I^2(t) \otimes Z_i \left( 1 - \frac{R_{e0}}{R_{e0} + R_b} \right) \right]. \]  \hspace{1cm} (4-22)

This is identical to Eq. (4-7), except for the factor of \( 1 - R_{e0} / (R_{e0} + R_b) \) multiplying \( Z_i \). Thus, even when using a voltage source, it is still possible to use the current-source analysis of Table 4-1 for data processing as long as the resulting calculated \( Z_{\text{Apparent}} \) is corrected using

\[ Z_{\text{True}} = Z_{\text{Apparent}} \left( 1 - \frac{R_{\text{Sample}}}{R_{\text{Total}}} \right)^{-1} \]  \hspace{1cm} (4-23)

The \( R_{\text{Sample}} \) term should include all current-carrying resistances that exhibit \( 3\omega \) harmonics, even if they lie outside the voltage probes, and thus may actually be larger than \( R_{e0} \). This important point is clarified in Section 4.3. The relative importance of the correction factor is seen to be the same as the relative contribution of the sample resistance to the total resistance of the circuit. This correction factor applies to any \( 3\omega \) system using a voltage source for experiment but assuming a current source for data processing.

### 4.3. Experiment

To demonstrate the validity and generality of the analysis summarized in Table 4-1 and Eq. (4-23), these \( 1\omega, 2\omega, \) and \( 3\omega \) methods were applied to two traditional \( 3\omega \) systems: an isolated suspended wire (SW), and a line heater on a substrate (LHOS). In the former system the goal is to measure both \( k \) and \( c \) of the heater itself, while in the latter system the goal is to measure \( k \) of the substrate.

The experimental apparatus is summarized in Fig. 4-2(b). The various voltage harmonics across the sample were measured using Lock-in A (Stanford Research Systems SR850). A sinusoidal voltage source at \( 1\omega \) was used to approximate a current source. The \( 1\omega \) current was determined by measuring the \( 1\omega \) voltage across a heat-sunk 10 Ω precision resistor (Vishay Dale, \( \alpha \approx 10^{-5} \text{ K}^{-1} \)) using Lock-in B (SR830), which was also useful for precise phase corrections of the \( 1\omega \) signals. The correction of Eq. (4-23) was applied whenever the sample resistance was more than a few percent of the total circuit resistance. When DC offsets were required the voltage source was a function generator (HP 33120a); otherwise the sine wave output of Lock-in A was preferred to minimize phase errors.

Samples were mounted in a vacuum chamber and the temperature controlled to 300 K (Lakeshore 330). Radiation losses were minimized by shielding, convection losses by operating in vacuum of typically \( \sim 10^{-5} \text{ torr} \), and conduction losses by using small diameter alloy wires for electrical connections.
For the suspended wire experiment the sample was a 50.8 μm (2 mil) diameter, 28.7 mm long platinum wire (99.99% purity, $R_\infty \sim 1.5$ Ω) soldered in a four-point configuration directly to the prongs of the sample holder. For the line heater on substrate experiment, the sample was Pyrex, about 3 mm thick, with a microfabricated metal heater about 33 μm wide. The voltage drop was measured across the central 1000 μm ($R_\infty \sim 54$ Ω) of the 3000 μm long heater. For both systems the temperature coefficient of resistivity was determined by measuring the resistance at several temperatures between 300 K and about 320 K.

Similar to Lu, Yi, and Zhang's approach for suspended wires [3] but counter to common practice for $3\omega$ measurements, we have not used any noise cancellation scheme, such as nulling a bridge [1, 2, 8], or subtraction of the voltage across a series resistor using a multiplying digital-to-analog converter [4]. This omission is successful only because of the high resolution and large dynamic reserve of Lock-in A. With the optimal settings of maximum gain and minimum dynamic reserve, we routinely observe stable voltage steps of approximately 0.06 parts-per-thousand (ppt) of the full-scale sensitivity, corresponding to 1 part in $2^{14}$. This is far better than the specified 1% absolute accuracy of the instrument, and highlights an important detail when studying the $1\omega$ signals: to avoid absolute errors between the various gain settings, we always keep the gain constant when sweeping frequency and/or amplitude at any one temperature point.

Other experimental details include DC coupling the input and turning off all line filters, to keep from distorting these signals over the typical frequency range of 0.01 Hz to 100 Hz. We assumed that the phase reported by Lock-in B for the current represented the true value, and so some of the measurements were affected by phase disagreements between Lock-ins A and B of ~0.1 degree. We have confirmed that the phase accuracy could be improved to ~0.02 degree in the future, by zeroing the phase of each lock-in at each frequency while driving a small-amplitude $1\omega$ current. This is especially important for $1\omega$ measurements and when using an external function generator. Finally, it is possible to omit Lock-in B, and instead measure the current simply by the ratio of the source voltage to the total resistance of the circuit. This gives sufficient accuracy for most purposes, but requires knowledge of the circuit resistance at each temperature of measurement, and may lead to unacceptable phase errors in the out-of-phase $1\omega$ signal.

4.4. Results

The suspended wire and line-heater-on-substrate systems are discussed separately. For each, the theoretical thermal and electrical transfer functions are first derived. Then, data are presented to validate the expected dependencies on AC and DC currents. Finally, the measured electrical transfer functions are
presented, and the corresponding thermophysical properties of platinum \((k\) and \(c)\) and Pyrex \((k)\) are extracted according to 1\omega, 2\omega, and 3\omega methods independently. The correction factor of Eq. (4-23) is also verified below.

### 4.4.1. Suspended wire (SW)

**Theoretical transfer functions**

The thermal transfer function for an isolated, suspended wire (SW) with thermally clamped ends was given by Lu, Yi, and Zhang as a series solution [3]. A closed-form solution for the spatial temperature profile is derived in Appendix A. The resulting thermal transfer function for a wire of length \(2l\) and cross-sectional area \(S\) is

\[
Z_{SW} \omega_H = \frac{[\sinh(\beta) - \sin(\beta)] + j[\sinh(\beta) + \sin(\beta) - \beta(\cosh(\beta) + \cos(\beta))]}{\beta C \omega_H [\cos(\beta) + \cosh(\beta)]} \tag{4-24}
\]

where \(C\) is the thermal capacitance of the wire,

\[
\beta = \sqrt{\omega_H \tau / 2}, \tag{4-25}
\]

the characteristic diffusion time is

\[
\tau = 4l^2 / \kappa, \tag{4-26}
\]

and \(\kappa\) is the thermal diffusivity.

This transfer function is depicted by the solid lines in Fig. 4-3. The shape is reminiscent of a lumped first order (RC) system, so we are motivated to determine the lumped transfer function \(Z_{SW,\text{Lump}}\) that is the best approximation to \(Z_{SW}\). As derived in Appendix B, the appropriate transfer function is

\[
Z_{SW,\text{Lump}} \omega_H = \frac{R_{th}}{12} \left[\frac{1 - j\omega_H \tau / 10}{1 + (\omega_H \tau / 10)^2}\right], \tag{4-27}
\]

where

\[
R_{th} = 2l / kS. \tag{4-28}
\]

As shown by the dots in Fig. 4-3, \(Z_{SW,\text{Lump}}\) is an excellent approximation to \(Z_{SW}\) over most frequencies.
Figure 4-3. Thermal transfer functions (average temperature rise per unit heat input) as a function of heating frequency, for an isolated, suspended wire with thermally clamped ends. The transfer function is nondimensionalized using the thermal resistance $R_{th}=2\ell/kS$, and the frequency using the thermal diffusion time $\tau=\ell^2/\kappa$. The solid lines are the exact solution, and the dots are a lumped approximation.

<table>
<thead>
<tr>
<th>Harmonic, $n$</th>
<th>Dimensionless in-phase electrical transfer function, $\tilde{X}_{n,SW,Lump}(\tilde{\omega}_n,\eta)$</th>
<th>Dimensionless out-of-phase electrical transfer function, $\tilde{Y}_{n,SW,Lump}(\tilde{\omega}_n,\eta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$0$</td>
<td>$\eta\sqrt{2} \left[ \frac{6}{\alpha R_{th} R_{el} l_{rms}^2} + \left( \eta^2 + 1/2 \right) + \frac{(1/4)}{1 + 4\tilde{\omega}_n^2} + \eta^2 \frac{2}{1 + \tilde{\omega}_n^2} \right]$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{6}{\alpha R_{th} R_{el} l_{rms}^2} + \left( \eta^2 + 1/2 \right) + \frac{(1/4)}{1 + 4\tilde{\omega}_n^2} + \eta^2 \frac{2}{1 + \tilde{\omega}_n^2}$</td>
<td>$-\frac{(1/2)\tilde{\omega}_n^2}{1 + 4\tilde{\omega}_n^2} - \eta^2 \frac{2\tilde{\omega}_n^2}{1 + \tilde{\omega}_n^2}$</td>
</tr>
<tr>
<td>2</td>
<td>$-(\eta/2) \left[ \frac{2\tilde{\omega}_n}{1 + 4\tilde{\omega}_n^2} + \frac{2\tilde{\omega}_n}{1 + \tilde{\omega}_n^2} \right]$</td>
<td>$-(\eta/2) \left[ \frac{1}{1 + 4\tilde{\omega}_n^2} + \frac{2}{1 + \tilde{\omega}_n^2} \right]$</td>
</tr>
<tr>
<td>3</td>
<td>$(-1/4) \frac{1}{1 + 4\tilde{\omega}_n^2}$</td>
<td>$(1/4) \frac{2\tilde{\omega}_n^2}{1 + 4\tilde{\omega}_n^2}$</td>
</tr>
</tbody>
</table>

Table 4-2. Dimensionless $0\omega$, $1\omega$, $2\omega$, and $3\omega$ electrical transfer functions defined by Eq. (4-14), for the special case of a suspended wire in the lumped approximation [Eq. (4-31)].
It is convenient to nondimensionalize $Z_{SW}$, $X_n$, and $Y_n$ using $R_{th}/12$:

$$\tilde{Z}_{SW} = 12Z_{SW} / R_{th}, \quad (4-29a)$$

$$\tilde{X}_n = 12X_n / R_{th}, \quad (4-29b)$$

$$\tilde{Y}_n = 12Y_n / R_{th}. \quad (4-29c)$$

Similarly, define

$$\tilde{\omega}_H = \omega_H \tau / 10. \quad (4-30)$$

Then Eq. (4-27) becomes

Figure 4-4. $1\omega$, $2\omega$, and $3\omega$ electrical transfer functions (voltage divided by the cube of the current) for a suspended wire. The solid lines are the exact solution, the dashed lines are a lumped approximation, and the points are experimental data for a platinum wire at 300 K. The lumped approximation is almost indistinguishable from the exact solution. The values of thermal conductivity and specific heat used to fit the data from each harmonic are given on the right, and compared with literature values [12].
Figure 4-5. 3ω voltage vs. 1ω current, at constant frequency, showing the expected $I^3$ trend. (a) Suspended platinum wire at 300 K. (b) Line heater on a Pyrex substrate at 300 K.

\[ \tilde{Z}_{SW, lump}(\tilde{\omega}_H) = \frac{1 - j\tilde{\omega}_H}{1 + \tilde{\omega}_H^2} \]  

(4-31)

The electrical transfer functions obtained by substituting Eq. (4-24) into Table 4-1 are easily evaluated but cumbersome to write out. On the other hand, Eq. (4-31) is so simple that it is worthwhile to give the electrical transfer functions explicitly for the lumped approximation (Table 4-2). As shown in Fig. 4-4, the exact (solid lines) and lumped (dashed lines) electrical transfer functions are essentially identical at low frequencies, and still agree very closely even at high frequencies. Although the data analysis in the present work uses the exact solution, the lumped solution is simpler to use and should be adequate for most purposes.

**Current dependencies**

The various electrical transfer functions of Table 4-1 show different scalings with $I_1$ and $I_{DC}$ (through $\eta$). The scalings are compared with SW experiments in Fig. 4-5(a) for 3ω, Fig. 4-6(a-b) for 2ω, and Fig. 4-7(a-d) for 1ω. Fig 5 confirms that at constant frequency, both in-phase ($V_{\gamma\gamma}$) and out-of-phase voltages ($V_{\alpha\gamma}$) at 3ω are proportional to $I_1^3$. Similarly, Fig 4-6(a-b) confirms that the 2ω voltages scale with $I_1^3$ and are linearly proportional to $\eta$. 
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Figure 4-6. (a,c) 2\( \omega \) voltage vs. 1\( \omega \) current, at constant frequency and constant current ratio \( \eta = I_{DC}/I_1 \), showing the expected \( I^3 \) trend. (b,d) 2\( \omega \) voltage vs. current ratio \( \eta \), at constant frequency and constant AC current \( I_1 \), showing the expected linear trend. (a,b) are for a suspended platinum wire at 300 K, while (c,d) are for a line heater on a Pyrex substrate at 300 K.

Figure 4-7. (a,e) In-phase 1\( \omega \) voltage vs. 1\( \omega \) current, at constant frequency, showing the expected trend of \( a_1 I + a_2 I^3 \). (b,f) Out-of-phase 1\( \omega \) voltage vs. 1\( \omega \) current, at constant frequency, showing the expected \( I^3 \) trend. (c,g) In-phase 1\( \omega \) voltage vs. current ratio \( \eta = I_{DC}/I_1 \), at constant frequency and constant AC current \( I_1 \), showing the expected trend of \( a_3 + a_4 \eta^2 \). (d,h) Out-of-phase 1\( \omega \) voltage vs. current ratio \( \eta \), at constant frequency and constant AC current \( I_1 \), showing the expected trend of \( a_5 + a_6 \eta^2 \). (a-d) are for a suspended platinum wire at 300 K, while (e-g) are for a line heater on a Pyrex substrate at 300 K.
Figure 4-7(a-d) also shows the expected scaling with $I_1^3$ and $\eta^2$. Figure 4-7(a) in particular shows that the small change in $V_{x1}$ due to Joule heating can be distinguished from the much larger Ohmic signal, without any common-mode subtraction. The intercepts at $I=0$ of the two curves of Fig. 4-7(a) should in principle be identical, and the slight disagreement of approximately 1 ppt is an indication of the uncertainties in phase and amplitude at the two different frequencies. The fact that the $\eta=0$ intercepts of Fig. 4-7(d) are positive rather than negative as predicted by Table 4-2 is due to the phase error between Lock-in A and the function generator. The phase uncertainty between Lock-in A and Lock-in B was typically $\sim 0.1$ degree, corresponding to a coupling of about 2 ppt from $V_{x1}$ into $V_{y1}$. Figure 4-7(c) shows that $V_{x1}$ was typically 10 mV, corresponding to an uncertainty of $\sim 20$ tV coupled into $V_{y1}$. This value is consistent with the offset in Fig. 4-7(d). Particularly for the $1\omega$ methods, this shows that it is not the absolute values of $X_1$ and $Y_1$, but rather their slopes with respect to $I_1$ and/or $I_{DC}$, that are most reliable for determining the thermal transfer functions.

**Measured transfer functions**

Having confirmed the expected dependencies on $I_1$ and $I_{DC}$ at constant frequency, the electrical transfer functions at $1\omega$, $2\omega$, and $3\omega$ were then measured at constant current while sweeping frequency. The results are compared to the theoretical transfer functions in Fig. 4-4. The lowest frequency measured was 0.01 Hz. Because of the long thermal diffusion time $(\tau \approx 30$ s), it was inconvenient to measure data at lower $\omega \tau$ because of the long settling times involved.

For each harmonic, a least squares fit was used to determine the $R_{th}$ and $\tau$ that give the best match between measured and theoretical transfer functions. The fit was applied to both in-phase and out-of-phase transfer functions of a given harmonic simultaneously, although either could also be fit separately. The thermal conductivity is calculated directly from $R_{th}$ using Eq. (4-28). The specific heat is calculated from

$$c = \frac{\tau}{mR_{th}}$$

(4-32)

where $m$ is the mass of the sample based on measured geometry and the literature value of density. Because $c$ involves two different experimentally measured parameters its uncertainty is larger than the uncertainty in $k$.

The resulting values of $k$ and $c$ are included in Fig. 4-4 and compared with literature values [12]. The values calculated from the $3\omega$ method are within about 1% of the literature values for both $k$ and $c$. The errors in values calculated from $1\omega$ and $2\omega$ methods are somewhat worse, about 5% for $k$ and 10% for $c$. This is consistent with the fact that there is slightly more scatter of the measured points about the
Harmonic, \( n \) & In-phase electrical transfer function, \( X_{n,LHOS}(\omega, \eta) \) & Out-of-phase electrical transfer function, \( Y_{n,LHOS}(\omega, \eta) \) \\
0 & 0 & \( \eta \sqrt{2} \left[ \frac{1}{2aR_{cl} I_{rms}^2} + (\eta^2 + (1/2))Z(0) - \frac{\ln \omega_L + const}{2nk_{Subs} L} \right] \) \\
1 & \( \frac{1}{2aR_{cl} I_{rms}^2} + (\eta^2 + (1/2))Z(0) \) & \( (-1/16k_{Subs} L)(1 + 8\eta^2) \) \\
2 & \( -3\eta/8k_{Subs} L \) & \( (\eta/4\pi k_{Subs} L)[3\ln \omega_L + \ln 2 + 3\const] \) \\
3 & \( (1/8\pi k_{Subs} L)[\ln \omega_L + \ln 2 + \const] \) & \( 1/16k_{Subs} L \) 

Table 4-3. 0\( \omega, 1\omega, 2\omega, \) and 3\( \omega \) electrical transfer functions defined by Eq. (4-14), for the special case of a line heater on a substrate. The unknown constant \( const \) is the same for all terms.

Theoretical curves of Fig. 4-(4) for 1\( \omega \) and 2\( \omega \). The increased uncertainty at 1\( \omega \) may be due to the greater demands it places on the stability of both amplitude and phase of the voltage source (in this case Lock-in A). The increased uncertainty at 2\( \omega \) may be due to the necessity of using the external function generator as the voltage source.

**4.4.2. Line heater on substrate (LHOS)**

**Theoretical transfer functions**

The most widely known 3\( \omega \) method is that popularized by Cahill [4] and Birge and Nagel [7, 8] to measure the thermal conductivity of a substrate adjacent to a line heater. For the case of a heater of length \( L \) on a semi-infinite substrate of thermal conductivity \( k_{Subs} \), the thermal transfer function is given by [4]

\[
Z_{LHOS}(\omega_H) = \left[ \frac{-1}{2\pi k_{Subs} L} \right] \left[ \ln \omega_H + j\pi/2 + const \right]
\] (4-33)

where the unknown constant \( const \) is purely real, and the frequency must be such that the thermal wavelength \( \lambda = (k_{Subs}/\omega_H)^{1/2} \) is large compared to the heater width yet small compared to the substrate dimensions. This transfer function is depicted in Fig. 4-8. When \( \omega_H = 0 \) Eq. (4-33) diverges, but \( Z_{LHOS}(0) \) is actually limited to some finite value due to the finite substrate size. Table 4-3 gives the specific electrical transfer functions obtained by substituting Eq. (4-33) into Table 4-1. They are depicted
Figure 4-8. Thermal transfer functions (average temperature rise per unit heat input) as a function of heating frequency, for a line heater on a substrate. The transfer function is nondimensionalized using the product of the substrate's thermal conductivity $k_{\text{subs}}$ and the heater length $L$. An arbitrary constant has been subtracted from the in-phase transfer function.

graphically by the solid lines of Fig. 4-9. For each harmonic, one of the $(X_i, Y_i)$ signals is expected to vary linearly with $\ln(\omega_i)$, while the other signal is expected to be a constant.

**Current dependencies**

The scalings of the LHOS voltages with current at two different frequencies are shown in Fig 5(b) for $3\omega$, Fig. 4-6(c-d) for $2\omega$, and Fig. 4-7(e-h) for $1\omega$. Fig 5(b) shows that the $3\omega$ voltages are proportional to $I_i^3$ as expected. Fig. 4-6(c) shows that the $2\omega$ voltages also scale with $I_i^3$ as expected. However, the scatter of the experimental points about the expected linear $\eta$ dependence shown in Fig. 4-6(d) is larger than expected.

Figure 4-7(e) also shows the expected scaling with $I_i^3$, with the two resistance estimates (the intercepts at $I_i = 0$) agreeing to better than 1 ppt. The out-of-phase voltages in Fig. 4-7(f) show large scatter in discrete steps because they are at the limit of the sensitivity of the instrument. To detect the in-phase voltages [Fig 7(e)] of ~300 mV the full scale sensitivity was set to 500 mV. The 0.06 ppt voltage steps mentioned early are then 30 $\mu$V, consistent with the limiting resolution apparent in Fig 7(f). The variation with DC current in Fig. 4-7(g-h) shows the expected $\eta^2$ scaling for both in-phase and out-of-phase voltages. According to Table 4-3, the two curves of Fig. 4-7(h) should be identical. The errors are due to the residual ~0.1 degree phase uncertainty between the function generator and Lock-in A after using Lock-in B for phase correction. This coupling of about 2 ppt of $V_{X_1}$ into $V_{Y_1}$ corresponds to about
Harmonic & In-phase & Out-of-phase & Best-Fit Thermal Conductivity \\
--- & --- & --- & --- \\
1\omega & Dimensionless Voltage. & $X_1 \left( \eta=0 \right)$ & Dimensionless Voltage. & $Y_1 \left( \eta=0 \right)$ & $k_{\text{Subs}} = 1.14$ W/mK \\
 & Frequency, ln(ao) & & Frequency, ln(ao) & & \\
2\omega & Dimensionless Voltage. & $X_2 \left( \eta=1 \right)$ & Dimensionless Voltage. & $Y_2 \left( \eta=1 \right)$ & 1.19 \\
 & Frequency, ln(ao) & & Frequency, ln(ao) & & \\
3\omega & Dimensionless Voltage. & $X_3 \left( \eta=0 \right)$ & Dimensionless Voltage. & $Y_3 \left( \eta=0 \right)$ & 1.20 \\
 & Frequency, ln(ao) & & Frequency, ln(ao) & & \\

| \text{Literature:} | 1.10 |

Figure 4-9. 1\omega, 2\omega, and 3\omega electrical transfer functions (voltage divided by the cube of the current) for a line heater on a substrate. The solid lines are the exact solution, and the points are experimental data for a Pyrex substrate at 300 K. The values of thermal conductivity used to fit the data from each harmonic are given on the right and compared to literature values [12].

400 \mu V of uncertainty in the intercept at \eta =0 in Fig. 4-7(h). Again, for the 1\omega signals in particular, the slopes with respect to \eta^2 and/or $I_i^3$ are more reliable than the intercepts for determining thermal properties.

**Measured transfer functions**

Figure 4-9 compares the measured and theoretical electrical transfer functions at 1\omega, 2\omega, and 3\omega. For each harmonic the thermal conductivity was found by fitting the slope of the appropriate signal ($X_1$, $Y_2$, and $X_3$) with respect to ln(\omega). This is a generalization of the "slope method" commonly used in traditional 3\omega analysis [6]. The other signal ($Y_1$, $X_2$, and $Y_3$) was not used in the fitting, and the measurements show large deviations from the theoretical value at 2\omega (-0.375) and especially at 1\omega (-
Figure 4-10. Apparent and corrected thermal transfer functions (average temperature rise per unit heat input), according to Eq. (4-23). The sample resistance $R_{\text{Sample}}$ includes the full length of the line heater, which may be longer than the portion spanned by the voltage probes. This correction applies to any 1$\omega$, 2$\omega$, or 3$\omega$ experiment that uses a voltage source but assumes a current source for analysis and data processing.

As with the suspended-wire system, these deviations may be due to the phase disagreements between function generator and Lock-in A at 2$\omega$, and the extreme sensitivity of $Y_1$ to phase errors. For the traditional 3$\omega$ method, Cahill also reported that the slope method gives more accurate results than using the magnitude of the constant out-of-phase voltage [4]. The resulting values of thermal conductivity agree with each other to within 5%, and are about 5-10% higher than a literature value of 1.10 W/mK [12]. Again, the 1$\omega$ data shows the largest scatter compared to the theoretical curve, because of the large offset voltage which is not canceled. The root-mean-square deviation of the measurements in Fig. 4-9(a) from the theoretical curve is only about 0.02 ppt rms. However this is enough to contribute significantly to the uncertainty because the total range of the data only spans ~0.5 ppt (439.73 to 439.95).

4.4.3. **Current source vs. voltage Source**

Figure 4-10 shows an example of measured thermal transfer functions both with and without the correction of Eq. (4-23) for using a voltage source instead of an ideal current source. These data were taken by varying the additional resistors [Fig 2(b)] in the line-heater-on-substrate experiment described above. Although only 3$\omega$ data are used in this example, the correction should be the same for any harmonic and any type of thermal transfer function that can be described using Table 4-1. For each measurement, the total resistance was determined along with the apparent thermal transfer function $Z_{\text{Apparent}}$, calculated assuming an ideal current source according to Table 4-3. Using the measured resistance ratio the thermal transfer function was corrected to $Z_{\text{Corrected}}$ using Eq. (4-23). Finally, the
average of these $Z_{Corrected}$ was taken as the true thermal transfer function $Z_{True}$. When making this correction it is essential to correctly account for the other portions of the electrical circuit which are subject to the same thermal transfer function as the test section. In this line-heater-on-substrate example, the voltage taps of the four-point probe at the sample only span the central 1000 μm of a 3000 μm long heater line. However, the remaining 2000 μm of the heater still respond thermally in a similar way (neglecting end effects), so we may think of the effective sample as being 3000 μm long, with triple the resistance as measured by the four-point probe. In effect, those extra 2000 μm of current-carrying leads should not be counted as stable ballast resistance, but instead exhibit $3\omega$ behavior like the sample resistance. Therefore, in this example, when making the correction of Eq. (4-23), $R_{Sample} = 3 \, R_{eo}$. This can also be understood by considering the sample itself to be the 3000 μm long line, and simply multiplying the four-point probe voltages by a factor of 3. In the case of a suspended wire, however, this adjustment for leads should not be necessary, because any extra leads are likely to be heat sunk and/or have much lower resistance than the test section.

The raw and corrected $Z$ of Fig. 4-10 are clearly in good agreement with the analysis of Eq. (4-23). The correction factor is unimportant when the sample resistance is negligible compared to the total resistance of the circuit. On the other hand, when the sample resistance is a significant fraction of the total resistance, the correction becomes large. The latter situation is undesirable because it is more sensitive to experimental uncertainties in measuring $R_b$ and in measuring the unnecessarily small values of $X_{n,Apparent}$ and $Y_{n,Apparent}$. If a voltage source must be used with $R_{Sample} >> R_b$, it would be better to either measure the current harmonics directly as suggested in Eq. (4-18), or use an op-amp to implement a true current source [3]. In practice $R_b$ is likely to be at least 50 Ω due to the output impedance of most voltage sources, suggesting that the correction of Eq. (4-23) may be an important consideration whenever $R_{eo}$ is more than a few Ohms, unless additional ballast resistance is used.

Finally, we note that even with the widespread practice of common-mode subtraction it is still necessary to consider the correction for using a voltage source instead of a current source. This is evident from Eq. (4-22). To implement common-mode subtraction a "series resistor" is introduced into the circuit [4]. This $R_{series}$ is chosen to have nearly the same resistance as $R_{eo}$, but with good heat sinking and/or a small temperature coefficient so that its resistance is constant and its voltage drop is always simply $I(t)R_{series}$. Lock-in A is then used to measure the difference in voltage drops across the sample and the series resistor. This has the effect of canceling the first term in Eq. (4-22), but it does not affect the $(1-R_{eo}/(R_{eo}+R_b))$ term multiplying $Z$. Therefore the correction of Eq. (4-23) is still necessary.
Table 4-4. Optimal values of the current ratio \( \eta = I_{DC}/I_1 \) for best signal, or signal-to-background, for various harmonics. In some cases the optimum \( \eta \) depends on whether the DC portion of the voltage is filtered at the lock-in amplifier. The temperature rise is assumed to be constrained to \( \theta_{\text{avg}} \leq \theta_{\text{max}} \), which is equivalent to constraining the total current \( I_1 + I_{DC} \leq I_{\text{max}} \). The experiment is further assumed to include low frequencies.

### 4.5. Discussion and Recommendations

#### 4.5.1. Selection of optimal DC current

As shown in Table 4-1, the voltage signals at \( 1\omega \) and \( 2\omega \) increase with increasing DC current (increasing \( \eta \)). However, this also increases the common-mode voltage, and the temperature variations within the sample, both of which may be undesirable. Calculations for the optimum values of \( \eta \) for several different constraints are discussed below and summarized in Table 4-4. However, these optimization calculations still have to be confirmed experimentally. Future work should also consider the effects of operating with \( \eta \) away from the calculated optimum value, and determine an allowable range of \( \eta \) for reasonable uncertainty.

**Maximum signal for a limited temperature rise**

The maximum temperature fluctuations of the sample, \( \theta_{\text{max}} \), should generally be limited to a few Kelvins in order to avoid ambiguity about the temperature of the measurement. This limits the currents as well. To simplify the analysis we assume that the experiment will include low frequencies, so that \( Z(\omega) \) and \( Z(2\omega) \) can be approximated with \( Z(0) \). This should be the maximum value of \( Z \). In this case the largest temperature rise is given by

\[
\theta_{\text{avg}}(t) = \left[ I_{DC} + I_1 \sin(\omega_1 t) \right] R_{\omega_0} Z(0)
\]

leading to the constraint

\[
I_1 + I_{DC} \leq I_{\text{max}}
\]
where $I_{\text{max}} = \sqrt{\theta_{\text{max}} / R_{eo}}Z(0)$.

From Table 4-1 and Eq. (4-14), the $3\omega$ signals are not enhanced by $I_{DC}$, and so should always operate with $\eta=0$. The $2\omega$ voltages, on the other hand, are proportional to $I_{1}I_{DC}$. Subject to Eq. (4-35), the optimum currents are found to be $I_{1}=2I_{\text{max}}/3$ and $I_{DC}=I_{\text{max}}/3$, that is, $\eta=1/2$. With these optimizations, the $2\omega$ and $3\omega$ voltages have similar magnitudes for the two transfer functions considered in Tables 4-2 and 4-3.

The useful part of the $1\omega$ signals has terms proportional to $I_{1}I_{DC}$ as well as $I_{1}^{2}$. Optimization constrained by Eq. (4-35) now leads to $\eta=0$ to maximize the in-phase signal ($V_{1x}$), and $\eta=1+\sqrt{5}/8=1.791$ to maximize the out-of-phase signal ($V_{1y}$). DC currents are more important in the optimized $V_{1y}$ compared to the optimized $V_{1x}$, because the $\eta^{2}$ terms are relatively more important in $Y_{1}$ than in $X_{1}$.

**Maximum signal-to-background for a limited temperature rise**

Instead of maximizing the signal voltage itself, we may wish to maximize the signal-to-background ratio. This makes the best use of the gain and dynamic reserve of the lock-in amplifier, which is especially important when common mode subtraction is omitted, as in the present work. If the voltages are not filtered at the lock-in, then the peak background voltage for all harmonics is $I_{\text{max}}R_{eo}$, and optimization for maximum signal-to-background is equivalent to the optimization for maximum signal just discussed. However, if the DC component is filtered at the lock-in amplifier, then the background voltage contains only the Ohmic $1\omega$ component $I_{1}R_{eo}$. In this case the $2\omega$ signal-to-background is optimized at $\eta=1$, and is approximately 1.5 times larger than the optimized $3\omega$ signal-to-background.

For the $1\omega$ signal with DC filtering at the lock-in, the optimization leads to $\eta \to \infty$, i.e. a small AC sense current combined with a much larger DC heating current.

**Other limitations**

Sometimes the experiment will be constrained by the current or voltage limits of the equipment. For example, the current will be limited when a voltage source is used with large ballast resistances to approximate a current source. In other cases the background signal voltages may be so large as to saturate the input of the lock-in amplifier. These situations are equivalent to the $I_{\text{max}}$ constraint already discussed. For a current-limited power supply, $I_{\text{max}}$ is the equipment limitation, while for a voltage-limited power supply, $I_{\text{max}}=\sqrt{V_{s,\text{max}}/(R_{eo}+R_{b})}$. For a saturated lock-in, $I_{\text{max}}=V_{\text{lock-in, max}}/R_{eo}$. 
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4.5.2 Relative merits of $1\omega$, $2\omega$, and $3\omega$ methods

Some of the strengths and weaknesses of these $1\omega$, $2\omega$, and $3\omega$ methods are outlined in Table 4-5. The table highlights some important differences in the need for higher-harmonic detection, DC offset, and stability of the current source. The various methods also have important distinctions when studying the frequency response of systems with very slow, or very fast, characteristic thermal times. For example, $k$ and $c$ of a single nanowire might be studied with the suspended wire technique. However, the longitudinal thermal diffusion time is on the order of microseconds, corresponding to frequencies on the order of 100s of kHz. To minimize electrical noise from inductive and capacitive coupling, it is desirable to conduct the experiment at as low a frequency as possible. Table 4-1 shows that a $1\omega$ study with $\eta = 0$ probes the thermal response at twice the electrical detection frequency, in contrast to a $3\omega$ study which probes the thermal response at $2/3$ of the detection frequency. That is, the thermal response at 100 kHz is detected electrically at 50 kHz using $1\omega$, but at 150 kHz using $3\omega$. This shows that $1\omega$ may be advantageous for systems with very fast dynamics. The argument is reversed for thermally very slow systems, where $3\omega$ may be preferred.

Overall, the basic $3\omega$ method is still the best option for most experiments. The $2\omega$ method may be preferred for certain lock-in amplifiers which have frequency doubling built-in but not frequency
Tripling. \(1\omega\) methods place greater demands on the stability of the current supply, but eliminate the need for higher-harmonic detection, and are an important option when studying the dynamics of thermally fast systems. If a direct measurement of the thermal transfer function is desired, without combining the thermal response at multiple frequencies, then \(3\omega\) or \(1\omega\) with \(\eta = 0\) should be used.

### 4.6. Summary

In this portion of the thesis, a new framework of thermal transfer functions was developed to describe any thermal system containing a line heater that is also used to sense temperature (Table 4-1). This includes the traditional \(3\omega\) systems of a suspended wire (Fig. 4-4) and a line heater on a substrate (Fig. 4-9), as well as experiments combining a large DC heating current with a small AC sense current [9]. The analysis naturally identifies \(1\omega\), \(2\omega\), and \(3\omega\) variations which each have their own benefits in certain situations (Table 4-5).

This chapter also demonstrated that this class of thermal experiments can be simplified considerably [3] compared to traditional implementations, which relied on noise cancellation via a bridge or multiplying digital-to-analog converter [Fig. 4-2(b)]. Thanks to the excellent accuracy and dynamic reserve of modern lock-in amplifiers, we saw that good experimental accuracy can now be obtained without any noise cancellation.

Finally, this chapter showed that the widespread practice of using a voltage source to approximate a current source can lead to large errors if the sample resistance is not negligibly small compared to the total circuit resistance. These potential errors have not been discussed previously. A correction factor was derived [Eq. (4-23)] and verified (Fig. 4-10), which allows the usual current-source analyses to be rigorously adapted to the more common situation of a voltage-source experiment.

### 4.7. Appendix A: Temperature profile in a suspended wire

When a thin isolated wire is driven at a frequency much faster than the longitudinal thermal diffusion time the resulting temperature rise is related to \(c\) [1, 2, 11]. Similarly, the DC temperature rise is related to \(k\) [13]. A series solution for all frequencies was recently given by Lu, Yi, and Zhang [3]. Here we derive a closed-form solution and give a lumped approximation.

The unsteady, one-dimensional heat conduction equation neglecting convection and radiation losses, for a wire of length \(2l\), is
\[
\rho \frac{\partial \theta}{\partial t} = k \frac{\partial^2 \theta}{\partial x^2} + \frac{Q(t)}{2S}.
\]

(4-A1)

Here \(\theta(x,t)\) is the temperature rise at a position \(x\) along the wire axis, and \(\rho\) is the density. The cross-sectional area of the wire is \(S\), which must be constant but need not be circular. Assuming perfect thermal contact at \(x=\pm l\), the boundary conditions are

\[
\frac{\partial \theta(0,t)}{\partial x} = 0
\]

\[
\theta(l,t) = 0
\]

(4-A2)

Taking the Fourier transform with respect to time and defining

\[
W(x,\omega) = \theta(x) \frac{Q_\omega}{j\omega C}
\]

(4-A3)

the governing equation becomes

\[
\frac{j\omega W}{k} = \frac{\partial^2 W}{\partial x^2}
\]

(4-A4)

with transformed boundary conditions

\[
\frac{\partial W(0,\omega)}{\partial x} = 0
\]

\[
W(l,\omega) = -\frac{Q_\omega}{j\omega C}
\]

(4-A5)

For heating given by Eq. (4-3), Eqs. (4-A3) through (4-A5) can be solved for \(\theta\). After considerable manipulation, the temperature profile in response to heating is found to be

\[
\theta(x,t) = \left( \frac{Q_0}{C \omega_H} \right) \left( \begin{array}{c} -\sin(q_0(x+l))\sinh(q_0(x-l)) - \sin(q_0(x-l))\sinh(q_0(x+l)) \\ \cos(2q_0l) + \cosh(2q_0l) \end{array} \right) \sin(\omega_H t)
\]

\[
+ \left( \frac{Q_0}{C \omega_H} \right) \left( \begin{array}{c} \cos(q_0(x-l))\cosh(q_0(x+l)) + \cos(q_0(x+l))\cosh(q_0(x-l)) \\ \cos(2q_0l) + \cosh(2q_0l) \end{array} \right) \cos(\omega_H t)
\]

(4-A6)

where the thermal wavevector \(q_0\) is given by

\[
q_0 = \sqrt{\frac{\omega_H}{2\kappa}}.
\]

(4-A7)
Figure 4-11. Temperature profiles for a suspended wire driven by sinusoidal heating at various frequencies. The solid lines are the in-phase temperature, and the dashed lines out-of-phase. The temperature rise is nondimensionalized by the average value at DC, and the frequency is nondimensionalized by the thermal diffusion time $\tau=4l^2/\kappa$. At low frequencies the response is large, parabolic, and in-phase, while at high frequencies the response is smaller, flatter, and out-of-phase.

Temperature profiles are depicted in Fig. 4-11 for various frequencies. At low frequencies the temperature response is a quasi-static parabola typical of a uniformly heated wire, in phase with the heating. At high frequencies the temperature profile is nearly flat and out-of-phase with the heating, because there is very little time for heat diffusion compared to the heating period. Interestingly, in the high frequency case the peak value of temperature occurs not at the center, but near the wire ends. This is also evident in the perturbation solution given by Holland and Smith for a semi-infinite wire [11]. It can be understood by considering the 90 degree phase difference between the heat source $Q(t)$ and conduction down the temperature gradient.
The spatially averaged temperature is given by:

\[
\theta_{av}(t) = \left[ \frac{Q_0}{C \omega_H} \left( \frac{\sinh(\beta) - \sin(\beta)}{\beta(\cos(\beta) + \cosh(\beta))} \right) \sin(\omega_H t) \left( \frac{\sinh(\beta) + \sin(\beta) - \beta(\cosh(\beta) + \cos(\beta))}{\beta(\cos(\beta) + \cosh(\beta))} \right) \cos(\omega_H t) \right]_p
\]

where \( \beta \) is defined in Eq. (4-25). This leads directly to the transfer function given in Eq. (4-24).

### 4.8. Appendix B: Lumped approximation for suspended wire

Consider a lumped thermal mass with temperature \( \theta_{Lump}(t) \) and total heat capacity \( C_{Lump} \) connected to \( \theta_\infty = 0 \) by an external thermal resistance \( R_{th,Lump} \). The well-known transfer function for this system is

\[
Z_{SW,Lump}(\omega_H) = R_{th,Lump} \left( \frac{1 - j\omega_H \tau_{Lump}}{1 + (\omega_H \tau_{Lump})^2} \right)
\]

As shown in Fig. 4-3, \( Z_{SW,Lump} \) is a remarkably good approximation to \( Z_{SW} \) over most frequencies as long as \( R_{th,Lump} = R_{th}/12 \), and \( \tau_{Lump} = \tau/10 \). These relations are justified mathematically by requiring \( Z_{SW,Lump} \) and \( Z_{SW} \) to have the same asymptotic behavior at low frequencies, for both real and imaginary parts. These constraints are not unique. For example, if instead the correct magnitude of \( Z_{Lump} \) was desired at both low and high frequencies, the constraints would be \( R_{th,Lump} = R_{th}/12 \) and \( \tau_{Lump} = \tau/12 \) (that is, \( C_{Lump} = C \)).

An expression similar to Eq. (4-B1) was derived by Lu, Yi, and Zhang [3] by retaining only the first term of a series expansion. In particular, Eqs. (4-B1) and (4-14) lead to

\[
\sqrt{V_{X3}^2 + V_{Y3}^2} = \frac{\alpha R^2_0 I_1^3 R_{th}}{24 \left[ 1 + (2\omega \tau / 10)^2 \right]}
\]

which is slightly more accurate than Eq. (19) of Ref. [3]. That equation has \( \pi^4/4 \) in place of 24 in the denominator (too large by 1.47%) and \( \pi^2 \) in place of 10 inside the radical (too small by 1.30%).

### 4.9 References


Chapter 5: Thermoelectric measurements of individual nanowires and nanotubes

5.1 Introduction

Previous chapters of this thesis have described some of the quantum (wave) and classical (particle) size effects that are expected to cause dramatic changes in the thermoelectric properties of nanowires (NWs) and nanotubes (NTs) compared to their bulk counterparts. It is essential to test these models experimentally, and the most compelling experiments are those on individual NWs and NTs rather than samples comprising thousands or millions of NWs or NTs. This chapter introduces some of the challenges in single-NW measurements and then presents the detailed thermal and mechanical design of a new type of thermal probe developed as a part of this thesis work. The probe is based on commercially-available Wollaston wire, a marked departure from the microfabricated measurement platforms previously described in the literature. The Wollaston wire probes are easier to assemble than the microfabricated measurement platforms, and have the potential for better sensitivity as well. Wollaston wire probes can be used to measure the thermal conductivity, electrical conductivity, and Seebeck coefficient of individual NWs and NTs, and they have been deployed inside of a high-resolution transmission electron microscope (TEM) to correlate the measurements with detailed observations of atomic structure. Some preliminary thermoelectric measurements are presented below.

Because the techniques described in this chapter apply equally well to measurements of nanowires and nanotubes, in this chapter the terms "NW" and "NT" should be treated interchangeably.

5.1.1 Challenges in the thermal measurements of individual nanowires and nanotubes

The two greatest challenges in measuring the thermal resistance of a single NW or NT are: (1) that the thermal resistance of a single NW is very large, requiring very high levels of thermal isolation; and (2) the difficulty in obtaining good thermal contact to the ends of the NW. These two challenges can be understood from Fig. 5-1(a,b), which depicts a generic system for thermal measurements of single NWs. A suspended NW bridges between a hot platform and a cold sink. Heat is generated at the hot platform and flows through the NW, causing a temperature difference between the hot platform and cold sink. By measuring the temperature difference across the NW and the heat flow through the NW, the
Figure 5-1. (a) Schematic of a generic experiment to measure the thermal resistance of a single nanowire or nanotube. Some of the heat input at the hot platform is lost, rather than flowing through the nanowire. The measured temperature drop includes the temperature drop across any thermal contact resistance. (b) Equivalent thermal circuit of (a). (c&d) Two previous approaches to measure the thermal resistance of a single nanowire or nanotube [2, 7]. Both of these systems rely on microfabrication to achieve sufficiently large thermal isolation resistance.
thermal resistance of the NW can be calculated. Finally, using knowledge of the NW geometry, its thermal conductivity can be calculated. One problem is that some of the heat generated at the hot platform may flow through the supports of the hot platform, rather than through the NW. This heat leakage can be corrected for if the thermal resistance of these supports (the "isolation resistance") is known [Fig. 5-1(b)]. For best sensitivity the isolation resistance should be much larger than the NW resistance, and in fact the measurement will fail if the isolation resistance is much smaller than the NW resistance. Furthermore, the measured temperature difference is generally that between the hot platform and cold sink, and thus includes the undesired temperature drop across any thermal contact resistances. In theory this issue could be bypassed by implementing a four-point temperature measurement, but it would be considerably more difficult to create and align two more temperature probes at the scale of an individual NW. If the contact resistances were known they could be subtracted from the total measured thermal resistance, but it is difficult to estimate the contact resistances and they also may not be very repeatable between different measurements. The only satisfactory solution is to create contacts with much lower thermal resistance than the NW. Besides the problems of heat leakage and contact resistance, additional experimental issues include physically aligning the target NW to the measurement apparatus, measuring the geometry of the NW accurately, and devising a measurement scheme sensitive enough to detect the small thermal signals of a single NW.

5.1.2 Previous thermal measurements of individual nanowires and nanotubes

Although the field of single-NW thermal measurements is still young, the challenges just described have been addressed in two types of experimental systems reported in the literature. Li Shi and co-workers [1-6] pioneered the field by using microfabrication to create two platforms suspended on long, slender beams made of silicon nitride [Fig. 5-1(c)]. Each platform has a serpentine (i.e. meandering) metallic heater, which is also used to measure the temperature of the platform using resistive thermometry. A single NW is deposited somewhat randomly between the two platforms by allowing a drop of a NW suspension to dry in place. In some cases a carbon NT can be grown in-situ. The thermal contacts are improved by local deposition of amorphous carbon and/or platinum by an electron beam or ion beam technique. More recently, Fujii and co-workers [7] used electron-beam lithography to pattern a very thin metallic line heater which is also used to measure temperature [Fig. 5-1(d)]. A manipulation probe inside a scanning electron microscope (SEM) is used to suspend a NT between a heat sink and the midpoint of the line heater. The thermal contacts are again improved by local deposition of amorphous carbon.
Figure 5-2. Thermal resistances of several representative NT and NW, compared with the isolation thermal resistances of the Shi et al. and Fujii et al. platforms and several Wollaston wire probes.

The Shi et al. and Fujii et al. platforms have proven valuable for the first measurements of the thermal resistance of individual NWs and NTs. However, they do have some limitations. Fig. 5-2 compares the thermal isolation resistance of both the Shi et al. and the Fujii et al. measurement platforms with the resistance of several NWs and NTs. It is clear that even with such long and slender measurement platforms, the isolation resistance is still smaller than, or at best comparable to, the NW resistance. Thus these measurements require significant corrections for the heat leakage through the supports, especially for the NWs with large thermal resistances. A second limitation is that both schemes require time and resources to be invested in the microfabrication. Also, implementations that rely on deposition of suspended NWs out of solution have a significant degree of randomness in getting a NW of desired geometry (length and diameter) to deposit onto one of the measurement platforms. This inherent randomness also limits the speed at which multiple samples can be prepared and measured. The Fujii et al. approach may have higher throughput because of the ability to select individual NWs for measurement, but lacks the ability of Shi et al.’s platform to measure the Seebeck coefficient. Finally, in most prior schemes the NW geometry was measured by SEM or atomic force microscopy (AFM), both of which may have limited accuracy in certain dimensions: SEM measurements have several nanometers of uncertainty for in-plane distances and cannot measure out-of-plane distances, while AFM measurements also have nanometer-level uncertainty in-plane but improve to Ångstrom-level uncertainty out-of-plane.
5.2 Basic concept of the Wollaston wire thermoelectric probe

The Wollaston wire probe developed in this thesis has several advantages compared to the earlier techniques of Shi et al. [1-4] and Fujii et al [7]. As described below, it offers comparable or higher thermal isolation resistance yet requires no microfabrication, has the potential for high throughput, has the ability to select an arbitrary NW or NT for measurement, can measure the Seebeck coefficient, and, as currently implemented inside a high-resolution TEM, has atomic-level accuracy in determining the geometry of the sample. Disadvantages compared to the prior approaches include the need for skilled
manual assembly of one delicate Wollaston wire probe at a time, the need to pretension the Wollaston wire, and the lack of on/off control when depositing contacts in-situ.

Wollaston wire is normally used in hot-wire anemometry to measure the velocity and/or temperature of a flowing gas [8-11]. A typical, commercially-available Wollaston wire (Sigmund-Cohn Corp., Mount Vernon, NY) comprises a silver sheath (outer diameter about 50 - 100 μm) surrounding a core of platinum or platinum-rhodium alloy (Fig. 5-3). The as-received core diameters range from a few tens of microns down to around 0.5 micron, and they can be drawn down even smaller [12]. A simple etch in nitric acid is used to remove the silver sheath from a select region, exposing the platinum core. Platinum and platinum-rhodium are not etched by nitric acid. With practice it is fairly easy to control the length of this etched region from several millimeters down to hundreds of microns. Because the core diameter is so small, and the etched lengths can be relatively long, the thermal isolation resistance of such a length of Pt or Pt/Rh core can be similar to or even much larger than the isolation resistance of the
Figure 5-5. Basic concept of thermal conductivity measurements using a Wollaston wire probe. (a) Baseline temperature profile $\theta_A(x)$ for a bare Wollaston wire with steady DC current, neglecting convection and radiation. The Wollaston wire is both the heat source and, through resistance thermometry, the temperature sensor. (b) Depressed temperature profile $\theta_B(x)$ after touching a nanowire to the center of the Wollaston wire. (c) Ratio of the spatially averaged temperatures $\theta_{B,\text{avg}} / \theta_{A,\text{avg}}$ as a function of the ratio of thermal resistances $R_{th,\text{NW}} / R_{th,\text{Woll}}$. By measuring the temperature ratio, the thermal resistance ratio can be determined.

The basic Wollaston wire thermoelectric probe, depicted inside a TEM in Fig. 5-4, can be used to measure the thermal conductance of an individual NW with a technique very similar to that of Fujii et al. [7], although conceived independently. Figure 5-5 presents the basic concept. The essential idea is to pass a steady DC current through the Wollaston wire, and to measure the resulting temperature rise of the Wollaston wire both with [Fig. 5-5(b)] and without [Fig. 5-5(a)] the bridging NW. Without the NW, and assuming perfect contacts and no losses to radiation or convection, the steady-state temperature profile will be a parabola. By measuring the electrical resistance of the Wollaston wire, its average temperature

previously reported measurement platforms (Fig. 5-2). This opens up the possibility of fundamentally better sensitivity when studying NWs of very high thermal resistance ($> 10^8$ K/W).
can be determined using the temperature coefficient of resistivity. Then, with the NW in place, some of the joule heat from the Wollaston wire can leak out through the NW, rather than conducting through the length of the Wollaston wire. The temperature profile now consists of two parabolic regions joined with a kink at the point where the NW touches the Wollaston wire. The average temperature is reduced due to this heat leakage, and a simple calculation yields the thermal resistance of the NW. The detailed thermal and mechanical analysis of this system are described in the next section.

Although it is possible to implement the Wollaston wire measurement inside a cryostat and use an optical microscope to align the NW to the Wollaston wire, we are currently pursuing experiments inside a high-resolution transmission electron microscope (Fig. 5-4). This TEM, a JEOL 2010F located at Boston College, has a special sample holder with a built-in scanning tunneling microscope (STM) (Nanofactory Instruments). The STM is normally used to probe current and voltage with very high spatial resolution (~Ångstrom-level) in 3 dimensions. We have modified this sample holder by adding a Wollaston wire probe. A length of the Pt core about 2 mm long is electrically and thermally anchored at each end through its unetched leads to the surrounding environment. The manipulation capabilities of the STM are used to select a NW and attach one end to the approximate midpoint of the Wollaston wire. The other end of the NW is anchored electrically and thermally to the STM probe, which itself is well-coupled to the surrounding environment. Electrical connections are made to both ends of the Wollaston wire as well as to the STM tip. The rest of this chapter describes how this experimental configuration can be used to measure the thermal conductance, electrical conductance, and Seebeck coefficient of the NW.

5.3 Thermal and mechanical design of a Wollaston wire probe

5.3.1 Solution of the heat equation for a Wollaston wire with bridging nanowire

Neglecting convection and radiation, the steady, one-dimensional heat equation for a Wollaston wire of length \(L\) and constant cross sectional area \(S\) is

\[
k \frac{d^2 \theta_x}{dx^2} = -\frac{I^2 R_{e0}}{SL}
\]

Here \(x\) is the coordinate along the NW length, \(k\) is the thermal conductivity of the Wollaston wire, \(I\) is the electrical current, and \(R_{e0}\) is the electrical resistance of the Wollaston wire at the reference temperature. Also \(\theta_x(x)\) is the local temperature of the Wollaston wire minus the reference temperature of the
surrounding environment \((\theta_e = 0)\), to be contrasted with \(\theta\) (no subscript) which is the spatially averaged temperature, used later. Expressing the heat source term in this way neglects the higher-order effects on the joule heating due to small changes in electrical resistance with temperature [13], which is a good approximation in the present circumstances. One end of a NW of thermal resistance \(R_{th,NW}\) is placed at \(x = 0\), the midpoint of the Wollaston wire, and the other end of the NW is anchored to a heat sink at \(\theta_e = 0\).

This boundary condition can be expressed as

\[
\frac{\theta_x(0) - \theta_e}{R_{th,wall}} = kS \left( \frac{\partial \theta_x}{\partial x} \bigg|_{x=0} - \frac{\partial \theta_x}{\partial x} \bigg|_{x=0^-} \right). \tag{5-2}
\]

Because the Pt core and Ag sheath of the Wollaston wire are in intimate contact at both ends of the exposed core, for the other boundary condition we assume perfect thermal contacts:

\[
\theta_x(+L/2) = \theta_x(-L/2) = 0. \tag{5-3}
\]

The solution of Eqs. (5-1) - (5-3) is

\[
\theta_x(x, \gamma) = \left( \frac{1}{8kS} \right) \left[ \left( 1 - \frac{x}{L/2} \right)^2 + \left( \frac{\gamma}{1 + \gamma} \right) \left( -1 + \frac{x}{L/2} \right) \right], \tag{5-4}
\]

and is depicted in Fig. 5-6(a). It is convenient to introduce a dimensionless parameter, \(\gamma\), defined as one-quarter of the ratio of the Wollaston wire thermal resistance to the NW thermal resistance:

\[
\gamma = \frac{R_{th,Wall}}{4R_{th,NW}}. \tag{5-5}
\]

The reason for the factor of 4 will become apparent later, below Eq. (5-27).

The electrical resistance of the Wollaston wire, \(R_e\), depends only on the spatial average of its temperature:

\[
R_e = R_{e0} \left[ 1 + \alpha \left( \frac{1}{L} \int_{-L/2}^{L/2} \theta_x(x) dx \right) \right] = R_{e0} (1 + \alpha \theta) \tag{5-6}
\]

where \(\alpha\) is the temperature coefficient of resistivity and \(\theta\) is the spatially averaged temperature. Thus, measurements of the electrical resistance of the Wollaston wire reveal the average temperature of the Wollaston wire. This is not ideal, because to analyze the thermal properties of the NW we are more interested in the temperature at \(x = 0\) than the average along the entire Wollaston wire. Thus, one important goal of the thermal modeling is to relate the average temperature \(\theta\) to the point temperature \(\theta_x(0)\). Because the analysis assumes that the Wollaston wire has homogenous properties, constant cross section, and linear behavior, any non-idealities will introduce some errors in relating the average...
Figure 5-6. Solutions of the heat equation for a Wollaston wire thermal probe with a nanowire or nanotube touching its midpoint. (a) Spatial temperature profiles \( \theta(x,y) \), for various values of the thermal resistance ratio \( \gamma \). (b) Dependence of the spatially-averaged temperature rise on the thermal resistance ratio \( \gamma \). (c) Sensitivity as a function of the thermal resistance ratio, \( \gamma \), showing that best sensitivity is achieved when \( \gamma = 1 \). (d) Range of permitted thermal resistance ratios \( \gamma_y/\gamma_x \) as a function of the minimum sensitivity, \( s_{\text{min}} \). The dashed lines in panels (b)-(d) depict an example calculation for a particular scenario with \( s_{\text{min}} = 0.025 \) (see text). For this value of \( s_{\text{min}} \), panel (c) shows that \( \gamma \) must lie between 0.0358 and 27.96 in order for the experiment to have acceptable sensitivity. The range of acceptable sensitivity indicated in panel (b) is only relevant for the example scenario where \( s_{\text{min}} = 0.025 \). A lower value of \( s_{\text{min}} \) will give a broader range of acceptable \( \gamma \).

Ignoring any such non-idealities, the average temperature of the profiles of Eq. (5-4) is given by

\[
\theta(\gamma) = \left( \frac{I^2 R_{\text{e},L}}{12kS} \right) \left[ 1 - \frac{3}{4} \left( \frac{1}{1 + \gamma^{-1}} \right) \right],
\]

(5-7)
and is depicted in Fig. 5-6(b).

As described in Chapter 4, this system may also be characterized in terms of a thermal transfer function $Z$, defined in Eqs. (4-1)-(4-4) as the ratio of $\theta / Q$, where in this chapter the heat input $Q$ is the joule heating of the Wollaston wire, $I^2 R_e$. Depending on the frequency of the heat source compared to the longitudinal thermal diffusion time, the experiment can be treated in low- or high-frequency limits. For quick estimates of the transition frequency, heat loss through the NW can be ignored, making the Wollaston wire experiment identical to the “suspended wire” (SW) configuration considered in Chapter 4. In this limit the thermal diffusion time $\tau$ is given simply by

$$\tau \approx L^2 / \kappa$$

(5-8)

where $\kappa$ is the thermal diffusivity of the Wollaston wire. The transition frequencies are then readily estimated from Fig. 4-3 of Chapter 4. That figure shows that the low-frequency limit is a good approximation when $\omega_H \tau < 1$, and the high-frequency limit when $\omega_H \tau > 100$, where the $H$ subscript refers to the frequency of the heater. For a typical Pt Wollaston wire of length 2 mm at 300 K, $\kappa = 2.5 \times 10^{-3} \text{ m}^2/\text{s}$ and $\tau \approx 0.16 \text{ s}$, resulting in the requirements ($\omega_H / 2\pi < 1$ Hz (low-frequency limit) and ($\omega_H / 2\pi > 100$ Hz (high-frequency limit). It is easy to experimentally verify that the limiting behavior has been achieved by varying the frequency by a factor of approximately 10 (for example, from 0.1 Hz to 1 Hz) and confirming that the voltages remain constant.

In the low-frequency limit the thermal mass of the Wollaston wire and NW can be neglected, and the system is described by the quasistatic analysis of Eqs. (5-1)-(5-5). In this case inspection of Eq. (5-7) reveals that the transfer function is

$$Z(\gamma, \omega \to 0) = \frac{1}{12} R_{th,NW} \left[ 1 - \frac{3}{4 \left( \frac{1}{1 + \gamma} \right) } \right],$$

(5-9)

with no imaginary part. At both small and large $\gamma$ this transfer function tends to a constant value, but the large-$\gamma$ limit is four times smaller than the small-$\gamma$ limit. This is because $\gamma \to \infty$ means $R_{th,NW} \to 0$, which is equivalent to anchoring the midpoint of the Wollaston wire to the temperature of the surroundings, $\theta_e(0) = \theta_e = 0$. Because the temperature profile is quadratic in $x$, reducing the effective length by a factor of 2 reduces the average temperature rise by a factor of 4.

In the high frequency limit, the heating period is so brief that the amplitude of the characteristic temperature rise becomes negligible:

$$\theta(\omega \to \infty) \approx \frac{\pi l^2 R_e}{\omega mc} \to 0$$

(5-10)
where \( m \) is the mass of the Wollaston wire and \( c \) is its specific heat. Thus, in the high-frequency limit both the real and imaginary parts of \( Z \) go to zero:

\[
Z(y, \omega \to \infty) \to 0 + 0j.
\]  

(5-11)

The thermal transfer function for intermediate frequencies is a more complicated function of the properties of the NW and Wollaston wire, but this regime is easily avoided by selecting the appropriate frequency of the driving current.

Measurements are typically performed in the low-frequency limit (for example, using currents with frequencies below 0.5 Hz). Applying the thermal transfer function of Eq. (5-9) to the in-phase \( 1\omega \) entry of Table 4-1 of Chapter 4, we see that the ratio of the resulting sinusoidal voltage drop across the Wollaston wire to the driving current is the electrical resistance

\[
R_e(y, \omega \to 0) = \frac{V_{1\omega,\text{rms}}}{I_{1\omega,\text{rms}}} = R_e 0 \left[ 1 + \frac{1}{8} \alpha Q_{\text{avg}} R_{\text{th,Wol}} \left( 1 - \frac{3}{1 + y^{-1}} \right) \right]
\]  

(5-12)

where \( Q_{\text{avg}} \) is defined as the time-averaged heat input:

\[
Q_{\text{avg}} = I_{1\omega,\text{rms}}^2 R_e 0
\]

The experiment can also easily be performed in the high-frequency limit (for example, by driving the current faster than 100 Hz). Recall from Table 4-1 of Chapter 4 that \( V_{1\omega,\text{rms}} \) depends on \( Z(0) \) as well as \( Z(\omega) \) and \( Z(2\omega) \). But according to Eq. (5-11) the latter two terms are negligible in the high-frequency limit, so that the \( 1\omega \) voltage is only sensitive to the DC behavior of \( Z \). The thermal contribution to the voltage drop is only 2/3 as large as in a low-frequency experiment, and so the factor \((1/8)\) in Eq. (5-12) should be replaced by \((1/12)\):

\[
R_e(y, \omega \to \infty) = \frac{V_{1\omega,\text{rms}}}{I_{1\omega,\text{rms}}} = R_e 0 \left[ 1 + \frac{1}{12} \alpha Q_{\text{avg}} R_{\text{th,Wol}} \left( 1 - \frac{3}{4 (1 + y^{-1})} \right) \right]
\]  

(5-13)

Thus, the high-frequency measurement is only 2/3 as sensitive as the low-frequency measurement. Physically, this is because a very high frequency AC current results only in DC heating, while a very slow AC current results in both DC and AC heating that can be tracked by the Wollaston wire quasistatically.

In either the low- or high-frequency limits, the measured electrical resistance can be used to determine the thermal resistance of the NW. First a baseline measurement is necessary to determine the thermal resistance of the Wollaston wire [Fig. 5-5(a)]. For example, in the low frequency limit the electrical resistance can be plotted as a function of the average heat input. The resulting slope gives \( R_{\text{th,Wol}} \):
\[ R_{th,Woll} = \frac{8}{aR_{el}} \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{no \, NW} \]  

(5-14)

while in the high frequency limit the 8 is replaced by 12. Because the geometry and thermal conductivity of the Wollaston wire are presumably already known, this measurement provides a useful check of the equipment and data analysis. After touching a NW to the midpoint of the Wollaston wire [Fig. 5-5(b)], the new slope \((\partial R_e/\partial Q_{avg})_{touching \, NW}\) gives the thermal resistance of the NW. It is convenient to define the ratio of the slopes as

\[ \phi = \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{touching \, NW} \left/ \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{no \, NW} \right. \]  

(5-15)

and also the difference in slopes

\[ \varepsilon = 1 - \phi = \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{no \, NW} - \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{touching \, NW} \]  

(5-16)

Finally, the NW thermal resistance is given by

\[ R_{th,NW} = \frac{1}{4} R_{th,Woll} \left( \frac{\frac{3}{4} \varepsilon^{-1} - 1}{1 - \phi} \right) \]  

(5-17)

\[ = \frac{1}{4} R_{th,Woll} \left( \frac{\varepsilon^{-1} - 1}{1 - 1} \right) \]  

(5-18)

where all quantities on the right-hand-side are known. This formula has not yet been checked experimentally against a standard NW sample such as a silicon nanowire of large diameter. Although Eqs. (5-17) and (5-18) are nonlinear in the measured quantities such as \((\partial R_e/\partial Q_{avg})_{touching \, NW}\), Eq. (5-18) does lend itself to linearization in the common limit of \(R_{th,NW} \gg R_{th,Woll}\). In this case \(\varepsilon^{-1} \gg 1\) and the NW thermal conductance is linearly proportional to the change in slopes:

\[ R_{th,NW}^{-1} = \frac{16}{3} R_{th,Woll}^{-1} \left[ \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{no \, NW} - \left( \frac{\partial R_e}{\partial Q_{avg}} \right)_{touching \, NW} \right] \]  

(5-19)
Note that using the ratios of slopes in Eqs. (5-15) through (5-19) has the benefit of canceling out quantities such as the temperature coefficient of resistance $\alpha$ and the cold-wire resistance $R_{eo}$, thus reducing the number of parameters which can contribute to experimental uncertainty.

### 5.3.2 Lorentz number considerations

Because of the wide range of Wollaston wire lengths and diameters that can be fabricated, it is important to consider the relationships between current, voltage, and the geometry and properties of the Wollaston wire. It turns out that the relationship between the average temperature rise $\theta$ and the voltage drop across the Wollaston wire is nearly independent of the Wollaston wire geometry and material. This surprising result can be understood by the following argument. The average temperature rise of the Wollaston wire (in the absence of the NW) is given by Eq. (5-7) as

$$\theta = \frac{Q_{avg} R_{th,woll}}{12} \quad (5-20)$$

where as explained in Chapter 4 the factor of 12 arises for this particular configuration of an isolated, uniformly heated wire with thermally-clamped ends. The average heating can be expressed as

$$Q_{avg} = \frac{V_{rms}^2}{R_{eo}} \quad (5-21)$$

so

$$\theta = \frac{1}{12} V_{rms}^2 R_{th,woll} / R_{eo} \cdot (5-22)$$

But because the Wollaston wire is metallic, we can apply the Wiedemann-Franz law relating the ratio of thermal resistance to electrical resistance:

$$\frac{R_{th,woll}}{R_{eo}} = \frac{\sigma}{k} \approx \frac{1}{L_0 T} \quad (5-23)$$

where $L_0$ is the Lorentz number and $T$ is the absolute temperature. Thus

$$\theta \approx \frac{V^2}{12L_0 T} \quad (5-24)$$

Remarkably, this expression now shows that the average temperature rise is independent of all geometric factors, and, to the extent that the Lorentz number can be considered approximately constant, independent even of the choice of the Wollaston wire material. For quick calculations it is convenient to express this baseline temperature rise as
where the characteristic voltage of 9.4 mV assumes a 300 K ambient and the standard value of $2.45 \times 10^{-8} \, \text{V}^2/\text{K}^2$ for the Lorentz number. Eq. (5-24) should be useful for metallic Wollaston wires over a wide range of temperatures (as long as the Wiedemann-Franz law is approximately valid). If this same measurement technique were used with a semiconducting “Wollaston wire,” Eq. (5-24) would not be expected to be valid because the significant contribution of phonons to the total thermal conductivity will invalidate Eq. (5-23).

Equation (5-25) shows that for typical room temperature experiments imposing a temperature rise at the Wollaston wire of approximately 1 - 10 K, the voltages across the Wollaston wire will range from approximately 10 mV to 30 mV, regardless of the geometry or material of the Wollaston wire. This has been verified approximately for several Wollaston wires made from both Pt and PtRh cores, with diameters ranging from about 0.6 µm to about 3 µm. Voltages in this range are convenient for experiments. The magnitudes of the currents are also reasonable, but vary over a much larger range, because the electrical resistance of the Wollaston wire will change depending on its geometry and material (typically about 30 - 300 Ω).

### 5.3.3 Thermal matching is required for good sensitivity

The analysis of Eq. (5-7) and Fig. 5-6(b) reveals an important limitation of this technique: the thermal resistance of the Wollaston wire needs to be approximately matched to the thermal resistance of the NW in order for the measured temperature to have good sensitivity to changes in the thermal resistance of the NW. Consider the change in the temperature of the Wollaston wire for a given change in the thermal conductance of the bridging NW. For a sensitive measurement of $R_{th,NW}$, we would like small changes in $R_{th,NW}$ to result in large changes in the measured temperature. To quantify this concept, we can define a dimensionless sensitivity as

$$s = \frac{(\text{relative change in } \theta \text{ of Wollaston wire})}{(\text{relative change in thermal resistance of nanowire})} = \frac{(\delta \theta / \theta_0)}{(\delta R_{th,NW} / R_{th,NW})}$$

(5-26)

where $\theta_0$ is the average temperature of the Wollaston wire before touching it with the NW, $\delta \theta$ is the uncertainty in the measured temperature, and $\delta R_{th,NW}$ is the uncertainty in the calculated $R_{th,NW}$. A large sensitivity minimizes $\delta R_{th,NW}$.

Applying this definition of $s$ to Eq. (5-7), we see that the sensitivity is related to the thermal resistances through
\[ s = \frac{3\gamma}{4(1 + \gamma)^2} = \frac{1}{4}\left(\gamma^{\frac{1}{2}} + \gamma^{-\frac{1}{2}}\right)^2 \]  \hspace{1cm} (5-27)

This dependence is depicted in Fig. 5-6(c). It is clear that the sensitivity approaches zero in the limit of very large and very small \( R_{th,NW} \), which is also apparent from the asymptotically flat regions of Fig. 5-6(b). It is also clear that \( s \) is symmetric about \( \gamma = 1 \) on a semi-log plot, that is, \( s(\gamma) = s(1/\gamma) \). The factor of 4 in the definition of \( \gamma \) [Eq. (5-5)] was introduced in order to provide this symmetry.

An important practical question is just how well \( R_{th,W} \) must match \( R_{th,NW} \) in order to achieve a specified level of experimental accuracy, expressed as

\[ \left( \frac{\delta R_{th,NW}}{R_{th,NW}} \right) < \left( \frac{\delta R_{th,NW}}{R_{th,NW}} \right)_{\text{max}} \]  \hspace{1cm} (5-28)

As a concrete example, consider an experiment to determine the thermal resistance of the NW with an uncertainty of less than 20%. In order to minimize the ambiguity about which temperature of the NW corresponds to the measured properties, we will limit the average temperature rise of the Wollaston wire before touching the NW to \( \theta_0 = 10 \) K. Furthermore, the experimental configuration and equipment limitations will result in some minimum uncertainty in the measured Wollaston wire temperature, \( \delta \theta \), of perhaps \( \pm 0.05 \) K. What then is the range of \( \gamma \) that can be tolerated to achieve this specified level of uncertainty in \( R_{th,NW} \)? This condition is equivalent to requiring \( s > s_{\text{min}} \), where

\[ s_{\text{min}} = \frac{\left( \delta \theta / \theta_0 \right)}{\left( \frac{\delta R_{th,NW}}{R_{th,NW}} \right)_{\text{max}}} \]  \hspace{1cm} (5-29)

In this example, \( s_{\text{min}} = (0.05 \text{ K} / 10 \text{K})/(20\%) = 0.025 \). Solving Eq. (5-27) for \( \gamma \) yields the two roots

\[ \gamma_+ = \frac{3 - 8s_{\text{min}} + \sqrt{9 - 48s_{\text{min}}}}{8s_{\text{min}}} \]  \hspace{1cm} (5-30)

\[ \gamma_- = \frac{3 - 8s_{\text{min}} - \sqrt{9 - 48s_{\text{min}}}}{8s_{\text{min}}} \]  \hspace{1cm} (5-31)

For best sensitivity, an ideal Wollaston wire probe should be designed with \( \gamma = 1 \). However, the uncertainty in \( R_{th,NW} \) will still be less than the allowable uncertainty as long as

\[ \gamma_- < \gamma < \gamma_+ \]  \hspace{1cm} (5-32)

Note that Eqs. (5-30) and (5-31) only have solutions for \( s_{\text{min}} < 3/16 \): that is, the best possible sensitivity is \( s = 3/16 \), which is achieved only when \( \gamma = 1 \). Also note that \( \gamma_- \) always equals \( 1/\gamma_+ \). In this example, \( \gamma_- = 0.0358 \) and \( \gamma_+ = 27.96 \), so \( \gamma \) is allowed to range from
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to ensure that the uncertainty in $R_{th,NW}$ is less than 20%. Thus, in this example the thermal resistance of
the NW must be estimated in advance to within a factor of about 28 of its true value, in order to design
the Wollaston wire probe with appropriate thermal resistance. That is, the Wollaston wire probe will be
designed to achieve $\gamma = 1$ based on the estimated $R_{th,NW}$. As long as the true $R_{th,NW}$ is within a factor of 28
of the estimate, the true value of $\gamma$ will lie between 0.0358 and 27.96, and the uncertainty in $R_{th,NW}$ will be
less than 20%. In the best case, $\gamma = 1$, from Eq. (5-26) we see that the uncertainty in $R_{th,NW}$ would be
improved to 2.67%. In general, the range of allowable $\gamma$ spans

$$\gamma_+ = \frac{3 - 8s_{min} + \sqrt{9 - 48s_{min}}}{3 - 8s_{min} - \sqrt{9 - 48s_{min}}}$$

As shown in Fig. 5-6(d), this range is a very strong function of $s_{min}$. The range of allowable $\gamma$ can be
greatly increased by (1) tolerating greater relative uncertainty in $R_{th,NW}$, (2) reducing the uncertainty in
temperature measurements $\delta \theta$, or (3) increasing the baseline temperature rise $\theta_0$. The latter strategy will
also introduce ambiguity about the effective temperature of the NW properties, and may cause problems
with thermal expansion if it overwhelms the pretension of the Wollaston wire (described further below).
For the most accurate results it may be necessary to perform two measurements: first to determine the
approximate $R_{th,NW}$, and then a second measurement with a fresh Wollaston wire probe optimized to have
$\gamma$ close to unity.

5.3.4 Thermal contact resistance and spreading resistance

Thermal contact resistances $R_{cont}$ between the Wollaston wire and the NW, and between the NW
and the cold sink, lead directly to errors in the calculated $R_{th,NW}$ [Fig. 5-1(b)]. That is,

$$R_{th,NW, apparent} = R_{th,NW} + R_{cont,Woll-NW} + R_{cont,NW-cold \ sink}$$  (5-35)

As a first approximation, the expected magnitude of these contact resistances can be estimated from

$$R_{cont} \approx 1/hA_{cont}$$  (5-36)

where $A$ is the contact area and $h_{cont}$ is the specific contact conductance. This expression assumes a one-
dimensional geometry at the contact. Because this assumption may be violated in the current experiment,
spreading resistance effects are discussed below. Cahill et al. [14 ] report that typical values of $h_{cont}$ at
300 K range from about 30 - 800 MW/m²K for various material combinations. For a 10 nm diameter NW
contacted at the end, $A \approx 80 \text{ nm}^2$, and so $R_{cont}$ might be expected to range from $2 \times 10^7$ to $4 \times 10^8 \text{ K/W}$. 
These resistances are comparable to or larger than the expected $R_{th,NW}$, and thus would be a serious experimental obstacle to quantitative measurements of $R_{th,NW}$. The contact resistances may be reduced greatly by increasing the effective contact area. For example, if the same NW can be contacted around its circumference over the last 200 nm of its length, the contact area would become 6300 nm$^2$, reducing the contact resistance by a factor of 80 to the more acceptable neighborhood of $3 \times 10^5$ to $5 \times 10^6$ K/W.

Because the contact region is much smaller than the diameter of the Wollaston wire, spreading resistance effects within the Wollaston wire and within the gold STM probe must also be considered. The magnitude of the thermal spreading resistance can be estimated from the conduction shape factor for a disc-shaped contact of diameter $D$ on a semi-infinite substrate [15]:

$$ R_{spreading} \approx \frac{1}{2k_{Subs}D} $$  \hspace{1cm} (5-37)

where $k_{Subs}$ is the thermal conductivity of the substrate, in this case the Wollaston wire. The semi-infinite substrate assumption is justified because the diameter of the Wollaston wire is more than 5 times larger than the diameter of the contact area. Assuming a platinum Wollaston wire, the spreading resistance portion of the contact resistance is estimated as $7 \times 10^5$ K/W for a 10 nm diameter contact. Again, if the area of the contact is increased, the spreading resistance will be reduced. In some cases the size of the contact area may be comparable to or even smaller than the mean free path of the electrons in the Wollaston wire. In this situation the so-called “phonon rarefaction” effect becomes important, and the spreading resistance will increase compared to the ideal calculation of Eq. (5-37) [16].

### 5.3.5 Radiation corrections

The analysis of Eqs. (5-1) - (5-18) neglected radiation losses from the Wollaston wire. To check this assumption we model the Wollaston wire as a fin, and incorporate the radiation losses through a radiation convection coefficient,

$$ h_{rad} = 4\varepsilon_{rad}\sigma_{SB}T^3 $$  \hspace{1cm} (5-38)

where $\varepsilon_{rad}$ is the emissivity of the Wollaston wire (assumed, conservatively, to exist in black surroundings), $\sigma_{SB}$ the Stefan-Boltzmann constant ($5.67 \times 10^{-8}$ W/m$^2$K$^4$), and $T$ the mean absolute temperature of the Wollaston wire and its surroundings. For shiny metals such as platinum at 300 K, the emissivity typically ranges from 0.02 to 0.1 [15], and so for typical experiments:

$$ 0.1 < h_{rad} < 0.6 \text{ W/m}^2\text{K}. $$  \hspace{1cm} (5-39)
From traditional fin analysis [15], we know that radiation/convection losses can generally be neglected if the fin half-length is short compared to the characteristic length $\beta^{-1}$, where $\beta$ is the fin parameter:

$$\beta^{-1} = \sqrt{\frac{kD}{4h_{\text{rad}}}} \quad (5-40)$$

For a typical platinum Wollaston wire of 3 $\mu$m diameter, this length is about 9 - 23 mm. Because this is much longer than the typical Wollaston wire half-length of about 1 mm, we can expect that radiation losses will be a very small correction.

To proceed further and quantify these potential errors from radiation losses, we can include the radiation/convection term in the original heat equation:

$$\frac{1}{\beta^2} \frac{d^2 \theta_x}{dx^2} = -\frac{QD}{4h_{\text{rad}}} + \theta_x \quad (5-41)$$

where $Q = \bar{I}^2 R_{\text{tot}} / SL$. The boundary conditions at $x=0$ and $x=\pm L/2$ are unchanged from Eqs. (5-2) and (5-3). Radiation losses will be most important when there is no heat loss through a nanowire, that is, when $\gamma=0$, so to be conservative (and simple) we focus on that limit here. The solution of Eqs. (5-2), (5-3), and (5-41) is

$$\theta_x(x, h_{\text{rad}}, \gamma = 0) = \frac{QD}{4h_{\text{rad}}} \left( 1 - \frac{\cosh(\beta x)}{\cosh(\beta L/2)} \right) \quad (5-42)$$

The average temperature is then

$$\theta_{\text{avg}}(h_{\text{rad}}, \gamma = 0) = \frac{QL^2}{4k(\beta L/2)^3} \left[ \frac{\beta L}{2} - \tanh\left( \frac{\beta L}{2} \right) \right]. \quad (5-43)$$

By performing a Taylor series expansion for small $h_{\text{rad}}$ (that is, small $\beta$), it is readily verified these two expressions give the correct limiting behavior in the absence of radiation [(Eqs. (5-4) and (5-7) with $\gamma=0$]. The fractional error in the estimated temperature can be expressed as

$$\text{fractional error in } \theta_{\text{avg}} = \frac{\theta_{\text{avg, neglect radiation}} - \theta_{\text{avg, include radiation}}}{\theta_{\text{avg, include radiation}}} \quad (5-44)$$

which, considering Eqs. (5-7) and (5-43) turns out to be

$$\text{fractional error in } \theta_{\text{avg}} = \frac{(\beta L/2)^3}{3[(\beta L/2) - \tanh(\beta L/2)]^{-1}} \quad (5-45)$$

$$\approx \frac{2}{5} (\beta L/2)^2 \quad \text{(for } \beta L < 5)$$
where in the second step we have performed a Taylor series expansion for small $\beta L$. Thus, to keep the error in temperature measurements less than 10%, it is necessary to keep $\beta L/2 < 1/2$, or simply $\beta L<1$. For the 3 $\mu$m x 2 mm Wollaston wire discussed previously, $\beta L/2$ ranges from 0.043 to 0.11, so the fractional error is expected to be between 0.073% and 0.48%. Clearly, radiation errors should be negligible for this type of Wollaston wire.

However, in order to measure NW of very high thermal resistance, a more sensitive Wollaston wire probe might be fabricated with a diameter of 0.5 $\mu$m and a length of 5 mm, made out of PtRh with a lower thermal conductivity of 38 W/mK ($R_{th,Woll}=6 \times 10^{8}$ K/W, see Fig. 5-2). In this case, for an emissivity of 0.02 to 0.1, $\beta L/2$ would range from 0.36 to 0.89, resulting in temperature errors between 5.2% and 32%.

Thus, we can conclude that radiation corrections at 300 K are negligible for the standard 3 $\mu$m x 2 mm Wollaston wires, may become significant for the most sensitive Wollaston wires, but should not be overwhelming. There is tradeoff when optimizing the thermal design of the Wollaston wire for negligible radiation losses compared to sensitive measurements of $R_{th,NW}$. This is clearly seen by expressing $\beta L/2$ in terms of $R_{th,Woll}$ and eliminating $L$:

$$\frac{\beta L}{2} = \frac{\pi}{2} R_{th,Woll} \sqrt{kD^3}. \quad (5-46)$$

$R_{th,Woll}$ is already constrained by the thermal matching with the expected NW thermal resistance. For radiation considerations we would like to keep $\beta L/2 < 0.5$. Eq. (5-46) shows that we should do this by choosing Wollaston wire materials with small $h_{rad}$, and, less obviously, small $k$. Furthermore, we should choose small diameter Wollaston wires, which also means that they will be shorter (because we should hold constant $R_{th,Woll} \propto L/D^3$)

### 5.3.6 Mechanical aspects of probe design

Although the thermal calculations above show that a Wollaston-wire thermal probe should be able to measure the thermal resistance of individual NWs, the mechanical design of the Wollaston wire probe also requires some care.

**The need for pretensioning**

The thermal design described above assumes that the Wollaston wire is rigidly fixed throughout the experiment. However, in practice there are three effects which tend to make the Wollaston wire move: thermal expansion, thermal vibrations due to fundamental thermodynamics, and, when deployed inside the TEM, Lorentz forces. A good solution to overcome these mechanical stability issues is to
pretension the Wollaston wire. Additional challenges of the high-vacuum, high-magnetic field TEM environment are described later.

**Thermal expansion**

The coefficient of thermal expansion (CTE) of Pt is about $9 \times 10^{-6} \text{ K}^{-1}$ (9 parts-per-million per K, ppm/K) and the CTE of PtRh alloy is likely about double this value. For a Wollaston wire of length $L=2$ mm and a temperature rise of $\theta \approx 10$ K, the change in length would be about $\delta L \approx 180 \text{ nm}$ if only one end were fixed:

$$\delta L = (\text{CTE}) \cdot L \theta$$

(5-47)

However, because both ends are fixed, this will cause a lateral shift of much larger deflection. This lateral shift can be estimated from Euler-Bernoulli beam theory for a buckled column [17]. For a perfect column whose ends are constrained to not rotate (i.e. fixed-fixed boundary conditions), the deformed beam will have a shape

$$y(x) = \frac{1}{2} y_0 \left(1 + \cos \left(\frac{2\pi x}{L}\right)\right).$$

(5-48)

as shown in Fig. 5-7(a). Note that the maximum lateral deflection is denoted $y_0$, and occurs at $x=0$. The total arc length, $\lambda$, of a curved beam is given by

$$\lambda = \int_{-L/2}^{L/2} \sqrt{\left(\frac{dy}{dx}\right)^2 + 1} \, dx$$

(5-49)

which for small deflections simplifies to

$$\lambda \approx \int_{-L/2}^{L/2} \left[1 + \frac{1}{2} \left(\frac{dy}{dx}\right)^2\right] \, dx$$

(5-50)

For the profile given in Eq. (5-48), the resulting arc length is

$$\lambda \approx L \left[1 + \left(\frac{\pi y_0}{2L}\right)^2\right]$$

(5-51)

so we can equate

$$\frac{\delta L}{L} \approx \left(\frac{\pi y_0}{2L}\right)^2$$

(5-52)

Thus,
Figure 5-7. Mechanical issues in the design of a Wollaston wire probe. (a) Lateral buckling due to thermal expansion. (b) Force balance to determine an approximate, effective spring constant for lateral deflections.

\[ y_0 \approx \frac{2L}{\pi} \sqrt{\frac{\delta L}{L}} \]  

(5-53)

For the typical Pt Wollaston wire example described here, the lateral deflection of \( y_0 \approx 12 \) \( \mu \)m is more than 60 times larger than the axial elongation of \( \delta L \approx 180 \) nm. Lateral and longitudinal deflections of the Wollaston wire may be acceptable if they are small compared to the length of the NW. Because typical NWs are only about 0.5 - 5 \( \mu \)m long, a lateral deflection of 12 \( \mu \)m would pose serious challenges. Fortunately, it is easy to avoid this problem by pretensioning the Wollaston wire by more than the anticipated thermal \( \delta L \). For a wire in tension, the built-in stretch \( \delta L_{BI} \) is given by

\[ \delta L_{BI} = L \varepsilon_{BI} = L \sigma_{BI} / E, \]  

(5-54)

where \( \varepsilon_{BI} \) is the built-in strain, \( \sigma_{BI} \) is the built-in stress, and \( E \) is the Young’s modulus of the Wollaston wire. As long as the built-in strain exceeds the thermal expansion strain, \( \varepsilon_{TE} = (CTE)\theta \), the wire will remain in tension rather than buckling, and there should ideally be no deflections in either the lateral or longitudinal directions. For the representative example considered here, the requirement becomes \( \varepsilon_{BI} > 9 \)
$x \times 10^5 \approx 0.01\%$. Because of the small cross-sectional area $S$ of the Wollaston wire, this strain corresponds to a fairly small force:

$$F_{BI} = S \sigma_{BI} = S E \varepsilon_{BI}.$$  \hspace{1cm} (5-55)

For example, the common 3 µm diameter Pt Wollaston wire requires only about 100 µN of force to achieve 0.01% of built-in strain. This force is equivalent to the weight of a 10 mg mass, which suggests one practical approach to pretensioning. First, one end of the Wollaston wire is anchored to the supporting frame with epoxy, and a 10 mg mass is attached to the other end of the Wollaston wire. Next, the frame and Wollaston wire assembly are tilted 90 degrees to orient the Wollaston wire vertically, with the etched portion of the Wollaston wire supporting the weight of the mass. At this stage the epoxy joint is uppermost. Then, a second small droplet of epoxy is applied to the lower support of the frame, anchoring the Wollaston wire. Finally, after the second epoxy joint has hardened, the mass can be removed, transferring the load to the epoxy joint.

This deadweight approach has been used to successfully pretension 3 µm Wollaston wires, using masses that typically range from 10-30 mg. The quality of pretensioning can be observed experimentally by noting the relationship between the lateral deflection and applied temperature at the Wollaston wire, in the absence of any NW. For a poorly-tensioned 3 µm diameter Wollaston wire, typical lateral deflections are about 50 - 100 nm/K, while the best-tensioned Wollaston wires made so far have deflections of about 2 - 5 nm/K.

**Fundamental thermal vibrations**

It is well-known that a simple spring-mass system at finite temperature exhibits small random fluctuations in position, due to the thermal population of the vibrational modes. This is analogous to Johnson noise in a resistor. An intuitive understanding comes from equating the thermal energy, $k_B T$, to the sum of kinetic and potential energies. From equipartition of energy [18], we know that the average values of kinetic and potential energies are the same, so this condition becomes

$$\frac{1}{2} g y_{\gamma h}^2 \approx \frac{1}{2} k_B T,$$  \hspace{1cm} (5-56)

where $g$ is the spring constant and $y_{\gamma h}$ is the average thermal displacement. Thus, a rough estimate for $y_{\gamma h}$ is

$$y_{\gamma h} \approx \sqrt{\frac{k_B T}{g}}.$$  \hspace{1cm} (5-57)

Notice that this result is independent of the mass attached to the spring.
A more sophisticated analysis has been used by Treacy et al. [19] to estimate the stiffness of a single carbon NT from its vibrations under a TEM, and is described in detail by Krishnan et al. [20]. The analysis can be presented briefly in terms of conditional probabilities. For example, \( P(y|T) \) is the probability that the oscillator will be found at a location \( y \), given that it is in a bath of temperature \( T \). This can be expressed as an integral over energy,

\[
P(y|T) = \int_{\varepsilon} P(y|\varepsilon) P(\varepsilon|T) d\varepsilon
\]

where \( P(\varepsilon|T) \) is the probability of the oscillator having energy \( \varepsilon \), given that it is in a bath of temperature \( T \). This probability is found from the Boltzmann factor [18],

\[
P(\varepsilon|T) d\varepsilon = \frac{1}{k_B T} \exp\left(-\frac{\varepsilon}{k_B T}\right) d\varepsilon .
\]

Also in Eq. (5-58), \( P(y|\varepsilon) \) is the probability of finding the oscillator at location \( y \), given that it has a total energy \( \varepsilon \). This probability is found from the kinematics of simple harmonic motion,

\[
P(y|\varepsilon) dy = \frac{1}{\pi \sqrt{\frac{2\varepsilon}{g} - y^2}} dy
\]

Combining Eqs. (5-58) - (5-60) leads to a Gaussian probability distribution,

\[
P(y|T) = \frac{1}{\sqrt{2\pi} \sigma_{th}} \exp\left(-\frac{y^2}{2\sigma_{th}^2}\right)
\]

where the thermal standard deviation \( \sigma_{th} \) is

\[
\sigma_{th} = \sqrt{\frac{k_B T}{g}},
\]

identical to the simplistic estimate of Eq. (5-57).

Thus, to ensure that the thermal vibrations are negligibly small, the effective spring constant of the Wollaston wire must be sufficiently large, regardless of its mass. For example, to keep vibrations below 100 nm, \( g \) must be greater than 0.4 \( \mu \)N/m, while to keep vibrations below 1 nm, \( g \) must exceed 4 mN/m. What is the effective lumped spring constant of a pretensioned Wollaston wire for these lateral thermal vibrations? Although the methods of Krishnan et al. [20] could be used to develop a rigorous answer in terms of the normal modes of the Wollaston wire, here we will be content with a rougher estimate. As a first approximation, assume that the profile of the fundamental mode is triangular rather
than sinusoidal [Fig. 5-7(b)], and consider the response to a point force applied at the Wollaston wire midpoint. Because the additional strains due to deflection will be far smaller than the built-in strain due to pretensioning, to a very good approximation the tension in the Wollaston wire will remain constant during deflections. From a simple force balance, the spring constant is found to be

\[ g \approx \frac{4Eg}{L} \]  

(5-63)

Although Eq. (5-63) shows that decreasing \( L \) or increasing \( S \) improves the mechanical performance of the Wollaston wire probe, this would be bad for the thermal performance of the probe because it would reduce the thermal resistance of the Wollaston wire, \( R_{th,wol} = \frac{L}{kS} \). It is better to express the spring constant in terms of thermal parameters,

\[ g \approx \frac{4Eg}{kR_{th,wol}} \]  

(5-64)

This shows that geometric factors have canceled out. Assuming that \( R_{th,wol} \) is already fixed by the thermal requirements, Eq. (5-64) shows that to achieve good mechanical performance, a Wollaston wire material should have large Young’s modulus, low thermal conductivity, and tolerate a large built-in strain. For Pt, the quantity \( \frac{E_{max}}{k} \) is approximately \( 7 \times 10^5 \) (N/m)/(K/W). Thus, to keep \( \sigma_{th} \) less than 1 nm (requiring \( g \) greater than 4 mN/m), \( R_{th,wol} \) is restricted to be smaller than about \( 2 \times 10^8 \) K/W. Fortunately, this upper limit on \( R_{th,wol} \) is still large enough to permit accurate measurements of a wide range of NW and NT, as shown in Fig. 5-2.

**Additional mechanical issues when used inside a TEM**

Designing a Wollaston probe to work inside a TEM brings three additional challenges. First, a standard TEM sample holder only allows a very small volume in which to add the Wollaston probe. The allowed volume is approximately \((5 \text{ mm}) \times (3 \text{ mm}) \times (1.5 \text{ mm})\), which must include clearances to avoid colliding with the sample holder, or worse, one of the TEM lenses. A second issue is that the TEM operates at a base pressure of typically \( 1.5 \times 10^{-5} \) Pa (\( \sim 10^{-7} \) torr or mbar). Thus all materials of the Wollaston probe must be compatible with high-vacuum conditions, ruling out certain polymers and epoxies. The third challenge is the very high magnetic fields present near the final lens of the TEM, of the order of 0.1 - 1 Tesla. This requires that the Wollaston probe be free of all magnetic materials, which could be torn off of the sample holder and collide with a lens. A related concern is the Lorentz forces exerted on a Wollaston wire. Experience has shown that a Wollaston wire with good pretension is not affected by Lorentz forces as long as the TEM lens is in low-magnification mode, but in the high-magnification mode, the Lorentz forces are strong enough to destroy the Wollaston wire if any current is
flowing. Thus, as a precaution the Wollaston wire is short circuited to itself whenever the TEM is operated in the high-magnification mode.

5.4 Thermal resistance measurements using the Wollaston wire probe

5.4.1 Experimental procedure to measure thermal conductivity

Mounting the Wollaston probe, powder source, and sample

The first step in preparing for a Wollaston wire measurement inside the TEM (Fig. 5-4) is to mount the Wollaston probe, sample, and powder source for in-situ contact deposition (described later). First, the wire supporting the powder source is soldered to part of the TEM sample holder frame. This is primarily for mechanical support, although there may also be some benefit in grounding the powder source in order to prevent charging effects. Next the powder source is gently filled with precursor powder. Then, the gold wire attached to the Wollaston wire probe is inserted into its cylindrical sleeve at the far end of the sample holder frame. The two leads from the probe are carefully soldered to the appropriate electrodes on the frame. Excess heating from the soldering iron appeared to result in loss of pretension in the Wollaston wire in several trials, especially when the Wollaston wire was mounted on a quartz substrate thinner than the usual 500 µm. Finally, the sample itself is mounted. The sample consists of a single NW that was previously attached to the sharp end of a gold wire. In most cases the gold wire has already been etched down to a very sharp point for use as a scanning tunneling microscope (STM) tip, but adequate results may also be possible simply by using scissors to cut a sharp end on gold wire. This gold probe wire is then attached to the xyz piezoelectric manipulator that is built in to this TEM holder.

Instrumentation

The existing TEM sample holder has 4 auxiliary electrodes in addition to the electrode on the STM tip. This would permit 4-point electrical measurements of the Wollaston wire, but for simplicity in the current experiments we limit ourselves to 2 point measurements. The typical lead resistances are several ohms, which represents an important correction for some of the Wollaston wires, whose resistances range from about 30 - 300 Ω depending on material and geometry. A homemade cable and breakout box are used to access the necessary electrical leads for our measurements, but by setting the appropriate switches, full control can be reverted to the manufacturer’s hardware.
The basic circuit used for Wollaston wire thermal measurements is depicted in Fig. 5-8(a). An AC voltage source, such as the reference signal from a lock-in amplifier, is used to drive the circuit. A ballast resistance, typically 1000 Ω, is often used so that the voltage source behaves like a current source. A lock-in amplifier is used to measure the resulting voltage drop across the Wollaston wire, including the effects of lead resistances. Finally, for precise current measurements, an optional second lock-in amplifier can be used to measure the voltage drop across a 10.00 Ω standard resistor. Alternatively, the current can be estimated from the magnitude of the source voltage and an estimate for the total resistance of the circuit. For experiments where the total circuit resistance is dominated by the well-known ballast resistance, this should be a good estimate. The experiment is most conveniently performed at frequencies slower than the characteristic longitudinal diffusion frequency of the Wollaston wire. For example, operating at 0.5 Hz for the typical 2 mm long Wollaston wire ensures the low-frequency limiting behavior of Eq. (5-12). On the other hand, the high frequency limit of Eq. (5-13) is also sometimes useful. For example, operating at 102 kHz (the limit of our SR830 lock-in amplifier) is much faster than the mechanical resonance of the Wollaston wire, ensuring that there is very little lateral displacement due to Lorentz forces. This is particularly important in the high magnification mode, because the local magnetic fields seem to be much stronger and could easily cause a Wollaston wire to go slack.

**Checking the mechanical stability**

After inserting the sample holder into the TEM and reaching base pressure, a few preliminary checks are in order prior to beginning thermal experiments. The most important issue is to confirm that the Wollaston wire retains adequate pretension. To check this, the magnitude of the thermally-driven displacement can be estimated. Several values of drive voltage are set, covering the expected range of the experiment. For each drive voltage, the peak-to-peak lateral displacement of the Wollaston wire is estimated by observing it in the low-magnification mode of the TEM. The average temperature rise can be estimated from the guideline of Eq. (5-25). A plot of displacement versus temperature yields an estimate for a thermal displacement coefficient in units of nm/K. Experience has shown that the best Wollaston wire probes so far respond at about 5 nm/K, while bad probes exhibit thermal expansion of around 100 nm/K or worse.

If the thermal expansion is adequately small, it is also appropriate to check for thermal vibrations at very high magnification. This should be done with zero current and the Wollaston wire shorted to itself for additional security. In a slack Wollaston wire it is impossible to image the Wollaston wire at high resolution, not only due to its thermal vibrations but also because the focal spot of the electron beam tends to “push” the Wollaston wire around when the beam is focused near the wire. The origin of this lateral force is unclear. However, we believe the displacement is real, and not some artifact of the electron
Figure 5-8. Circuit diagrams for measuring the thermoelectric properties of a single nanowire with a Wollaston wire probe inside a TEM. (a) Thermal resistance of the NW. (b) Electrical resistance of the NW. (c) Seebeck coefficient of the NW. By using knowledge of the source voltage and assuming that the electrical resistances obey $R_{NW} \gg R_{Ballast} \gg R_{Woll}$, the optional secondary equipment can be omitted (see text).
Figure 5-9. Preliminary thermal measurements of a ZnO nanobelt using a Wollaston wire probe inside a TEM. (a) Baseline thermal response of a bare Wollaston wire. (b) Preliminary thermal resistance data for an individual ZnO nanobelt. The three curves correspond to three different trials with different lengths of the same nanobelt, and show that the non-repeatable contact resistance dominates the measurement.

5.4.2 Preliminary measurements of thermal conductivity

Representative preliminary data are shown in Fig. 5-9 for measurements of the thermal conductance of a ZnO nanobelt using a 3 μm diameter Wollaston wire. First the bare Wollaston wire is calibrated by itself (uppermost line). Several driving currents were chosen to give a temperature rise of up to approximately 25 K. By measuring the changes in electrical resistance and dividing by the temperature coefficient of resistivity, the average temperature rise of the Wollaston wire was determined. The slope of temperature versus power input gives the thermal resistance of the Wollaston wire according to Eq. (5-14),
\[ R_{th, WALL} = 8 \left( \frac{\partial \phi}{\partial Q_{avg}} \right)_{no \ NW, \ \omega \to 0} \]  

(5-65)

while in the high frequency limit the factor of 8 should be replaced by 12.

Next a ZnO nanobelt of \( \sim 3 \) \( \mu \)m width but uncertain thickness (very likely < 100 nm) was brought into contact with the Wollaston wire. In contrast to the usual configuration of end contact, here it was the side of the nanobelt that was contacted to the Wollaston wire by bringing the belt down from above. With the belt in contact a new \( \theta-Q \) curve was measured. The slope of the new curve was normalized by the slope of the uncontacted Wollaston wire \( \theta-Q \) curve to calculate \( \phi \) from Eq. (5-15), and then finally the thermal resistance of the nanobelt was estimated from Eq. (5-17) or (5-18).

Because no special measures were taken to improve the quality of the thermal contacts in this set of experiments, the results were not repeatable when the contact was broken and remade. The middle curve corresponds to an approximately 14 \( \mu \)m length of ZnO, with a calculated thermal resistance (including contacts) of \( 4.8 \times 10^6 \) K/W. The curve above corresponds to doubling the length of nanobelt to about 29 \( \mu \)m, but the calculated thermal resistance increased by about a factor of 5, to \( 2.4 \times 10^7 \) K/W. However, the lowermost curve corresponds to an even longer length of about 45 \( \mu \)m, but has the lowest thermal resistance of \( 2.8 \times 10^6 \) K/W. These data show that the contact resistances must be the dominant contribution to the total thermal resistance, and vary greatly from trial to trial whenever the nanobelt was removed and then replaced on the Wollaston wire. Clearly, the thermal contact resistance must be improved.

5.5 Electrical conductance measurements using the Wollaston wire probe

5.5.1 Experimental procedure to measure electrical conductivity

The same “T” shaped configuration used to measure the thermal conductance of a NW can also be used to measure its electrical conductance. The electrical measurement is considerably simpler than the thermal measurement. As shown in Fig. 5-8(b), a DC or AC current is passed in one end of the Wollaston wire, through the NW, and then out from the cold sink. The current may be measured with an ammeter, or determined from the voltage drop across the 10.00 \( \Omega \) standard resistor. Because the electrical resistance of a single NW is expected to be tens of k\( \Omega \) if not much larger, the resistance of the rest of the circuit can often be neglected in comparison to the resistance of the NW. In this limit the voltage across the nanowire is taken to be the same as the voltage of the DC or AC source.
assumption is easily checked for self-consistency in any data set and turns out to be appropriate for our measurements so far. Of course, it would be better to use a second voltmeter to measure the voltage across the NW directly.

### 5.6 Seebeck measurements using the Wollaston wire probe

Calculations of the Seebeck coefficient require measurements of both the voltage and temperature differences across the NW. In conventional macro-scale experiments this is readily achieved with separate temperature probes and voltage probes at each end of a sample. However, for single-NW measurements it would be very difficult to make more than one contact at each end of the NW. Shi *et al.*
Figure 5-11. Preliminary Seebeck measurements using a Wollaston wire probe. (a) Measurement circuit. (b) Evolution of current, junction temperature, and voltage when the current is suddenly turned off. (c) Proof-of-concept data taken in a benchtop experiment for a millimeter-scale thermocouple (type K: chromel-alumel). (d) Preliminary data for a single carbon nanotube taken with the Wollaston wire probe. Although the decay signal is clearly resolved, the Seebeck coefficient cannot be estimated quantitatively because of the large thermal contact resistance.

[2] addressed this problem by microfabricating a heater/thermometer and a voltage probe at the platforms on either end of the NW, with a total of 10 electrical leads.

The Wollaston wire probe used in this work (Fig. 5-4) includes only 3 electrical leads and is simpler than the Shi et al. system. However, with some additional assumptions, the Seebeck coefficient can still be measured by a technique similar to Harman’s method [21]. A key concept is that each measurement is a sequence of two steps, and so by multiplexing the measurement in time we can essentially double the functionality of the leads.
In the first step, a NW is touched to the midpoint of the Wollaston wire and a DC current is passed through the Wollaston wire [Figs 5-11(a,b)]. From the thermal analysis described above (Eq. 5-4), the temperature \( \theta_{j0} \) at the NW-Wollaston wire junction is

\[
\theta_{j0}(\gamma) = \left( \frac{I^2 R_{e0} L}{8kS} \right) \left( 1 - \frac{1}{1 + \gamma^{-1}} \right). \tag{5-66}
\]

where all quantities on the right-hand side are known from calibration and earlier measurements. This NW-Wollaston wire junction is also one junction of a thermocouple formed between the Wollaston wire and the NW. The voltage \( \Delta V \) measured between the STM tip and either end of the Wollaston wire contains both an Ohmic term and a Seebeck voltage:

\[
\Delta V = \frac{1}{2} I R_{e0} + (\theta_{j0} - \theta_{\infty}) (S_{Woll} - S_{NW}) \tag{5-67}
\]

where \( \theta_{\infty} \) is the temperature of the surrounding environment, including the STM and the ends of the Wollaston wire.

In the second step, the electrical current is set to zero. Now the voltage difference decays according to

\[
\Delta V(t) = (\theta_{j}(t) - \theta_{\infty}) (S_{Woll} - S_{NW}). \tag{5-68}
\]

As the heat flows out of the Wollaston wire, the temperature difference \( (\theta_{j} - \theta_{\infty}) \) decays to zero in an approximately exponential fashion. Importantly, the timescale of this decay is determined by the thermal diffusion time along the length of the Wollaston wire [Eq. (5-8)], and not by the diameter of the Wollaston wire or length of the nanowire. For a typical Wollaston wire probe made from platinum and 2 mm long, \( \tau \approx 160 \text{ ms} \). This is slow enough that the transient can be measured with reasonable accuracy, using, for example, a nanovoltmeter. In principle the microfabricated “T” platform of Fujii et al. could also measure the Seebeck coefficient using this technique, but would require much faster instrumentation because the thermal diffusion time for a 6 \( \mu \text{m} \) long Pt heater is only around 1 \( \mu \text{s} \). Although Eq. (5-68) could be combined with a solution of the transient heat conduction equation to fit the entire voltage transient, it is simpler to measure only the magnitude of the voltage decay:

\[
\Delta V_{trans} = (\theta_{j0} - \theta_{\infty}) (S_{Woll} - S_{NW}) \tag{5-69}
\]

Assuming that the Seebeck coefficient of the Wollaston wire is known (from handbook values or previous calibration), the only unknown is the NW Seebeck coefficient.

This technique, which has not been reported previously, depends on several assumptions and has several limitations. The greatest difficulty is that good thermal and electrical contacts are required for
quantitative measurements. In addition, previous measurements or estimates of \( \gamma \) are necessary, though this method actually works better in the common limit of large \( R_{th,NW} \) because \( \theta_{ji} \) becomes independent of \( \gamma \) for \( \gamma << 1 \). The duration of the transient decay is brief enough that some care is necessary in the instrumentation, though this is not a major problem.

**5.6.1 Experimental procedure to measure Seebeck coefficient**

The circuit of Fig. 5-8(c) can be used to measure the Seebeck coefficient of a NW. A function generator is used to generate a square wave with DC offset equal to the amplitude. Thus, the current is some constant \( I_0 \) during the first half of the period, and zero during the second half of the period. The period is typically around 10-20 s, chosen to be much longer than the thermal decay time \( \tau \). The nanovoltmeter monitors the voltage between the STM/cold sink and one end of the Wollaston wire, as described in Eq. (5-67). A program was written in Labview to average many transients of the nanovoltmeter data and obtain time resolution as fine as approximately 10 ms.

**5.6.2 Preliminary measurements of Seebeck coefficient**

Because this is a new technique, to prove the concept a benchtop experiment was performed using macro-sized type-K thermocouple wire. The voltage decay curve is shown in Fig. 5-11(c). It is important to measure the voltage decay to whatever the constant asymptote value is, even if this is not actually zero. Non-zero asymptotes are most likely due to static thermoelectric voltages elsewhere in the circuit, and as such only add a constant offset term to the analysis of Eqs. (5-67) - (5-69). Non-zero asymptotes would also occur if the function generator voltage at “zero” has an offset. Because the heating is proportional to the square of this off-state current, small residual currents will have a negligible impact on the off-state temperature. This argument has been confirmed experimentally for several values of the off-state current. For the data shown in Fig. 5-11(c), the magnitude of the voltage decay is 167 \( \mu \)V. The thermal analysis described above was used to estimate the corresponding temperature decay of the junction as \( (\theta_{ji}-\theta_{in})=4.25 \) K. The implied Seebeck coefficient is then 39.2 \( \mu \)V/K, which is within 4% of the nominal value of 40.7 \( \mu \)V/K, validating the basic approach.

A preliminary attempt to measure the Seebeck coefficient of a CNT is shown in Fig. 5-11(d). The voltage and temperature decay is only about 2 \( \mu \)V over about 1 second, but is still resolved adequately by the nanovoltmeter. However, these data cannot be interpreted quantitatively because this experiment had a large thermal contact resistance, and so we do not know how much of the measured temperature drop occurred across the CNT and how much across the contact resistance.
5.7 Improving the thermal contact resistance through electron-beam induced deposition (EBID)

The above discussion has shown that poor electrical and thermal contacts are a great challenge to quantitative thermoelectric measurements of individual NWs. NW measurement schemes that place a NW in contact with a prefabricated metal contact, such as the Shi et al. and Fujii et al. platforms and the Wollaston wire probe described in this chapter, are likely to have large electrical and thermal contact resistances unless special care is taken. To reduce these resistances, it is common to deposit additional material around the two endpoints of the NW where it meets the contacts. This is usually achieved by local chemical vapor deposition (CVD), where a focused beam of energy (ions, electrons, or photons) induces vapors of a precursor molecule to deposit locally as a solid. When the energy source is ions, the process is known as focused ion beam (FIB) deposition. When the energy source is electrons, the process is commonly known as electron-beam induced deposition (EBID). A laser beam can also be used. Because many single-NW experiments involve some fabrication steps inside an SEM and/or TEM, EBID is a natural choice for local CVD because the electron beam is already present. FIB deposition, on the other hand, requires additional hardware. In this thesis, EBID was implemented in the high-resolution TEM at Boston College. Although amorphous carbon was deposited in the preliminary experiments, this was found to give unreliable contacts, and so subsequent work focused on EBID of tungsten.

5.7.1 EBID of carbon

The vacuum chambers used in SEM and TEM often contain significant levels of residual organic vapors even at the operating pressures of $\sim 10^{-5} \text{ Pa} \sim 10^{-5} \text{ torr or mbar}$. These organics are a natural precursor for the simplest form of EBID, the local deposition of amorphous carbon. This is the first form of contact improvement implemented by Shi et al., and is still in use [1-6]. However, our attempts at EBID of carbon inside the TEM met with mixed results. The greatest problem was that the carbon deposition rate varied greatly from trial to trial. In some cases the deposition rate was virtually zero, while in other cases the deposition was very fast (several nm/s). Sometimes a faster deposition rate could be elicited by applying a small drop of alcohol near the sample immediately prior to inserting it into the TEM vacuum chamber, but even this technique would often fail to lead to carbon deposition. Another problem is that the carbon was amorphous and often resulted in nonlinear I-V curves with very high resistivity. Previous experience from the Boston College group showed that such amorphous carbon deposits could often be “annealed” by passing an electrical current [22]. This treatment commonly resulted in linear I-V curves, much lower electrical resistance, and a graphitic crystal structure as imaged by the TEM [22]. However, this approach requires current to be passed through the contact region, and
Figure 5-12. Electron-beam induced deposition (EBID) of tungsten inside a TEM. (a) Basic deposition process. W(CO)₆ powder is loaded in a small holder. The powder sublimes inside the TEM, and where the electron beam strikes the vapor, solid W+C deposits and CO vapor is pumped away. (b) An arbitrary pattern (“RLE MIT”) written by manually rastering the TEM focus spot. Inset: Linewidths as small as 15 nm are possible. (c) EBID tungsten at the junction between a Wollaston wire and a silicon nanowire. (d) The same junction after pulling on the nanowire to failure. The EBID joint was stronger than the nanowire itself.

Thus is limited to electrically-conducting NWs. Furthermore, because it is difficult to ensure that adequate carbon can be deposited in any given trial, and the electrical and thermal resistances of these contacts may still be larger than what can be achieved with metal, EBID of metals is preferred.

5.7.2 EBID of metals

Deposition of metals using an electron beam may be less well-known than deposition using an ion beam, but the materials and principles are similar. Common precursor materials include tungsten hexacarbonyl [W(CO)₆, CAS#14040-11-0], (trimethyl)methyl-cyclopentadienyl-platinum(IV) [(CH₃)₃(CH₅C₅H₄)Pt, CAS#94442-22-5], iron pentacarbonyl [Fe(CO)₅], and gold [PF₃AuCl]. These precursors are usually solid powders at standard temperature and pressure, but with a high vapor pressure [~10 Pa (~0.1 mm Hg) for W(CO)₆ at 300 K]. Literature precedents show that both SEMs and TEMs can
be modified for EBID deposition, and include the creation of a variety of arbitrary shapes in two and three-dimensions [23-27]. Most prior work reports the addition of a separate chamber to store the precursor powder, along with valves, tubing, and possible temperature control to better manage the flow of precursor vapors. However, the work in this thesis follows a few other reports of a much simpler implementation, omitting the extra vacuum hardware and simply placing a small, open vessel of powder within a few millimeters of the sample, inside the TEM. The design of the powder holder is described in more detail below.

Using this system inside the Boston College TEM, we were able to deposit various tungsten shapes with feature sizes as small as 15 nm (Fig. 5-12). In a typical experiment, a charge of about 1 mm$^3$ of tungsten hexacarbonyl powder was located about 1-2 mm away from the sample. By focusing the electron beam down to a diameter of about 30-100 nm, tungsten deposition progressed at a fairly rapid rate of several nm/s. The location of the irradiated region was scanned manually using the beam shift controls, tracing out various patterns. This process of tracing out shapes could be automated in systems with scanning TEM (STEM) capability. The sublimation rate of the powder was such that the initial rapid deposition rate persisted for tens of minutes, then gradually slowed down to zero. In most cases deposition ceased after about 30-60 minutes. Energy-dispersive x-ray spectroscopy of the resulting deposits confirmed that they contain both tungsten and carbon. Electrical measurements of one deposit showed an ohmic $I-V$ curve with a resistivity estimated very roughly as 9000 $\mu\Omega$-cm, compared to about 5 $\mu\Omega$-cm for bulk tungsten. Thermal measurements of another deposit suggested a thermal conductivity of the order of 1 W/mK, compared to about 170 W/mK for bulk tungsten.

### 5.7.3 Powder source for EBID of metals

Most traditional systems with EBID or FIB deposition have special vacuum hardware to control the flow rate of precursor vapors near the sample region. Because it was not practical to make such extensive modifications to the existing TEM, a much simpler system comprising a small, open container of powder was used. Initial trials used a piece of fine glass capillary tubing (about 300 $\mu$m inner diameter and a few mm long), coated with conducting epoxy to eliminate charging effects from the electron beam. However, this was difficult to load with powder, and the powder charge typically ran out within just a few minutes of inserting the powder container into the TEM. Stainless steel tubing and/or needles are available in a wide range of appropriate sizes, but unfortunately the various pieces tested all had enough residual magnetism to be a risk if inserted close to the TEM lenses. Heat treating the stainless steel reduced the magnetism significantly, but not enough to be judged safe for the TEM. Aluminum and brass are non-magnetic, but the smallest standard tubing available is 1.59 mm (1/16 inch) in outer diameter, too large for the allowed space. Finally, adequate powder holders were created by rolling small pieces of
aluminum foil into cylinders or cones, and sealing with small amounts of silver epoxy as appropriate. A
typical foil vessel is a cylinder 1 mm in diameter and 2 mm long, closed at one end. The other end is left
open while filling with powder and then crimped partway shut, leaving an orifice about 100-200 \( \mu \text{m} \)
diameter pointed towards the sample about 1-2 mm away. This foil technique has the advantages of ease
of manufacture, arbitrary shapes and sizes, a very thin wall resulting in maximum powder volume, and
good vacuum, electric, and magnetic properties. However, the foil vessels are difficult to seal well and
can only be reused a few times before they fail.

5.8 Summary

This portion of the thesis presented a new type of probe for thermoelectric measurements of
single nanowires and nanotubes, including thermal resistance, electrical resistance, and Seebeck
coefficient. Because this probe is based on commercially-available Wollaston wire, it is easier to
fabricate than previously-reported probes based on microfabrication. The new probe also has the
potential to be more than an order of magnitude more sensitive than the previously reported probes.
Detailed thermal and mechanical design calculations also reveal some limitations of the new probe,
including: the nonlinear relationship between temperature rise and nanowire thermal resistance; the need
to pretension the Wollaston wire to avoid problems from thermal vibrations and thermal expansion; and
the likely impact of thermal contact and spreading resistances. The Wollaston wire probe has been
implemented inside of a high-resolution TEM with a built-in STM manipulator. This introduces the
challenges of high vacuum and strong magnetic fields, but brings the benefits of atomic-level imaging and
rapid sample selection. Preliminary experiments have measured the thermal resistance, electrical
resistance, and Seebeck coefficient of various samples including a carbon nanotube and ZnO nanobelt,
but in most cases the data is qualitative rather than quantitative due to the large and uncertain thermal
contact resistance. To improve the contacts the TEM sample holder was modified to facilitate electron-
beam induced deposition (EBID) of tungsten from an organo-metallic precursor powder, similar to
approaches reported previously for the measurement probes based on microfabrication. Our preliminary
attempts at EBID succeeded in patterning arbitrary two-dimensional shapes with linewidths as small as 15
nm. Local EBID at either end of a nanowire/nanotube has been shown to greatly increase the contact
area, and in fact to be mechanically stronger than the nanowire itself.

Future work on this project will combine the EBID technique with the thermoelectric
measurements to overcome the problem of thermal contact resistance. Then this project will move into its
most productive phase: the high-throughput measurement of thermoelectric properties of many different
nanowires and nanotubes. One early goal will be to measure the thermal resistance of a multi-walled
carbon nanotube as a function of the number of walls, by using electric current to controllably burn off the outermost walls one at a time.
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Chapter 6: Summary and Future Directions

6.1 Summary

This thesis has made several contributions towards better modeling and measurements of the thermal properties of nanowires and nanotubes, summarized below.

Chapter 2 dealt with phonons as waves, and the quantum effects of confining them in nanostructures. The traditional Debye-Einstein model for three-dimensional phonons was generalized to lower dimensions, resulting in a simple model for the specific heat with few parameters, all of which can be extracted from bulk properties. To test this model the specific heat of TiO$_2$ (anatase) nanotubes with 2.6 nm wall thickness was measured down to 1.4 K. Although the interpretation of the experimental data was complicated by possible contamination of the nanotubes by ice, overall the model and experiment are in good agreement above about 2.5 K, including enhancements in the nanotube specific heat by more than a factor of 3 compared to bulk. These are the first specific heat measurements on non-carbon nanotubes. The most important conclusion of this chapter was to confirm that quantum / wave effects on thermal properties can be neglected as long as the characteristic thermal wavelength is smaller than the size of the nanostructure. The phonon wavelength at room temperature is only about 1-2 nm for most practical materials, suggesting that quantum / wave effects on the thermal conductivity and specific heat may be neglected at room temperature and above for most nanostructures larger than about 5 nm. Although a few individual phonon modes may still be affected by quantum confinement, these effects are averaged out because the thermal conductivity and specific heat are based on an integration over all of the modes.

Chapter 3 began by analyzing the transition from quantum to classical behavior, considering both nanostructure size and roughness. Kinetic theory and Matthiessen’s rule were then used to model the reductions in thermal conductivity due to boundary scattering in nanowires and superlattice nanowires. With no adjustable parameters, the model agrees well with available thermal conductivity data for nanowires of diameters ranging from about 60-115 nm [1], including thermal conductivities 1000 times smaller than bulk.

Considerable care in the modeling was necessary to give good results with minimal complexity. For example, we approximated the experimentally-determined phonon dispersion relations with the Born-von Karman model rather than the Debye model. Although both models use the same input parameters, namely sound velocity and atomic number density, the Born-von Karman model is much better than the Debye model at capturing the high-frequency rolloff in the dispersion relation. As a result, when boundary scattering is dominant, the Born-von Karman model gives much better results for high-
temperature thermal conductivity, typically within 10-20% of experimental values. The Debye model, on the other hand, overpredicts the same experimental thermal conductivity by a factor of 2 or more [2]. This chapter also illustrated the importance of accounting for the frequency dependence of the bulk mean free paths. Neglecting the frequency dependence can also lead to large overpredictions of the experimentally measured thermal conductivity.

Chapter 3 also established the concept of a distribution function for the thermal conductivity per unit mean free path. These distributions depict the full range of mean free paths that are important for carrying the heat in bulk and in nanostructures. Long mean free paths play a more important role in heat transfer than may be commonly realized. For example, in bulk silicon at room temperature it is important to consider mean free paths ranging from about 90 nm up to about 12 μm. This range spans over 2 orders of magnitude, and includes mean free paths that are much longer than the naive estimate of about 5 nm or the traditional average value of about 200-300 nm.

Chapter 4 improved and extended the existing “3ω” methods for measurements of thermal properties. In the traditional 3ω methods, an electrical current at frequency ω is used to drive a resistive heater. The resulting voltage signal includes a small contribution at the third harmonic, 3ω, which can be related to the thermal properties of the system. Using both analysis and experiments, this thesis showed that the thermal properties can also be related to the voltages at the second harmonic (2ω) and first harmonic (1ω). Additional analysis and experiments showed that a simple correction factor can be used to reconcile the widespread current-source analyses with the more common voltage-source experiments. This correction appears to have been ignored previously in the literature. Although the 3ω method is still recommended for most situations, the newly identified 1ω method should be simpler to implement, and may be advantageous for studying the thermal dynamics of nanoscale systems.

Chapter 5 presented the detailed thermal and mechanical design of a new probe to measure the thermoelectric properties of individual nanowires and nanotubes inside a TEM. The probe, based on commercially-available Wollaston wire, is easier to fabricate and potentially more sensitive than the microfabricated measurement platforms previously reported in the literature. By analyzing various signals, the probe can measure the thermal conductivity, electrical conductivity, and Seebeck coefficient. Although the preliminary thermoelectric data obtained in this thesis proves the concept, it is not quantitative because of the large and non-repeatable thermal contact resistances at the ends of the nanowire or nanotube. To overcome this problem the TEM sample holder is being modified for local electron beam-induced deposition of metals from a metallorganic precursor vapor such as tungsten carbonyl. By manually scanning the electron beam, this technique was used to pattern arbitrary shapes
with line widths as small as 15 nm. The metal bonds have proven to give stronger, more reliable contacts than our previous approach using amorphous carbon.

6.2 Future Directions

This thesis points towards several research directions which may be worthy of further effort.

(a) Thermoelectric measurements of single nanowires and nanotubes

The Wollaston wire probe described in Chapter 5 is nearly complete. The final step is to incorporate the local metal deposition process with the thermoelectric measurements. It is hoped that this will then enable high-throughput thermoelectric measurements of a wide range of nanowires and nanotubes. This is important to build up a broader set of experimental data than is currently available in the literature. One interesting experiment will be to measure the thermal conductivity of a multi-walled carbon nanotube as a function of the number of walls. It will also be important to study the effect of making contacts at the end of the nanotube compared to the nanotube sidewall. Another important objective is to measure $ZT$ for various thermoelectric nanowires, with the hope of observing the largest $ZT$ ever reported.

(b) Thermal conductivity distribution functions

The distribution functions for the thermal conductivity per unit mean free path presented in Chapter 3 made certain assumptions about the dispersion relation and phonon scattering laws, but other assumptions are possible. It would be interesting to repeat this analysis with different assumptions, to learn how sensitive the distribution functions are to the input assumptions. It would also be interesting to compare these analytical curves with some analogous distribution functions obtained from molecular dynamics [3].

(c) Thermal conductivity of silicon nanowires below 40 nm diameter

Although our classical model for nanowire thermal conductivity is in good agreement with available experiments for diameters above 50 nm and temperatures down to about 20 K, there are large disagreements between the model and the only available measurements of smaller Si nanowires (37 and 22 nm) [1]. The data reported for the 22 nm diameter nanowire in particular show a thermal conductivity dependence that is linearly proportional to temperature $T$, whereas in our model the conductivity is proportional to $T^3$ in this temperature range. The usual interpretation of this exponent is that it tracks the low-temperature specific heat; however, the work in Chapter 2 of this thesis showed that the specific heat
of a 22 nm Si nanowire should clearly be in the $T^3$ regime over this range of temperatures. To the best of my knowledge no other theory in the literature has been able to explain the $T^1$ trend either for these nanowires. Therefore, we can conclude that the thermal conductivity of Si nanowires below about 40 nm is still not well understood. More experimental data are necessary, and it is hoped that the Wollaston wire probe will be able to contribute here for nanowires made of silicon as well as many other material systems. If the $T^1$ trend is confirmed experimentally, then several fundamental aspects of the modeling will have to be reconsidered.
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