Multiple Access Protocols for
Multichannel Communication Systems
by
Serena Chan

S.B. Computer Science and Engineering
Massachusetts Institute of Technology, 1999

Submitted to the Department of Electrical Engineering and Computer
Science
in partial fulfillment of the requirements for the degree of

Master of Engineering in Electrical Engineering and Computer Science
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
June 2000
(© Copyright Serena Chan 2000. All rights reserved.

The author hereby grants to MIT permission to reproduce and

BARKER
distribute publicly paper and electronic copies of this thesis and to
grant others the right to do so. MASS%?%E&H(?L%\I T
JUL 11 2001
LIBRARIES

Author _ P
Department of Electrical Engineering and Computer Science
N N ’ May 17, 2000

Certified by. ..

N . e e
Professor Vincent W.S. Chan

Director, EECS Laboratory for-frfgrmation and Decision Systems
- s AL "Supewlsor

Accepted by .. .. >/&
" Arthur C. Smith

Chairman, Department Committee on Graduate Theses



Multiple Access Protocols for
Multichannel Communication Systems
by
Serena Chan

Submitted to the Department of Electrical Engineering and Computer Science
on May 17, 2000, in partial fulfillment of the
requirements for the degree of
Master of Engineering in Electrical Engineering and Computer Science

Abstract

System architecture design, evaluation, and optimization are key issues to developing
communication systems that meet the requirements of today and expectations of the
future. In this thesis, we introduce the concept of multiple access communication
and the need to use efficient transmission techniques to expand both present and
future wireless communication networks. We will study two areas regarding multi-
ple access on multichannel communication systems. First, we describe fundamental
multiplexing techniques that we can build upon and investigate the performance of
different candidate architectures for the transmission of messages from bursty sources
on multiple channels. We will consider traditional protocols such as Time Division
Multiple Access (TDMA) and Slotted ALOHA (S-ALOHA) alongside a channelized
architecture, which is based on the idea of multiplexing by dividing total transmission
capacity into a fixed number of frequency channels. We develop mathematical models
that describe the overall delay for sending large messages of a fixed length arriving
from bursty sources and analyze their performances.

We will make real-world parameter assumptions in the context of wireless net-
works and analyze the performance to develop intuition about the effectiveness of the
different architectures. Second, we will investigate channel capacity allocation among
mixed traffic, i.e., multiple classes of users. We will consider a first-come first-serve
(FCFS) access strategy, a nonpreemptive priority scheme, a preemptive resume prior-
ity scheme, and several channel capacity allocation schemes. We develop models that
describe the overall delay for sending messages and analyze their performance. Our
focus will concentrate on two classes of users. This scenario is typical of classes of
users with small and large messages to transmit. present quantitative results by mak-
ing real-world parameter assumptions in the context of wireless networks and analyze
the performance to develop intuition about the effectiveness of each architecture.

Thesis Supervisor: Professor Vincent W.S. Chan
Title: Director, EECS Laboratory for Information and Decision Systems
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Chapter 1

Multiple Access Communication

1.1 Introduction

Next generation wireless networks are envisioned to support high data rates and mul-
timedia traffic using packet oriented transport. Data calls can arise from various
platform types having different mobility characteristics. Cellular communication sys-
tems are now being designed to support data transmission in addition to voice calls.
Thus, the integration of voice and data combines two types of services of very differ-
ent characteristics, one bursty and unscheduled, the other constant or variable rate
streams. Multimedia clients may operate in different modes - (1) streaming (e.g.,
voice/video only), (2) bursty data only, or (3) both. The design of efficient and ro-
bust wireless media access protocols and the evaluation of their performance are key
technical issues to be addressed for future wireless networks.

High capacity wireless networks can be realized by either assigning a single wide-
band channel or by using multiple narrow band channels. The latter approach is
necessary when contiguous wide bandwidth spectrum is not available or channeliza-
tion within a band is mandated. In a multichannel system, a user can transmit on
any of these channels during idle times between voice calls to transmit data calls.
This concept is based on different attributes of voice and data services. A delay of
voice service in cellular communication network of 100ms will be recognizable and
irritating to the user, but a small amount of delay for the data users is not crucial.

The future success of mobile communications depends on its ability to efficiently
accommodate integrated traffic and service a variety of applications and communi-
cation sources with different quality of service requirements. It is essential to use
efficient algorithms to support integrated services such that the Quality of Service
(QoS) requirements of the various types of applications are met.



Muitiple Access Protocols

| |

Fixed Access {Conflict-free) Random Access {Contention)
Static Allocation Dynamic Allocation Repeated Random Access Random Access with Reservation
{Fixed Assignment) (Demand Assignment)
FDMA Polling ALOHA Inplicit Reservation
TDMA Token Passing S-ALOHA Explicit Reservation

Figure 1-1: Classification of Multiple Access Protocols

1.2 Multiple Access Communication

Multiple access communication involves the sharing of a communication channel be-
tween a multiplicity of users. A difficult problem arises when each user communicates
infrequently and sporadically, which is typical for bursty computer communications.
Multiple access protocols are channel allocation schemes that encompass desirable
performance characteristics. Multiple access protocols can be subdivided into fixed
access and random protocols. Figure 1-1 illustrates this classification [34]. Fixed
access (or conflict-free) protocols ensure that whenever a transmission is made on
error-free channels, it will not be interfered by another transmission, and thus is suc-
cessful. Conflict-free transmission can be achieved by allocating the channel to the
users either statically or dynamically. Channel resources can be divided in terms of
time, frequency, or some combination of time and frequency. With Time Division
Multiple Access (TDMA), the channel can be divided by providing the entire fre-
quency range (bandwidth) to a single user for a fraction of the time. With Frequency
Division Multiple Access (FDMA), a fraction of the frequency range is given to ev-
ery user upon call set-up until transmission is over and the channel is relinquished.
Code Division Multiple Access (CDMA) is another multiple access technique which
places all users on the same frequency spectrum at the same time. Each user is then
identified on the channel with a unique code.

A system employing random access (or contention) protocols allows users to access
the channel at any time. However, this can result in colliding transmissions where
the conflicts need to be resolved. As shown in Figure 1-1, contention protocols can be
categorized into two classes, repeated random protocols and random protocols with
reservation. Under random protocols with reservation, a user’s initial transmission

10



uses a random access method to gain access to the channel. Subsequent transmissions
of that user are then scheduled until there is nothing more to send. Reservations are
further classified as implicit and explicit reservations. The implicit reservation scheme
does not use any reservation packets while a short reservation packet is used to request
transmission at scheduled times in explicit reservation schemes.

1.3 Fixed Access Protocols

Fixed access protocols are designed to ensure that a transmission, whenever made,
is not interfered by any other transmission and is therefore successful. Guaranteed
transmission is achieved by allocating resources to users without any overlap. An
important advantage of conflict-free access protocols is the ability to ensure fairness
among users and the ability to control the packet delay - a feature that may be
essential in real-time applications.

The two most well known protocols in this class are the Frequency Division Mul-
tiple Access (FDMA) in which a fraction of the frequency bandwidth is allocated to
every user all the time, and the Time Division Multiple Access (TDMA) in which
the entire bandwidth is used by each user for a fraction of the time. In principle, no
overhead in the form of control messages is incurred in both the FDMA and TDMA
protocols. However, due to the static and fixed assignment, parts of the channel
resources might be idle even though some other users have data to transmit.

1.3.1 Frequency Division Multiple Access

With Frequency Division Multiple Access (FDMA), the entire available capacity of a
channel C is subdivided into K frequency bands each with rate % to serve a single
user. Figure 1-2 illustrates the implementation of FDMA on a channel with equal
capacity subchannels. Note that if users have uneven long term demands, it is pos-
sible to divide the frequency range unevenly, i.e., proportional to the demands. The
main advantage of FDMA is its simplicity. It does not require any coordination or
synchronization among the users since each can use its own frequency band without
interference. This protocol, however, wastes channel resources especially when one
user is idle. Other users cannot utilized an idle user’s share of the channel. For exam-
ple, if a user is using a communication system for bursty computer communications
at 1% duty cycle, the utility (efficiency) of the resources will be as low as 1%. An
additional disadvantage to the use of FDMA is the lack of flexibility or scalability
when it comes to adding additional users to the network.

11



Frequency
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Figure 1-2: FDMA Channel Allocation

The expected delay for the transmission of a message using FDMA is

- NL
XFrpma = ok (1.1)

assuming a channel of capacity C [bits/sec], message length of L [bits], N users and

ignoring queueing delay, i.e. an increasing arrival rate of messages. By applying

queueing theory, we can include the queueing delay to determine the total expected

wait time. For simplicity, we will use a M/D/1 queue, assuming fixed-length messages,

Poisson message arrivals and an infinite user buffer. The expected service rate for
1

this case is p = = —. We also assume that the users are given a predetermined
FD

frequency and transmit their messages only on that channel. Subsequently, the total
expected transmission delay is

A 1 e
Drpma = QM/D/l(R“» Y—**) + Xrpyma+2Tpp
FDMA

MX2ppara -
= — + X + 27T
20— "X rpaa) FDMA PD

AN?L? NL
- . AN L + — +2TPD7 (12)
C22 2Ly " C

where ) is the total message arrival rate of N users and Tpp is the propagation
delay. The propagation delay is defined as the time between the last transmitted bit
at the source and the time of the last received bit at the destination. The round-
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trip propagation delay is thus 27pp. See Appendix A for more information about
queueing theory and the Qs p/; formula.

1.3.2 Time Division Multiple Access

In Time Division Multiple Access (TDMA), the time axis is divided into time slots,
pre-assigned to the different users. Each user is allowed to transmit freely during its
assigned slot. During the allotted time slot the entire system resources are devoted
to that user. The slot assignments follow a predetermined pattern that repeats itself
periodically; each such period is called a cycle or a frame, as shown in Figure 1-3.
Thus each frame consists of a sequence of slots: slot 1, slot 2, ..., slot N. A user
occupies every Nth slot. The first user occupies slot 1, N + 1, 2N + 1, ...; the second
user occupies slots 2, N + 2, 2N + 2, ...; and so on.

To calculate the expected delay of sending a message using TDMA, we begin by
assuming that each user has messages of length L [bits] to send on a channel with
capacity C [bits/sec]. Messages are divided into packets of length {, [bits]. A ceiling
function is used to ensure that enough packets are used to transmit the entire message.
Within a frame of length T; = N7 [sec], a slot of duration 7 = % [sec] is given to

C
each user. Thus, the expected transmission time for a single user to send a message

of length L [bits] is

YTDMA = ((ZI;:‘] - 1)Tf + 7. (13)

Taking queueing delay into account, we can determine the total expected wait
time for transmitting a message. For simplicity, we will use a M/D/1 queue, assuming
fixed-length messages, Poisson message arrivals and an infinite user buffer. With an
assumption of fixed-length messages, Poisson message arrivals and an infinite use
buffer, we can model this case with a M/D/1 queue. The expected service rate for

Tf= NT I
Frame >t Frame
Users Users
oo Jal2]3fal..{nj2]2][3]af..]N| ...
> T Time

N Time Slots

Figure 1-3: TDMA Channel Allocation
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1
Xrpma

this case is p = . Subsequently, the total expected transmission delay is

T 1 —
Drpya = ?f + Qumypji(A, 1;—) + Xrpma+2Tpp

TDMA
NT /\XQTDMA —
= 4 L +X + 9T
9 2(1 — AXTDMA) TDMA PD
[E1-UN, L
NI M 4 2 ([ =N
= 2[) + ( ¢ C) + e C d + Ep + 2T’F’D7 (14)

(TEZ1-DN

2—2A(——+ %)
where X is the total message arrival rate of N users and Tpp is the propagation delay.
The T,Zi term is the expected amount of time it takes to reach the allotted time slot.

The round-trip propagation delay is denoted as 27pp.

1.4 Code Division Multiple Access

Code Division Multiple Access (CDMA) places all users onto the same frequency
spectrum at the same time, as shown in Figure 1-4. Each user is identified on the
channel with a unique code. This code is used at the transmitting site to encode the
traffic and it may also be used to spread it across the frequency spectrum. At the
receiver, the code is used to extract the user’s data.

In concept, CDMA is intended to provide more capacity than FDMA or TDMA as
well as allow a graceful degradation of the channel performance as more users enter a
cell and use the spectrum. In actual practice, CDMA is quite complex and some of the
concepts, while attractive on paper, are difficult to implement. Without closed-form
equations for analysis, CDMA access is not further discussed in this thesis.

1.5 Random Access Protocols

An alternative approach to the use of static allocation schemes described above is the
use of dynamic allocations based on user demand. Users can make reservations that
announce their intent to transmit. Reservation schemes can be implemented with
the use of either time division multiplexing (or round-robin ordering) to make the
reservations for channel use or collision resolution to resolve conflicts that arise when
users transmit requests at the same time.

Contention (random access) schemes differ from conflict-free (fixed access) schemes

14
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Bandwidth

All channels share bandwidth
and a code is used for channel ID

Time

Figure 1-4: CDMA Channel Allocation

in principle since a transmission from a user is not guaranteed to be successful. To
guarantee that all messages are eventually transmitted successfully, the protocol must
dictate a way to resolve conflicts once they occur. Another difference between con-
tention schemes and conflict-free schemes is the handling of idle users. We have noted
in the previous sections that idle users consume a portion of the channel resources
when using fixed access protocols. This wastefulness becomes impractical when there
is a large number of potential users in the system. In contrast, idle users do not
transmit when using contention schemes and thus do not consume any portion of
the channel resources. With bursty users, if the probability of interference is small,
taking the chance of having to resolve the interference compensates for the resources
that have to be expanded to ensure freedom of conflicts.

1.5.1 ALOHA

The pure ALOHA system was proposed at the University of Hawaii in 1970 [1]. It
provided radio communication between a central computer and various data termi-
nals. Unslotted ALOHA is the most uncoordinated protocol. Users are allowed to
send packets whenever they have anything to transmit, regardless of what other users
may be doing. It is then assumed that a user can learn whether the packet has been
successfully received at its destination. There are two ways the sender can learn this:
(1) if all users are able to observe all transmissions, the sender can determine whether
its packet has collided with any others; (2) an acknowledgment packet can be sent

15



back from the destination. A unsuccessful packet needs to be retransmitted. In order
to avoid re-collision, the two colliders must each wait a random amount of time before
retransmitting.

To develop the mathematics associated with the pure ALOHA random access pro-
tocol, we begin by assuming that the number of packets generated and retransmitted
in the network are Poisson distributed, with a mean generation rate of A packets per
second. Every packet will have the same fixed duration of 7 [sec], where 7 = %
Subsequently, the mean offered channel traffic G in packets per time slot is

G=r1M\ (1.5)

The probability that n packets are generated is given by

Prn,t] = (Gt)ne_Gt. (1.6)

n!

A newly arrived packet is transmitted immediately. Our assumptions include an
infinite number of users and memoryless packet generation per user. If a packet needs
to be retransmitted, we assume it goes back into the pool of potential arrivals, so that
the class of new packets and retransmitted packets still obey a Poisson distribution.
We are aware that this assumption does not clearly reflect the dynamics or variations
in retransmission rate. An individual user’s packets actually tend to arrive in bursts.
Even though our assumptions are not realistic, they are used to make the analysis
simpler.

Consider a packet (new or old) scheduled for transmission at some time ¢ as
shown in Figure 1-5. This packet will be successful if no other packet is scheduled for
transmission in the interval (¢ — T,t + 7). This period of duration 2T is called the
vulnerable period. The probability of success Pyye, is the probability that no packet
is scheduled in an interval of length 27. Since the scheduling points correspond to a
Poisson process, for a newly generated packet, we have

Poee = Prin=0,t=2]

= 7%, (1.7)

Since the mean offered channel traffic in packets per time slot is G, the rate of
successfully transmitted packets is

S = GPsucc

= Ge %°, (1.8)

16
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Retransmissions

Figure 1-5: Packet Timing for Pure ALOHA

where S indicates throughput. From Equation 1.8, we can see that the maximum
achievable throughput is

1
maz — 5~ ~ U. 4. .
S, % 0.18 (1.9)

The low throughput is the price we pay for a simple protocol that allows for
superior delay performance when traffic is light. To calculate the expected packet
delay, we need to consider three factors: transmission delay 7, delay due to collisions,
and the round-trip propagation delay 27pp. Although the transmission time and
the propagation delays are fixed, delays due to collisions may vary depending on the
resolution scheme. In our case, a user must wait a random uniformly distributed delay
U([0, H]) before retransmitting. From the analysis expressed in [13], the expected
number of required retries r is

E[r] ~e*® -1 (1.10)
with an expected delay T, per collision of

({H+ 1)

E[Tc] = + 27Tpp for H > 1. (111)

The total expected delay for the successful transmission of a newly generation packet
therefore is

Diroga = T+E[?‘]E[TC]+2TPD

l H+1)l
= S+ - 1][%32 +2Tpp] + 2Tpp for H>1, (1.12)

C
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A plot of the pure ALOHA protocol in terms of its throughput .S versus the offered
load G is shown in Figure 1-6. Under light traffic conditions, we can see that ALOHA
communication is very attractive. In most cases, a sender gains immediate use of the
full data-carrying capacity of the channel. However, under heavy traffic conditions,
the attainable efficiency is pretty low and there are potential instability problems. If
the offered load increases beyond the value of Sy, = 5157 the system will continue to
drift into higher load and lower throughput, as seen in the figure.

1.5.2 Slotted ALOHA

Slotted ALOHA (S-ALOHA) introduces one degree of coordination to the pure ALOHA
scheme in that the channel is divided into time slots and all packets are sent entirely
within a slot. This time synchronization is to improve the poor performance of pure
ALOHA by reducing packet collisions. By restricting a user to transmit at the be-
ginning of the next time slot, if a collision occurs, there is no partial overlap of the
colliding packets. Since packets completely overlap, the vulnerable period for the
probability of a packet transmission is 7.

To begin our analysis of the S-ALOHA protocol, packets are presumed to be
generated by the infinite set of all users at a total finite rate of G packets per time
slot. The number of arrivals in a slot is assumed to obey a Poisson distribution

_G" ¢

Pln] = —e (1.13)

A newly arrived packet is transmitted in the first available slot. By assuming an
infinite number of users and memoryless packet generation per user, we do not have
to worry about a particular user having two packets to send at the same time because
the probability that a newly generated packet belongs to one of the finite set of busy
users goes to zero. If a packet needs to be retransmitted, we assume it goes back
into the pool of potential arrivals, so that the class of new packets and retransmitted
packets still obeys a Poisson distribution. We are aware that this assumption does
not clearly reflect the dynamics or variations in retransmission rate. An individual
user’s packets actually tend to arrive in bursts. Even though our assumptions are not
realistic, they are used to make the analysis simpler.

Let G be the total Poisson arrival rate of new packets plus retransmitted packets

per time slot. There is a successful transmission in a slot if and only if exactly one
transmission occurs. Let S be the fraction of successful slots, also known as the
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throughput per slot
S=Ge (1.14)

which has a maximum achievable throughput of

[

Smaee = — =~ 0.368. (1.15)
A plot of the SSFALOHA protocol in terms of its throughput S versus the offered load
G is shown in comparison to the pure ALOHA protocol in Figure 1-6. Notice that
S-ALOHA shows an improvement in throughput but still suffers from instability.

The expected transmission time experienced per newly generated packet for S-
ALOHA follows directly from the development for pure ALOHA. The new expected
number of retransmission for S-ALOHA is

E[r] = e —1. (1.16)

The expected delay T, per collision must now also consider an additional expected
delay of waiting for the next available time slot, as shown by

(H+ 1)

E[T) = + 2Tpp

“y
2

H+2
_ % 4 9Tpp for H > 1. (1.17)

The average time to gain access to a slot is an additional § and then its transmission
time is 7 with a round-trip propagation delay of 27pp. By summing all three main

delay components, the total expected delay for a newly generated packet with S-
ALOHA is thus

-
Ds_arona = ST E[r|E[T.] + 2Trp

3L,

3Ly H+2)r
2C

+ e —1]] 5

%

+2TPD] + 2Tpp for H > 1, (1.18)

where 7 = lé%. The term 7 indicates the expected amount of time to access a slot

while the term 7 is the slot transmission time.

1.6 Multichannel Systems

Under certain implementation scenarios, the multichannel approach can prove to pro-
vide advantages over single channel systems, both in terms of throughput and delay
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performances, and from the viewpoint of reliability and system management. Multi-
channel local area networks (LAN) have been simulated in [24] and [25] with CSMA
and CSMA /CD protocols. With carrier sense multiple access (CSMA), a packet is
not allowed to transmit if the channel is sense to be busy. If two users star to trans-
mit almost simultaneously, they will shortly detect a collision in process and both
cease transmitting. This technique is called CSMA/Collision Detection (CSMA/CD).
Multichannel LAN’s with nonpersistent CSMA /CD protocols can provide significant
advantages in terms of the average packet delay and enormous gains in the packet
delay variance with respect to the case of a single channel LAN for equal total data
rate. The availability of several parallel channels allows for rescheduling delays much
shorter than in single channel LAN’s to be used, due to the possibility of separating
retransmission attempts by transmitting over different channels. Remarkable per-
formance improvements can be obtained when transmitting multipacket messages, if
parallel transmission are allowed; when the average number of packets per message is
not smaller than the number of channels, the average and variance of the message de-
lay obtained with the multichannel option monotonically decreases for an increasing
number of channels.

Multichannel systems of the same bandwidth can offer cost reduction, high relia-
bility, fault tolerance, flexibility, and scalability. The subdivision of the channel into
lower speed channels allows the use of simple technologies in the design of network
interfaces, thus reducing the cost of implementing multichannel systems. The modu-
lar structure of multichannel systems allow for gradual growth with the addition of
new channels depending on load demands, thereby extending the useful life of these
systems. Existing networks can be upgraded with the addition of new equipment in-
stead of replacing the entire system. High reliability and fault tolerance are achieved
using multichannel systems due to the redundant system architecture. When a sta-
tion transmits unsuccessfully due to a faulty channel, the problem can be solved if
the next(re)transmission occurs on another channel.

1.7 Evaluation Metrics

There are many issues that must be considered with multiple access techniques, in-
cluding: (1) throughput - the percentage of the capacity used to successfully transmit
data over the channel, (2) delay - the time it takes for a packet to successfully reach
the intended receiver, and (3) stability - i.e., whether an increasing number of users
are attempting to access the channel but a decreasing number are actually succeeding.
A system is kth order stable if the first £ moments of the delay of a randomly chosen
packet are finite. For queueing systems, stability is defined as the requirement that
under steady state, the average total delay is finite [40].

It should be clear that a desirable multiaccessing system is one that is at least first-
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order stable, has high average throughput, and has low accessing delay. The following
subsections briefly describe issues of delay, throughput, queue length, capacity, and
loss probability.

1.7.1 Delay

The average total delay per packet is defined as the sum of the average waiting time
in the buffer and the average time spent from the first attempted transmission to
the final successful one [40]. It is normally not possible to reduce the transmission
time of a packet. There are additional sources of delay, such as queueing time or
communications scheduling, that contribute to the overall delay, which we try to
minimize. While delay depends on the parameters of the system and the distribution
of traffic, we can manipulate some of these system parameters to reduce the overall
delay incurred by the traffic. Evaluation of the mean delay, or waiting time, is often
through plotting it as a function of traffic intensity, throughput, and offered load.
The units of delay are usually normalized with respect to the ideal capacity.

1.7.2 Throughput

Throughput is defined as the amount of traffic that is successfully transmitted to
its intended destination. The throughput is equivalent to the offered load, which is
the amount of traffic actually transmitted, under the ideal situation of an error free
channel. The maximum throughput is the same as the system capacity when there
is no waste in the system.

1.7.3 Queue Length

The queue length is another important parameter to evaluate. Queues in a network
will form at points of congestion given that there are waiting facilities within the
communication system. The required length of a buffer can be estimated if the mean
queue length can be predicted. Of course, the true nature of traffic is unpredictable
and may vary from the mean. Still, the queue length is parameter of interest that
could affect other system parameters.
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1.7.4 Capacity

The capacity is defined as a measure for the amount of traffic that the system or
communication link can handle.

1.7.5 Loss Probability

Loss probability is defined as the chance that traffic is lost. The loss of traffic can
result from packet collisions, packets arrive at a full buffer, or packets arriving at a
system with no buffer.

1.8 Introduction to the Following Chapters

The topic of multiple access communication has been introduced in the previous
sections. We have described two fundamental classes of multiplexing techniques.
Fixed access protocols allow a user’s transmission on the communication channel to
be isolated from all other users while random access protocols allow many users to
contend for access with a possibility of packet collisions. Random access techniques
also allow for the efficient transmission of messages from bursty sources, typical of
data communications. However, fixed access techniques offer high capacity utilization.

We use the topics introduced in this chapter to develop architectures with the
benefits of fixed access and random access techniques. This is in response to the need
to use efficient transmission techniques to expand both present and future wireless
communication networks. We will analyze the performance of many uplink archi-
tectures in Chapter 2. We are particularly interested in evaluating various multiple
access techniques by plotting the average delay versus throughput. While the system
parameters have been designed to focus on wireless networks, the analysis that is
developed is applicable to many other communication systems.

In Chapter 3, we look at prioritization and distribution of channel capacity for
different classes of users. We examine traditional priority schemes for multiple classes
of users. We develop methodology for optimizing the distribution of channel capacity
given to each user class based on certain time metrics and system constraints. Fi-
nally, in Chapter 4, we provide more conclusions and insights as to the architectural
considerations when designing future multichannel communication systems.
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Chapter 2

Large Message Transmissions

2.1 Introduction

System architecture design, evaluation, and optimization are key issues to developing
communication systems that meet the requirements of today and expectations of the
future. The design of next-generation communication systems, influenced by present-
day systems, need to consider future communication services. The future of wireless
promises to provide an enormous range of mobile services to users via a range of mobile
terminals that enable the use of the cellular telephone in almost any location, indoor
or outdoor. Third-generation mobile communication systems are being designed to
support a large variety of services, most of which are not known yet. The air interface
must be able to handle variable and asymmetric bit rates, up to 2 Mbps, with different
quality of service requirements (bit error probability and delay) such as multimedia
services with bandwidth on demand [34]. Effective packet access protocols are also
needed to cope with bursty real time and non-real time data.

In this chapter, we will evaluate the performance of several uplink architectures
for a wireless communication system®. We will consider traditional protocols such as
TDMA and S-ALOHA alongside a channelized architecture, where the total chan-
nel capacity is divided into a fixed number of equal-capacity subchannels. We will
develop the overall delay for sending large messages of a fixed length arriving from
bursty sources, a typical scenario of users needing to send large files to a destina-
tion. This scenario is typical of a user needing to send a large file. We will make
real-world parameter assumptions in the context of wireless networks and analyze the
performance to develop intuition about the effectiveness of the different architectures.

!This chapter is based on work in [16].
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2.2 Scheduling Algorithms

In this section, we describe two scheduling algorithms, namely First-Come First-Serve
and Round Robin. Our objective is to find a scheduling algorithm that exhibits good
delay performance for fixed-sized messages. The majority of scheduling algorithms
consider messages based on message characteristics such as length, the amount of time
that the message has been in the system, and the amount of service so far received
by the message. With static scheduling, message priority does not change with time.
Dynamic scheduling algorithms however can change a message’s priority valued based
on the amount of time that the message has spent in the system or the amount of
service already received by the message. Additionally, scheduling algorithms can be
non-preemptive or preemptive, where message transmissions can be interrupted by
messages of higher priority.

2.2.1 First-Come First-Serve

A simple non-preemptive static scheduling algorithm is the first-come first-serve
(FCFS) algorithm. Messages are served in order of arrival. This simple algorithm
has the shortcoming of being unfair to short messages, but we need not worry about
the fairness issue in this chapter as we are studying fixed-length messages. FCFS
can be simply modeled with queueing systems described in Appendix A. The average
message delay for a system using FCFS scheduling with fixed-length messages, i.e.,
M/D/1 queueing system, given in closed-form is
AX? —
Drcrs =) + X, (2.1)

where X is the message service time (e.g., transmission time), ) is the message arrival
rate and p is the channel utilization. Channel utilization is defined as

where p is the service rate. Recall that the service rate is defined as the inverse

of the service time. The service time is the length of the packet in bits divided by

the transmission bit rate, X = g For fixed service times, X? = X . Equation

2.1 therefore describes the average message delay in terms of the first and second
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moments of the message transmission times and can be rewritten as

AX2 —
Drpers = m-!-X
AL2 L
= —— . (2.3)
C(2-2%) C

The significant observation to be made in this case is that FCFS offers no fairness or
discrimination among jobs on the basis of their required service time X.

2.2.2 Round Robin

A round robin algorithm can overcome the shortcoming of FCFS. In this scheme,
messages are generally divided into smaller packet sizes and are served one packet
at a time in a round-robin fashion, rotating among the messages. Short messages
no longer need to wait for the complete transmission of a long message. However,
round robin scheduling can result in large delays when there are many messages in
the system. The average message delay for round robin scheduling can be described
in the closed-form
DRR = i +7
l—p
L L

- et o (2.4)

where X is the message transmission time and p is the channel utilization. The
fairness of round robin scheduling can be immediately seen from Equation 2.4. A
job twice as long will spend on the average twice as long in the system, thus the
discrimination is linear. For more information about the properties of round-robin
scheduling, refer to [20]. Since we will be addressing fixed-length message transfers,
round robin scheduling will not be further discussed.

2.3 System Model

Evaluating throughput performance and time delay is important to designing the
proper network architecture for different communication scenarios. In this section we
will study several wireless multichannel systems with different access protocols. We
will compare these systems to their single channel system counterparts. We develop
mathematical models that describe the overall delay for sending large messages of
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a fixed length arriving from bursty sources and analyze their performances. We
will make real-world parameter assumptions in the context of wireless networks and
analyze the performance to develop intuition about the effectiveness of the different
architectures.

2.3.1 Message Arrival Model

To begin our analysis, messages are presumed to be generated by an infinite set of
users at a composite finite rate of A packets per time slots. Messages are assumed to
be a fixed length of L [bits]. If the user population is finite, the binomial arrival model
would be used. However, the results would approach those of the Poisson model for
a large set of users [35].

2.4 Architecture and Delay Models

We will develop equations for average delays for transmitting messages on six different
uplink architectures. Denote

A = Message arrival rate
N = Number of users in system

Ty = Frame length

X = Maessage service time = ol
Tpp = Propagation delay

Table 2.1 lists the section reference to each of the six different uplink architectures.
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Architecture Model Section
Fixed Access

TDMA 1 Channel 2.4.1.1

TDMA 10 Channels 2.4.1.2
Random Access

S-ALOHA 1 Channel 2.4.2.1

S-ALOHA 10 Channels Case 1 2.4.2.2

S-ALOHA 10 Channels Case 2 2.4.2.3

Channelized Architecture
TDMA Reservation + 9 Channels 2.4.3.1.1
TDMA Reservation + 1 Channel 2.4.3.1.2
S-ALOHA Reservation + 9 Channels | 2.4.3.2.1
S-ALOHA Reservation + 1 Channel | 2.4.3.2.2

Table 2.1: Uplink Architectures

2.4.1 Fixed Access
2.4.1.1 TDMA 1 Channel

This system implements the TDMA for all users on a single channel with total
capacity C [bits/sec]. With a total channel capacity of C' [bits/sec], and a large
message of L [bits] and packet size [, = L [bits], the overall expected transmission
delay becomes

T 1 -
TTDMACeser = 7f + Qumyp (A, YTDMA) + Xrpma+2Tpp
1NL AL? L

2C cC2-2%) C

2.4.1.2 TDMA 10 Channels

This system implements the TDMA for all users on a multichannel system. Each
of the K channels has equal capacity of % [bits/sec]. The user population is divided
into K equally sized groups with each group accessing one channel. The transmission
time of the message on a data channel thus becomes

LK

X1DMACase2 o (2.6)
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With a total channel capacity of C [bits/sec], and a large message of L bits and packet
size [, = L, the overall expected transmission delay becomes

T 1 1 -
TTDMACLZ862 = ——if—. + QM/D/k(A7 g ’ _2 7K) + XTDMA,CCLSB'Z + 2TPD
XTDMA,CaseZ X TDMA,Case2
_ 1NLK XXX LR o,
—_— - \n AXVK ’
2.0 K- 1)K - XX (T A+ (K—(l)!)({l)(—/\f)) ¢

2.4.2 Random Access
2.4.2.1 S-ALOHA 1 Channel

This system implements the SSFALOHA protocol for all users on a single channel with
total capacity C [bits/sec]. As in Section 1.5.2, assuming an infinite user population
with a total channel capacity of C [bits/sec|, and a large message of L [bits] and
packet size [, = L [bits], the overall expected transmission delay is

T
TS_ALOHACasel = —é— + T + E[T]E[TC] + 2TPD
31, (H +2)

L 4 2Tpp] + 2Tpp for H > 1, (2.8)

Q

prcR i

o~

— B
where 7 = &

2.4.2.2 S-ALOHA 10 Channels Case 1

This system implements the SSALOHA protocol for all users on a multichannel sys-
tem. Each of the K channels has equal capacity of % [bits/sec]. The user population
is divided into K equally sized groups with each group accessing one channel. With
a total channel capacity of C [bits/sec], and a large message of L [bits] and packet
size [, = L [bits], the overall expected transmission delay becomes

-
TS_ALOHACwser = g T E[r|E[T.) + 2Trp

3Kl H+2

——L4 [EG - 1][—( +2)r +2Tpp|+2Tpp for H > 1, (2.9)

2 C 2
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2.4.2.3 S-ALOHA 10 Channels Case 2

This system implements the S-ALOHA protocol for all users on a multichannel
system. Each of the K channels has equal capacity of % [bits/sec]. Every user
and for every packet transmission (or retransmission) selects randomly, uniformly,
and independently of the past the channel over which this specific packet is to be
transmitted. Both the S-ALOHA 10 Channel cases yield the same average delay
since the message arrival processes are Poisson. In order to understand this, see
Appendix B.1. For valid comparisons with TDMA 10 Channels, we only evaluate
S-ALOHA 10 Channels Case 1.

2.4.3 Channelized Uplink

The channelized uplink architecture offers channel resources to multiple users by first
dividing the transmission medium into K equal-capacity channels. These channels
can then be assigned to users on a need basis, i.e. demand assignment. One channel
is designated as the reservation channel. The remaining channel resources, used
for transmitting data, are given to the users in a FCFS discipline upon availability.
Access to the data channels is controlled by the scheduler. The reservation channel,
on the other hand, can use any multiple access scheme. We will focus on TDMA and
S-ALOHA techniques for the reservation channel.

2.4.3.1 Fixed Access Reservation

We assume a multichannel system with K equal capacity channels of < [bits/sec].
One of these channels is dedicated for reservation packets while the remaining channel
resources are used for transmitting data messages. This system used a fixed access
protocol such as TDMA on the reservation channel, where each user is assigned a time
slot in a reservation frame. We assume that there are N users, each user’s reservation
packet is of length [, [bits] and the channel capacity of the reservation channel is
C, = % [bits/sec]. The channel is assumed to be error free. A user who wants access
to the data channels must first send a reservation packet within his given time slot.
The expected setup time for sending the reservation packet is thus

C
Dsyrpma(M 1, N,C) = DTDMA(/\JMN:E)

INKL  AK(L)? | Kl
2 C ' C2-2k) T C

" 4+ 2Tpp. (2.10)
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2.4.3.1.1 TDMA Reservation -4 9 Channels

This system implements the channelized uplink architecture with the TDMA protocol
for accessing the reservation channel. In this case, we assume that there are K =10
equal capacity subchannels. Since one channel is used for reservation messages, there
are K — 1 = 9 data channels remaining, each with capacity < [bits/sec]. Access to
these data channels is controlled by the scheduler and the earliest available channel is
given to the users in a FCFS discipline. The transmission time of the actual message,
once the queue is available is simply

LK
ol
The service time is the length of the packet in bits divided by the transmission bit
rate. When the packet length is random, the service time is also random. If the
packets are a fixed length, then the service time is deterministic. Thus, the expected

wait for an available channel appears as an M/D/k queue with (KX — 1) channels each
operating at < [bits/sec] to handle message arrivals of rate A.

X TDMAFCFSgyen = (2.11)

By combining the appropriate elements described above, the overall expected
message delay for either reservation discipline is

1
TrpMAFCFSca., = Dsvrpma+ Qumipi(N, = K —1)
TDMA,FCFSgaser

+XTDMAFCFSceser + 21PD

_ INKL K KL
T2 C Core-22by 7 ¢ e

N MOX2(X)K-1
— — \n VK
2(K — DK — \X)2(Tacy 05 4 OH° )
LK

2.4.3.1.2 TDMA Reservation + 1 Channel

In this case, we use a subchannel of capacity —% [bits/sec], where K = 10, for trans-
mitting reservation messages. The remaining capacity of £=1C [bits/sec] is used as
one subchannel for data transmission. Access to the data channel is controlled by the
scheduler and given to the users in a FCFS discipline. The transmission time of the
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message on the data channel is

LK

E-Te (2.13)

XTDMAFCFSoaser =

The service time is the length of the packet in bits divided by the transmission bit
rate. When the packet length is random, the service time is also random. If the
packets are a fixed length, then the service time is deterministic. Thus, the expected
wait for an available channel appears as an M/D/1 queue with 1 channel operating
at £=LC [bits/sec] to handle message arrivals of rate \.

By combining the appropriate elements described above, the overall expected
message delay for either reservation discipline is

1
TrDMAFCFScases = Dsvrpma+ Quipn(d, =
XTDMAFCFSoases

+ X TDMAFCFScaser + 21PD

INKl,  AK%(l,)? Kl

= - A
27 C T Crz-2XEy T g THRP
A2K? LK
+ + + 2Tpp. (2.14)
(K — 172022 — 225y ' (K - 1)C

2.4.3.2 Random Access Reservation

Packet contention in the reservation channel can be seen with the implementation of
a random access protocol. As seen in the previous chapter, S-ALOHA has superior
performance compared to pure ALOHA. Thus, we will continue our analysis consider-
ing only S-ALOHA as the random access protocol. We assume a multichannel system
with K equal capacity channels of % [bits/sec]. Again we assume that the channels
are error-free. One of these channels is dedicated for reservation packets while the
remaining channel resources are used for transmitting data messages. After sending
a reservation packet, users gain access to a data channel on a FCFS basis.
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The random access reservation with S-ALOHA has an expected setup time of

Dsys—arona(ly,C,K,G) = Ts_aronall,,C, K,G)

- % + 7+ E[r|E|T.] + 2Trp
3K,

. (H 4 2) &k
50 +[e" — 1][————=

¢ 1 9Tpp] + 2Tpp,
(2.15)

Q

where 7 = Kc—ll Unlike using a fixed access scheme on the reservation channel, a user
using random access may need to resend its reservation packet if packet collisions
occur.

2.4.3.2.1 S-ALOHA Reservation + 9 Channels

This system implements the channelized uplink architecture with the S-ALOHA pro-
tocol for accessing the reservation channel. We assume a multichannel system with
K equal capacity channels of % [bits/sec], where K = 10. One of these channels is
dedicated for reservation packets while the other nine are used for transmitting data
messages. After sending a reservation packet, users gain access to a data channel on a
FCFS basis. The transmission time of the actual message, once the queue is available
is simply

— LK
X S— ALOHA,FCFScaser = < (2.16)

The service time is the length of the packet in bits divided by the transmission bit
rate. When the packet length is random, the service time is also random. If the
packets are a fixed length, then the service time is deterministic. Thus, the expected
wait for an available channel appears as an M/D/k queue with (K — 1) channels each
operating at < [bits/sec] to handle message arrivals of rate \.

By combining the appropriate elements described above, the overall expected
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message delay for either reservation discipline is

1
T5-ALOHAFCFSoun = Dsus-arona+Q@umps(), = KD
X S—ALOHA,FCFSgaser

+X5-ALOHAFCFSc,..y T 21PD

3K, H+2)EL
~ °C +[€G—1][-(‘—2“—)‘-‘Q~+ZTPD]+2TPD
N AKX (XK1
2K — DK — AX)2(Ci0, 98 4 BXE
LK
+‘C— + 27pp. (2.17)

2.4.3.2.2 S-ALOHA Reservation + 1 Channel

In this case, we use a subchannel of capacity % [bits/sec], where K = 10, for trans-
mitting reservation messages. The remaining capacity of £=1C [bits/sec] is used as
one subchannel for data transmission. Access to the data channel is controlled by the
scheduler and given to the users in a FCFS discipline. The transmission time of the
actual message, once the queue is available is simply

LK

®-Tc (2.18)

XS—ALOHA,FCFSCasEZ =

The service time is the length of the packet in bits divided by the transmission bit rate.
When the packet length is random, the service time is also random. If the packets
are a fixed length, then the service time is deterministic. Thus, the expected wait for
an available channel appears as an M/D/1 queue with 1 channel each operating at
E-LC [bits/sec] to handle message arrivals of rate A.

By combining the appropriate elements described above, the overall expected
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message delay for either reservation discipline is

1
Ts—ALOHAFCFSeases = Dsus—arona+ Qupsr(A, K1)
X S ALOHAFCFScyes

+XS—ALOHA,FCFSCGSE2 + QTPD

3K, H+2
=~ 5C + [GG - 1][£———‘2“)—— + QTPD] + 2TPD
+ ALK IR o (219)
PD- .
(K —1)2C%(2 - 2(I§L{§C) (K —1)C

2.5 Analysis

2.5.1 Model Parameters

Now that we have developed the analytical expressions of several system models, it
is necessary to evaluate these uplink architectures with a few examples of message
delay performance. We will make real-world parameter assumptions in the context
of wireless networks. Table 2.2 lists the parameters used in our model.

Parameter | Description Units

A Composite message arrival time | [msgs/sec]
K Number of channels [channels]
N Number of users in system [users]

Ty Frame length [sec]

C Total uplink channel capacity [bits/sec]
lr Reservation request packet length | [bits]

L Message length [bits]

Ly Packet length [bits]

Tpp Propagation delay [sec]

Table 2.2: Model Parameters for Evaluating Large Message Transfer Performance.

2.5.1.1 Reservation Packet Length (/)

We assume that the length of the reservation packet, I, is 1000 [bits]. Similar to
the Internet Protocol (IP) header packet, the reservation packet contains source and
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destination addresses, data size, and even message priority.

2.5.1.2 Message Length (L)

We assume that the transmitted data are fixed-length messages with a size of 1 [Mb).

2.5.1.3 Packet Length (/,)

Large messages may be divided into smaller packets for transmission. To simplify our
analysis, we consider the transmission of one large message. Thus, the packet length
l, is equal to the entire message of L [bits].

2.5.1.4 Propagation Delay (Trp)

The propagation delay, Tpp, is set to 5 [usec], thus the round-trip propagation delay
is 10 [usec]. This propagation delay is typical for distances of 1.5 [km] in wireless
local area network (LAN) systems.

2.5.1.5 Channelized Architecture Configuration

In our analysis, we will divide the total channel capacity evenly into K = 10 sub-
channels. One channel is designated for reservation packets. The remaining channel
resources are used for data transmissions. We will analyze two different scenarios. In
Case 1, we have 9 channels, each of capacity < [bits/sec] available for data trans-
mission. In Case 2, we have 1 channel with capacity 5C [bits/sec| available for data
transmission.

2.5.2 Delay Performance Figures

Since we have defined the auxiliary parameters of our model with values typical of
wireless communication systems, we must consider the remaining parameters of total
uplink capacity, user population, and message arrival rate. The values we will use
are summarized in Table 2.3. Note that we specify the user population in all cases.
This is only necessary for the fixed access schemes. Our mathematical models for the
random access schemes assume an infinite population.
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| Capacity (C [bits/sec]) | Users (N) | Amas [msgs/sec] | Figure |

10k 10 0.01 2-1
100k 100 0.1 2-2
1M 1000 1 2-3
10k 10 0.01 2-4
100k 100 0.1 2-5
1M 1000 1 2-6
10k 10 0.01 2-7
100k 100 0.1 2-8
1M 1000 1 2-9

Table 2.3: Table of Large Message Transmissions Performance Figures.

In the following delay performance plots, the relationship between utilization p
and message arrival rate A is defined as

p = ,\—é—. (2.20)

where L is the message length and C' is the total channel capacity.
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Figure 2-1: Performance Analysis 1.
L =1 [Mb], N = 10, C = 10 [kbits/sec] with 0 < A < 0.01 [msgs/sec]
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Figure 2-2: Performance Analysis 2.
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Figure 2-3: Performance Analysis 3.
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Figure 2-5: Performance Analysis 5.
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Figure 2-7: Performance Analysis 7.
L =1 [Mb], N = 10, C = 1 [Mbits/sec] with 0 < A < 1 [msgs/sec]
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2.6 Interpretation of Results

We will summarize the results that can be observed by studying the delay performance
charts and comparing the various uplink architectures.

2.6.1 Fixed Access

TDMA results in the best capacity utilization under high traffic conditions. TDMA
however wastes channel resources when traffic is low. When users are idle, their time
slots are unused. The TDMA techniques shown, (a) and (b), generally have greater
expected delays than any of the channelized architectures, (e)-(h). The difference is
at least one order of magnitude.

2.6.1.1 TDMA 1 Channel

1NL AL? L
TTDMC”el 5 C + 02(2 — 2%) + 5 + ZTPD
3L AL?
= + QTPD. (2.21)

2C T2 = 2p)

where p = %L Equation 2.21 is valid for AL < C. The delay performance plots show
that there is an vertical asymptote of p = %L = 1. When the arrival rate of messages
A is very small, the delay due to queueing is insignificant. As AL approaches C, the

queuing delay dominates the other delay components in the equation.

2.6.1.2 TDMA 10 Channels

INLK N MEX2(X)K-1

TTDMA wse2 = — X\ X
20 (K - (K - ANl AR G

LK
+——+2Tpp.
I PD
This case has the same characteristics as seen with TDMA 1 Channel. However, the

average delay of a message transfer has increased since the channel capacity has been
reduced thus increasing the service time by a factor of K.
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2.6.2 Random Access

Contrast to TDMA, S-ALOHA results in the best expected delay performance under
light traffic conditions. Since there are no fixed slots for users, S-ALOHA is a better
technique for coping with traffic from bursty sources. However S-ALOHA systems
suffer from instability and has a maximum achievable utilization of %

2.6.2.1 S-ALOHA 1 Channel

31,

H+ 297
Ts_ ALOHAG,.0p = 5C + [e¢ — 1][¥

5 + QTPD] + 2TPD for H > 1.

Utilization reaches a maximum value of X which is the maximum throughput of the
S-ALOHA protocol.

2.6.2.2 S-ALOHA 10 Channels

3K,
2 C

This case has the same characteristics as with SSALOHA 1 Channel. However, the
average delay of a message transfer has increased since the channel capacity has been
reduced thus increasing the service time by a factor of K.

(H + 2)T

+ [e€ —1][ 5

T ALOHAGaser = + 2Tpp] + 2Tpp for H > 1.

2.6.3 Channelized Architecture
2.6.3.1 Fixed Access Reservation

The expected delays of the channelized architectures asymptotically reach 90% utiliza-
tion which is consistent with our intuition and our mathematical models which state
that 10% of channel resources are allocated for reservation packets with the remaining
90% allocated for data transmissions. Also note that the channelized architectures,
(e) and (g), result in a constant expected delay for values up to approximately 70%
channel utilization.
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2.6.3.1.1 TDMA Reservation + 9 Channels
ENKZT AK2(1,.)? Kl

TTDMAFCFScase + + —L +2Tpp
Cosel 2 C  C2-2XLy (
. MOX2(X)E-1
—_— - \n YVK

2(K — UK = AX)(XCale BF + o)
LK
—— +2Tpp.

+ C + 21pp

In this case, we allocate 1 subchannel for reservations using TDMA and 9 subchannels,
each of capacity ;5C [bits/sec] for data transmissions.

2.6.3.1.2 TDMA Reservation + 1 Channel
1 NKI, AK?(1,)? Kl

e _ * =+ 2T
TDMA,FCFSases 2 ¢ C?(2 — 22£k) * C o
N MN2K? " LK + 9T
PD-
(K_l)QCQ(Q_Q(é\f{(;C) (K —1)C

In this case, we allocate 1 subchannel for reservations using TDMA and 1 subchannel,
with capacity %C [bits/sec| for data transmission. This case has the same charac-
teristics as with TDMA Reservation + 9 Channels. However, the average delay of a
message transfer has decreased since the channe] capacity for data transmission has
been increased while the average time to gain access to a channel remains the same.

2.6.3.2 Random Access Reservation

The performance of the channelized architecture implementing a random access pro-
tocol on the reservation channel shows an improvement, compared to the channelized
architecture with fixed access reservation. This improvement becomes more evident
as the number of users N increased. Note however that the population is assumed
to be infinite in the S-ALOHA cases and is only stable when utilization is < é In
the TDMA cases, as IV increases, the total frame length on the reservation channel
also increases. A user’s expected wait for his time slot becomes greater which can
significantly add to his overall expected delay.
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2.6.3.2.1 S-ALOHA Reservation + 9 Channels

3K,

G (H + 2)EL
e i -—

€ 4+ 2Tpp] + 2Tpp

TS ALOHA,FCFScpse

MEXZ(X)E

+ - T o VK
2K = 1)K = AX)2(A0) OF 4 OE

LK
+7 -+ 2TPD for H > 1.

In this case, we allocate 1 subchannel for reservations using S-ALOHA and 9 sub-
channels, each of capacity £C [bits/sec] for data transmissions.

2.6.3.2.2 S-ALOHA Reservation + 1 Channel

3KI, (H +2)&L
Ts_ALOHAFCFScager 50 +[e% — 1][—2)——0—— +2Tpp] + 2Tpp
N AL2K? " LK
(K —1)2C?(2 — 2(,;\5—{()0) (K —1)C

+2Tpp for H > 1.

In this case, we allocate 1 subchannel for reservations using S-ALOHA and 1 sub-
channel, with capacity &C [bits/sec] for data transmission. This case has the same
characteristics as seen with SSALOHA Reservation + 9 Channels. However, the av-
erage delay of a message transfer has decreased since the channel capacity for data
transmission has been increased while the average time to gain access to a channel
remains the same. Notice in Figures 2-1, 2-4, and 2-7, that (h), SSALOHA Reserva-
tion + 1 Channel, starts out with a lower delay than (f), TDMA Reservation + 1
Channel. The delay for accessing the reservation channel significantly increases until
it reaches a maximum utilization of 1, as seen by the S-ALOHA curves (c) and (d).
The TDMA cases are seen as better in these figures because we have a system with
N = 10 users whereas the S-ALOHA scenarios assume an infinite user population.
The TDMA cases are corrected in the later figures as we increase the user population
to mimic an infinite population.

2.7 Multichannel Architecture

In our analysis, we have divided the uplink channel into K = 10 equal capacity
subchannels. One channel is dedicated for reservations while the remaining channel
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resources are used for data transmissions. If we increase the number of subchannels,
we can obtain higher utilization rates but at the cost of higher delay times. This
phenomenon can be observed in Figure 2-10, where we investigated the channelized
architecture with fixed access reservation with 1, 5, 10, 20, and 50 channels. In
each multichannel scenario, the total capacity is divided evenly. As K increases, the
overall delay significantly increases due to the increased delay in transmitting over
a channel of smaller capacity. Note that it is possible to divide the total channel
capacity unevenly, i.e., proportional to the demands of the system users, but that
case is not considered here.

In Multichannel Case 1, we have K channels, each of capacity % [bits/sec] with
K — 1 channels available for data transmission. In Multichannel Case 2, we have
one channel with capacity < [bits/sec] for reservations and the remaining capacity
of £=1C [bits/sec] available for data transmission. Comparing Figure 2-11 to Figure
2-10, we see that the Case 2 scenarios have a better delay performance. The amount
of time to gain access to a data channel remains the same but the performance of the
message transmission is better due to the increased capacity of the data channel.

With the ability of creating multichannel systems, we turn to the problem of
optimizing the number of channels for data transmission. Appendix B.2 provides
a simple way of looking at the problem of optimally dividing channel capacity. The
result indicates that in order to minimize the overall delay, one should design a system
where the optimal number of channels K is one.
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Figure 2-10: Multichannel Performance Analysis Case 1.
L =1 [Mb], N = 1000, C = 1 [Mbits/sec] with 0 < A < 1 [msgs/sec]
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2.8 Summary

We have introduced the topic of scheduling algorithms and channel architectures in
this chapter. We then narrowed the list of scheduling algorithms and channel archi-
tectures to model, compare, and analyze. Modeling allows us to make assumptions
to create a model that is simple yet efficiently true to the real system so that the
answers provided by the model have some credibility. The delay performance of each
the uplink architecture for different scenarios were plotted. The figures showed that
random access algorithms are more suited for handling traffic from bursty sources, but
they have low utilization. We see that higher utilization is achievable with the combi-
nation of a fixed access multiple access scheme. Multiple access schemes attempting
to improve both utilization and delay performance must somehow incorporate the
appropriate characteristics of fixed access and random access techniques. And while
Kleinrock’s proof in Appendix B.2 shows that the optimal number of channels is
one, there may be situations were multichannel systems are appropriate for reasons
emphasized in the previous chapter, Section 1.6.
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Chapter 3

Channel Capacity Allocation for
Mixed Traffic

3.1 Introduction

The next generation communication systems promise to provide a wide range of ser-
vices to users, including high quality voice, variable rate data, full motion video,
high resolution image, etc. In order to guarantee each service its Quality of Service
(QoS), we must identify resource allocation and sharing schemes capable of statis-
tically multiplexing services with considerably different characteristics. High- and
low-rate users with different QoS requirements will coexist in the network, and thus,
effective resource management has to guarantee required quality for all users.

In priority queueing systems [4], [12], and [20], users are distinguished into types
and are served according to the priority of their type. It is well recognized that to
support various traffics efficiently on packet networks a system has to be developed
to satisfy demands of all classes of traffic according to the QoS. The scarcity of chan-
nel capacity to support emerging multimedia wireless applications requires efficient
strategies for using the available bandwidth.

In this chapter, we will investigate the performance of different access schemes
for multiple classes of users. We will consider a first-come first-serve (FCFS) access
strategy, a nonpreemptive priority scheme, a preemptive priority scheme, and a chan-
nel capacity allocation scheme. We develop models that describe the overall delay for
sending messages and analyze the performance. Our focus will concentrate on two
classes of users. This scenario is typical of classes of users with small and large mes-
sages to transmit. We present quantitative results by making real-world parameter
assumptions in the context of wireless communications, allowing the development of



intuition about the performance of the different architectures.

3.2 Priority Queueing

In priority queueing systems [4], [12], and [20], users are distinguished into types and
are served according to the priority of their type. Consider the M/G/1 queueing
system with the difference that arriving users are divided into n different priority
classes with class 1 having the highest priority, class 2 having the second highest, and
so on. The arrival rate and the first two moments of service time of each user class &
are denoted Mg, X = T}Z’ and X2, respectively. The arrival processes of all users are
assumed independent, Poisson, and independent of the service times.

3.2.1 No Priority (FCFS)

The simplest scheme for access to channel resources is a first-come first-serve (FCFS)
ordering [4], [12], and [20], thus there is no priority rule in place. The model is an
M/G/1 system with a total arrival rate of

A= M+t o+ A (3.1)

The expected service time is then

— Al=— Ao Ap—
X = =X —X,. 3.2
3 1+ 3 X4+ \ (3.2)
which follows since the combination of independent Poisson processes is itself a Pois-

son process whose rate is the sum of the rates of the component processes.

Consider the situation where there are two types of users, who arrive according
to independent Poisson processes with respective rates A4 and Ag and have service
distributions X 4 and X . For simplicity, we assume that the service tlmes are iden-
tical and constant for all customers in a class, so that we have X2 = X . The M /D/1
queueing delay that a message undergoes is given by the following expression

Z?:l /\"FZ
2(1=p1 = .. = p1)
AaXE + ApX3

B 2(1 = pa—pB)’ 33

Q:

where p, = 2—’; Thus under a simple FCFS scheme, the total expected delay for a
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user 1s

Aa g
T = T T,
WS Ve DRI W
D — A~
= ——(Xa4+Q)+ —T—(X
>\A+)\B( A Q) )\A+)\B( B+Q)
120 LAC = AA’La® — 4\ aLadpLp + AaApLp® + 2XpLpC — Ap?Lp? 4+ ApAaL 4>
2 C(Aa—+Ag)(C ~MsLa — ApLp)
B 12:1:0—:1:2—4:ry+y/\ALB+2yC—y2+x)\BLA (3.4)
2 AC(C —z —y) ’ '

where z = Ay X4, y = ApXg, and A = A4+ Ag. T4 and T denote the time that Class
A and Class B wait to gain access to channel resources and transmit their messages,
respectively.

3.2.2 Nonpreemptive Priority

The nonpreemptive priority technique [4], [12], and [20] allows a user to be served
without being interrupted even if a user of higher priority arrives in the meantime.
Each priority class is separated into different queues. When the channel become
available, the first user of the highest nonempty priority queue enters service.

We will begin by denoting the following terms:

Qx = Average queueing time for priority £,
Ak N .

pr = — = System utilization for priority k&,
ek

T, = Average delay for priority k.

The average queueing delay and total expected delay per user in each class is defined
as

S NX2
— 1= L , 3.5
@ 2(1 - P Pk—l)(l — P Pk) ( )
1
T, = —+ Q. (3.6)
HE

o7



We assume that the overall system utilization is less than 1, that is,
P+ pe+ ..+ pn <L (3.7)

If this assumption is not satisfied, there may be a priority class whose average delay
is infinite.

For the complete derivations of these equations, please refer to [4]. Notice that we
can change the average delay a user experiences by classifying it to the appropriate
priority class. The average delay generally decreases when users with short service
times are given higher priority. For example, consider the copy machine waiting lines,
where priority is often given to people who have a few copies to make.

Consider the situation where there are two types of users, who arrive according
to independent Poisson processes with respective rates A4 and Ag and have service
distributions X 4 and X 5. For simplicity, we assume that the service times are iden-
tical and constant for all customers in a class, so that we have X2 = X°. Under a
nonpreemptive priority scheme, we can determine the average time that it takes for
a user of each class to gain access to the channel and transmit its message by

— Lg

Xp = —= .
On = EAALAZ%-)\BLB? (3.9)
BT 2°C(C=NsLp) '

Ty = Xp+Qsp

12L5C0 — AgLg? + ML 4>
2 C(C — ApLp)

EQLBC - yLB + ZCLA

_ 10
- L
X, = —04 (3.11)
1 /\ALA2 +/\BLB2
= = , 3.12
Qa 2(C = ApLp)(C — AsLa — AgLp) (3.12)
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Ty = Xs4+Qa

12L4C° = CAyLs” —4L4CApLp + 22pLpAaLa® + 2L s\ Lg* + CApLy’

2 C(C = ALp)(C = AaLa)pLs)
. EQLAC'Z—ccC'LA—4yLAC'+2xyLA+2y2LA+yC’LB (3 13)
2 C(C =y)(C - zy) ’ '

where £ = AsL4 and y = AgLp.

3.2.3 Preemptive Resume Priority

The preemptive resume priority scheme [4], [12], and [20] allows an arriving higher-
priority user to interrupt a current user’s service. Service is resumed from the point of
interruption once all users of higher priority have been served. Thus higher-priority
users do not have to wait for lower-priority classes, a feature of the nonpreemptive
priority scheme, evident in @ in Equation 3.5. The total expected delay under
preemptive resume priority is

T = X+ Qu+Qu, (3.14)

where the average waiting time corresponding to service of users of priority 1 to k
who are present in the queue when a user arrives is

S N X?
w = = - ; 3.15
¢ 20— p1 — .. = px) ( )

and the average waiting time corresponding to service times of users of priority 1 to
k — 1 who arrive while the user is waiting for service is

Qu = Y AT = > oy, (3.16)

for k > 1, and is zero for k£ = 1. Subsequently the final result is, for k = 1,

i(l —p1) + s X7

T, = 3.17
' 1—p ’ ( )
and for k > 1,
(I=p1 == pe-1) (1= p1 — . — )



For the derivations of these equations, please refer to [4]. For an example that
approximates a preemptive resume priority, consider a transmission link serving sev-
eral Poisson packet streams of different priorities. The packets of each stream are
subdivided into many small subpackets. In the absence of packets of higher priority,
they are continuously transmitted on the line. Otherwise, the transmission of the
subpackets of a given packet is interrupted when a packet of higher priority arrives
and is resumed when no subpackets of higher priority packets are left in the system.
Preemptive resume priority is not easy to implement in a broadcast system, e.g.,
satellite or wireless communication system, because we cannot preempt a message
that is already in flight or transmitting and coordination is often difficult.

Counsider the situation where there are two types of users, who arrive according
to independent Poisson processes with respective rates A4 and Ap and have service
distributions X 4 and X g. For simplicity, we assume that the service times are iden-
tical and constant for all customers in a class, so that we have X2 = X°. Under a
preemptive resume priority scheme, we can determine the average time that it takes
for a user of each class to gain access to the channel and transmit its message by

_)_(—B(l - )\373) + %)\BX_%

Ty = L
B 1— ApX 5
_ 1Lp(2C — ApLp)
2 C(C - XgLp)
1L(2C —y)
= 22 J 3.19
2 CC~ y) (3.19)
_— Xa(l = ApXp —AaXa)+ 1A X% + AaX3)
4 (1= AsXg)(1 - AgXp — AuXa)
12040 —MLs* —2L4AgLp + ApLp®
2 (C—XgLp)(C — AsLs — MpgLp)
_ 12LAC—xLA—2yLA+yLB (3 20)

2 (C-y)(C-z-y)

where x = A4 L4 and y = AgLp.
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3.3 Channel Capacity Allocation

3.3.1 System Model

Evaluating the effectiveness of channel capacity allocation is an important perfor-
mance evaluation. In this section we determine the division of total channel capacity
for large message transfers with different classes of users. We begin by stating our
model and necessary assumptions to simplify the analysis. Next we develop the an-
alytical expressions to evaluate the system with typical real-world values. Following
the presentation of results we summarize the important characteristics of the various
channel capacity allocation schemes.

3.3.2 Model Parameters

Consider the situation where there are two types of user, who arrive according to
independent Poisson processes with respective rates A4 and Ag and have service dis-
tributions X 4 and X g. For simplicity, we assume that the service times are identical

and constant for all customers in a class, so that we have X2 = X

We will make real-world parameter assumptions in the context of wireless networks
and analyze the performance to develop intuition about the effectiveness of each
channel capacity allocation scheme. Table 3.1 lists the parameters used in our model.

Parameter | Description Units

Aa Message arrival time for Class A [msgs/sec]

Ap Message arrival time for Class B [msgs/sec]

C Total uplink channel capacity [bits/sec]

C, Capacity allocated to Class A [bits/sec]

Cy Capacity allocated to Class B [bits/sec]

L, Length of packet for Class A [bits]

L, Length of packet for Class B [bits]

6 Division of channel capacity for Class A | [0 < 8 < 1]
1-6 Division of channel capacity for Class B | [0 <1 —6 < 1]

Table 3.1: Model Parameters for Channel Capacity Allocation for Mixed Traffic.
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3.3.2.1 Channel Capacity Allocation ()

A portion of the total channel capacity, equivalent to 8C), is allocated to Class A users.
The value of § thus ranges from 0 to 1, (0 < 6 < 1). Figure 3-1 is an illustration of
the system model that is described. The remaining channel capacity of (1 — 6)C is
allocated to Class B users.

While Figure 3-1 illustrates one channel of total capacity C, the following analysis
of determining € can also be applied to discrete multiple channels. The value of # will
then provide an approximate measure of dividing the multiple channels among the
different classes of users. This practice can be seen at the supermarket, where there
are special checkout counters for customers with few items. The question is then to
determine how many of these checkout counters should be implemented.

3.4 Analysis

We will consider a communication system with static channel capacity allocation
where the value of # remains fixed in a system. With two classes of users, we will
separate the total channel capacity into #C and (1 — #)C as shown in Figure 3-1. To
understand the relationship between Class A and Class B users under varying values
of 0, we provide the following graph in Figure 3-2. The system has a total channel
capacity of 1 [Kb/sec] and the average message length for Class A is 1 [Kb] and for
Class B is 1 [Mb]. We plot the delays of Class A versus the delays of Class B as 6
varies from 0 to 1. As expected, when 6 = 0, full channel capacity is given to Class B
users and the average delay for their message transmission is at its minimum. When
§ = 1, full channel capacity is given to Class A users and the average delay for their
message transmission is at its minimum.

We now develop a general function involving the normalized total delay times for
Class A and Class B users. The total channel capacity is divided among Class A and

Y

nl Cc

- C > |« C

Yy

B

oc (1-0)c

Figure 3-1: Channel Capacity Allocation.
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Expected Wait plus Service Time for User A [sec]
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—_
o

10

=

—

T

asymptote = L A/C

Expected Wait plus Service Time for User B [sec]

Figure 3-2: Delay Relationship between Class A and Class B Users.
L, =1 [Kb], L, = 1 [Mb], C = 1 [Kb/sec]
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<

Class B users according to the following ratios

Ca

Cp

oC, (3.21)

(1-6)C. (3.22)

The transmission time for packets of length L4 and Lg and the second moments are

calculated as follows

— Ly Ly
X4 = =—==— 2
A CA 907 (3 3)
- LB LB
Xp = —=—"—"—+— .24
B CB (1 _ H)C: (3 )
5 —2  L,?
Xi = Xa =g (3.25)
X2 = Xg = _Ls (3.26)
B (1 —8)2C?
The queueing delay for each class according to the M/D/1 Poisson process is
AaLs?
QA = Yar a4l
62C2(2 — 22424)
1 daL4?
T 20C(0C — M4Ly) (3:27)
ApLp?
QB - 20712 Aplp
(1 —0)*C*(2 - 2(1«9)0)
_ ! AsLs’ (3.28)

2C(pLs +0C —C) (O — 1)

Thus the total service time for each class is its transmission time plus its queueing

delay is

Ty

Tp

X4+ Qa, (3.29)

Xp+Qp. (3.30)

Each sum is then normalized by dividing the total service time by its transmission
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time,

Xa+Qa
N La
Ca

La Aala? 0(7
LA
bC 9202(2—2-A_AX0CZ)

L,
120C — ALy

_ 1 31
2 0C — AaLys’ (3:31)

T, =

N Lp

Lg AgLg?
N 1-0)C
(The (1ae>202(2~2ﬁ%%))( )

Lg

1AgLp +26C - 2C
= = . .32
2 AgLp+0C —-C (3:32)

Our objective function can be written as G(T4,,Ts,). Now we would like to
determine the value #* that minimizes some objective function involving G(Ta,, Tg,)-
The value 6* provides the best reasonable service for the two classes of users by
allocating the appropriate amount of channel capacity.

3.4.1 Casel

One simple objective function is equating the delays for both classes of users, G(Ta,,Tpy) =
T4, = Tg,. The solution can be determined analytically in the following manner

G(TAN7TBN) = TAN :TBN (333)

120C — ALy 1XgLp+26C —2C

20C — MLy 2 MAgLp+6C—C
AL
g = . 3.34
AL+ M\gLg (3.34)
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where 6* is the optimum value of . If we use the following substitutions

r = )\ALA; (335)
we can simplify 6* to be
o = 2 (3.37)
r+y

Without loss of generality, we can assume that x > y and define the following rela-
tionship between z and y

Y
= = 3.38
Y= (3.38)
such that v € [0,1]. This will all us to rewrite 6* as
1
0 = —. 3.39
1+~ ( )

Notice that when v = 1, i.e, when the message sizes and the arrival rates of both
classes are equal, 0* is % Figure 3-3 illustrates this relationship.

Now if we plug 8 back into the equations for the normalized delays for each class,
we get the following

TAN (0*) =

120 —ApLp — AsL4
2C—AgLp —AsL4

_ 120 -y-—-z
C 2C—y—=x
20 -2y—2x+y+x
B 2C — 2y — 2z
1 y+=z
= 14+-—2""
+20—y—x
1 147
= 14+ 3.40
2¢-(1+19) (340
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Figure 3-3: Relationship between v and 6* (I)

*_ Z
where y < z and 6* = T
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TBN (0*) =

120 —AgLp — AaL 4
2C—AgLg—MsL4

B lQC—y—x

 2C—-y—=x
1 1+7

= 14+ _-—m———-7. 3.41
26 -1+ (341

If we plug 6* back into the equations for the non-normalized delays for each class,
we get the following

Ta(0*) = Xa+Qua

1(\sLp + MLa)(2C = ApLy — AaLa)
2 )\AC(C—/\BLB_/\ALA)
I{y+2)(2C —y — z)

2 MC(IC—-y—1)

11+« 1+~
= = 2+ ) 3.42
2 M8 { %“(1+7)} (3:42)

Tp(0") = Xp+Qp

1 (/\BLB + Aa+ LA)(QC —AgLlg — )\ALA)

2 2sC(C — AsLg — ALy
L{y+2)(2C —y — 1)

2 AC(C—y—2x)

. (3.43)

_ 1147y 5 1+
2 \g< C—(1+7)

It is unreasonable to equate the normalized expected delays because class priorities
may vary. Thus we look at optimizing # for other relationships between Class A and
Class B users. In each of the following cases, the beginning steps in the analysis
remains the same, i.e., system setup parameters for Cy, Cp, X4, Xp, X3, X3,
Q4, Qp, T4, and Tg. We define an objective function G(T4,,Tp, ) to describe the
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relationship. We solve for the optimum value of 8 in each of the following cases by
first differentiating the relational equation with respect to 8, equating it to zero, and
solving for 6.

3.4.2 Case 2

In this case, we look at optimizing § when we sum the normalized expected delays for
transmitting messages from both Class A and Class B users. With the substitution
of Equations 3.36 and 3.36, we obtain the following relation

G(TANaTBN) = TAN '{"TBN (344)
1290~—)\ALA lx\BLB—f-Q@C—?C
2 0C — AsL 4y 2 AgLgp+6C-C

40C?% — 4C*9? — 30Cy + (—3C + 36C)x + 2yx
50C2 — 20267 — 20Cy + (—2C + 20C)z + 2y

1-46C? + 46°C® — 2yx — 30Cx + 3Cx 4 30Cy
2 —0C?P+0C? —yz —0Cx+ Cx+6Cy

(3.45)

The differentiation of f with respect to 8 is

of 4C?% — 80C? — 3Cy + 3Cx
00 2002 — 20202 — 20Cy + (—2C + 20C)z + 2yx

(46C2 — 4C26% — 30Cy + (—3C + 30C)z + 2yz)(2C2 — 40C2 — 2Cy + 2Cx)
(2007 — 20207 — 20Cy + (—2C + 200 + 2ya)
1C0(20C%z + ya® — y*z — C*x — 0°C%x + 0°C?y + 2Cyz — 40Cyx)
2 (—=6C? + C?0? — yz + Cx — 8Cz + 0Cy)? '

(3.46)

We then set Equation 3.46 to be zero and solve for . The two solutions for 6 are

—2Cz + dyz £ 24/—2C2%y + 2y2z? — 2Cy2x + y3z + yC?x + yz?

.1
o= 2 (y —z)C

2z - Cx £ \/ay(C —y —x)?
_ Sy , (3.47)
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where

2yz — Cz + \/z2y(C — y — 1)?

07 =
' (y —2)C ’
p 2yz — Cz — \/zy(C — y — 2)?
? (y ~2)C '

(3.48)

(3.49)

Now we are going to manipulate the solutions so that we may obtain a more
intuitive equation about the relationship between z,y, and 8 and to determine which
root is an admissible solution. We will focus on 6} first. The numerator can be

reduced as follows

numerator, = 2yr — Cz+\/zy(C —y — z)2
= 22y - C)+[C—(z +y)lvzy
= C(Vzy—z)+2zy — (v +y)y/3y
= C(Wa)(Vy - Vz) + [2vay — (= + y)lVay
= C(W2)(Vy - Vz) = [z - 2y +ylVay
= C(W2)(Vy = Vz) - (Vy— Vo)’ Vay
= Va(yy = Vo)lC = Vy(Vy = Vo))

The denominator can be expanded to the following

denominator = (y—xz)C

= C(WY+Vo)(Vy - Va).
Thus 67 becomes
Va7 = Vo)lC - Vi(VI — V)]
C(Vy+ Vo) (Vy — Ve)
VAIC — (5~ V)

07 =

C(Ji+/3)
Vi _Jx_y[\/ﬂ—\/i]
N EVCE N W b
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Using the relationship defined in Equation 3.38, we can simplify 6* as

67 =

o T[T

1
1+ /v

Vitvz  C |Jy+Vz
VA [T
1+~ C |[/7+1]
VAT [L= /7]
1+ C |1+.,7]
+x\/’7 [1— /7]
1+~ C 1+ 7]

[1 + %ﬁ(l - ﬁ)} . (3.53)

A plot of the relationship between y and 67 is plotted in Figure 3-4. In this graph,
& s given as a constant and -y increases as y = (AgLp) increases. In the limiting case
where the message size and arrivals are the same for both classes of users, i.e., z = y,
the second term of Equation 3.53 drops out since it goes to zero because v = 1 and

the final result is

01(y=1)

1
+ 7

1
1
>

1+ GV =)

(3.54)

Now if we plug 6" back into the equations for the normalized delays for each class,

we get the following

TAN (9*)

Xa+Qa4
Ly
Ca

12C+az/y—2y—=z

2 C—-y—=x

20 -2y -2z +a/v+z
20 — 2y — 2z

1

1y laate
2C—y—x
1 1+

1+_C__\/i__’
25— (1+79)

(3.55)
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Figure 3-4: Relationship between ~ and 6* (II)

where y < z, (a)8* = ;3; and (b) 6" = 7~ + ﬁcﬁ(i—;%)
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TBN (0*)

1207 -2z 7 +y -y /7

2 Oy —a/7—yJSy

207 —2z\/7 = 2y /7Y +y /T +
2C\ /7 — 2z./7 — 2y\/7

- 14 Y+ Y/
207 =27 =y
1
S S e Vi (3.56)

29V =5~V

If we plug 6* back into the equations for the non-normalized delays for each class,

we get the following

Ta(8") =

Tp(0") =

Xa+Qa

1L4(14+7)(2C + 27 -2y —2)
2 (CH+az/7—y)(C—-y-—2x)

1Ly [, 1T
20+:c\/7—y{2+%_(1+7) = (3.57)
Xp+Qs

1Lp(1+ W (ERCVY =227 +y - y/7)

2 (C—z—ayMCVT— 27— yy7)

1 Lp(1+./7) 1+~

20—z —z,/7 2+%\/”7_%—\/7} (3.58)
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Now we must check on the second root. The numerator can be reduced as follows:

numeratory, = 2yz — Cx — \/zy(C —y — z)2
= 22y - C) - [C— (z+y)lvzy
= —C(z +/zy) + 2zy + Vzy(z + v)
= —C(Vo)(Vz+ ) + [z + 27y + y]\/zy
= —CWa)(Vz+ vy + (Vo + Vi)' Vy
= Va(Vz + VYIVIVz + vy) - Cl. (3.59)

The denominator remains the same, as shown in Equation 3.51. Thus #* becomes:

VEVE + VOIVIWE +v/5) — C]
Co + Vo) (i — Vo)
VE(VE + ) = C)
CWi-Va)

As y approaches z, Equation 3.60 blows up and approaches infinity. This solution is
thus inadmissible since by definition, 8 € [0, 1].

6 =

(3.60)

Note that the value of 6* is a minimum and not a maximum. It can be shown
that 8" is a minimum if the second derivative of the function is positive. Another
way to verify this is the realization that when # = 0 or § = 1, one of the expected
delays is infinite. The endpoints of our function are thus greater than any value of
the function when 0 < @ < 1. Since there is only one inflection point in our curve,
the value of 8 is a minimum. This is still true for Case 3 but not for Case 4 since
the function is no longer quadratic.

3.4.3 Case 3

In this case, we look at optimizing 8 when we sum the normalized expected delays
for transmitting messages from both Class A and Class B users with an adjustment
factor on Class B users. The weight 1 indicates the importance of Class B users.
Notice that when n = 1, we have Case 2: G(Ta,,TBy) = Tay + Ts,. Thus the

74



relationship is shown as
G(TA/\HTBN) = TAN + nTBN (361)
120C — AqL4 EABLB+290—2C’]
26C — ALy 2 ALy +0C —C
(—0C —2n0C + C + 2nC)x — 20C? + 2C?%H?
(2C - 20C)x + 2C?60? — 26C2 — 23y + 20Cy
+2nC?%0° — 200C? + (-1 — n)ay + (20C + n0C)y
(2C — 26C)x + 2C20% — 20C2 — 2zy + 20Cy
_ 1{2002 —2C?%0% + 2n0C? — 20nC?6° + zy
- 2Y0C?-C?2 + 2y —0Cy — Cz + 0Cx
nzy — 20Cy — nfCy + 0Cy + 0Cx + 2n0Czx — Cx — 2nCx
0C? —C?*0? +zy — 0Cy — Cx + 0Cx

1.

(3.62)
The differentiation of f with respect to 8 is
of _ 1{ C(nz*y — 2C?6% + 2Czy — 220Cy — C?x)
00  2(8C2—-C202 4 2y —60Cy — Cy— Cx + 0Cx)?
C(—zy? — 2nzh 220C? + nh?C?
4+ (—zy nzfCy + 220C? + nb*C*y) (3.63)

(0C? — C*? + 2y — 0Cy — Cy — Cz + 0Cx)? b

We then set Equation 3.63 to be zero and solve for 8. The two solutions for 6 are

—Cz + zy + nay £ /nyz(C — x — y)?

g = , 3.64
(ny — z)C (3.64
where
g — —Cz + zy +nzxy + \/nya:(C —z —y)? (3.65)
' (ny — z)C ’ '
g — —Cz + zy + nzy — \/nya:(C —xz —y)? (3.66)
2 (ny — x)C ' '

Now we are going to manipulate the solutions so that we may obtain a more
intuitive equation about the relationship between z,y, and 8 and to determine which
root is an admissible solution. We will focus on 6} first. The numerator can be
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reduced as follows

numerator; =

~Cz + zy + nzy + v/nyz(C — z — y)?

z(y + 1y — C) +[C — (z +y)lv/nzy

C(vnay — =) + zy + nzy — (z + y)v/nzy

CVa(viy — V) + Vay(Vay + nv/zy — 2y — yyi)
CVz(yny — V) + Vry(Viy — Vo) (Vg = ). (3.67)

The denominator can be expanded to the following

denominator = (ny —x)C
= O\ + V) (il - V7). (3.68)

Thus 6] becomes

CVa(ymy = V) + VTy(V1Y = V) (V1T = /Y)

6 =

CVE + VAT = 5).

Cvmy + Vo) (VY — V=)

(V1Y + Vz)C

(3.69)

Using the relationship defined in Equation 3.38, we can simplify 6* as

o1

CVE + VE(/TE ~ \/T)

(Vi +/z)C
CVE + T/ = /1)

C(vmy + V)
C+a/AW01— V)

C(ymy+1)

1 VT
et e V-V (3.70)

A plot of the relationship between v and 87 is plotted in Figure 3-5. In this graph,
% is given as a constant and -y increases as y = (ApLp) increases.
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Figure 3-5: Relationship between v and 6* (III)

where y < z, (a)6" = 7%, (b) 0" = 1= + 2 (72)
and (c) 8* = 1+\1/n—1 + %1+\/jﬁ(\/ﬁ_ )
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Now if we plug 6* back into the equations for the normalized delays for each class,

we get the following

TAN (9*)

TBN (9*)

X4+ Qa

Ly
Ca

}20+2x./7ry—2y—x—x,/7ry

2 CHzyny—y—x—2xyNY

2C + 2z /7y — 2y — 2z — 2z /My + T + T\ /NY

2C + 2z /my — 2y — 2z — 22 /1Y

l T+ /MY

2C +x /My —y —x — 2 /NY

! Lt Vi (3.71)
2+ /i - (L+7 +7)

1+

X5+ Q@p
Lp
Cs

120\/777?—256\/%+y—y\/ﬁf7
2 Cyny—xyny —yvm
ZCW—Zx\/n‘W—Qy\/?W—l—y-ky\/?W
2C\/my = 2z /Y — 2y/11Y
y+y /v

20\/— 22,/ — 2y/TY

1 1+

2\/_(____ % (3.72)

If we plug 6* back into the equations for the non-normalized delays for each class,

we get the following

T4(6%)

Xa+Qa

1 La(1 + ) (2C + 22/ — 2y — & — £/77)

§(C+x\/'7ﬁ—y)(C+m\/ﬂ—y—x—xm)
L L+ V) 1, LV (3.73)

2C+x\/_ Y € ym—(Q+v+1)
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Tp(9") = Xp+Qs

1Lp(1+ i) (2C /7 — 227 + Y — y\/T7)
2 (Cymy—aymy+y)ymi(C —z—y)

Ls(1+ /i) L+ /77 }
it

1
= 3.74
20y —zymi+y (374)

Now when we continue to check on the second root in the same manner, we realize
that the second root has the same property as the second root in Case 2. The second
root is an inadmissible solution. Notice that Case 2 is a subset of Case 3, when n = 1.

3.4.4 Case 4

In this case, we look at optimizing # when we sum the non-linear expected delays
for transmitting messages from both Class A and Class B users with an adjustment
factor on Class B users. The weight 7 indicates the importance of Class B users.
Thus the relationship is shown as

G(TAN7TBN) = (TAN)k + n(TBN)k (375)
;oo (AC=MaLay | AAsLy+20C 20,
20C —AsLs’ ' 2 AgLp+6C—C
1., —20C +x 1.,,—2C+20C +y
= QG e eve sy ) 69
The differentiation of f with respect to 8 is
of _ GMEEED (2 + T )(-0C + 2)
00 —20C +x
@) (Zeten ) F 2o CEEHEE) (~C +60C + )
—2C +20C +vy '
(3.77)

Setting Equation 3.77 equal to zero and solving for 4 is a difficult task. It is left to the
reader to use numerical analysis to solve the equation following the same technique
used in the previous cases.
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3.5 Delay Performance Figures

We are now prepared to analyze the performance of several situations. We will look at
the case of 2 different user classes. Class A users will be sending very large messages
while Class B users will be sending much smaller messages. We will use the equations
that we have formulated in this chapter to plot the performance of Class B users.
We assigned the auxiliary parameters with values typical of wireless communication
systems. These values are summarized in Table 3.2. We also make the assumption
that y < x so that y = £ = ’;‘%Lf € [0,1].

Parameter | Description Value [Unit]
o Total Channel Capacity 1 [Mb/sec]
L, Message Length for Class A | 1 [Mb)]

Lg Message Length for Class B | 1 [Kb]

M Priority Factor 10

Mo Priority Factor 00

Table 3.2: Model Parameters for Evaluating Mixed Traffic Performance.

3.5.1 Performance Plots Set 1

In our first set of performance plots, we keep the rate of message arrivals for Class A
constant and we show the delay that Class B undergoes for varying message arrival
rates. Table 3.3 summarizes the variables that were chosen for each plot.

Ratio 5 = Aala | Figure

c
0.5 3-6
0.6 3-7
0.7 3-8
0.8 3-9
0.9 3-10

Table 3.3: Table of Mixed Traffic Performance Figures for Constant .
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Figure 3-6: Performance Analysis 1 for Class B.
where £ = 2424 = 0.5
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Figure 3-7: Performance Analysis 2 for Class B.
where % = 5%‘4 =0
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Figure 3-8: Performance Analysis 3 for Class B.

where % = Adél—‘ﬁ = (L7
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Figure 3-9: Performance Analysis 4 for Class B.
where % = 2ala — 0.8
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Figure 3-10: Performance Analysis 5 for Class B.

where % = A%A =0.9
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3.5.2 Performance Plots Set 2

In our second set of performance plots, we keep the rate of message arrivals for Class
B constant and we show the delay that Class B undergoes for varying Class A message
arrival rates. Table 3.4 summarizes the variables that were chosen for each plot.

Ratio £ = 2228 | Figure
0.1 3-11
0.2 3-12
0.3 3-13
0.4 3-14

Table 3.4: Table of Mixed Traffic Performance Figures for Constant %.

86



Expected Wait plus Service Time for Class B [sec]

1 I 1 |

—— (@) No Priority (FCFS)

— (b) Nonpreemptive Priority

- ic; Preem_lptive Resume Priority
- d) G(T A B) ==

o ©GT, T =T, + T,
1 G(TA'TB) = TA+ n TBl n=10

 (@G(T, Ty =T, +n Ty n=o

) :

T e e

asymptote

0.1 0.2 0.3 0.4

Figure 3-11: Performance Analysis 6 for Class B.
where £ = 22L2 = (.1
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Figure 3-12: Performance Analysis 7 for Class B.
where £ = = (.2
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Figure 3-13: Performance Analysis 8 for Class B.
where & = 2232 asle — (.3
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3.6 Interpretation of Results

We will summarize the results that can be observed by studying the delay performance
charts and comparing the various priority and channel capacity allocation schemes.

3.6.1 Performance Plots Set 1

In our first set of performance plots (Figures 3-6 to 3-10), we keep the rate of message
arrivals for Class A (&) constant and plot the time delay for Class B performance
ApXp
AaXa’
increasing delays for Class B users. We also plot a horizontal asymptote of —Lbﬂ, the
transmission time of a Class B message.

against the ratio v = £ = As v increases from 0 to 1, we expect to see

3.6.1.1 No Priority (FCFS)

122C - 2® ~ day + yAalp +2yC — y* + x)ApLa

2 AC(C -z —vy)
_ 120—x—4y+7)\AL3+2fyC—'yy+)\BLA (378)
2 gAC(E —1—7) ' '

We notice that having no priority is the worse scheme for Class B users. Users of Class
B face the possibility of being stuck behind Class A users in the queue. In each of
the figures, the vertical asymptote occurs at %ﬁ = 1. FCFS also results in expected
delay values approximately an order of magnitude greater than the nonpreemptive
priority scheme.

3.6.1.2 Nonpreemptive Priority

_1_2.[130 — yLB + Z‘LA

Te = 5 C(C =)

12% —vLp+ Ly
2 C(C —7)

(3.79)

With nonpreemptive priority, Class B users receive access to the channel first even
if there are Class A messages in the queue. This priority technique provides a lower
time delay than FCFS. The time delay for a Class B user, however, can still be
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significant if a Class A user is being served upon arrival. Class B users must wait
until the Class A transmission is completed before receiving access to the channel.
The vertical asymptote here occurs at % = 1 since we continue to serve Class B users
as long as they keep arriving in the queue.

3.6.1.3 Preemptive Resume Priority

1 Lp(2C —y)
2 C(C—vy)

5220—2y+y
C 20C-2

Lp [ 1 vy
= Bl
C +20—y]

- 14+ =

(3.80)

Ly | 17]

A significant improvement in time performance can be seen with the use of preemptive
resume priority. Here, Class B users are given access to the channel whenever it enters
the system. They can interrupt the transmission of a Class A message. Therefore,
the time delay is very close to the plotted asymptote which measures the transmission
time of a Class B message on the channel. However, it is not identical to the horizontal
asymptote because as an increasing number of Class B users arrive, the queueing delay
will also increase. Again, the vertical asymptote occurs at & = 1 since we continue
to serve Class B users as long as they keep arriving in the system. Since preemptive
resume priority cannot be easily implemented for wireless broadcast systems, we turn
to other schemes to improve the delay performance of Class B users.

3.6.1.4 Channel Capacity Allocation

The performance of our channel capacity allocation schemes fall within the extremes
of nonpreemptive priority and preemptive resume priority. With these schemes, we
notice that the delay performance curves increases at v ~ 0. This is due to the
fact that the optimum channel capacity allocation value (8*) is very high for Class A
users. With a very small portion of channel capacity available to Class B, the time

to transmit a message is significant. In these cases, the vertical asymptote occurs at
4y
ol .
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3.6.1.4.1 G(Ta,T5)=Ts=Ts

114y
2 ApS

1+~
C-—(1+9)

B

In this case, we equate the normalized delays for Class A and Class B users. We then
solve for the optimum channel capacity allocation value (6*) and plug it back into the
non-normalized delay for Class B.

3.6.1.4.2 G(Tx,Tg) =Ta+Ts

VL4V |y, 1+
2C —xz—z/v %\/7—\/#7—\/7
In this case, we sum the normalized delays for Class A and Class B users. We then

solve for the optimum channel capacity allocation value (6*) and plug it back into the
non-normalized delay for Class B.

Tp =

3.6.1.4.3 G(TA, TB) =Tsr+n1TB

L Le(+yvm) |, 147
20V — 2y +y v -1 -1

In this case, we sum the normalized delays for Class A and Class B users with an 7
multiplier to the time delay for Class B. The 7 factor is used to increase or decrease
the priority of Class B messages. To increase the priority we use > 1, thus to
decrease the priority we use < 1. We then solve for the optimum channel capacity
allocation value (6*) and plug it back into the non-normalized delay for Class B.

We generate two curves for this case. First we plot the performance for Class B
with 7 = 10. Then, we plot the performance for Class B with n = oco. When 7 = o0,
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Tg reduces to
2C -2 -1)(C—2)

Lg 2C—-2x—-2y+y
C—-—z 20-2r-2y

R Y

- C-1 1+C—x—y}
Ly | v

= 1 . .81
5 +%_(1+7)] (3.81)

3.6.2 Performance Plots Set 2

In our second set of performance plots (Figures 3-11 to 3-14), we keep & constant and
plot the time delay for Class B performance against the ratio 5. As Z increases from
0 to 1, we expect to see increasing delays for Class B users. We also plot a horizontal
asymptote of %37 the transmission time of a Class B message. Due to our system
constraint of fixing &, all the plots have a starting point at %.

3.6.2.1 No Priority (FCFS)

120—x—4y+7)\ALB+27C ’yy+)\BLA

T =
2 ZAC(€ -1 —7)

Again, we notice that having no priority is the worse scheme for Class B users. Users
of Class B face the possibility of being stuck behind Class A users in the queue. Here,
there is a vertical asymptote which occurs ZX¥ = 1. FCFS results in expected delay
values approximately an order of magnitude greater than the nonpreemptive priority
scheme.

3.6.2.2 Nonpreemptive Priority

1288¢ — yLp + Ly
2 C(C —~)

Tp =
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With nonpreemptive priority, Class B users receive access to the channel first even if
there are Class A messages in the queue. This priority techniques provides a lower
time delay than FCFS. The time delay for a Class B user, however, can still be
significant if a Class A user is being served upon arrival. Class B users must wait
until the Class A transmission is completed before receiving access to the channel. A
vertical asymptote occurs at & = 1, since we continue to serve Class B users as long
as they keep arriving in the queue.

3.6.2.3 Preemptive Resume Priority

Iy
14 = :
+2%_7}

A significant improvement in time performance can be seen with the use of preemptive
resume priority. Here, Class B users are given access to the channel whenever it enters
the system. They can interrupt the transmission of a Class A message. Therefore,
the time delay is very close to the plotted asymptote which measures the transmission
time of a Class B message on the channel. Again, there is a vertical asymptote at
& = 1 since we continue to serve Class B users as long as they keep arriving in the
system. Since preemptive resume priority cannot be easily implemented for wireless
broadcast systems, we turn to other schemes to improve the delay performance of

Class B users.

3.6.2.4 Channel Capacity Allocation

The performance of our channel capacity allocation schemes fall within the extremes
of nonpreemptive priority and preemptive resume priority. In these cases, a vertical
asymptote occurs at L = 1.

3.6.2.4.1 G(Ta,Tg) =Ty =Ts

11+~ 1+y
Tp = - 2+ .
7 2 X< [ %—(1+’7)}

In this case, we equate the normalized delays for Class A and Class B users. We then

solve for the optimum channel capacity allocation value (#*) and plug it back into the
non-normalized delay for Class B.
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3.6.2.4.2 G(TA, TB) = TA + TB

1 Lp(1+ /%) L+~
Ty = oo —= 2+ g 1
2C -z -y VIV

In this case, we sum the normalized delays for Class A and Class B users. We then
solve for the optimum channel capacity allocation value (6*) and plug it back into the
non-normalized delay for Class B.

3.6.2.4.3 G(TA, TB) = TA + 77TB

Ts

L Le(tvmy) |, 1+
20 — oy +y vii(& -2 -1

In this case, we sum the normalized delays for Class A and Class B users with an 7
multiplier to the time delay for Class B. The 5 factor is used to increase or decrease
the priority of Class B messages. To increase the priority we use n > 1, thus to
decrease the priority we use n < 1. We then solve for the optimum channel capacity
allocation value (8*) and plug it back into the non-normalized delay for Class B.

We generate two curves for this case. First we plot the performance for Class B
with 7 = 10. Then, we plot the performance for Class B with n = cc. When 7 = oo,
TB is

Ly Y
T = 1 i
B C—x{—{_%—(l-l-’y)}

Note that when 7 = oo, the performance curve is close to the preemptive resume
priority priority for %3 < 0.8 before it starts to depart due to capacity limitations
for Class B users.

3.7 Summary

We have introduced the topic of priority queueing and channel capacity allocation
in this chapter. We narrowed the list of priority schemes and allocation schemes to
model, compare, and analyze. Modeling allows us to make assumptions to create
a model that is simple yet efficiently true to the real system so that the answers
provided by the model have some credibility. In our model of mixed traffic, Class
B users are those who have small messages to transmit. The figures show how the
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different techniques affect the performance of Class B. In short, this thesis provides a
methodology of determining resource allocation by incorporating system constraints
and QoS priority. We should however be aware that increasing the performance of
one class will come at a cost to the other classes of users.
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Chapter 4

Conclusions

The communication systems today are getting better, with better voice quality, bet-
ter security, more services and data capabilities, and an increase in capacity. The
next generation of radio systems, to some extent, is simply an opportunity to update
existing mobile radio systems as advances in technology and manufacturing occur.
Currently the second generation standards will evolve further and form the basis
for the third generation networks. Given the diverse needs and the pace of devel-
opment in different regions, a single global approach does not seem adequate. The
implementation of wireless broadband communication systems requires the following
considerations: frequency allocation and selection, channel characterization, appli-
cation and environment recognition, including technology development, air interface
multiple access techniques, protocols and networks, systems development with effi-
cient modulation, coding, and smart antenna techniques. The focus of this thesis
is multiple access techniques for multichannel communication systems channel re-
source allocation for mixed traffic. Although the techniques developed here are used
for networks with wireless channels, they are also applicable for satellite and optical
networks.

The topic of multiple access communication has been developed with a focus on
fixed access schemes and random access schemes. Examples of fixed access techniques
are Frequency Division Multiple Access (FDMA) and Time Division Multiple Access
(TDMA), in which each user is permanently assigned a fixed portion of the channel,
either on a frequency basis (FDMA) or time basis (TDMA). These techniques are
efficient for predictable streams of traffic, but in cases of bursty traffic, i.e., when the
peak to average data rate is high, fixed allocation of channel capacity is wasteful.
Random access techniques like pure ALOHA, or Slotted ALOHA (S-ALOHA), are
introduced to cope with this type of short, high-rate traffic bursts occurring at random
points in time. ALOHA communication is an uncoordinated protocol. It has low
efficiency since packets can overlap causing collisions and lost data. Slotted ALOHA
has an efficiency limited to % (approximately 0.368) successful transmissions per slot,
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and has stability problems if not controlled.

In our analysis in Chapter 2, we note that the SSALOHA and TDMA schemes,
independent of propagation delay, give best performance at light and heavy traffic
loads, respectively. In the case of multichannel communication systems, we suggest
allocating one subchannel as a reservation channel and the remaining subchannels
as data channels. Implementing a reservation channel allows the communication
system to be more fully utilized since channel resources are never given to non-active
users. We note that given the same amount of capacity for data transmission, it
is best to minimize the number of subchannels thereby creating subchannels with
larger capacity rates. The ability to transmit data on larger transmission subchannels
significantly reduce the total average delay for queueing and service.

In many multi-user communication systems, the channel allocation policy plays a
key role in determining the overall system capacity, i.e., the maximum load that the
system can carry for a given spectrum resource. The number of users are potentially
unlimited in number which implies that resources must be efficiently assigned and
utilized. The purpose of a channel allocation policy is, thus, to distribute the channel
among users in such a way to satisfy Quality of Service (QoS) and achieve maximum
channel utilization. Although an optimal solution can be determined analytically, in
practice, the evaluation of an optimal solution is prevented by real-life complexities
that cannot be modeled. Hence, the need for sub-optimal policies.

In our analysis in Chapter 3, we analyze channel capacity allocation schemes
for wireless networks supporting mixed traffic. With the assumption of multiple
classes of users, we analyzed systems that use priority schemes such as nonpreemptive
priority and preemptive resume priority. We develop alternative schemes to distribute
channel resources among the different user classes. The amount of channel capacity
given to each user class is optimized according to different timing metrics. We can
suggest schemes that are better than nonpreemptive priority technique and closely
approximate the preemptive resume priority technique, which in many instances can
be difficult to implement. Depending on the constraints of the communication system
and the priority scheme that is to be given to user classes, Chapter 3 can provide
a good understanding of the methodology of optimizing the allocation of channel
capacity.
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Appendix A

Queueing Theory

A.1 Overview

The basic methodological framework for analyzing network delay is queueing theory.
To understand the nature and mechanism of delay in a network, it is often necessary
to make simplistic assumptions. More realistic assumptions make the analysis ex-
tremely difficult. Queueing models have been developed to provide a basis for delay
approximations and provide valuable qualitative results and insights.

We will focus on packet delay within a communication network. A packet under-
goes delay that can be separated into the following delay components:

1. The processing delay, which is the time the packet is correctly received at the
source and the time the packet is transmitted on the communication link.

2. The queueing delay, which is the time the packet is waiting in a queue for
transmission and the time it begins to transmit.

3. The transmission duration, which is the time it takes to transmit the entire
packet on the communication link.

4. The propagation delay, which is the time it takes for the last bit to be transmit-
ted at the head node of the communication link and received at the tail node.
Propagation delay proportional to the physical distance between the source and
destination.

We start by introducing a standard nomenclature for single-station queues, i.e.
queueing systems where users form a single queue. Such a queue is described as
follows:
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1. Arrival Process - We assume that users arrive one at a time, and the successive
interarrival times are independent and identically distributed (iid). Thus the
arrival process is a renewal process. It is described by the distribution of the
interarrival times, represented by special symbols as follows:

e M: Exponential M stands for memoryless, which is assumed to be a Pois-
son process, i.e., exponentially distributed interarrival times,

o G: General G stands for a general distribution of interarrival times,

e D: Deterministic D stands for a deterministic interarrival times,

2. Service Times - We assume that the service times of successive users are iid.
They are represented by the same letters as the interarrival times.

3. Number of servers - Typically denoted by k. All the servers are assumed to be
identical, and that any user can be served by any server.

4. Maximum number of users - Denoted by N. It includes the number of users in
service. If an arriving user finds NV users in the system, he/she is permanently
lost. If capacity is not mentioned, it is assumed to be infinite.

As noticed by the contents of this thesis, we have used queueing models to develop
expected delay analysis while investigating multiple access techniques and uplink ar-
chitectures. What follows is a brief summary of the queueing delay models Qar/ar/x(:),
Qumyai(-), and Qurypsi(-). For complete derivations and a strong understanding of
queueing theory, the reader should consult sources such as [4], [22], and [39].

A.2 M/M/k Queue

A.2.1 M/M/1

An M/M/1 model assumes (1) Poisson arrivals of rate ), (2) independent and expo-
nential service distribution with mean %[sec] and rate ;x> A, and (3) a single server.
The utilization factor p (0 < p < 1) is defined as

p=—. (A.1)
I
The expected delay an arrival experiences upon entering the system is

P
Quymn (A, p) = Y (A.2)
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Thus the total expected delay an arrival experiences in the system is

P 1
T = ——+Z2
B—A

A—p

A.2.2 M/M/k

The M/M/k queuing system is identical to the M/M/1 system except that there are
k servers, or channels of a transmission line. A user at the head of the queue is routed
to any server that is available. The utilization factor p (0 < p < 1) is defined as

A

pP= E
The probability of n users in the system is

k -1

2 (kp)™ kp)*
Do = _(ﬁ)+m&m

k=0 " =)
The probability that an arrival has to wait in the queue is

_ polkp)*
°T B =)

The expected delay an arrival experiences upon entering the system is

pFq
A1 = p)

Thus the total expected delay an arrival experiences in the system is

QM/M/IC(/\7 K, k)

P, 1
AMl=p) p

A.2.3 M/M/oco

(A.4)

In an M/M/oo system, there is no waiting in queue. We assume that a new server
is created immediately to handle a new arrival. Thus, the expected delay an arrival
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experiences is zero and the model behaves as follows
Qummio = 0, (A.9)
1
T = —.
7
A.3 M/G/k Queue

A.3.1 M/G/1 Queue

The M/G/1 model assumes (1) Poisson arrivals of rate A, (2) a general service dis-

. C C . < =5 =2
tribution which is iid service times with mean X and second moment X2 = X, and
(3) a single server with infinite waiting room.

X = E{X} = Expected service time, (A.11)

X2 = E{X?} = Second moment of service time, (A.12)

o = MX, (A.13)
— X2

Quyen(A, X, X2%) = TSR (A.14)

A.3.2 M/G/k Approximation

In this section we consider the M/G/k system in which users arrive at a Poisson rate
A and are served by any of k servers, each of whom has the service distribution G.

X = FE{X} = Expected service time, (A.15)

X2 = FE{X?} = Second moment of service time, (A.16)
AX

po= T (A.17)
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X2 (X)k
— k—1 (AX)n X )k )
20k — 1)1k — NX)2(ThTy G 4 DX )
(A.18)

QumieeN X, X2k) =~

The M/G/k approximation is an exact solution if the service time G is exponential
[39].

A4 M/D/Ek Queue

When service times are identical for all arrivals, we have

>
I

(A.19)

(A.20)

“E:NI.._\"RI'—‘

A.41 M/D/1

Since the M/D/1 case yields the minimum possible value of X2 for given g, it fol-
lows that the values of Qpr/p/1 and T for an M/D/1 queue are lower bounds to the
corresponding quantities for an M/G/1 queue of the same A and p.

1 1
Qupp(A, ) = QM/G/I(/\’;vzi) (A.21)
A42 M/D/k
1 1
Qum/pje(A p, k) = QM/G/’“()";’E’M (A.22)
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Appendix B

Proofs

B.1 Poisson Process

Case 1 is a multichannel system that assumes K channels each with equal capacity
% [bits/sec]. The user population is divided into K equally sized groups with each
group accessing one channel, as shown in Figure B-1(a). Message arrivals are assumed
to follow a Poisson distribution. The Poisson process is defined by a probabilistic
description of the behavior of arrivals at points on a continuous time line

n
() e where n =0,1,2,... and 7 > 0. (B.1)

P[n arrivals, time 7] =

-

Chennel 1

]
o - e

III\II

-

Channel 3

"' Chanmel K | ™2 -%

¢
\ : i \/‘% e
\%

+
=

]
2>
mw

(a) Case 1. (b) Case 2.

Figure B-1: Comparison between Two Poisson Cases.
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Case 2 is a multichannel system that assumes K channels each with equal capac-
ity £ [bits/sec]. Every user and for every packet transmission (or retransmission)
selects randomly, uniformly, and independently of the past the channel over which
this specific packet is to be transmitted.

The following is to illustrate that the arrivals from point A to point B in Figure
B-1(b) is equal to the corresponding arrivals in Figure B-1(a)

Pn arrivals at B, time 7] = P|n arrivals at A]PJ[all n chooses B
+P[n+1 arrivals at A]P[n of these chooses B]
+P[n+2 arrivals at A]P[n of these choose B] + ...

— g+ S g ()

T
1 K-1,
11 _ Ar K —1(n+1)!
= —_— () n /\1'1
R il v -

AT)? K—-1,(n+2)!
(7§+)2)!( K ™ ;)+"']

11 o K-1 (&322
— 11 n_—Ar Ar&=1
= ;L—'—k‘;(/\’r) € € K
(D"
= %‘—6 K (BQ)

where f(n) = (%)ne_”. From Eq. B.2, we can see that the arrival rate at Bis A =

=|>

B.2 Optimum Number of Channels

The proof of determining the optimal number of channels by dividing channel ca-
pacity can be found in [18]. It is found that to minimize overall expected message
transmission delay, the optimal number of channels K is one.

Assume that we have K subchannels, each of capacity < [bits/sec], as shown in
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Figure B-2: Messages Transmitting on Multiple Channels.

Figure B-2. There is a queue with Poisson arrivals at an average arrival rate of A
messages per second. All message lengths are exponentially distributed with mean
length ﬁ [bits]. A first-come first-serve (FCFS) discipline is implemented on the
queue, where messages at the head of the queue gain access to the first channel that
becomes available. If more than one channel is available, the message chooses from
this set randomly according to a uniform distribution.

Given values for A, u, and the total capacity of C [bits], the issue is to determine
K, the total number of subchannels. The value of K should minimize T [sec], the
expected delay spent in the system, i.e., the queueing delay plus transmission delay.
Channel utilization is again defined as p = ;’\5 [bits/sec].

Theorem 1
The value of K which minimized T for all0 < p < 1 is N=1.

A system with more than one channel is non-optimum because the efficiency of
a message is related to its transmitting rate. With one channel, we can transmit at
a rate of C' [bits/sec|] whenever there are any messages in the system. If we have K
channels (K > 1), there will be situations in which less than K channels are occupied,
and we shall then be transmitting at a rate less than C' [bits/sec].

This result implies that whenever possible one should design a multichannel sys-
tem, where total capacity is fixed, with as few channels as the physical constraints of
the network allow. The limiting case of one channel is optimum. Pragmatic engineer-
ing considerations however may drive the design of systems from this ideal optimum.
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