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Abstract

Markov Decision Processes (MDPs) model problems of sequential decision-making under uncertainty. They have been studied and applied extensively. Nonetheless, there are two major barriers that still hinder the applicability of MDPs to many more practical decision making problems:

- The decision maker is often lacking a reliable MDP model. Since the results obtained by dynamic programming are sensitive to the assumed MDP model, their relevance is challenged by model uncertainty.

- The structural and computational results of dynamic programming (which deals with expected performance) have been extended with only limited success to accommodate risk-sensitive decision makers.

In this thesis, we investigate two ways of dealing with uncertain MDPs and we develop a new connection between robust control of uncertain MDPs and risk-sensitive control of dynamical systems.

The first approach assumes a model of model uncertainty and formulates the control of uncertain MDPs as a problem of decision-making under (model) uncertainty. We establish that most formulations are at least NP-hard and thus suffer from the “curse of uncertainty.”

The worst-case control of MDPs with rectangular uncertainty sets is equivalent to a zero-sum game between the controller and nature. The structural and computational results for such games make this formulation appealing. By adding a penalty for unlikely parameters, we extend the formulation of worst-case control of uncertain MDPs and mitigate its conservativeness. We show a duality between the penalized worst-case control of uncertain MDPs with rectangular uncertainty and the minimization of a Markovian dynamically consistent convex risk measure of the sample cost. This notion of risk has desirable properties for multi-period decision making, including a new Markovian property that we introduce and motivate. This Markovian property is critical in establishing the equivalence between minimizing some risk
measure of the sample cost and solving a certain zero-sum Markov game between the
decision maker and nature, and to tackling infinite-horizon problems.

An alternative approach to dealing with uncertain MDPs, which avoids the curse
of uncertainty, is to exploit directly observational data. Specifically, we estimate the
expected performance of any given policy (and its gradient with respect to certain
policy parameters) from a training set comprising observed trajectories sampled under
a known policy. We propose new value (and value gradient) estimators that are
unbiased and have low training set to training set variance. We expect our approach to
outperform competing approaches when there are few system observations compared
to the underlying MDP size, as indicated by numerical experiments.
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Chapter 1

Introduction

Decision problems can be abstracted mathematically in terms of a set $\mathcal{U}$ of options to choose from and a mapping that associates a performance vector to each option $u \in \mathcal{U}$. The performance vector captures all the evaluation criteria that the decision maker considers relevant. In general, the performance vector has multiple conflicting dimensions, making the choice of a decision subtle. For example, a manufacturer might have to trade-off the quality and the production cost of its products. In addition, when the performance of a decision depends on the realization of an uncertain exogenous factor $\omega$, the performance becomes a function of both the decision $u \in \mathcal{U}$ and of the uncertain variable $\omega$. Notwithstanding, in most cases the decision maker can rank the attractiveness of all possible performance vectors. Specifically, we will assume that the decision maker has a “cost function” $c$ (which could also be interpreted as the negative of its utility function) that maps each possible decision to a real number, with preferred decisions corresponding to lower cost. Given such a model for a decision problem, the identification of the best decision amounts to solving the minimization problem

$$\inf_{u \in \mathcal{U}} c(u).$$

At a high level, this thesis investigates how the aforementioned approach needs to be adapted when no model is available for the problem of interest, or when the model
is uncertain. Specifically, we will focus on problems of sequential decision making under uncertainty. These are decision problems with two salient characteristics:

- the decision maker interacts with the system over multiple “time periods,” making a new decision at each period,

- the decision maker’s decision at time $t$ can depend on some observations of the system up to time $t$. In particular, it can depend on the realization of some uncertain variables (feedback control).

Since the actions of the decision maker are “feedback policies,” the decision space $U$ is a policy space, which can be huge, both in terms of cardinality and dimension. This thesis focuses on an important class of problems of sequential decision making under uncertainty, called Markov Decision Processes (MDPs - cf. Subsection 2.2.1 for a definition). An MDP model describes the state dynamics of a system and the associated cost over a time horizon. At each time period, the controller observes the state of the system and chooses an action. Conditional on this choice, the system moves to a new (possibly random) state and the controller incurs a cost. The objective of the controller is to minimize its expected cost.

In this thesis we investigate three main questions about the control of uncertain MDPs:

(a) the computational complexity of different formulations for the optimal control of uncertain MDPs,

(b) the decision-theoretic justification of the worst-case control of MDPs and the duality between risk-sensitive and robust control of MDPs, which allows us to define a broad class of tractable risk criteria for MDP control, and

(c) the “efficient” estimation of the value of different policies from system trajectories.

In the next paragraphs, we outline the content of the three chapters dedicated to each of these questions, but we leave the literature review and the precise statement of contributions to the introduction section of each chapter.
In the next chapter, we study the computational complexity of different formulations for the optimal control of MDPs when the model is uncertain. When the controller has an MDP model for the system of interest (say, with a finite state-action space $\mathcal{X} \times \mathcal{A}$ over a finite time horizon $T$), it is well-known that a cost-minimizing policy can be chosen among the deterministic policies whose action at a given time depends only on the current system state. Hence, provided the model is known, the Markov property allows the controller to restrict, without loss of optimality, its attention to the space of "Markovian" deterministic policies, which has cardinality $|\mathcal{A}|^T |\mathcal{X}|$. In addition, dynamic programming methods allow us to find a minimum cost policy in this exponentially large decision space with only order $O(T |\mathcal{X}|^2 |\mathcal{A}|)$ arithmetic operations. In applications where the state-action space is very large, the computational complexity of solving an MDP to optimality becomes intractable --- this limitation of the use of MDPs is known as the "curse of dimensionality." In Chapter 2, we consider the case where the MDP model is not perfectly known and show that most formulations for the control of uncertain MDPs suffer from a worse complexity curse, namely the "curse of uncertainty." Most formulations are NP-hard, and even PSPACE-hard in situations where learning takes place. We draw a comprehensive picture for the complexity of the control of uncertain MDPs by analyzing many different formulations. This picture is important for a modeler who can trade-off the complexity of a particular formulation with its fit to a particular application.

In Chapter 3, we make connections between risk-sensitive control of MDPs, zero-sum Markov games, and the worst-case formulation of uncertain MDPs. Specifically, we define the concept of a Markovian dynamically consistent convex risk measure of the uncertain outcome of a dynamic state space model (which is a notion of preference on uncertain trajectories, not on uncertain models, with desirable decision-theoretic properties). We prove that the minimization of such risk measures amounts to solving a zero-sum Markov game, which is also equivalent to optimizing an uncertain MDP for the worst-case model with "state-rectangular uncertainty set". Our notion of risk not only justifies this common formulation for the control of uncertain MDPs from a decision theory perspective, but it also motivates a new worst-case formulation, where
each possible model comes with a penalty (for example capturing its unlikelihood) so that the worst-case model balances its penalty and its disadvantage to the controller. Thus, the penalized worst-case formulation to the control of uncertain MDPs yields less conservative policies for the decision maker than the worst-case approach. Furthermore, the penalized worst-case control of MDPs generates a broad class of tractable risk criteria for the risk-sensitive control of MDPs.

Finally, Chapter 4 of this thesis takes a data-driven approach to the control of MDPs. Instead of estimating a model and then evaluating or optimizing the estimated MDP model, we bypass model estimation to avoid the curse of uncertainty by exploiting system trajectories observed under a known sampling policy to estimate directly the performance of other policies. We derive estimators for the value and the value gradient that are guaranteed to be unbiased and that have lower variance than competing approaches from the literature, and we illustrate the advantages of our approach with numerical experiments.
Chapter 2

Computational complexity of control of uncertain Markov Decision Processes

2.1 Introduction

2.1.1 Motivation

Markov decision processes (MDPs) are a versatile class of models for controlled discrete-time stochastic dynamical systems [11, 12]. They have been extensively studied in operations research and applied in many different domains such as operations management, network management, marketing, or robotics.

An optimal policy in a known MDP can be computed efficiently by dynamic programming techniques. For large-scale problems, approximate solution methods are available [14]. Still, the applicability of this approach is limited by the sensitivity of the optimal solution to parametric uncertainty. In particular, an optimal policy for a given set of model parameters might perform poorly on a system with slightly different parameter values, as illustrated recently in [86] and [54]. In this chapter, we are interested in the influence of parametric uncertainty on the expected policy performance in MDPs, but not so much in the internal randomness of the sample cost.
along system trajectories, as in the literature on risk-sensitive control. Specifically, we study different formulations to find a policy that performs “consistently” well in an uncertain MDP, with an emphasis on their computational complexity.

2.1.2 Contributions and literature review

In this chapter, we study different formulations of the robust control of uncertain MDPs from a computational complexity perspective. The controller can optimize different objectives: the finite-horizon cost, the infinite-horizon discounted cost, or the expected average cost.

We assume that the uncertain parameters are constant so that the controller could learn about their value along the way and exploit this knowledge with history-dependent policies. Hence, the control problem can be related to partially observable Markov decision processes (POMDP) or Markov games with imperfect information. The complexity of POMDPs has been studied first in [58] and some refinements were obtained in [47]. Globally, these active learning problems are much harder (PSPACE-hard) than the optimal control of a given MDP with perfectly known parameters.

This huge complexity increase together with other arguments (cf. Subsection 2.2.3) makes the history-dependent control of uncertain MDPs often inappropriate. Therefore, most of this chapter deals with the simpler Markovian policies.

Two recent papers [54] and [38], building on the theory of zero-sum Markov games with perfect information, proposed a robust control formulation based on the worst-case formulation. This formulation provides a strong performance guarantee in face of parametric uncertainty. Furthermore, stationary robust policies can usually be computed at almost no extra cost compared to the nominal problem. However, this analysis requires a so-called rectangularity assumption on the uncertain parameter; otherwise it does not apply. We show that without this assumption the problem is NP-hard, even when there are only two possible values for the uncertain parameters.

Since the approach in [54, 38] can be very conservative, because the policy is tailored to the worst-case value of the parameters, we also investigate two alternative formulations, well-motivated by decision theory: one based on expected utility
and another based on the worst-case regret. We establish a comprehensive table of complexity results for the three formulations, with different assumptions on the system’s uncertain parameters and on the controller’s objective. Most of the resulting problems are “intractable,” making by contrast the worst-case formulation under state-rectangularity computationally attractive.

In the special case where the controller minimizes its average cost with respect to a (generalized) state-rectangular uncertainty over the set of Markovian policies, we establish modified Bellman’s equations provided that the system does not come back to state that it has left in the past (Proposition 2.5.3).

2.1.3 Chapter structure

We end this introduction with a note on complexity theory. The next section is devoted to the definition of uncertain MDPs. Section 2.3 studies the complexity of history-dependent control of uncertain MDPs for different decision models. The rest of the chapter is then focused on stationary control and is organized by the controller’s objective function: Section 2.4 deals with the worst-case performance, Section 2.5 studies the average performance for different parameter values, and Section 2.6 analyzes the worst-case regret objective.

2.1.4 Computational complexity theory

In this thesis, we assume that the reader is already familiar with computational complexity theory (cf. [26] for an introduction). Our model of computation is a Turing machine (However, we will only count arithmetic operations, as opposed to bit operations, in our size and running time estimates). The complexity classes we will need are those consisting of decision problems solvable in polynomial time (P), nondeterministic polynomial time (NP), and polynomial space (PSPACE) as a function of the instance size. Recall that $P \subset NP \subset PSPACE$.

While we are ultimately interested in finding an optimal policy, we will focus on the question whether the minimal cost is below a given bound, in order to fit the
complexity framework of binary decision problems.

2.2 Uncertain Markov Decision Processes

2.2.1 Markov Decision Processes

System description and notations

Markov Decision Processes are controlled discrete-time stochastic dynamical systems [11]. In this chapter, which is focused on computational complexity issues, we will only consider an MDP with a finite state space \( \mathcal{X} \), \(|\mathcal{X}| = n\), where in all states \( x \in \mathcal{X} \), there is a finite action set \( \mathcal{A}(x) \) available to the controller, \(|\mathcal{A}(x)| \leq r\). We will use the notations \( \mathcal{XA} \) for the state-action space and \( \Delta \) for the probability simplex over \( \mathcal{X} \). Given that the system is in state \( x \in \mathcal{X} \) and that the controller chooses action \( a \in \mathcal{A}(x) \), the system moves at the next stage to state \( y \in \mathcal{X} \), with probability \( p(y; x, a) \), and incurs an expected immediate cost \( c(x, a) \). The notations \( x^\pi(t), a^\pi(t) \) and \( c^\pi(t) \) refer, respectively, to the realizations of the state of the system, the controller’s action and the incurred cost at time \( t \), under a given policy \( \pi \). Denote by \( \nu_0 \) the distribution over \( \mathcal{X} \) of the state at the beginning of the time horizon.

The parameters of an MDP are the expected immediate cost \( c(x, a) \) and the one-step transition probability vectors \( p(\cdot; x, a) \) for all state-action pairs \((x, a) \in \mathcal{XA}\). The family of transition probabilities vectors \( P = (p(\cdot; x, a))_{(x,a)\in \mathcal{XA}} \) is called the transition kernel of the MDP. Later, we will use the notation \( p(\cdot; x, \cdot) \in \Delta^{\mathcal{A}(x)} \) where \( x \in \mathcal{X} \) for the vector \( (p(\cdot; x, a))_{a\in \mathcal{A}(x)} \) of transition probabilities for all actions available in state \( x \).

For finite-horizon problems, the specification of an MDP instance includes generally different cost parameters and transition probabilities for each time point, whereas we assume that these parameters are independent of time in infinite-horizon problems. The respective description lengths are then \( O(n^2rT) \) and \( O(n^2r) \).
**Optimal control problem**

The controller’s interaction with the dynamical system is specified by a “feedback” policy. Let $I_t$ be the information available to the controller at time $t$. It comprises at least the current state but could include the time index and the past trajectory. A randomized policy $\pi$ of the controller is a mapping from the information space to the distributions over the action space such that $\pi(I_t)$ gives non-zero probability only to actions available in the current state, i.e., $a^\pi(t) \in \mathcal{A}(x^\pi(t))$ almost surely. A deterministic policy is a randomized policy that picks an action as a deterministic function of $I_t$. The policy is Markovian (resp. stationary) if it depends only on the state and time index $(x, t)$ (resp. the state $x$). Denote by $\Pi_{h,r}$, $\Pi_{m,r}$ and $\Pi_{s,r}$ the space of randomized history-dependent, Markovian and stationary policies, respectively. Similarly, let $\Pi_{h,d}$, $\Pi_{m,d}$, and $\Pi_{s,d}$ be the space of deterministic history-dependent, Markovian, and stationary policies.

The controller could minimize different objective functions over a given policy space. In this chapter, we will consider as objective

1. The finite-horizon cost, $E \left[ \sum_{t=0}^{T} c^\pi(t) | \nu_0 \right]$, where $T \in \mathbb{N}$ is the horizon length.

2. The infinite-horizon cost:
   
   (a) Discounted cost, $E \left[ \sum_{t=0}^{\infty} \alpha^t c^\pi(t) | \nu_0 \right]$, where $\alpha \in [0, 1)$ is a constant discount factor.

   (b) Expected average cost, $\limsup_{T \to \infty} \frac{1}{T} E \left[ \sum_{t=0}^{T} c^\pi(t) | \nu_0 \right]$.

**Solution of nominal MDPs**

When the transition kernel and the expected immediate cost parameters of an MDP are known, the controller can use classical dynamic programming techniques to minimize the cost, over the set of history-dependent policies $\Pi_{h,r}$.

For finite horizon problems, an optimal policy in $\Pi_{h,r}$ can be taken deterministic Markovian (and may depend on the time index). An optimal policy can be computed by the dynamic programming recursion in $O(rn^2T)$ arithmetic operations, whereas
the instance size describing the parameters for each time is also $O(rn^2T)$. If the parameters are time-invariant, the finite horizon control problem can be described with only $O(rn^2 + \log T)$ bits, but the evaluation of a stationary policy can still be done in polynomial time as shown in the next proposition.

**Proposition 2.2.1.** Computing the value function of a time-invariant Markovian policy in a time-independent finite horizon problem can be done in $O(n^3 \log T)$ time.

**Proof.** For notational convenience, assume $T = 2^K - 1$. Let $P \in \mathbb{R}^{n \times n}$ be the constant transition kernel under a stationary policy and $c \in \mathbb{R}^n$ be the associated expected immediate cost. The value function of the policy is

$$V = \sum_{t=0}^{2^K-1} P^t c = \left( I + P^{2^{K-1}} \right) \left( \sum_{t=0}^{2^{K-1}-1} P^t \right) c = \prod_{k=0}^{K-1} (I + P^{2^k})c.$$

Given $P^{2^k}$ for $k = 0, \ldots, K - 1$, the value function can be computed in $O(n^3 \log T)$. The powers $P^{2^k}$, $k = 0, \ldots, K - 1$, can also be computed in $O(n^3 \log T)$ time.

**Remark 2.2.2.** When a finite-horizon MDP control problem is specified in terms of a time-invariant transition kernel, the optimal control problem is $P$-hard, and could be NP-hard (it is not known whether this is the case). For the finite-horizon discounted cost problem, Tseng gave in [97] an exact polynomial-time algorithm to compute the optimal expected cost of an MDP, provided that the same MDP over an infinite horizon has a unique optimal stationary policy. But the complexity of this algorithm is proportional to $O(1/(1 - \alpha))$ so that it is polynomial only when the discount factor $\alpha$ is bounded away from one.

For infinite horizon problems, the stationarity of the environment makes the complexity of the nominal MDP control relatively simpler, even though the instance description length is only $O(rn^2)$.

For discounted cost problems with a discount factor $\alpha \in [0, 1)$, the minimal expected cost starting from state $x$, $V^*(x)$, over the set of history-dependent policies
satisfies the Bellman equations [12], i.e.,

$$V^*(x) = \min_{a \in A(x)} \left[ c(x, a) + \alpha \sum_{y \in \mathcal{X}} p(y; x, a)V^*(y) \right], \ x \in \mathcal{X}.$$ 

Without loss of optimality, the controller can pick a policy in the set of deterministic stationary Markovian policies \( \Pi_{s,d} \) that is greedy with respect to \( V^* \). It is well-known that the optimal value \( V^* \) can be found by solving the following linear program with \( n \) variables and at most \( nr \) constraints, where \( c_i > 0, \ i = 1, \ldots, n \), are arbitrary,

$$\max_{V \in \mathbb{R}^n} \sum_{i=1}^{n} c_i V(i)$$

$$V(i) \leq c(x, a) + \alpha \sum_{y \in \mathcal{X}} p(y; x, a)V(y),\ (x, a) \in \mathcal{X}A.$$

Since linear programs are solvable in polynomial time, the optimal value of discounted cost problem can also be computed in polynomial time.

For expected average cost control problems with finite state and action spaces, results similar to the ones for discounted cost problems hold under mild assumptions. For example, when all stationary policies are unichain (cf. p. 204 in [12]), the minimal average cost \( \lambda^* \) satisfies the Bellman equations,

$$\lambda^* + h^*(x) = \min_{a \in A(x)} c(x, a) + \sum_{y \in \mathcal{X}} p(y; x, a)h^*(y), \ x \in \mathcal{X}.$$ 

The controller can pick an optimal policy that is deterministic, stationary, and Markovian. Moreover, the optimal average cost \( \lambda^* \) is independent of the initial state distribution \( \nu_0 \), and can be found in polynomial-time as an optimal solution of the following linear program

$$\max_{\lambda, h \in \mathbb{R}^n} \lambda$$

$$\lambda + h(x) \leq c(x, a) + \sum_{y \in \mathcal{X}} p(y; x, a)h(y), \ (x, a) \in \mathcal{X}A.$$
In all cases, it is worthwhile observing that the standard dynamic programming technique provides polynomial-time algorithms to verify whether the cost of a policy is less than a given bound, for any fixed Markovian policy in finite horizon problems, and any fixed stationary Markovian policy for infinite-horizon problems.

2.2.2 Different descriptions of parametric uncertainty

In this chapter, we will focus on uncertainty about the transition kernel

$$P = (p(\cdot; x, a))_{(x,a) \in X,A}$$

because uncertainty on cost parameters can be reduced to uncertainty on the transition kernel. Moreover, when the transition kernel is known, the problem under a worst-case criterion essentially reduces to a constrained MDP (cf. [2] and the references therein), which has been studied extensively and can be solved efficiently. In contrast, uncertainty on the transition kernel is harder to deal with.

We assume that the uncertain transition kernel $P$ lies in a known uncertainty set $\mathcal{P} \subset \Delta^{X,A}$. Since we are interested in computational complexity issues, we will assume that $\mathcal{P}$ is a finite set. To avoid notational ambiguity, we will sometimes index $\mathcal{P}$ by a model index set $\mathcal{M}$. For example, the transition probability vector from state-action pair $(x, a)$ in the MDP model $m \in \mathcal{M}$ will be denoted $p_m(\cdot; x, a)$. Each parameter value defines a nominal MDP model, which is often called scenario or environment in the sequel. By default, the instance description of an uncertain control problem includes as input the specification of $|\mathcal{M}|$ nominal MDPs.

In some contexts, we will endow the uncertainty set $\mathcal{P}$ with a probability measure $q = (q_m)_{m \in \mathcal{M}}$. The expected cost of a policy (where the expectation is taken with respect to the stochastic trajectory realizations for a given MDP model $P$) becomes a random variable with respect to the uncertain parameter $P \in \mathcal{P}$.

Observe that the uncertainty set $\mathcal{P}$ or the distribution of the uncertain parameter $q$ can encode some dependencies between the uncertain parameters at different state-action pairs. Indeed, for a set $\mathcal{P} \subset \Delta^{X,A}$, define the sets $\mathcal{P}_x = \{ p(\cdot; x, \cdot), \ p \in \mathcal{P} \}$ for
all states \( x \in \mathcal{X} \) and \( \mathcal{P}_{(x,a)} = \{ p(\cdot; x, a), \ p \in \mathcal{P} \} \) for all state-action pairs \((x, a) \in \mathcal{X} \mathcal{A}\).

Clearly, \( \mathcal{P} \subseteq \prod_{x \in \mathcal{X}} \mathcal{P}_x \subseteq \prod_{(x, a) \in \mathcal{X} \mathcal{A}} \mathcal{P}_{(x,a)} \). But these inclusions can all be proper with the elements in the difference “ruled out by dependencies” across states or state-action pairs.

A state-rectangular uncertainty imposes some independence across states of the uncertain parameters. It plays an important role when it induces a principle of optimality that decomposes the problem state by state (cf. Subsection 2.4.3). When nature picks the worst possible parameter \( P \in \mathcal{P} \), the rectangularity assumption has been made explicit in [38] and [54].

**Definition 2.2.3.** When the time horizon is infinite, the uncertainty set \( \mathcal{P} \) is state-rectangular if there are sets \( \mathcal{P}_x \subseteq \Delta^\mathcal{A}(x), \ x \in \mathcal{X} \), such that \( \mathcal{P} = \prod_{x \in \mathcal{X}} \mathcal{P}_x \); equivalently,

\[
\mathcal{P} = \{ P \in \Delta^\mathcal{X} \mathcal{A} \mid P = (p(\cdot; x, \cdot))_{x \in \mathcal{X}} \text{ and } p(\cdot; x, \cdot) \in \mathcal{P}_x, \ \forall x \in \mathcal{X} \}.
\]

Similarly, the uncertainty set \( \mathcal{P} \) is state-action rectangular if there are sets \( \mathcal{P}_{(x,a)} \subseteq \Delta, \) for all \((x, a) \in \mathcal{X} \mathcal{A}\), such that \( \mathcal{P} = \prod_{(x,a) \in \mathcal{X} \mathcal{A}} \mathcal{P}_{(x,a)} \); equivalently,

\[
\mathcal{P} = \{ P \in \Delta^\mathcal{X} \mathcal{A} \mid P = (p(\cdot; x, a))_{(x,a)\in \mathcal{X} \mathcal{A}} \text{ and } p(\cdot; x, a) \in \mathcal{P}_{(x,a)}, \ \forall (x,a) \in \mathcal{X} \mathcal{A} \}.
\]

When the time horizon \( T \) is finite, the uncertainty set \( \mathcal{P} \) is state-rectangular if there are sets \( \mathcal{P}_{t,x} \subseteq \Delta^\mathcal{A}(x), \ x \in \mathcal{X}, \ t = 1, \ldots, T \), such that \( \mathcal{P} = \prod_{t,x \in \mathcal{X}} \mathcal{P}_{t,x} \); equivalently,

\[
\mathcal{P} = \{ P \in \Delta^{\mathcal{T} \mathcal{X} \mathcal{A}} \mid P = (p(\cdot; t, x, \cdot))_{x \in \mathcal{X}} \text{ and } p(\cdot; t, x, \cdot) \in \mathcal{P}_{t,x}, \ \forall x \in \mathcal{X}, \ t = 1, \ldots, T \}.
\]

Similarly, the uncertainty set \( \mathcal{P} \) is state-action rectangular if there are sets \( \mathcal{P}_{(t,x,a)} \subseteq \Delta, \) for \( t = 1, \ldots, T \) and all \((x, a) \in \mathcal{X} \mathcal{A}\), such that \( \mathcal{P} = \prod_{t,x,a} \mathcal{P}_{(t,x,a)} \).

In particular, with this convention, state-rectangularity of the uncertainty set \( \mathcal{P} \) of a finite-horizon problem implies that the set \( \mathcal{P} \) factors along the time dimension — a property that we will refer to as time-rectangularity.

When the uncertainty set \( \mathcal{P} \) is endowed with a probability measure \( q \), the concept
of rectangularity can be extended so that the observation of an uncertain parameter at a state is not informative on its value at other states.

**Definition 2.2.4.**

a) A random uncertainty \( q \) is state-rectangular if it has a state-rectangular support \( \mathcal{P} \subset \Delta^{\mathcal{X}\mathcal{A}} \) and if there are probability distributions \( q_x \) on \( \mathcal{P}_x \) for all \( x \in \mathcal{X} \) such that for all \( P \in \mathcal{P} \),

\[
q(P) = \prod_{x \in \mathcal{X}} q_x(p(\cdot; x, \cdot)).
\]

b) Similarly, a random uncertainty \( q \) is state-action-rectangular if its support \( \mathcal{P} \) is state-action-rectangular and if there exist probability distributions \( q_{(x,a)} \) on \( \mathcal{P}_{(x,a)} \) for all state-action pairs \( (x, a) \in \mathcal{X}\mathcal{A} \) such that for all \( P \in \mathcal{P} \),

\[
q(P) = \prod_{(x,a) \in \mathcal{X}\mathcal{A}} q_{(x,a)}(p(\cdot; x, a)).
\]

**Remark 2.2.5.** When we assume that the uncertainty is rectangular, we will also assume that the problem instance is given in factored form. For example, if the uncertainty is state-rectangular, \( \mathcal{P} \) (resp. \( q \)) is described by \( \mathcal{P}_x, x \in \mathcal{X} \) (resp. \( q_x, x \in \mathcal{X} \)). Thus, the number of uncertain scenarios in \( \mathcal{P} \) is exponential in the instance description length.

**2.2.3 Connection with decision theory**

We will focus on three formulations for the control of uncertain MDPs. They address different needs, and correspond to different approaches in decision theory.

**Random uncertainty**

When the uncertain parameter is endowed with a probability distribution \( q \), a natural decision-theoretic framework is the one of expected utility as laid out by Von Neumann and Morgenstern [53].
Recall that there are two levels of randomness. For a fixed MDP model \( m \in \mathcal{M} \), the cost along a realized trajectory of the associated MDP under policy \( \pi \) is a random variable with expectation denoted by \( C_m(\pi) \). Utility-based decision theory says that a controller with utility function \( u \) and subjective probability measure \( q \) on the uncertain MDP model would choose a policy \( \pi \) that maximizes his expected utility. In this chapter, we restrict our attention to a risk-neutral decision-maker, that is, with a utility function \( u(x) = x \). Nonetheless, this work serves as a basis to analyze other utility functions, in particular risk-averse criteria. Formally, the decision maker solves

\[
\sup_{\pi} \sum_{m \in \mathcal{M}} q_m C_m(\pi).
\]

Furthermore, observe that a decision-maker might be essentially risk-neutral with respect to the trajectory realization but risk-averse with respect to the uncertain parameters. For example, if the controller is interacting with a large population of identical but independent systems, the randomness of the trajectory averages out but the parametric uncertainty does not.

**Worst-case uncertainty**

In the tradition of robust continuous-time control and more recently robust optimization [92], decision robustness is interpreted as a performance guarantee for the worst-case parameter in the uncertainty set. In that case, the controller plays a zero-sum game with nature. As in most of the formulations considered in the literature, nature observes the controller’s policy when choosing the uncertain parameter. Thus, the decision maker solves

\[
\inf_{\pi} \max_{m \in \mathcal{M}} C_m(\pi). \quad (2.2.1)
\]

The worst-case formulation \((2.2.1)\) relates to risk-averse decision theory through the recent, yet popular, notion of coherent risk measure [3]. In this framework the controller seeks to minimize his risk over his available positions. Here, if the risk is defined as the worst-case expectation over \( \mathcal{M} \), which is a coherent risk measure,
then (2.2.1) corresponds to a risk minimization problem. The notion of coherent risk measures is motivated axiomatically and generalizes to some extent decision theory based on expected utility. The reader should refer to Chapter 3 for more details.

**Maximum regret**

The last robust formulation that we consider is based on the maximum regret decision theory introduced by Savage [79] as an alternative to the utility-based theory. It also offers a principled way to mitigate the potential conservativeness of the worst-case approach mentioned above. Indeed, the worst-case formulation will only consider the worst possible scenario and possibly behave very poorly in all other, more favorable, cases, whereas the maximum regret formulation adjusts for the potential of each scenario.

In our setting, the regret of a given policy in a certain environment is the difference between the expected cost of the policy in that environment and the minimal cost achievable in that environment if the controller knew which environment it was facing. Let $C^*_m$ be the minimal cost for the MDP model $m \in \mathcal{M}$. Minimizing the worst-case regret amounts to solving

$$\inf_{\pi} \max_{m \in \mathcal{M}} (C_m(\pi) - C^*_m).$$

As mentioned earlier, the advantage of this formulation compared to the worst-case approach (2.2.1) is that it takes into account the intrinsic potential of a given environment $m$ through $C^*_m$. As a result, the attention of the decision maker is not restricted to the worst environment, but spans all the possible scenarios.

**Why restrict the policy space?**

History-dependent policies are studied (briefly) in Section 2.3, but the core of this chapter is devoted to Markovian control of uncertain MDPs. When the time horizon is infinite, we will further restrict our attention to stationary policies. There are several motivations for giving up the opportunity to learn the unknown parameters with history-dependent policies.
1. A history-dependent policy can be hard to compute and potentially impossible to implement. The former point is formalized in Section 2.3, while the latter relates to possible practical limitations or interests of the decision-maker. For example, the past information available to the controller may be limited. In a dynamic pricing problem, it might be hard or costly to adjust the prices, whereas optimal history-dependent policies tend to take relatively large and irregular actions (cf. p. 478 in [5]) .

2. The value of active learning is limited by the time needed to exploit new findings or by the cost of gathering more information given a possibly extensive preexisting knowledge of the system. In these cases, stationary policies can perform almost as well as history-dependent policies and are simpler.

The restriction of the policy space to deterministic policies can also be justified in many contexts. For example, in social sciences where the controller interacts with people, deterministic policies can be better accepted since they are more predictable, transparent, and fair.

2.3 History-dependent control of uncertain Markov decision processes

In this section, the controller picks a policy in the set of history-dependent policies, which is a very large decision set. For simplicity of exposition, we present the finite-horizon case here, but most of the results presented in this section generalize to the infinite horizon discounted and average cost problems.

Since the time horizon is finite, nature can in general choose the uncertain parameters independently for each time step, but her choice is fixed at the beginning of the time horizon. Her choice is either random or adversarial, knowing the controller's policy. In both cases, the controller has the opportunity to learn about nature's choice and exploit new information by using a history-dependent policy.
The results of this section are summarized in Table 2.1. For conciseness, the proofs are presented only for deterministic policies, but they extend readily to randomized policies.

Besides, we do not study the case where there are a fixed number of uncertain parameters in this section.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Random uncertainty</th>
<th>Worst-case</th>
<th>Maximum regret</th>
</tr>
</thead>
<tbody>
<tr>
<td>General case</td>
<td>PSPACE-hard</td>
<td>PSPACE-hard</td>
<td>PSPACE-hard</td>
</tr>
<tr>
<td>State-rectangularity</td>
<td>NP-hard</td>
<td>zero-sum Markov games</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the complexity of finite-horizon history-dependent control of uncertain MDPs

2.3.1 Random uncertainty

Here we assume that nature picks a scenario in a finite set $M$ according to a distribution $q$ known to the controller. However, the controller does not observe the chosen scenario. A risk-neutral controller wants to solve

$$\min_{\pi \in \Pi_{h,d}} \sum_{m \in M} q_m C_m(\pi).$$

The case of general random uncertainty

When no assumption is made on the uncertainty distribution $q$, the active learning problem (2.3.1) is a particular type of partially observable Markov decision process (POMDP). The computational complexity of POMDP problems has been studied first in [58] and then refined in [47], which delineates how the difficulty to represent history-dependent policies affects the complexity of solving a POMDP. The analysis of the former paper applies to our special type of POMDPs.

For our special type of POMDPs and a uniform distribution $q$ over the set of scenarios $M$ (i.e., $q_m = 1/|M|$), Papadimitriou and Tsitsiklis show in Theorem 6 of [58] that the PSPACE-complete quantified satisfiability problem (QSAT) can be
reduced to the finite horizon control problem. In addition, when the time horizon $T$ satisfies $T \leq |\mathcal{X}|$, the problem is in PSPACE.

QSAT amounts to checking whether an expression $\exists x_1 \forall x_2 \exists \ldots F(x_1, \ldots, x_n)$ is true, where $F$ is a Boolean expression in conjunctive normal form with three literals per clause. The reduction used in [58] builds a scenario for each logical clause of $F$ such that a history-dependent policy is mapped to a quantified logical assignment. A clause is satisfied if and only if the policy achieves zero expected cost in the corresponding scenario. Otherwise, the controller pays a cost of 1. Consequently, $F$ is a “yes” instance of QSAT if and only there is a history-dependent policy achieving zero expected cost.

It is clear that the problem remains PSPACE-hard even for the more general case of a non-uniform distribution $q$.

**Rectangular random uncertainty**

Even when the probability distribution $q$ of the uncertain scenario is state-rectangular, the decision problem associated with (2.3.1) is not tractable. This result should be contrasted with the case of worst-case control studied in Subsection 2.3.2.

First, observe that, even when the probability distribution $q$ is state-rectangular, the problem (2.3.1) does not reduce to a standard MDP. Indeed, when the system comes back to a state $x$ with uncertain parameter $p(\cdot; x, a)$, the uncertain parameter is required to be the same since the uncertain parameters are sampled once at the beginning of the time horizon. In particular, the uncertainty is not time-rectangular.

**Theorem 2.3.1.** The risk-neutral history-dependent (deterministic or not) finite-horizon Markovian control of multiple MDPs under the state-rectangularity assumption (cf. Definition 2.2.4), even with four states, is NP-hard.

**Proof.** We reduce the NP-complete problem DECISION TREE in [26] (p. 282) to the control problem (2.3.1).

**INSTANCE:** Finite set $\mathcal{M}$ of hypotheses, collection $\mathcal{T} = \{T_1, \ldots, T_r\}$ of binary tests, that is $T_i : \mathcal{M} \mapsto \{0, 1\}$, positive integer $K$. 
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**Figure 2-1:** The reduction of DECISION TREE to control of uncertain MDP by history-dependent policies.

**QUESTION:** Is there a decision tree for $\mathcal{M}$ using the tests in $\mathcal{T}$ that has total external path length $K$ or less? The total external path length of a decision tree is the sum over all leaves of the number of edges on the path from the root to the leaf. Hence, it is $|\mathcal{M}|$ times the expected number of questions from $\mathcal{T}$ to identify with certainty a random, uniformly chosen element of $\mathcal{M}$, according to a given decision tree.

Given an instance of DECISION TREE, we build a four-state uncertain MDP with $|\mathcal{M}|$ equiprobable scenarios (hypotheses) defined as follows. Let $m \in \mathcal{M}$ be the true scenario initially unknown to the controller. In the start node $S$, the controller can choose a test, say $T_u$, $u = 1, \ldots, r$, with a cost of 1, that leads him to state 0 if $T_u(m) = 0$ and 1 otherwise, or make a guess $y \in \mathcal{M}$ about the hypothesis he is facing. If the guess is right, he moves at no cost to an absorbing state $R$; otherwise he pays a large cost $C > |\mathcal{M}|r$ and goes to state 1. From both states 0 and 1, the system moves with certainty back to state $S$ at no cost. The system is illustrated in Figure 2-1. Observe that the dynamics are uncertain only out of state $S$. Therefore, the uncertain parameter is state-rectangular, but not state-action-rectangular.

From the standard theory of POMDPs, deterministic history-dependent policies are optimal, so that the result for randomized policies follows from the one for deterministic policies. Hence, we assume that the controller can only pick a deterministic policy.
Furthermore, it is sufficient to consider a horizon of length \( T = 2r + 1 \) since by that time, the controller would have had the opportunity to use all the tests and identify the right hypothesis. The expected cost of a deterministic policy, averaged over the \(|\mathcal{M}|\) possible scenarios, is less than or equal to \( r \) if the corresponding policy induces a decision tree over \( \mathcal{M} \). When a deterministic policy corresponds to a decision tree, its expected cost is equal to \( 1/|\mathcal{M}| \) times the total external path length of the associated decision tree. As a result, there is a decision tree with external path length of \( K \) or less if and only if there is a history-dependent deterministic policy for the uncertain MDP described above that achieves an expected cost of \( K/|\mathcal{M}| \) or less. 

2.3.2 Worst-case uncertainty

In this subsection, nature observes the controller’s policy and picks the worst possible parameter in the uncertainty set \( \mathcal{M} \). Formally, the controller solves

\[
\inf_{\pi \in \Pi_{h,r}} \max_{m \in \mathcal{M}} C_m(\pi).
\]  

(2.3.2)

For general uncertainty set \( \mathcal{M} \), checking whether the optimal value of (2.3.2) is below a threshold is PSPACE-hard. Indeed, the aforementioned argument of [58] generalizes straightforwardly to this problem, because the average of nonnegative costs is zero if and only if their maximum is zero.

However, when the uncertainty set \( \mathcal{M} \) is state-rectangular, Problem (2.3.2) reduces to a zero-sum sequential Markov game [82] (Recall that for finite-horizon problems, state-rectangularity implies time-rectangularity). These games have been extensively studied. For the finite-horizon and the infinite-horizon discounted cases, Bellman-Shapley equations hold, deterministic Markovian policies are optimal, and the value of the game can be computed by value iteration. As a result, the finite-horizon control problem can be solved in polynomial time when the problem instance comprises the description of the transition kernels at all times. The infinite-horizon discounted case can be efficiently approximated by value iteration. These results hold
even though the uncertainty set is exponentially large in the instance’s description length when it is state-rectangular (cf. Remark 2.2.5).

The consequences of the equivalence between worst-case control with state-rectangular uncertainty set and zero-sum Markov games will be studied in more detail in Subsection 2.4.3.

\subsection*{2.3.3 Worst-case regret}

When the uncertainty set is general, the same argument as in the previous subsection shows that minimizing the worst-case regret of an uncertain policy is PSPACE-hard. Indeed, the minimal maximum regret achieved by a history-dependent policy in the uncertain MDP defined in [58] is less than or equal to zero if and only if the corresponding QSAT instance is satisfiable.

However, it is not clear whether rectangular uncertainty set makes the control problem any easier, as it was the case for the worst-case performance, because the connection with zero-sum Markov games does not hold when dealing with worst-case regret.

We finally note that the analysis in this section can be adapted to the control problem of minimizing expected regret, because it is equivalent to minimizing expected cost. When the random uncertainty is general, the problem is PSPACE-hard, and when the uncertainty set is state-rectangular, the problem is at least NP-hard.

In this section, we analyzed the complexity of history-dependent control of uncertain MDPs. When learning takes place, the control problems are intractable. These results are little surprising since the decision set $\Pi_{h,r}$ is huge. As a result of this analysis and of the motivations reviewed at the end of Section 2.2 for using simpler policy space, we restrict the controller to pick Markovian policies in the rest of this chapter.
2.4 Stationary control of uncertain MDPs: the worst-case uncertainty

In contrast to the previous section on history-dependent control of uncertain MDPs, the controller now has to select a Markovian policy. Moreover, the chosen Markovian policy needs to be stationary when the time horizon is infinite. The controller wants to minimize its cost, but nature knows the policy and chooses the worst possible parameter in a given uncertainty set. Hence, for finite-horizon problems, the controller solves

$$\inf_{\pi \in \Pi} \sup_{m \in \mathcal{M}} C_m(\pi),$$

and for infinite-horizon problems, it solves

$$\inf_{\pi \in \Pi} \sup_{m \in \mathcal{M}} C_m(\pi).$$

The complexity of deciding whether the above infima are less than a threshold is summarized in the following table, whether the controller uses deterministic or randomized policies.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Finite-horizon</th>
<th>Discounted cost</th>
<th>Average cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>2 MDPs</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>State-rectangular</td>
<td>Polynomial-time</td>
<td>Markov game</td>
<td>Markov game</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of the complexity of Markovian control of uncertain MDPs in the worst-case scenario

When the uncertainty set is state-rectangular, this problem can be cast as a zero-sum Markov game with perfect information, as observed recently in [54] and [38]. Hence, the worst-case control of uncertain MDPs builds on a large literature on Markov games, starting from the seminal paper by Shapley [82]. However, the previous works on robust control of MDPs do not make clear the whole complexity picture. When the uncertainty set is not rectangular—for example when the uncertain parameters are collectively influenced by a possibly small number of causes—the worst-case
control problem is NP-complete.

### 2.4.1 General uncertainty

When the uncertainty set is general, Corollary 2 in [58] can be adapted to show that the worst-case control of uncertain MDPs is NP-complete. The reduction is analogous to the one used for the worst-case control with history-dependent policies.

Recall from the previous section that any instance of QSAT can be reduced to the worst-case control of an MDP with history-dependent policies on a finite-horizon. Intuitively, each clause was mapped to an MDP model. A policy $\pi$ achieving zero expected cost on a given MDP model corresponds to a satisfying quantified assignment for which the dependencies of policy $\pi$ on the history captures the dependencies of a given Boolean variable on other variables in the satisfying assignment of the QSAT instance. Here, we restrict the policy space to Markovian stationary policies which cannot capture the variable quantification of QSAT instances. Nonetheless, QSAT instances without universal quantifiers are instances of the satisfiability problem (SAT), which is NP-complete.

Hence, the reduction of QSAT also reduces SAT to the worst-case control of uncertain MDPs. To any SAT instance we can associate an uncertain MDP with one scenario per clause, on which stationary deterministic policies map to a SAT variable assignment. The expected cost of a stationary policy on a clause/scenario in this reduction is zero if and only if the corresponding assignment of the boolean variables makes this clause true. If the variable assignment associated with policy $\pi$ does not make a SAT clause true, the cost of $\pi$ on the MDP scenario corresponding to the unsatisfied clause is one. As a result, the minimal expected cost of a stationary policy on the considered uncertain MDP is zero if and only the SAT instance is satisfiable.

This argument extends straightforwardly to randomized policies and the infinite-horizon setting so that the finite-horizon, infinite-horizon discounted, and average cost problems are all NP-complete under general uncertainty for both deterministic and randomized control.
2.4.2 Only two possible MDP models

The result of previous subsection can be strengthened to apply to the case of a fixed number of values for the uncertain parameter, even to the case of only two possible parameter values.

**Theorem 2.4.1.** Even when there are only two possible values for the uncertain parameter, deciding whether there is a deterministic or randomized Markovian and stationary policy that achieves a worst-case infinite-horizon discounted or average cost less than a threshold for an uncertain MDP is NP-complete.

Under the same condition, deciding whether there is a deterministic or randomized Markovian policy that achieves a worst-case finite-horizon cost less than a threshold is NP-hard. When the instance’s description comprises one transition kernel per stage, it is NP-complete.

**Proof.** We will reduce the NP-complete problem PATH WITH FORBIDDEN PAIRS ([GT54], p. 203 in [26]) to the control problem of uncertain MDPs with only two scenarios. The problem statement for PATH WITH FORBIDDEN PAIRS is as follows. Let $G = (V, A)$ be a directed acyclic graph with specified vertices $s, t \in V$. Let $v = |V|$ and $a = |A|$. Let $K = \{\{e_1, e'_1\}, \ldots, \{e_n, e'_n\}\}$ be a list of pairs of vertices in $V$. The question is whether there exists a directed path from $s$ to $t$ in $G$ that contains at most one vertex from each pair in $K$ (such a path will be called an admissible path). This problem is NP-complete even when $G$ has no nodes with in- or out-degree exceeding 2 and the pairs in $K$ are disjoint.

By a polynomial time preprocessing of the graph $G$, we can delete all nodes in $V$ that are not connected to the destination node $t$ by a directed path. As a result, we will assume that all nodes in $V$ are connected to node $t$ by a directed path. We will also assume that there exists a directed path from $s$ to $e_i$ for $i = 1, \ldots, n$.

By another polynomial-time preprocessing of the constraint set $K$, we can check whether there exists a directed path from $e_i$ to $e'_i$ or conversely. If there is none, we can delete the constraint $\{e_i, e'_i\}$. If there is a path, say from $e_i$ to $e'_i$, there is no reverse path since $G$ is acyclic. Hence, we can assume without loss of generality that
the pairs in $K$ are ordered so that the prime refers to the second vertex along $G$.

From an instance of PATH WITH FORBIDDEN PAIRS, we will build an uncertain MDP whose cost will be zero if and only if there is an admissible path in the graph $G$.

First, let us show that the infinite-horizon stationary control of an uncertain MDP is NP-complete. Consider an uncertain MDP on the state space $X = V \cup \{e\}$, initialized at state $s$. The first MDP model, “Normal”, is induced by the directed graph $G$. From each node $i \in V$, one can move to a child node of $i$ at no cost. In addition, at the first node $e_i$ of each constrained pair $(e_i, e'_i) \in K$, one can exit at zero-cost to the absorbing state $e$. In state $e$, the system loops and incurs a cost of 1 per stage. In the reduction for worst-case discounted cost control, the destination node $t$ is zero-cost absorbing, while in the average cost problem, the system moves with probability one and zero cost to state $s$.

The second MDP model “Test” is similar to the Normal MDP, but differs in three ways. First, the system goes with zero cost and probability $1/n$ to each of the first node $e_i$ of the constrained pairs in $K$. Second, when the system reaches the second node $e'_i$ of a constrained pair $(e_i, e'_i) \in K$, it moves with probability one to the first one, $e_i$, and incurs a cost 1. Third, the recurring cost in node $e$ is zero.

If there is an admissible path from the source $s$ to the destination $t$, the policy $\pi$ that follows this path at the states on the path and exits to state $e$ at the states out of the path incurs a worst-case cost of zero.

Now, assume that there is no admissible path from $s$ to $t$. Let $S_\pi \subset V$ be the set of states that are visited with positive probability in the Normal MDP under the stationary Markovian policy $\pi$. A stationary policy $\pi$ that has zero worst-case expected cost cannot use the action “exit” at any state in $S_\pi$, because otherwise its cost in the Normal MDP would be positive. Since $G$ is acyclic, the set $S_\pi$ contains a path from $s$ to $t$. On the other hand, since we assumed that there is no admissible path from $s$ to $t$, this path has to contain a forbidden pair, say $(e_1, e'_1)$. In the Test MDP, the system starts by moving to state $e_1$ with probability $1/n$, will reach with positive probability $e'_k$ for some $k$ ($k$ could be different from 1), and incur a cost of 1.
when moving from $e'_k$ to $e_k$. Hence, the expected cost of policy $\pi$ is strictly positive in the Test MDP.

This concludes the proof that the worst-case (average or $\alpha$-discounted, $0 \leq \alpha < 1$) cost of any stationary policy in our uncertain MDP is positive if there is no admissible path. On the other hand, it is possible to check in polynomial-time whether a given stationary policy has a zero worst-case cost. Hence, this problem is NP-complete.

We need to adapt the above reduction for infinite-horizon problems in order to deal with the worst-case control of uncertain MDP when the time horizon $T$ is finite, because we allow in this case non-stationary policies.

Now, in the Normal and Test MDPs, when the system is at the source state $s$ and a child node $i$ is selected, it stays in state $s$ with probability $1/2$ and moves to $i$ with probability $1/2$. Let the time horizon $T$ be $|V|$.

Assume that there is no constrained path from $s$ to $t$. Consider a Markovian policy $\pi$ achieving zero cost in the Normal MDP. With positive probability, the system never loops during the time horizon in the Normal MDP. Since the policy $\pi$ has zero expected cost in the Normal MDP, it reaches the destination node $t$ through both nodes of a constrained pair, say $(e_1, e'_1) \in S_\pi$. Let $T_\pi \in [1, T] \cup \{+\infty\}$ be the random time when the system arrives in state $e_1$ in the Normal MDP under policy $\pi$, where $T_\pi = +\infty$ if $e_1$ is not reached during $[1, T]$. Let $t \in [1, T]$ be the shortest time such that $T_\pi = t$ with positive probability.

In the Test MDP, there is a positive probability that the system loops $t - 1$ times in node $s$, then moves to node $e_1$, and that afterwards the system never remains at the same state for two consecutive times. In such cases, the system is in a situation indistinguishable from the Normal MDP where the policy $\pi$ does not use the action “exit”. As a result, the system will eventually visit a state $e'_k$ before time $T - 1$ and incur at least a cost of 1 when moving from state $e'_k$ to $e_k$ in the Test MDP.

Since one can check in polynomial time that a Markovian policy has zero cost on a finite horizon (provided the instance description comprises a transition kernel per stage), the worst-case control of uncertain MDPs over a finite time horizon is NP-complete. □
Even when the uncertainty is only on the cost parameters, the deterministic worst-case control of MDPs with only two parameter values is NP-complete.

**Theorem 2.4.2.** Even when there are only two possible values for the uncertain cost parameter, deciding whether there is a deterministic Markovian policy that achieves a worst-case finite-horizon, infinite-horizon discounted or average cost less than a threshold for an uncertain MDP is NP-complete.

**Proof.** We reduce the NP-complete problem SHORTEST WEIGHT-CONSTRAINED PATH ([ND30] in [26]) to the worst-case control problem.

**INSTANCE:** Directed graph $G = (V, E)$, length $l(e) \in \mathbb{Z}^+$ and weight $w(e) \in \mathbb{Z}^+$, specified vertices $s, t \in V$, positive integers $K, W$.

**QUESTION:** Is there a simple path in $G$ from $s$ to $t$ with total weight $W$ or less and total length $K$ or less?

Let us start with the finite horizon version and let the horizon $T = |V|$. Consider two MDPs with state space $V$ and initialized in $s$. From any node $v \in V$, the controller can pick an edge $e \in E$ starting from $v$ and the system moves with probability one to the child node. The first MDP cost is the natural length $l$ and the other is the weight $w$. When system reaches the zero-cost terminal node $t$, the controller incurs a cost of $-K$ or $-W$. We have a YES instance of the short weight-constrained path problem if and only if the minimal worst-case cost of this finite horizon uncertain MDP is less than $0$.

To deal with the average cost problem, we let the system go from $t$ to $s$ with probability one at no cost.

In both cases, one can check in polynomial time whether a stationary policy achieves a cost less than a fixed bound. Therefore, these uncertain MDP control problems are NP-complete.

This reduction can be adapted to uncertain $\alpha$-discounted cost problems. Consider a deterministic policy that defines a simple path from $s$ to $t$ but with a length exceeding $K$. Then its length is at least $(K + 1)$ since all edge lengths are integer-valued, and the corresponding discounted cost is at least $\alpha^{|V|}/(K+1)$. Let us pick a discount factor
α close enough to one such that $\alpha^{|V|}(K+1) > K > \alpha^{|V|}K$ and $\alpha^{|V|}(L+1) > L > \alpha^{|V|}L$.

Then, there is a YES instance of the short weight-constrained path problem if and only if there is a deterministic policy with non-positive worst-case cost. □

This reduction using only cost uncertainty does not work with randomized policies; in fact the problem becomes the well studied problem of constrained MDPs (cf. [2] and references therein). Intuitively, when the dynamic structure of the MDP is certain and randomized policies are allowed, the set of achievable steady-state probabilities is described by a polyhedron, and multiple expected cost constraints can be handled efficiently by linear programming.

2.4.3 Rectangular uncertainty

When the uncertainty set is state-rectangular, the worst-case control problem reduces to a sequential zero-sum Markov game between the controller and nature. Hence, the worst-case control of MDPs is “tractable,” even though there are exponentially many uncertain scenarios.

A sequential zero-sum Markov game is a zero-sum game between two players, one trying to maximize an objective (the maximizer; here, nature) and the other trying to minimize it (the minimizer; here, the controller). In our case, the sequence of events in the game is as follows:

- At time $t$, the controller observes the system in state $x \in \mathcal{X}$ and chooses an action $a \in A(x)$.

- Nature observes $(x, a) \in \mathcal{X}A$ and chooses a parameter $p(\cdot; x, a)$ in the uncertainty set $\mathcal{P}(x)$, which determines the distribution of the new state $y \in \mathcal{X}$ at time $t + 1$ given $(x, a)$.

- The new state and an associated immediate cost are realized according to $p(\cdot; x, a)$.

This is equivalent to the situation where the controller chooses a non-stationary Markovian policy $\pi$ and nature chooses a non-stationary policy $\mu$ such that the prob-
ability $\mu(p|x,a)$ of choosing parameter $p$ in the state-action pair $(x,a)$ depends only on the current state-action pair. The objective in our case is the expected cost of the policy $\pi$ chosen by the controller, evaluated against the nature policy $\mu$.

For finite-horizon and infinite-horizon discounted cost problems, Shapley [82] showed that the associated game has a value, i.e.

$$\min_{\pi \in \Pi_{h,r}} \max_{m \in \mathcal{M}} C_m(\pi) = \max_{m \in \mathcal{M}} \min_{\pi \in \Pi_{h,r}} C_m(\pi).$$

For finite-horizon problems, the value $V^*(1,x)$ of the game initialized in state $x$ at time 1 can be computed by the recursion

$$V^*(T,x) = \min_{a \in \mathcal{A}(x)} c(x,a), \ x \in \mathcal{X},$$
$$V^*(t,x) = \min_{a \in \mathcal{A}(x)} \sup_{p(y;x,a) \in \mathcal{P}_x} \left[ c(x,a) + \sum_{y \in \mathcal{X}} p(y;x,a)V^*(t+1,y) \right], \ x \in \mathcal{X}, \ t = 1, \ldots, T-1.$$

For infinite-horizon discounted cost problem, the value of the game satisfies Shapley’s equations

$$V^*(x) = \min_{a \in \mathcal{A}(x)} \sup_{p(y;x,a) \in \mathcal{P}_x} \left[ c(x,a) + \alpha \sum_{y \in \mathcal{X}} p(y;x,a)V^*(y) \right], \ x \in \mathcal{X}. \quad (2.4.3)$$

The respective optimal policies for the controller and nature are the ones that achieve the minimum and maximum in (2.4.3). They are deterministic Markovian (and stationary for infinite-horizon games) independently of the policy space $\Pi_h$, $\Pi_m$ or $\Pi_a$ for the controller and nature.

The rest of this subsection looks in more detail into the structure of the zero-sum Markov games associated with the worst-case control of uncertain MDPs. Although we can state some insightful properties, the complexity picture of zero-sum sequential Markov games is not completely clear yet.

For a state $x \in \mathcal{X}$, an action $a \in \mathcal{A}(x)$, and a transition probability vector $p(\cdot;x,\cdot) \in \mathcal{P}_x$, define the mapping $T_{x,a,p}$ from $\mathbb{R}^n$ to $\mathbb{R}$ by $T_{x,a,p}V = c(x,a) + \sum_{y \in \mathcal{X}} p(y;x,a)V$.
Define the operator $T$ on $\mathbb{R}^n$ by

$$(TV)(x) = \min_{a \in A(x)} \sup_{p \in \mathcal{P}_x} T_{x,a,p}V.$$ 

Shapley's equations state that the value of the game $V^*$ is a fixed point of the operator $T$. We will also need the operator $T_{\pi,\mu}$ on $\mathbb{R}^n$ defined for a fixed controller's policy $\pi$ and nature's policy $\mu$ by

$$(T_{\pi,\mu}V)(x) = \sum_{a \in A(x)} \pi(a|x) \sum_{p \in \mathcal{P}_x} \mu(p|x,a) T_{x,a,p}V.$$ 

The operator $T$ is an $\alpha$-contraction for the sup-norm on $\mathbb{R}^n$. Hence, the value $V^*$ is the unique fixed point of $T$ in $\mathbb{R}^n$. Moreover, the sequence $(V_t)$ produced by the value iteration algorithm, $V_{t+1} = TV_t$, converges geometrically, at rate $\alpha$, to $V^*$, for any starting point $V_0$.

Although the sequence $(V_t)$ usually keeps changing, we will see that the policy that is greedy with respect to $V_t$ becomes constant after a polynomial number of iterations, for a fixed discount factor $\alpha \in [0,1)$.

Let $\delta \in \mathbb{N}$ be the accuracy of the rational data, i.e., the smallest natural number such that $\delta \alpha$ and $\delta p(y;x,a)$ are integer-valued for all $y,x,a$.

**Lemma 2.4.3.** Assume that all immediate expected costs $c(x,a)$ are integer-valued and that there exists $\bar{c} < +\infty$ such that $\max_{(x,a) \in XA} |c(x,a)| \leq \bar{c}$. Then there is a smallest positive integer $t^*$ such that for all $t \geq t^*$, $TV_t = T_{\pi,\mu}V_t$ implies $TV^* = T_{\pi,\mu}V^*$. Furthermore, $t^* \leq \hat{t}$ with

$$\hat{t} = \left\lceil \log \left( \frac{2\delta^{2n}(1+\alpha)^n}{(\|V_0\|_\infty + \bar{c}/(1-\alpha))} \right) / \log(1/\alpha) \right\rceil .$$

**Proof.** The proof uses an analogous argument to Lemma 1 in [97]. It is reproduced here (with a minor strengthening) for completeness and with an improved bound $\hat{t}$.

Since $T$ is an $\alpha$-contraction for the sup-norm on $\mathbb{R}^n$, after $t = \lceil \log(\epsilon/\|V_0 - V^*\|_\infty)/\log(\alpha) \rceil$ iterations, we will have $\|V_t - V^*\|_\infty \leq \epsilon$, for all $\epsilon > 0$. We will
conclude the proof by showing that when $\|V - V^*\|_\infty \leq \epsilon$ with $\epsilon \leq 1/(2\delta^n(1+\alpha)^n)$, a deterministic policy greedy with respect to $V$ is optimal (in [97], the analogous expression involves $1/(2\delta^n n^n)$).

When $\max_{(x, a) \in X, A} |c(x, a)| \leq \tilde{c} < +\infty$, it is well-known that the value $V^*$ satisfies $\|V^*\|_\infty \leq \tilde{c}/(1-\alpha)$. The bound is obtained by replacing $\|V_0 - V^*\|_\infty$ in the previously obtained bound $\log(\epsilon/\|V_0 - V^*\|_\infty)/\log(\alpha)$ by $\|V_0\|_\infty + \tilde{c}/(1-\alpha)$.

Let $\pi^*$ and $\mu^*$ be respectively optimal deterministic stationary policies for the controller and nature, which induce a Markov chain on $X$ with a transition probability matrix denoted by $Q$. The game value $V^*$ satisfies $V^* = \delta^2(1 - \alpha Q)^{-1}c$, where $\delta^2(1 - \alpha Q)$ is a $n \times n$ matrix with integer-valued entries. By Cramer's rule, its inverse is a rational matrix with a maximum denominator equal to the $\det(\delta^2(1 - \alpha Q)) = \delta^n \det(I - \alpha Q)$. Denote $\chi = |\det(I - \alpha Q)| \in \mathbb{N}/\delta^n$, the absolute value of the determinant of $(I - \alpha Q)$. We can write $V^*(x) = \delta^2 W(x)/(\delta^n \chi)$, where $W \in \mathbb{Z}^n$ is integer-valued.

If $x \in X$, $a \in A(x)$ and $p(\cdot; x, a) \in P_{x, a}$ are such that $T_{x, a, p(\cdot; x, a)} V^* \neq V^*(x)$, then

$$T_{x, a, p(\cdot; x, a)} V^* = c(x, a) + \alpha \sum_{y \in X} p(y; x, a) V^*(y)$$

$$= \frac{c(x, a) \delta^n \chi + \alpha \sum_{y \in X} p(y; x, a) \delta^2 W(y)}{\delta^n \chi} \neq \frac{\delta^2 W(x)}{\delta^n \chi} = V^*(x).$$

The numerators are integer-valued. Consequently, the two fractions differ by at least $1/(\delta^n \chi).

Since $Q$ is a stochastic matrix, the magnitude of its eigenvalues is less than or equal to one by Perron-Frobenius theory. Hence, $\chi \leq (1 + \alpha)^n$. As a result, the condition $\|V_t - V^*\|_\infty \leq 1/2\delta^n(1 + \alpha)^n$ implies that $\|V_t - V^*\|_\infty < 1/2\delta^n \chi$. For the sake of contradiction, assume there is a deterministic policy that is greedy with respect to $V_t$ with $t \geq \hat{t}$ and that is not optimal. It follows that we have for some $x, a$ and $p(\cdot; x, a)$ that $T_{x, a, p(\cdot; x, a)} V^* \neq V^*(x)$, and the difference is at least $1/\delta^n \chi$. Since $t \geq \hat{t}$, we showed at the beginning of the proof that $\|V_t - V^*\|_\infty \leq 1/(2\delta^n(1 + \alpha)^n)$.
Then we have the following contradiction:

\[
|T_{x,a,p(;x,a)}V_t - V^*(x)| = |\alpha \sum_{y \in \mathcal{X}} p(y; x, a)(V_t(y) - V^*(y)) + T_{x,a,p(;x,a)}V^* - V^*(x)|
\]
\[
\geq |T_{x,a,p(;x,a)}V^* - V^*(x)| - |\sum_{y \in \mathcal{X}} p(y; x, a)(V_t(y) - V^*(y))|
\]
\[
\geq 1/\delta^{2n} \chi - 1/2\delta^{2n} \chi
\]
\[
\geq 1/2\delta^{2n} \chi
\]
\[
> \|V_t - V^*\|_{\infty}
\]

But, since \( T \) is a contraction, \( |TV_t(x) - V^*(x)| \leq \alpha \|V_t - V^*\|_{\infty} \). This concludes the proof. \( \square \)

The expression for \( \hat{t} \) should be compared to the instance description length, which is \( O(rn^2 \log \delta) \). Hence, when \( \alpha \) is fixed, an optimal policy for the controller and nature can be computed in polynomial-time. By fixing these policies, the Markov game becomes a Markov chain for which we can compute in polynomial time the expected cost by solving a system of linear equations (cf. Subsection 2.2.1). However, the complexity of zero-sum sequential Markov game is still unknown when the discount factor \( \alpha \) is free.

Sequential games under an average-cost criterion are more subtle than discounted games, and a comprehensive analysis of these games is beyond the scope of this dissertation. In some cases, they have a value that satisfies an average-cost Shapley equation, but there are many caveats and pitfalls. In any case, average-cost games cannot be easier than \( \alpha \)-discounted games since we can reformulate the latter into the former by a well-known random restart procedure (e.g., p. 5 in [20]).

In this section, we established that most worst-case formulations are NP-hard. When the uncertainty set is state-rectangular, the worst-case formulation is equivalent to a zero-sum Markov game between controller and nature. These game enjoy attractive structural properties such as Shapley’s equations and computational algorithms such as value iteration, which makes this formulation for the control of
uncertain MDPs appealing.

### 2.5 Stationary control of uncertain MDPs: the case of random uncertainty

In this section, we assume that the uncertain transition kernel $P \in \mathcal{P}$ is sampled according to a known distribution $q$. However, the realization of the uncertain parameter $P \in \mathcal{P}$ is not observed by the controller, who wants to minimize his expected cost over the uncertain parameters. For finite-horizon problems, the controller solves

$$
\inf_{\pi \in \Pi_{m,r}} \sum_{m \in \mathcal{M}} q_m C_m(\pi),
$$

(2.5.1)

and for infinite-horizon problems it solves

$$
\inf_{\pi \in \Pi_{r,r}} \sum_{m \in \mathcal{M}} q_m C_m(\pi).
$$

(2.5.2)

We study the complexity of deciding whether the above infima are below a given threshold for a general uncertainty set and for a fixed number of scenarios. Inspired by the positive results for the worst-case control with rectangular uncertainty, we also investigate the case of random rectangular uncertainty.

Our findings are summarized in the following table, for the case where the controller uses deterministic or randomized policies.

<table>
<thead>
<tr>
<th>Uncertainty type</th>
<th>Finite-horizon</th>
<th>Discounted cost</th>
<th>Average cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>2 MDPs</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>State(-action) rectangular</td>
<td>NP-hard</td>
<td>NP-hard</td>
<td>NP-hard</td>
</tr>
</tbody>
</table>

Table 2.3: Summary of the complexity of Markovian control of the average performance of uncertain MDPs

However, in the case where the uncertainty set is state-rectangular and that the
system does not come back to already left states, we prove that modified Bellman’s equations hold and yield an optimal deterministic or randomized policy.

2.5.1 General uncertainty

When the uncertainty set is general and $q_m = 1/|\mathcal{M}|$, Corollary 2 in [58] shows that the control of uncertain MDP with random uncertainty (2.5.2) is NP-complete.

2.5.2 Only two possible MDP models

The stationary control of an uncertain MDP with random uncertainty is NP-complete, even when there are only two possible scenarios.

Theorem 2.5.1. Even when there are only two possible parameter values in an uncertain MDP, deciding whether there is a deterministic or randomized stationary policy that achieves an expected cost less than a threshold is NP-complete for the infinite-horizon discounted and average cost problems.

Under the same conditions, deciding whether there is a Markovian policy that achieves a finite-horizon expected cost less than a threshold is NP-complete.

Proof. The proof is an immediate adaptation of the proof of Theorem 2.4.1 since the maximum of two non-negative costs is zero if and only if their average is zero. \qed

2.5.3 Rectangular uncertainty

When the random uncertainty is state-action rectangular, the evaluation of a stationary policy is NP-hard. But it is not known to be in NP when the uncertainty set is state-rectangular (or state-action rectangular), and therefore, exponentially large in the instance’s description length.

Theorem 2.5.2. When the random uncertainty is state- (or state-action-) rectangular, deciding whether a given, deterministic or randomized, stationary policy achieves an expected cost lower than a given threshold is NP-hard for the finite horizon case, the infinite horizon discounted and average cost case.
Proof. This proof uses a reduction from NETWORK RELIABILITY, which is NP-hard [26]. The corresponding uncertainty set is state- and state-action-rectangular so that the two corresponding control problems are NP-hard.

The statement of NETWORK RELIABILITY is as follow.

INSTANCE: Undirected graph $G = (V, E)$, two vertices $s, t \in V$, a rational failure probability $p(e) \in [0, 1]$ for each edge $e \in E$, a positive rational number $q \leq 1$. Let $v = |V|$ and $m = |E|$.

QUESTION: Assuming edge failures are independent of one another, is the probability that there is at least one path from $s$ to $t$ containing no failed edge larger than or equal to $q$?

With an instance of this problem, let us associate the uncertain MDP with states $V$ and initial state $s$. At each state $v \in V - \{t\}$, the system is reset to $s$ with probability $p \in (0, 1)$, or an edge $e = (v, v')$ is picked randomly uniformly at no cost. If the edge $e$ is not failed, the system moves with probability one to $v'$; otherwise the system is reset to $s$. When the system reaches $t$, it occurs a cost of 1 and is absorbed. A scenario is defined by the status of all edges. Since failures occur independently, this induces a state- (and state-action-) rectangular uncertainty.

Let us start with the analysis of the average cost problem. Here, there is a recurring cost of one in state $t$. If there is a simple path containing no failed edge from $s$ to $t$, the system will eventually reach $t$. Hence, the average cost in such a scenario is 1. If there is no path between $s$ and $t$, the cost is zero. Hence, the average cost over all scenarios will be greater than or equal to $q$ if and only if the probability that there is a path from $s$ to $t$ without failed edge is greater than or equal to $q$.

The finite horizon and infinite horizon discounted cases require a finer analysis. Let $N$ be the random number of transitions starting from $s$ before $t$ is reached. When there is no simple path from $s$ to $t$ without a failed edge, $N = +\infty$ with probability one and the expected cost is zero.

Now, consider a case where there is a path from $s$ to $t$ without a failed edge. Starting from any state that is connected to state $t$, a path leading to $t$ is followed with probability at least $p = (1 - p)^{v-1}(1/m)^{v-1}$. Indeed, there is such a path of
length less than $v$, and the correct edge is selected each time independently with probability at least $1/m$. Moreover, $P(N ≥ kv) ≤ (1 - p)^k$ for $k ≥ 1$. Since the system starts from state $s$, which we assumed connected to $t$, all the states on the trajectory are also connected to $t$. Hence, considering the trajectory on the time intervals $(rv, (r + 1)v)$, $r = 0, \ldots, k - 1$, we have $P(N ≥ kv) ≤ (1 - p)^k$, and $P(N ≥ kv) → 0$ as $k → +∞$.

Let $δ$ be the product of the denominators of $p(e)$ for all edges $e ∈ E$, and let $q$ be the largest rational with denominator $δ$ that is less than $q$, $q ≥ q$. Choose the time horizon length $T = kv$ with $k$ the smallest integer such that $(1 - p)^k p^{k-1} < \max(q - q, 1/δ)$. Such a time horizon $T$ is polynomial.

If the equality $q = q$ holds, the expected cost incurred by the system on the horizon $T$ is at least $q - 1/δ$ if and only if the probability that there is a path from $s$ to $t$ without failed edge is at least $q$. Similarly, if $q > q$, the expected cost incurred by the system on the horizon $T$ is at least $q$ if and only if the probability that there is a path from $s$ to $t$ without failed edge is at least $q$.

Now, let us deal with the infinite horizon discounted cost problem with discount factor $α ∈ [0, 1)$. When a path exists, the expectation $E[α^N]$ goes to one from below as $α → 1$. Choosing $α$ close enough to one so that $1 - E[α^N] < \max(q - q, 1/δ)$ yields a statement analogous to the finite horizon case.

A tractable special case under rectangular random uncertainty

As we observed in Subsection 2.3.1, an uncertain MDP with state-rectangular random uncertainty does not reduce to an MDP because the system may come back to states visited earlier. When the trajectory of the system does not come back to states that have already been left (but loops are allowed), an uncertain MDP with rectangular uncertainty is tractable. This situation will illustrate a context where randomization can improve the controller’s performance, in contrast to the optimal control of known MDPs.

**Proposition 2.5.3.** Assume that the expected immediate cost of all transitions is bounded uniformly by $B$ and that the random uncertainty’s probability distribution $q$
is state-rectangular, i.e., the uncertain parameters \( p(\cdot; x, \cdot), c(x, \cdot) \) at state \( x \in \mathcal{X} \) take value \( (p_k(\cdot; x, \cdot), c_k(x, \cdot)) \) with probability \( q_x(k) \) for \( k = 1, \ldots, K(x) \), independently of the value of the uncertain parameters at other states. Let \( p^\pi_k(y; x) = \sum_{a \in A(x)} \pi(a|x) p_k(y; x, a) \) and \( c^\pi_k(x) = \sum_{a \in A(x)} \pi(a|x) c_k(x, a, y) \) be respectively the probability of moving to state \( y \) and the immediate cost, given that the system is in state \( x \) under a stationary policy \( \pi \in \Pi_{s, r} \) and the \( k \)th uncertain parameter in state \( x \) is realized.

If in all scenarios and under all policies the system does not come back to states that have already been left, i.e., \( \pi \in \Pi_{s, r}, x^\pi(t) \neq x^\pi(t + 1) \Rightarrow x^\pi(\tau) \neq x^\pi(t), \forall \tau > t \) with probability one, then the following holds:

(a) The expected cost \( V^\pi(x) = E[\sum_{t \geq 1} \alpha^t c^\pi(t) \mid x(0) = x] \) incurred by a controller following a stationary policy \( \pi \in \Pi_{s, r} \), starting from state \( x \in \mathcal{X} \), is the unique solution of the modified Bellman's equations

\[
V^\pi(x) = \sum_{k=1}^{K(x)} q_x(k) \frac{1}{1 - \alpha p^\pi_k(x; x)} \left[ c^\pi_k(x) + \alpha \sum_{y \neq x} \frac{p^\pi_k(y; x)}{1 - p^\pi_k(x; x)} V^\pi(y) \right], \quad x \in \mathcal{X}. \tag{2.5.3}
\]

(b) For all states \( x \in \mathcal{X} \), the optimal expected cost \( V^*(x) = \inf_{\pi \in \Pi_{s, r}} V^\pi(x) \) satisfies the modified Bellman's equations

\[
V^*(x) = \inf_{\pi(\cdot|x)} \sum_{k=1}^{K(x)} q_x(k) \frac{1}{1 - \alpha p^\pi_k(x; x)} \left[ c^\pi_k(x) + \alpha \sum_{y \neq x} \frac{p^\pi_k(y; x)}{1 - p^\pi_k(x; x)} V^*(y) \right], \quad x \in \mathcal{X}. \tag{2.5.4}
\]

(c) The stationary policy that uses the randomization that achieves the minimum in (2.5.4) is optimal among the stationary Markovian policies.

Similarly, the deterministic stationary policy that achieves the minimum over the action choice in Bellman equations (2.5.4) is optimal among the deterministic stationary policies.

Proof. First, let us make some preliminary observations.
Let $\Gamma = (\mathcal{X}, \mathcal{E})$ be the directed graph on the state space. The set of edges $\mathcal{E}$ contains all the directed pairs of states $(x, y)$ such that there is a model $m \in \mathcal{M}$ and an action $a \in \mathcal{A}(x)$ leading from $x$ to $y$ with positive probability in model $m$, i.e., $\mathcal{E} = \{(x, y) \in \mathcal{X}^2 \mid \exists m \in \mathcal{M}, a \in \mathcal{A}(x) : p_m(y; x, a) > 0\}$.

Under the proposition's assumptions, it is easy to see that the directed graph $\Gamma$ cannot contain loops of length more than one. Aside from possible loops from one state to itself, the graph $\Gamma$ is essentially acyclic. As a result, it is possible to index the states by integers such that the state index increases along the system trajectories with probability one.

Since all the costs are bounded by $B < +\infty$ and the discount factor $\alpha$ satisfies $0 < \alpha < 1$, all the expectations appearing in the proposition are well-defined and finite.

(a) Let us fix a stationary policy $\pi \in \Pi_{x,r}$. By conditioning on the uncertain model parameter in state $x$, we have $V^\pi(x) = \sum_{k=1}^{K(x)} q_x(k) E[\sum_{t \geq 1} \alpha^t c^\pi(t) \mid x(0) = x, k]$.

If the state $x$ is not a leaf node under policy $\pi$ and uncertain parameter $k \in K(x)$, i.e., $p_k^x(x; x) < 1$, let $T_{k,x}^\pi \geq 0$ be the random number of loops in state $x$ before the system moves to another state. Observe that the random variable $T_{k,x}^\pi$ is geometrically distributed, i.e., $P(T_{k,x}^\pi = t) = p_k^x(x; x)t(1 - p_k^x(x; x))$, and hence "memoryless".

Furthermore,

$$E \left[ \sum_{t=0}^{T_{k,x}^\pi} \alpha^t \right] = \frac{1 - \alpha^{T_{k,x}^\pi + 1}}{1 - \alpha} = \frac{1}{1 - \alpha p_k^x(x; x)},$$

and

$$E \left[ \sum_{t=0}^{T_{k,x}^\pi} \alpha^t c^\pi(t) \right] = c_k^\pi(x) \frac{1}{1 - \alpha p_k^x(x; x)}.$$

Given $k$, the random new state $Y$ visited after state $x$ is $y$, with probability $p_k^y(y; x)/(1 - p_k^x(x; x))$, independently of $T_{k,x}^\pi$.

If the state $x$ is absorbing under policy $\pi$ and parameter $k$, i.e., $p_k^x(x; x) = 1$, then
$T_{k,x} = +\infty$ with probability one, and there is no node subsequently visited. In this case, we let $\frac{p^k_t(y|x)}{1-p^k_t(x;x)} = 0$, for $y \neq x$.

By the law of iterated expectations, we have

$$V^\pi(x) = \sum_{k=1}^{K(x)} q_x(k) \left\{ c^\pi_t(x) + \sum_{y \neq x} \frac{p^k_t(x,y)}{1-p^k_t(x;x)} E \left[ \sum_{t \geq T^\pi_{k,x}} \alpha^t c^\pi_t \mid x(0) = x, k \right] \right\}$$

$$= \sum_{k=1}^{K(x)} q_x(k) \left\{ c^\pi_t(x) + \frac{1}{1-\alpha p^k_t(x;x)} \sum_{y \neq x} \frac{p^k_t(y;x)}{1-p^k_t(x;x)} E \left[ \sum_{t \geq T^\pi_{k,y}+1} \alpha^t c^\pi_t \mid x(0) = x, k, Y = y \right] \right\}$$

$$= \sum_{k=1}^{K(x)} q_x(k) \left\{ c^\pi_t(x) + \alpha \sum_{y \neq x} \frac{p^k_t(y;x)}{1-p^k_t(x;x)} E \left[ \sum_{t \geq 0} \alpha^t c^\pi_t \mid x(0) = x, k, Y = y \right] \right\}.$$

The last equality follows from the rectangularity of the uncertain parameter distribution and the Markov property of the system trajectory given each parameter value.

This establishes that the Bellman’s equations (2.5.3) hold for any fixed stationary policy $\pi \in \Pi_{\pi, r}$.

(b-c) By induction on the states in the order of decreasing index, there is a unique solution $V^*$ to the Bellman’s equations (2.5.4). Furthermore, using Equation (2.5.3), it follows that a stationary policy, which is greedy with respect to $V^*$ is optimal among the stationary policies.

A similar argument takes care of deterministic policies.  

In contrast to standard dynamic programming, the optimal policy might be strictly randomized as illustrated in the following example. Consider an uncertain MDP with three states: one starting node $S$ and the two absorbing ones $E$ and $G$ with zero cost. The controller chooses either action $NM$, which leads with certainty and no cost to state $E$, or choose action $M$. Under action $M$, it is uncertain whether the system will stay in $S$ with a cost of 1 (scenario 1) or move to state $G$ with a cost of $-2$ (scenario 2). The model is illustrated in Figure 2-2. The controller thinks that both models are
equally likely and needs to pick a stationary policy to minimize its discounted cost with $\alpha = 0.8$.

![Diagram of Scenarios 1 and 2](image)

**Figure 2-2:** Simple problem where the optimal stationary policy is randomized.

The value function in $E$ and $G$ are both zero, i.e., $V^*(E) = V^*(G) = 0$. Let $\pi \in [0, 1]$ be the probability of choosing $M$ in $S$. The Bellman equation from Proposition 2.5.3 for state $S$ becomes

$$V^*(S) = \min_{\pi \in [0,1]} \frac{1}{2} \cdot \frac{\pi}{1 - \alpha \pi} - \pi$$

The policy that never mails has an expected cost of 0, whereas the policy that always mails has an expected cost of 1.5. The optimal stationary policy corresponds to $\pi^* = \frac{1 - \sqrt{1/2}}{\alpha} \approx 0.3611$ and yields an expected cost of $-0.1072$, which is better than both deterministic policies.

In this section, we established that most formulations for the control of uncertain MDPs are at least NP-hard, with the exception of a special case where the principle of optimality is preserved.
2.6 Stationary control of uncertain MDPs: the worst-case regret case

In this section, the controller minimizes its worst-case regret, namely for finite-horizon problems, it solves

$$\inf_{\pi \in \Pi_{m,r}} \sup_{m \in \mathcal{M}} [C_m(\pi) - C_m(\pi^*(m))],$$  \hspace{1cm} (2.6.1)

and for infinite-horizon problems, it solves

$$\inf_{\pi \in \Pi_{\infty,r}} \sup_{m \in \mathcal{M}} [C_m(\pi) - C_m(\pi^*(m))],$$  \hspace{1cm} (2.6.2)

where $\pi^*(m)$ is an optimal policy when scenario $m$ is known to have occurred.

We analyze the complexity of deciding whether these infima are below a given threshold. Our results in this section are summarized in the following table, when the controller uses either deterministic or randomized policies. But the question whether rectangular uncertainty sets makes the worst-case regret minimization problem easier to solve remains open.

<table>
<thead>
<tr>
<th>Uncertainty type</th>
<th>Finite-horizon</th>
<th>Discounted cost</th>
<th>Average cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>2 MDPs</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
</tbody>
</table>

Table 2.4: Summary of the complexity of worst-case regret control

2.6.1 General uncertainty set

When the uncertainty set is general, the argument of Subsection 2.4.1 showing that the worst-case control of uncertain MDPs is NP-complete can be tailored to uncertain MDP control problems based on worst-case regret. The finite-horizon and infinite-horizon discounted and average cost problems are NP-complete whether the controller uses randomized or deterministic policies.
2.6.2 Two possible MDP models

Even when there are only two possible scenarios, the robust control formulations based on worst-case regret are NP-complete.

**Theorem 2.6.1.** Even when there are only two possible parameter values for an uncertain MDP, deciding whether there is a deterministic or randomized stationary policy that achieves a worst-case regret less than a threshold is NP-complete for the infinite horizon discounted and average cost problems.

Under the same conditions, deciding whether there is a Markovian policy that achieves a finite-horizon worst-case regret less than a threshold is NP-complete.

**Proof.** The proof is an immediate adaptation of the proof of Theorem 2.4.1. Indeed, if the controller knows whether it is facing MDP Normal or Test, it can achieve zero cost. Hence, the worst-case regret is equal to the worst-case cost in the reduction used in the proof of Theorem 2.4.1. \(\square\)

Even when the uncertainty is only on the cost parameter, the deterministic control problem is NP-complete.

**Theorem 2.6.2.** Even when there are only two possible values for the uncertain cost parameter (and no uncertainty on the MDP dynamics \(P\)), deciding whether there is a deterministic Markovian policy that achieves a worst-case regret on an uncertain MDP less than a given threshold is NP-complete in the finite horizon case, infinite horizon discounted, and average cost cases.

**Proof.** First, we will reduce the NP-complete PARTITION problem (Problem [SP12], p. 223 in [26]) to a finite horizon worst-case regret problem.

**INSTANCE:** Finite set \(\mathcal{A}\) and size \(s(a) \in \mathbb{N}\) for each \(a \in \mathcal{A}\).

**PROBLEM:** Is there a subset \(\mathcal{A}' \subset \mathcal{A}\) such that \(\sum_{a \in \mathcal{A}'} s(a) = \sum_{a \in \mathcal{A} - \mathcal{A}'} s(a) = K/2\), where \(K = \sum_{a \in \mathcal{A}} s(a)\)?

Given a partition instance defined as above with \(\mathcal{A} = \{a_1, \ldots, a_n\}\), let the time horizon be \(T = n\) and construct an uncertain MDP with \(n + 1\) states as illustrated in Figure 2-3. There is one state per element in \(\mathcal{A}\), also noted \(a_i\), with two available
actions \( S \) (element \( a_i \) Selected in \( \mathcal{A}' \)) or \( NS \) (\( a_i \) Not Selected), plus a terminal state \( t \). The system starts in state \( a_1 \). Under any of the two actions \( S \) or \( NS \), the system moves from state \( a_i \), \( i = 1, \ldots, n-1 \) to state \( a_{i+1} \) and from \( a_n \) to \( t \). Any deterministic stationary policy \( \pi \) defines a set \( \mathcal{A}' \subset \mathcal{A} \) by \( \{ a \in \mathcal{A} \mid \pi(a) = S \} \).

\[
\begin{array}{c}
\text{Figure 2-3: An illustration of the reduction of PARTITION with four elements to} \\
\text{regret-based control of an uncertain MDP.}
\end{array}
\]

There are two possible MDP models. The first one has cost 0 under action \( NS \) and cost \( s(a) \) when taken in state \( a \). In the second cost model, we exchange the role of the actions \( S \) and \( NS \).

When the cost parameters are known to the controller, the optimal cost is always zero. Therefore, the worst-case regret is equal to the worst-case cost, which is \( \max \{ \sum_{a \in \mathcal{A}'} s(a), \sum_{a \in \mathcal{A} \setminus \mathcal{A}'} s(a) \} \). Hence, the maximum regret of a deterministic stationary policy is less than or equal to \( K/2 \) if and only if the associated set \( \mathcal{A}' \) satisfies \( \sum_{a \in \mathcal{A}'} s(a) = \sum_{a \in \mathcal{A} \setminus \mathcal{A}'} s(a) \).

This argument can easily be adapted to infinite-horizon discounted cost and average cost problems.

\[\square\]

### 2.7 Conclusion

In this chapter, we classified several formulations for the optimal control of uncertain MDPs into the computational complexity hierarchy. In particular, we identified those that are solvable deterministically in polynomial time (in \( P \)), non-deterministically in polynomial time (in \( NP \)), and in polynomial space \( \text{PSPACE} \). By studying different variations of the optimal control problems, we could pinpoint more accurately the source of complexity. Our results are summarized in Tables 2.1, 2.2, 2.3, and 2.6.

Most of the problems we considered are at least \( NP \)-hard. As a general rule of thumb, a problem is intractable as soon as the principle of optimality of dynamic
programming is lost.

Our findings shed some light on the modeling of uncertain MDPs. In the absence of strong motivation for coping with the complexity of harder models, the more tractable models bring the advantage of being computationally amenable, while capturing uncertainty. For example, the worst-case control of uncertain MDPs with rectangular uncertainty sets is a convenient model. On the downside, it can yield conservative controls.

The complexity of some problems remains unknown, including:

- the control of uncertain MDPs by history-dependent policies when the uncertainty set has only two (or a fixed number of) elements,

- the control of uncertain MDPs with random state-action-rectangular uncertainty by history-dependent policies,

- the worst-case control of infinite-horizon MDPs with rectangular uncertainty (or equivalently zero-sum sequential Markov games) when the objective is the expected average cost or discounted cost,

- the worst-case regret minimization when the uncertainty is state-rectangular or state-action-rectangular, either when the controller uses history-dependent policies, or only Markovian policies.
Chapter 3

Risk-averse and robust control of Markov Decision Processes

3.1 Introduction

3.1.1 MDP control background and motivations

Markov Decision Processes (MDPs) [12] have been extensively studied in the control and operations research literature. They model decision making processes in discrete-time stochastic dynamical systems where the controller has the opportunity to reevaluate his decisions as information is revealed. MDPs have been used in many operational applications such as inventory control [94], pricing [59], network routing, customized marketing [86], and more.

Still, some important limitations hinder the applicability of MDP models. MDP models generally focus on the expected performance of a system in spite of the strong interest in risk-sensitive decision making, because the latter is theoretically and computationally challenging. Only exponential utility maximization has been identified to yield a tractable risk-sensitive control problem [36, 61].

Another important limitation to the outreach of MDP models in real-world applications is the sensitivity of the recommended policies on the input parameters together with the difficulty to accurately specify the parameters of these models.
Similar concerns have already been raised in the context of continuous-time control and more recently optimization (e.g., [92, 93, 90, 91, 27, 28, 15]). When dealing with MDPs, one needs to specify the distribution of random costs and state transitions, and there are typically many such parameters. Oftentimes, the parameters are estimated from data, for example system behaviors observed in the past, resulting in uncertainty about their values. These challenges raise the problem of making the solution of an MDP robust to uncertainty in its parameters, so that the recommended policies perform well in practice.

In this chapter, we will address the two aforementioned challenges to the normative application of MDP models in practice. On the one hand, we will propose a risk-sensitive framework for making decisions in an MDP that is computationally tractable. On the other hand, we will introduce a new formulation for robust control of an MDP, which is motivated from the perspective of risk-based decision theory and which is computationally tractable.

3.1.2 Literature review

Before getting into the details of our contributions, let us review (not exhaustively) three streams of research relevant to our work, namely utility-based risk-sensitive MDP control, multi-period convex risk measures, and worst-case control of MDPs.

Risk-sensitive control of MDPs, based on expected utility maximization, has been introduced in the seminal paper of Howard and Matheson [36], which minimizes the expectation of the exponential of the undiscounted sample cost of terminating MDPs. Recently, the same problem has been analyzed more comprehensively in [61]. Under some general assumptions, structural properties of the optimal solution are established and algorithms to compute the optimal expected utility and an optimal policy are provided. Also assuming an exponential utility function, the papers [74, 34] rely on Donsker-Varadhan large deviation results to study the average cost problem. They establish the equivalence of the risk-sensitive average cost problem with a related zero-sum game. The reader can refer to the review [46] for more details and references. Considering discounted cost, Coraluppi and Marcus [18] relate the high-risk limit
of the risk-sensitive control problem to a zero-sum game. Such games enjoy nice structural properties and are computationally “tractable” [82]. Although exponential utility maximization in an MDP often amounts to solving a zero-sum sequential game, not all worst-case control problems can be interpreted in terms of a risk-sensitive control problem with exponential utility function. Besides, when general utilities are considered, Bellman’s principle of optimality is lost on the original state space. Sometimes, the addition of continuous state variables allows the minimization of non-exponential utilities, but the computational complexity of the risk-sensitive MDP control problem increases significantly.

The notion of a coherent or convex risk measure [3, 25] captures the preferences of a decision maker over positions with uncertain outcomes (and not only the position’s “variability”). Convex risk measures lead to a different approach to risk-sensitive control than expected utility theory, and the present work will build on that concept. The axiomatic definition of coherent and convex risk measures is now widely accepted in the financial literature. The key property of convex risk measures is that they can be represented as worst-case penalized expectations. As a result, minimizing such risk measures amounts to solving a zero-sum game between the decision maker and nature. Originally introduced for single-period positions, coherent risk measures have been extended to multi-period settings, e.g., in [67, 4, 72, 76, 22]. The work [4] takes a different perspective than the other papers and our work. Intuitively, its authors map a discrete-time stochastic process to a random variable for which they can use single-period coherent risk measures. Hence, the coherence assumption for the multi-period risk measure has a meaning unique to their approach. Interestingly, they assess the risk of a trajectory, and not only the risk of a final pay-off, and they derive “Bellman’s equations” for some notion of conditional risk. In contrast, [67, 72, 22] require the risk measure to have an inter-temporal property: dynamic consistency. A multi-period risk measure is dynamically consistent as information is revealed, in the sense that if a position is acceptable at time \( t + 1 \) for any possible new information, then it must be acceptable at time \( t \). We will also require this dynamic consistency condition to hold. The papers [67, 72] independently established a representation re-
sult for dynamically consistent coherent risk measures over a finite sample space and a finite time horizon. The former reference did not study any control setting, while the latter found a risk minimizing hedging strategy for a financial portfolio as an application. This optimal hedging problem corresponds to a limited control setting, where the decision maker does not influence the uncertain outcome, but the authors proved that “Bellman equations” hold for that example. Reference [22] extended these two papers from coherent to convex multi-period risk measures. More recently, [76] generalized further the representation theorem to general functional spaces – although they consider only finitely many time periods – and showed that minimizing dynamically consistent convex risk measure amounts to solving a dynamic zero-sum game between the controller and nature. This last paper has the most overlap with our work in Section 3.2 but it came to our knowledge only at the time of finalizing this dissertation: it provides a more general representation theorem than the one we derived independently; but it does not mention the dynamic consistency condition on risk measures because it only considers risk measures that are obtained by the composition of a finite number of coherent “conditional risk mappings,” which are dynamically consistent and coherent by construction. In contrast, we show that “Bellman’s equations” hold for dynamically consistent convex risk measures, even in the case of an infinite time horizon. Most important, our work differs from the literature by the introduction of the notion of Markovian risk measures. It allows us to exploit the state as a “sufficient statistics” in theoretical and computational results (notably, it allows us to tackle infinite horizon problems). Moreover, the notion of Markovian risk measures allows us to push further the correspondence between risk minimization and zero-sum games against nature since dynamically consistent Markovian convex risk measures can be minimized by solving a Markov game between the controller and nature.

**Worst-case control of MDPs.** In the control literature, it has long been known that the optimal policy and the optimal expected cost of an MDP is quite sensitive to parameter variations in practice. For recent illustrations of this observation by simulation examples, see e.g., [44, 86, 54, 38]. To mitigate this problem, the controller
can try to minimize the cost associated with the worst-case parameters within some given uncertainty set. In the case of “rectangular uncertainty set” and finite-horizon cost or infinite-horizon discounted cost, this problem has been addressed by Satia and Lave [78], Nilim and El Ghaoui [54] and Iyengar [38]. Under their assumptions, the robust optimal control problem is a zero-sum sequential Markov game [82] between the controller and an adversary (say, nature) that chooses the value of the uncertain parameters. As a result, the controller and nature can select a deterministic Markovian policy without loss of optimality. In addition, when the time horizon is infinite, the optimal policies can be chosen stationary. This approach not only yields policies with strong worst-case performance guarantees, but such policies can be computed with little extra effort relative to the nominal problem for many interesting uncertainty sets. However, the rectangularity assumption is potentially very conservative. Another criticism is that the decision-theoretic foundation of the worst-case optimal control formulation has not been investigated for MDPs, despite some analogies with the multiple recursive priors from economic theory [24, 99].

### 3.1.3 Chapter contributions

In order of exposition, this chapter makes the following contributions.

1. We introduce and motivate the notion of a Markovian multi-period risk measure in Subsection 3.3.3 and consider the problem of minimizing a Markovian dynamically consistent convex risk measure of the sample cost, over all Markovian randomized policies. We prove that under mild assumptions a risk-minimizing policy can be selected to be deterministic Markovian for finite horizon problems (cf. Theorem 3.4.3), or deterministic Markovian and stationary for infinite horizon problems (cf. Theorems 3.5.2 and 3.5.6). With our definition of Markovian risk, an optimal policy can be computed efficiently by classical dynamic programming techniques such as value iteration, even when the time horizon is infinite. Moreover, we show that a dynamically consistent Markovian convex risk measure of the sample cost can be minimized by solving a certain zero-sum
sequential Markov game between the decision maker and nature.

2. In Section 3.6, we point out that the robust control of uncertain MDPs proposed in [38, 54, 78] amounts to minimizing a multi-period coherent risk measure of the sample cost. This insight justifies from a decision-theoretic perspective this robust formulation of MDP control with rectangular uncertainty sets. When the uncertainty sets are not state-rectangular, we illustrate that the optimal robust controls can be dynamically inconsistent, in addition to being computationally intractable as we showed in Chapter 2.

3. The same connection allows us to motivate a new robust formulation that is also a sequential Markov game under some natural assumptions. Nature still picks the worse parameter but she has to pay a penalty for using “unlikely” parameters. Such a formulation has the potential to mitigate the conservativeness of the (classic) worst-case formulation of [78, 54, 38].

4. Finally, we show how to build a multi-period risk measure that is dynamically consistent, Markovian and convex starting from single-period convex risk measures. For example, we can construct a natural extension of the single-period conditional value at risk (CVaR) to a multi-period setting, whereas the naive application of CVaR to multi-period problems yields a dynamically inconsistent risk measure.

3.1.4 Chapter structure

We begin in Section 3.2 with a review of single-period coherent and convex risk measures. In Section 3.3, we describe a discrete-time model of controlled stochastic dynamical systems, and define dynamically consistent and Markovian risk measures. Section 3.4 deals with the minimization of a Markovian dynamically consistent convex risk measure over a finite horizon, whereas Section 3.5 deals with the infinite horizon case. Finally, Section 3.6 introduces a new formulation of the robust control of an MDP, which amounts to minimizing a convex risk measure, and show how to construct
Markovian dynamically consistent convex risk measures from single-period ones.

3.2 Convex and coherent risk measures

This section reviews in a unified manner existing work on single-period coherent and convex risk measures. This notion of risk captures more than the variability of positions with uncertain outcome: it also defines an order of preference on these positions. We will show that the axiomatically defined notion of a convex risk measure is equivalent to a worst-case penalized expectation. Therefore, minimizing a convex risk measure is equivalent to solving a zero-sum game between the decision maker and nature.

Let $\Omega$ be a sample space endowed with a $\sigma$-algebra $\mathcal{F}$, and let $\mu$ be a probability measure on $(\Omega, \mathcal{F})$. We let $L^1(\Omega, \mathcal{F}, \mu)$ be the vector space of measurable integrable real-valued functions. We define $l_1(f) = \int |f| d\mu$, which is the $l_1$-norm of $f \in L^1(\Omega, \mathcal{F}, \mu)$, and $l_p$ which is the $p$-norm on $L^p(\Omega, \mathcal{F}, \mu)$. The non-negative elements $f$ of $L^p(\Omega, \mathcal{F}, \mu), 1 \leq p \leq \infty$, such that $\int f d\mu = 1$, will sometimes be viewed as probability measures on $(\Omega, \mathcal{F})$, absolutely continuous with respect to $\mu$.

Let $(\mathcal{H}, l)$ be a normed vector space whose elements are functions from $\Omega$ into $\mathbb{R}$ and containing the constants. For $X, Y \in \mathcal{H}$, we write $X \leq Y$ if $X(\omega) \leq Y(\omega)$ with $\mu$-probability 1. The norm $l$ induces a topology generated by the open balls in $\mathcal{H}$.

To be consistent with the intuitive notion of risk, $X \in \mathcal{H}$ is thought of as the uncertain cost of a position, which depends on the uncertain outcome $\omega \in \Omega$. This contrasts with the usual approach in the financial literature, which sees $X$ as a payoff, but it suits better our line of exposition.

3.2.1 Definition of convex and coherent risk measures

Coherent and convex risk measures are functionals on a position space $(\mathcal{H}, l)$ that satisfy a few basic properties, which have been motivated in the seminal paper [3]. These concepts have been subsequently refined and generalized; see e.g., [77]. A decision maker has a (subjective) notion of risk that maps uncertain positions to
their risk; the lower the risk of a position, the more attractive it is to the decision maker.

**Definition 3.2.1.** A convex risk measure on $\mathcal{H}$ is a functional $\rho : \mathcal{H} \rightarrow \mathbb{R} \cup \{+\infty\}$ that satisfies the following properties:

1. **Normalization:** $\rho(0) = 0$.

2. **Monotonicity:** If $X, Y \in \mathcal{H}$ and $X \leq Y$, then $\rho(X) \leq \rho(Y)$.

3. **Translation invariance:** $\forall m \in \mathbb{R}$, $\forall X \in \mathcal{H}$, $\rho(X + m) = \rho(X) + m$.

4. **Convexity:** $\rho(\lambda X + (1 - \lambda)Y) \leq \lambda \rho(X) + (1 - \lambda)\rho(Y)$ for all $X, Y \in \mathcal{H}$ and $\lambda \in [0, 1]$.

5. **Lower semicontinuity:** $\{X \in \mathcal{H} \mid \rho(X) \leq 0\}$ is $l$-closed in $\mathcal{H}$.

If, in addition, $\rho$ is positively homogeneous, i.e., if for all $X \in \mathcal{H}$ and all $\lambda \geq 0$ we have $\rho(\lambda X) = \lambda \rho(X)$, then $\rho$ is called a coherent risk measure.

Sometimes the risk of a position increases nonlinearly with the position (for example, when the market is not liquid). In that case, the risk is convex but not coherent.

The properties of a convex risk measure are self-explanatory, except the last two.

The convexity property essentially states that diversification does not increase risk, which is arguably reasonable [3, 25]. The last property of semicontinuity is rather technical, but it is also reasonable that the risk perception of a decision maker has some smoothness so that a little perturbation of a position does not affect radically its risk.

The following two classical results from convex analysis (e.g., Theorems 4.24 and 4.25 in [1]) show that, in order to satisfy condition (5), it is sufficient to check whether $\rho$ is bounded on a $l$-neighborhood of 0.

**Lemma 3.2.2.**

(a) If a convex function $\rho$ is defined on a $l$-neighborhood of 0 and bounded above in that neighborhood, then it is $l$-continuous at zero.
(b) If \( \rho \) is continuous at a point in a convex open subset \( S \) of a topological vector space, then \( \rho \) is continuous on \( S \).

Finally, the following lemma provides two ways to build new convex risk measures from existing ones.

**Lemma 3.2.3.** For \( i = 1, \ldots, m \), let \( \rho_i \) be convex risk measure on \( \mathcal{H} \) and \( \alpha_i \geq 0 \) be weights such that \( \sum_{i=1}^{m} \alpha_i = 1 \).

(a) The functional \( \rho \) defined by \( \rho(X) = \sum_{i=1}^{m} \alpha_i \rho_i(X) \) is a convex risk measure on \( \mathcal{H} \).

(b) The functional \( \rho \) defined by \( \rho(X) = \max_{i=1,\ldots,m} \rho_i(X) \) is a convex risk measure on \( \mathcal{H} \).

### 3.2.2 Examples of coherent and convex risk measures, and connection with expected utility

In this subsection, we provide examples of coherent and convex risk measures from the literature, e.g. [3, 25, 77] to illustrate the generality and the relevance of these notions. These notions are particularly popular in the financial literature.

- The expectation \( \rho(X) = E_\mu[X] \) with respect to \( \mu \) is the simplest coherent risk measure on \( L^p(\Omega, \mathcal{F}, \mu), \) \( p \geq 1 \).

- If \( P_1, \ldots, P_m \in L^\infty(\Omega, \mathcal{F}, \mu) \) are probability measures and \( \alpha_i \) are non-negative weights such that \( \sum_{i=1}^{m} \alpha_i = 1 \), then \( \rho(X) = \sum_{i=1}^{m} \alpha_i E_{P_i}[X] \) is a coherent risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \).

- Conditional value at risk (CVaR) is a popular coherent risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \) [71]. Intuitively, the \( \alpha \)-CVaR of a position \( X \in L^1(\Omega, \mathcal{F}, \mu) \) is the conditional mean of the worst \( \alpha \)-tail of \( X \) (\( \alpha \in [0, 1] \)). For example, the 0-CVaR(\( X \)) is simply the expectation \( E_\mu[X] \), whereas 1-CVaR(\( X \)) corresponds to the worst-case value of \( X \).
Formally, define the distribution function $F_X$ of $X$ by $F_X(x) = \mu\{X(\omega) \leq x\}$, the value at risk $\alpha$-VaR($X$) of position $X$ by $\alpha$-VaR($X$) = $\inf_x \{x \mid F_X(x) \geq \alpha\}$ and the auxiliary distribution function $\psi_{X,\alpha}(x)$ of the “$\alpha$-tail” of $X$ by

$$
\psi_{X,\alpha}(x) = \begin{cases} 
0 & \text{for } x < \alpha\text{-VaR}(X) \\
(F_X(x) - \alpha)/(1 - \alpha) & \text{for } x \geq \alpha\text{-VaR}(X).
\end{cases}
$$

Then the conditional value at risk of position $X$, $\alpha$-CVaR($X$), is the expectation of the distribution $\psi_{X,\alpha}$.

**Remark 3.2.4.** When the distribution of $X$ is not continuous, the choice that $\psi_{X,\alpha}(x) = 0$ when $x < \alpha\text{-VaR}(X)$, instead of, say $x \leq \alpha\text{-VaR}(X)$, has an impact on the value of the conditional value at risk (cf. [71] p. 8).

It can be shown [71] that

$$
\alpha\text{-CVaR}(X) = \inf_{z \in \mathbb{R}} \left( z + (1 - \alpha)^{-1} \int \max(X(\omega) - z, 0) d\mu \right).
$$

• When exponential utility functions are considered, the logarithm of the expected utility $\rho(X) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma X))$ with $\gamma > 0$ is a convex risk measure on $L^\infty(\Omega, \mathcal{F}, \mu)$ [25].

### 3.2.3 Representation of convex risk measures

Now, we will see that convex risk measures have the key property of being representable as worst-case penalized expectations. Although a given convex risk measure $\rho$ need not rely on a probabilistic model of the the uncertain outcome $\omega \in \Omega$, $\rho$ implicitly defines a family of “test” probabilistic models $\mathcal{P}$ for the uncertainty $\omega$ and a penalty function on $\mathcal{P}$ such that for all positions $X$,

$$
\rho(X) = \sup_{P \in \mathcal{P}} (E_P[X] - \phi(P))
$$
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Consequently, when a decision maker chooses a position among \((X_u)_{u \in U}\) in \(\mathcal{H}\) that minimizes its risk \(\rho\), it solves the zero-sum game

\[
\inf_{u \in U} \sup_{P \in \mathcal{P}} (E_P[X_u] - \phi(P)).
\]

From now on, we will consider the set of positions \((\mathcal{H}, l)\) to be space of \(\mu\)-integrable functions on \(\Omega\) endowed with its canonical norm, that is \((\mathcal{H}, l) = (L^1(\Omega, \mathcal{F}, \mu), l_1)\), unless specified otherwise. Nonetheless, the probability measure \(\mu\) need not be interpreted as a probabilistic model for the uncertainty \(\omega\). It is introduced mostly for technical reasons (in order to invoke duality in a functional space) and it matters essentially through its support and the behavior of its tail. When \(\Omega\) is finite, we have \(L^1(\Omega, \mathcal{F}, \mu) = L^\infty(\Omega, \mathcal{F}, \mu)\). Furthermore, we can even assume that it contains only the points that have positive \(\mu\)-probability by redefining the sample space \(\Omega\). In this case, the probability measure \(\mu\) becomes unnecessary.

**Remark 3.2.5.** When \(\Omega\) is finite, most of the technicalities of functional analysis in this section disappear. The reader is encouraged to keep this case in mind. However, in order to deal with general systems in the sequel, especially infinite horizon problems, we will need general sample spaces, and hence a reference probability measure.

Consider the bilinear mapping on the dual pair \((L^1(\Omega, \mathcal{F}, \mu), L^\infty(\Omega, \mathcal{F}, \mu))\) defined by \((X, Y) = \int XYd\mu\). When \(Y \geq 0\) and \(\int Yd\mu = 1\), \((X, Y)\) can be interpreted as the expectation of \(X\) with respect to the probability measure on \((\Omega, \mathcal{F})\) that has derivative \(Y\) with respect to \(\mu\). With a slight abuse of notation, we will denote \(E_P[X] = (X, P)\) for all \(P \in L^\infty(\Omega, \mathcal{F}, \mu)\), even when \(P\) cannot be interpreted as a probability density function.

Now, we can state the representation theorem for convex risk measures, which, intuitively, parallels the well-known statement that a closed convex function can be represented as a supremum of affine functions. In our case, the affine functions can be chosen to be only penalized expectations.

**Theorem 3.2.6.** Let \(\mathcal{P}_0\) be a set of “test” probability measures in \(L^\infty(\Omega, \mathcal{F}, \mu)\), and let \(\phi_0 : L^\infty(\Omega, \mathcal{F}, \mu) \to \mathbb{R} \cup \{+\infty\}\) be a “penalty” function such that \(\inf_{P \in \mathcal{P}_0} \phi_0(P) = 0\).
The functional \( \rho \) defined by

\[
\rho(X) = \sup_{P \in \mathcal{P}_0} (E_P[X] - \phi_0(P)).
\]

is a convex risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \).

If, in addition, \( \phi_0 = 0 \), then the functional \( \rho \) is a coherent risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \).

Conversely, let \( \rho \) be a convex risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \). Define a penalty function \( \phi \) from \( L^\infty(\Omega, \mathcal{F}, \mu) \) into \( \mathbb{R} \cup \{ +\infty \} \) by

\[
\phi(P) = \sup_{X \in \mathcal{H}} (E_P[X] - \rho(X))
\]

and a set of probability measures

\[
\mathcal{P} := \left\{ P \in L^\infty(\Omega, \mathcal{F}, \mu) \mid P \geq 0, \int Pd\mu = 1, \phi(P) < +\infty \right\}.
\]

Then, \( \phi \) is convex and \( l_\infty \)-lower-semicontinuous, \( \mathcal{P} \) is convex, and

\[
\rho(X) = \sup_{P \in \mathcal{P}} (E_P[X] - \phi(P)).
\]

In addition, if \( \rho \) is coherent, we have \( \phi(P) = 0, \forall P \in \mathcal{P} \).

This theorem unifies several previous results. For coherent risk measures, it is the seminal representation theorem of [37] or Proposition 4.1 in [3] when \( \Omega \) is finite, or Theorem 2.3 in [21] when \( \mathcal{H} = L^\infty(\Omega, \mathcal{F}, \mu) \) and \( \Omega \) is general. The extension to convex risk measures and \( \mathcal{H} = L^\infty(\Omega, \mathcal{F}, \mu) \) was provided in [25]. In essence, we follow the proof in [25] to deal with a more general positions space, namely \( \mathcal{H} = L^1(\Omega, \mathcal{F}, \mu) \), with arbitrary sample space \( \Omega \). During the preparation of this chapter, we have become aware of a more general theorem by Ruszczynski and Shapiro [77] that unifies all aforementioned results. Essentially, they give sufficient conditions on convex risk measures on a given position space so that they can be written as worst-case penalized expectations with respect to a set of probability measures in a given space. Our
setting (with Condition (5) in Definition 3.2.1) happens to be a particular case of their analysis.

**Proof.** The first part of the theorem is obvious since the functional $\rho$ is defined as the supremum of affine functions. The assumption that $\inf_{P \in \mathcal{P}_0} \phi_0(P) = 0$ is necessary to guarantee the normalization of the functional $\rho(X) = \sup_{P \in \mathcal{P}_0} E_P[X] - \phi_0(P)$.

The second part of the theorem states that essentially all the convex risk measures take the form of the convex risk measures specified in the first part.

First, the function $\phi(P) = \sup_{X \in \mathcal{X}} (E_P[X] - \rho(X))$ defined in the theorem statement indeed maps $L^\infty(\Omega, \mathcal{F}, \mu)$ into $[0, +\infty]$ since $\phi(P) \geq E_P[0] - \rho(0) = 0$. Furthermore, the function $\phi$ is convex and $L_\infty$-lower-semicontinuous as the supremum of convex lower-semicontinuous affine functions.

Consider the $l_1$-closed convex set $C = \{X \in L^1(\Omega, \mathcal{F}, \mu) \mid \rho(X) \leq 0\}$. We show now that $\phi(P) = \sup_{X \in C} E_P[X]$ and, as a result, that $\phi$ is positively homogeneous on $L^\infty(\Omega, \mathcal{F}, \mu)$. First, observe that $\phi(P) = \sup_{X \in \mathcal{X}} (E_P[X] - \rho(X)) \leq \sup_{X \in C} E_P[X]$.

On the other hand, note that for any position $X$ such that $\rho(X) < +\infty$, we have $\rho(X - \rho(X)) = 0$ by translation invariance, and therefore $X - \rho(X) \in C$. Thus,

$$\phi(P) = \sup_{X \in \mathcal{X} \mid \rho(X) < +\infty} E_P[X - \rho(X)] \geq \sup_{Y \in C} E_P[Y].$$

This proves that $\phi(P) = \sup_{X \in C} E_P[X]$.

The inequality $\rho(X) \geq \sup_P (E_P[X] - \phi(P))$ (Fenchel weak duality) is immediate. The fact that equality holds (strong duality) will follow from the bipolar theorem applied to $C$. In order to use the bipolar theorem, we need to show that $C$ is closed for the weak topology $\sigma(L^1(\Omega, \mathcal{F}, \mu), L^\infty(\Omega, \mathcal{F}, \mu))$. By the Riesz theorem (Theorem 10.28, p. 354 in [1]), the norm dual space of $(L^1(\Omega, \mathcal{F}, \mu), l_1)$ is isometric to $(L^\infty(\Omega, \mathcal{F}, \mu), l_\infty)$. Since the $l_1$-topology (and of course the weak topology) on $L^1(\Omega, \mathcal{F}, \mu)$ are consistent with the dual pair $(L^1(\Omega, \mathcal{F}, \mu), L^\infty(\Omega, \mathcal{F}, \mu))$, the closed convex sets for the norm and the weak topology are the same (Theorem 4.72, p. 154 in [1]), and $C$ is closed for the weak topology.
The polar $C^o$ of $C$ is defined by

$$C^o = \{ P \in L^\infty(\Omega, \mathcal{F}, \mu) \mid E_P[X] \leq 1, \forall X \in C \}$$

and its bipolar is

$$C^{oo} = \{ X \in L^1(\Omega, \mathcal{F}, \mu) \mid E_P[X] \leq 1, \forall P \in C^o \}.$$

Since $C$ is convex, $\sigma(L^1(\Omega, \mathcal{F}, \mu), L^\infty(\Omega, \mathcal{F}, \mu))$-closed and contains zero, the bipolar theorem (Theorem 4.77, p. 157 in [1]) states that $C = C^{oo}$.

Now, we show that for all $Y \in \mathcal{H}$ such that $\rho(Y) > 0$, there exists $Q \in L^\infty(\Omega, \mathcal{F}, \mu)$ such that $E_Q[Y] - \phi(Q) > 0$. For the sake of contradiction, assume there exists a position $Y \in \mathcal{H}$ such that $\rho(Y) > 0$ and $E_P[Y] - \sup_{X \in C} E_P[X] \leq 0$ for all $P$. Since $Y$ is not in $C = C^{oo}$, by the bipolar theorem, there is $Q \in C^o$ such that $E_Q[Y] > 1$, and by definition of the $C^o$, $\sup_{X \in C} E_Q[X] = \phi(Q) \leq 1$. The last two inequalities yield the contradiction that $E_Q[Y] - \phi(Q) > 0$.

For the sake of contradiction, assume that strong duality does not hold, i.e., there exists $X \in \mathcal{H}$ such that $\rho(X) > \sup P E_P[X] - \phi(P)$. In particular, $\sup P E_P[X] - \phi(P) < +\infty$. Hence, the position $Y := X - \sup P (E_P[X] - \phi(P))$ is in $\mathcal{H}$ and $\rho(Y) > 0$. By the result of the previous paragraph, there exists a $Q$ such that $E_Q[X] - \sup P (E_P[X] - \phi(P)) - \phi(Q) > 0$. This contradiction concludes the proof that for all $X \in \mathcal{H}$, $\rho(X) = \sup P (E_P[X] - \phi(P))$.

Now, we show that the supremum can be restricted to the $l_\infty$-closed convex set of probability measures $\mathcal{P}$ in $L^\infty(\Omega, \mathcal{F}, \mu)$. Recall that $\phi(P) = \sup_{X \in C} E_P[X]$. Since the non-positive functions in $L^1(\Omega, \mathcal{F}, \mu)$ are in $C$, $\phi(P) = +\infty$ if $P$ is not non-negative $\mu$-almost surely. In addition, since $\phi$ is positively homogeneous, $\mathcal{Q} := \{ P \mid \phi(P) < +\infty \}$ is a convex cone included into the positive orthant. In the representation theorem, it is enough to pick one representative for each ray of $\mathcal{Q}$, namely define $\mathcal{P} = \{ P \in \mathcal{Q} \mid \int P d\mu = 1 \}$.

Finally, when the risk measure $\rho$ is coherent, for all $\lambda \geq 0$ $\rho(\lambda X) = \lambda \rho(X)$ and $X \in C$ implies that $\lambda X \in C$. Since $\phi(P) = \sup_{X \in C} E_P[X]$, it follows that $\phi(P) = +\infty$.
as soon as $\phi(P) > 0$. 

**Remark 3.2.7.** Starting from a penalty function $\phi_0$ and a set of test probability measures $\mathcal{P}_0$, the first part of the previous theorem shows that the functional $\rho(X) = \sup_{P \in \mathcal{P}_0} (E_P[X] - \phi_0(P))$ is a convex risk measure to which the second part of the theorem applies. Without getting into the technical details, it can be shown that the penalty function $\phi$ induced by $\rho$ is the closed convex envelope of $\phi_0 1_{\mathcal{P}_0}$ in $L^\infty(\Omega, \mathcal{F}, \mu)$.

It will be useful in Section 3.5 to know when the supremum in Equation (3.2.2) is achieved. This question is answered by the following proposition from the theory of Fenchel duality (e.g., Proposition 3, p. 203 in [6]).

**Proposition 3.2.8.** Let $X \in \mathcal{H}$ be a position in the domain of the convex risk measure $\rho$. Then the following are equivalent:

(a) $\rho(X) = E_{P^*}[X] - \phi(P^*)$ for $P^* \in \mathcal{P}$.

(b) $P^*$ belongs to the subdifferential of $\rho$ at $X \in \mathcal{H}$, $\partial \rho(X)$.

**Proof.** For $P^* \in \mathcal{P}$,

$$E_{P^*}[X] - \phi(P^*) = \sup_{P \in \mathcal{P}} (E_P[X] - \phi(P))$$

$\iff E_{P^*}[X] - \phi(P^*) \geq E_P[X] - \phi(P), \forall P \in \mathcal{P}$

$\iff P^* \in \partial \rho(X)$.

When $\mathcal{H} = L^\infty(\Omega, \mathcal{F}, \mu)$, there is an analog of the previous theorem, which yields a representation involving expectations with respect to the continuous dual space of $L^\infty(\Omega, \mathcal{F}, \mu)$, which is $\text{ba}(\Omega, \mathcal{F}, \mu)$, the Banach space of signed bounded finitely additive measures on $(\Omega, \mathcal{F})$ that are absolutely continuous with respect to $\mu$ [1, 21, 25]. If $\Omega$ is countable and $\mathcal{F} = 2^\Omega$, finitely additive measures are $\sigma$-additive. Therefore, convex risk measures on $L^\infty$ can be represented as worst-case penalized expectations with
respect to probability measures in \( L^1 \). This result is an easy extension of Theorem 2.3 in [21].

There is also a representation theorem on the position space \( \mathcal{H} = L^\infty(\Omega, \mathcal{F}, \mu) \) that involves test measures in \( L^1(\Omega, \mathcal{F}, \mu) \). However, for this stronger result, we need to replace Condition (5) in the definition of a convex risk measure with the stronger Fatou property. The Fatou property can be defined by three equivalent conditions (as shown in Theorem 6 in [25]).

**Definition 3.2.9.** A translation invariant mapping \( \rho : L^\infty(\Omega, \mathcal{F}, \mu) \to \mathbb{R} \cup \{+\infty\} \) is said to satisfy the Fatou property if any of the following three conditions is satisfied:

(a) \( \{ X \in L^\infty(\Omega, \mathcal{F}, \mu) \mid \rho(X) \leq 0 \} \) is \( (L^\infty(\Omega, \mathcal{F}, \mu), L^1(\Omega, \mathcal{F}, \mu)) \)-closed.

(b) \( \rho(X) \leq \liminf \rho(X_n) \) for any sequence of functions \( (X_n) \) on \( L^\infty(\Omega, \mathcal{F}, \mu) \), uniformly bounded by 1 and converging to \( X \) in \( \mu \)-probability.

(c) \( \rho(X_n) \to \rho(X) \) for any uniformly bounded sequence \( X_n \) that decreases to \( X \) \( \mu \)-almost surely.

**Remark 3.2.10.** The Fatou property is a refinement of condition (5) in the definition of a convex risk measure on \( L^\infty(\Omega, \mathcal{F}, \mu) \). If \( \rho \) has the Fatou property, then \( \{ X \in L^\infty(\Omega, \mathcal{F}, \mu) \mid \rho(X) \leq 0 \} \) is weakly closed and a fortiori \( l_\infty \)-closed [1].

Now, we can state an analog of Theorem 3.2.6 on \( L^\infty(\Omega, \mathcal{F}, \mu) \), namely Theorem 6 in [25].

**Theorem 3.2.11.** Let \( \rho \) be a convex risk measure on \( L^\infty(\Omega, \mathcal{F}, \mu) \). Assume that \( \rho \) verifies the Fatou property. Then there exists a \( l_1 \)-closed, convex set of probability measures \( \mathcal{P} \subset L^1(\Omega, \mathcal{F}, \mu) \) and a penalty function \( \phi \) from \( \mathcal{P} \) to \( \mathbb{R} \) such that for all \( X \in L^\infty(\Omega, \mathcal{F}, \mu) \),

\[
\rho(X) = \sup_{P \in \mathcal{P}} (E_P[X] - \phi(P)).
\] (3.2.3)
Moreover, the penalty function can be chosen as the Fenchel conjugate of the risk measure:

\[ \phi(P) = \sup_{X \in \mathcal{H}} (E_P[X] - \rho(X)). \]

In addition, if \( \rho \) is coherent, we can have \( \phi = 0 \).

Let us illustrate the theorem with the convex risk measure \( \rho(X) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma X)) \) on \( L^\infty(\Omega, \mathcal{F}; \mu) \). By the monotone convergence theorem, \( \rho \) has the Fatou property. Hence, \( \rho \) satisfies all the conditions of the theorem, and thus, can be represented as a worst-case penalized expectation.

Indeed, it is well-known ([25], p. 441) that

\[ \log (E_\mu(\exp(X))) = \sup_{\mathcal{P} \in \mathcal{P}} (E_P[X] - D(P; \mu)), \]

where the set of test probability measures is \( \mathcal{P} = L^1(\Omega, \mathcal{F}; \mu) \) and the penalty function \( \phi \) is the divergence \( D(P; \mu) = \int P \log P \mu \geq 0 \). Consequently, we have

\[ \rho(X) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma X)) = \sup_{\mathcal{P} \in \mathcal{P}} \left( E_P[X] - \frac{1}{\gamma} D(P; \mu) \right), \]

as predicted by Theorem 3.2.11.

### 3.3 Risk-averse control of dynamical systems

In this section, we describe a discrete-time model for a controlled stochastic dynamical system, which includes MDPs as a special case and we comment on our model choice. Then, we define dynamically consistent multi-period risk measures, and introduce the new notion of Markovian risk. We conclude with the definition of a sequential Markov game associated with a risk measure.
3.3.1 Model description and notation

Uncertainty description

Let $X$ and $A$ be a finite state and action space, respectively. The state space $X$ not only describes the states of the dynamical system, but it can also capture information about the risk perception of the controller. Defining a state space incorporating the latter will be critical when we will consider Markovian risk. Consider the sample space $\Omega = X \times (X \times \mathbb{R})^T$, where $T$ is the time horizon length ($1 \leq T \leq +\infty$).

A sample point $\omega \in \Omega$ will be thought of as a sequence realized in successive steps $\omega = (s_1, (r_{1,i}), (\nu_{1,i,a}, q_{1,i,a})(i,a), (r_{2,i}), (\nu_{2,i,a}, q_{2,i,a})(i,a), \ldots)$ with the following interpretation: $s_1$ is the initial state of the system at $t = 1$; for $t \geq 1$, $r_{t,i} \in \mathbb{R}$ is used to randomize the action choice at the state $i \in X$ at time $t$, $\nu_{t,i,a} \in \mathcal{X}$ and $q_{t,i,a} \in \mathbb{R}$ are, respectively, the new state at time $t+1$ and the associated transition cost out of the state-action pair $(i, a) \in \mathcal{X}A$.

For $\omega \in \Omega$ and $t \geq 1$, we denote the partial histories of length $t$ by

$$\omega_t = (s_1, (r_{1,i}), (\nu_{1,i,a}, q_{1,i,a})(i,a), \ldots, (r_{t,i})).$$

and

$$\omega_t^+ = ((r_{1,i}), (\nu_{1,i,a}, q_{1,i,a})(i,a), \ldots, (r_{t,i}), (\nu_{t,i,a}, q_{t,i,a})(i,a)).$$

We also let $\omega_0^+ = s_1$. Let $\Omega' = \{\omega_t, \omega_{t-1}^+ | \omega \in \Omega, \ t \geq 1\}$ be the set of partial histories and $\Omega_t = \{\omega_{t-1}^+ | \omega \in \Omega\}$. If $\omega' \in \Omega'$ is of the form $\omega_t$ or $\omega_t^+$ for $\omega \in \Omega$, we will write $\omega' \preceq \omega$. For $\omega' \in \Omega'$, let $F(\omega') = \{\omega \in \Omega | \omega' \preceq \omega\}$ and $F(\emptyset) = \Omega$.

Define $\mathcal{F} = \mathcal{F}(\emptyset)$ the $\sigma$-field on $\Omega$ generated by the sets $F(\omega')$, $\omega' \in \Omega'$. Similarly let $\mathcal{F}(\omega')$ be the $\sigma$-field on $F(\omega')$ generated by $F(\omega'')$, $\omega' \preceq \omega''$, $\omega'' \in \Omega'$. The sub $\sigma$-field $\mathcal{F}^s(\omega') \subset \mathcal{F}(\omega')$ contains the events that are decidable as soon as the next step after $\omega'$ occurs. More precisely, $\mathcal{F}^s(\omega')$ is the sub-$\sigma$-field of $\mathcal{F}(\omega_t)$ generated by the sets $F(\omega^+_t)$. Similarly, $\mathcal{F}^s(\omega^+_{t-1})$ is the sub-$\sigma$-field of $\mathcal{F}(\omega^+_{t-1})$ generated by the set $F(\omega_t)$.

Let $\mu = \mu|_{\emptyset}$ be a reference probability measure on the measurable space $(\Omega, \mathcal{F})$,
and let \( \mu_{\omega'} \) be a regular conditional probability law of \( \mu \) on \((F(\omega'), \mathcal{F}(\omega'))\) given \( \omega' \in \Omega' \) (see e.g. [16], p.430). Random variables will be denoted by upper case letters (e.g., \( S_1, R_{t,i}, N_{t,i,a}, Q_{t,i,a} \)), whereas realizations of a random variable (for an implicit \( \omega \)) will be denoted with lower case letters (e.g., \( s_1, r_{t,i}, \nu_{t,i,a}, q_{t,i,a} \)).

The random numbers \( R_{t,i} \) allow control randomization so that the decision maker has more power, but we will see in Sections 3.4 and 3.5 that the optimal decisions can be chosen deterministically under the appropriate conditions. We will assume that under \( \mu \) the random numbers \( r_{t,i} \) are generated independently for each \( t \geq 1 \) and \( i \in \mathcal{X} \), and independently from the state-cost process, and such that for all \( \delta \in \Delta = \{ x \in \mathbb{R}^A | x_a \geq 0, \sum_{a \in \mathcal{A}} x_a = 1 \} \), there exists a measurable function \( B : \mathbb{R} \rightarrow \mathcal{A} \) verifying for all \( a \in \mathcal{A}, \mu(\{ B(r) = a \}) = \delta_a \). Intuitively, the last condition guarantees that one can sample any probability distribution of action over \( \mathcal{A} \) using the random number generator.

The role of the probability measure \( \mu \) is to describe which events are known to occur with zero probability a priori, but it need not refer to the “true probabilistic model” of the system of interest. For example, we can have the following prior knowledge encoded in the probability measure \( \mu \).

- If \( \mu(\{ \nu_{t,i,a} = j \}) = 0 \), then the transition at time \( t \) from the state-action pair \((i, a)\) to the state \( j \) is not expected to happen.

- If \( \mu(\{ q_{t,i,a} = g(t, i, a) \}) = 1 \) for some function \( g \), then the immediate cost \( q_{t,i,a} \)
  is a deterministic function of \((t, i, a)\).

Observe that we do not assume that \( \mu \) is stationary or that there is independence across steps, as it would be the case if \( \mu \) was a Markovian model. The probability measure \( \mu \) could even encode history-dependent restrictions. For example, if we let 
\( \mu(\{ \nu_{t_1, i, a} = \nu_{t_2, i, a}, \forall t_1, t_2, i, a \}) = 1 \), then all the one-step transitions are the same with probability one. However, some choices of \( \mu \) might make certain properties of risk measures on \( L^1(\Omega, \mathcal{F}, \mu) \), such as dynamic consistency or Markovianity, impossible to hold.
System trajectories

A policy $\pi$ is a sequence of measurable mappings $(\pi_1, \pi_2, \ldots)$ such that $\pi_t : \Omega_t \times \mathbb{R} \rightarrow \mathcal{A}$. A policy associates with $\omega \in \Omega$ a state-action-cost trajectory defined recursively by

$$S^\pi_t(\omega) = s_1,$$

$$A^\pi_t(\omega) = \pi_t(\omega_t, R_t, S^\pi_t(\omega)), $$

$$Q^\pi_t(\omega) = q_t, S^\pi_t(\omega), A^\pi_t(\omega),$$

$$S^\pi_{t+1}(\omega) = \nu_t, S^\pi_t(\omega), A^\pi_t(\omega).$$

It will be useful later to have, for all time $t$, states $j$, actions $a$, the notation $T_{t,j,a}^\pi(\omega)$ for the system’s trajectory defined by the above recursion when the system is initialized at time $t$ in the state action pair $(j, a)$ and the sequence of controls $\pi = (\pi_{t+1}, \pi_{t+2}, \ldots)$ is applied.

In each state $i \in \mathcal{X}$, there is a non-empty set $\mathcal{A}_i$ of available actions. A policy $\pi$ is admissible if for all $\omega \in \Omega$, $A^\pi_t(\omega) \in \mathcal{A}_{S^\pi_t(\omega)}$. We use $\Pi_{h,r}$ to denote the set of admissible “history-dependent” policies selecting only actions available at the current state and depending only on the observed state-action-cost trajectory and the last randomization variable, i.e., if $\omega^1, \omega^2 \in \Omega$ are such that $S^\pi_t(\omega^1) = S^\pi_t(\omega^2)$, $A^\pi_t(\omega^1) = A^\pi_t(\omega^2)$, $Q^\pi_t(\omega^1) = Q^\pi_t(\omega^2)$, for $t \leq \tau - 1$, and $S^\pi_\tau(\omega^1) = S^\pi_\tau(\omega^2)$, and $r^1_{\tau, S^\pi(\omega^1)} = r^2_{\tau, S^\pi(\omega^2)}$, then $A^\pi_\tau(\omega^1) = A^\pi_\tau(\omega^2)$. The policy $\pi \in \Pi_{h,r}$ can be restricted to depend on the history only through the current state, time index, and randomization variable (then the policy $\pi$ belongs to the Markovian policy space $\Pi_{m,r}$), or depend only on the current state and randomization variable (then the policy $\pi$ is in the stationary Markovian policy space $\Pi_{s,r}$). The sets of deterministic policies are denoted with the index $d$ instead of $r$ ($\Pi_{h,d}$, $\Pi_{m,d}$, and $\Pi_{s,d}$).

For a policy $\pi \in \Pi_{h,r}$ and a discount factor $\beta \in [0, 1]$, we let

$$C^\pi_\tau = \liminf_{h \to \infty} \sum_{t=\tau}^{h} \beta^t Q^\pi_t,$$
which is the tail sample cost incurred by policy $\pi$. When $\tau > T$, we let $C_T^\pi = 0$. When the context is clear, we will write $C_T^\pi$ instead of $C_T^\pi$. Also, we define the tail sample cost $C_{t,j,a}^\pi$ (resp. $C_{t,j}^\pi$) of a policy $\pi$ initialized at time $t$ in state-action pair $(j,a)$ (resp. in state $j$).

The sample costs are measurable random variables taking values in $\mathbb{R} = \mathbb{R} \cup \{\pm \infty\}$. If $T < +\infty$, then $C_T^\pi$ is finite for all $t$ and $\omega \in \Omega$. However, without additional assumptions, there might be $\omega \in \Omega$ such that $C_T^\pi$ is not finite when $T = +\infty$. The following assumption makes sure that the sample cost is integrable.

**Assumption 3.3.1.** For all $\pi \in \Pi_m$, $t \geq 1$, $j \in \mathcal{X}$, and $a \in \mathcal{A}$, the sample costs $C_t^\pi$, $C_{t,j}$, and $C_{t,j,a}^\pi$ are in $L^1(F(\omega'), \mathcal{F}(\omega'), \mu_\omega)$ for all $\omega' \in \Omega' \cup \{\emptyset\}$.

Although there is one version of the tail sample cost in $L^1(F(\omega'), \mathcal{F}(\omega'), \mu_\omega)$ per $\omega' \in \Omega' \cup \{\emptyset\}$, we denote all of them with the same notation, namely $C_t^\pi$.

**Example 3.3.2.**

In order to illustrate our model definition, let us consider a toy example of a dynamical system on a time horizon $T = 2$ with two states $\mathcal{X} = \{b, c\}$, and $\mathcal{A} = \{l, m\}$.

A sample point $\omega$ is any element of $\Omega = \mathcal{X} \times \left[\mathbb{R}^\mathcal{X} \times (\mathcal{X} \times \mathbb{R})^\mathcal{A}\right]^T$. Let us pick one sample point $\omega$ in $\Omega$ and arrange its components in a matrix form, where the first two rows correspond to state $b$ and the last two to state $c$ and where the first row in these pairs of rows corresponds to action $l$ and the other to action $m$.

$$\bar{\omega} = \begin{pmatrix}
s_1 & r_{1,b} & \nu_{1,b,l}, \nu_{1,b,m} & r_{2,b} & \nu_{2,b,l}, \nu_{2,b,m} \\
r_{1,c} & \nu_{1,c,l}, \nu_{1,c,m} & r_{2,c} & \nu_{2,c,l}, \nu_{2,c,m}
\end{pmatrix} = \begin{pmatrix}
b & 2.4 & b, 1 & 9.34 & c, -5 \\
 & c, 0 & b, 6
\end{pmatrix}$$

This specific sample point specifies that the initial state $s_1 = b$, that given that the system in state $b$ and that action $m$ is selected at time 1, then the new state would be $\nu_{1,b,m} = c$ and the associated transition cost would be $q_{1,b,m} = 0$. On the other
hand, if the system is in state $c$ and action $l$ is selected at time 1, then the next state would be $\nu_{1,c,l} = c$ and the associate cost would be $q_{1,c,l} = -2$.

If the controller follows the policy $\pi$ that always chooses action $m$, then the uncertainty realization $\tilde{\omega}$ induces the state trajectory $b,c,c$ and the total cost is $C^\pi = 0 + 7 = 7$. The information encoded in the sample point $\tilde{\omega}$ that is relevant to the system trajectory in this example is underlined

$$
\tilde{\omega} = \begin{pmatrix}
    b & 2.4 & b,1 & 9.34 & c,-5 \\
    c,0 & b,6 & \\
    6 & c,-2 & 18.4 & b,25 \\
    c,7 & c,7 &
\end{pmatrix}.
$$

Recall that the support of the probability measure $\mu$ on $(\Omega, \mathcal{F})$ encodes the constraints of the system that the controller knows a priori. For example, if the controller knows a priori that

- the system always goes immediately from state $c$ to state $b$ under all actions,

- that the system stays in state $b$ when it is in state $b$ and control $l$ (for loop) is chosen, and

- the immediate costs are either zero or one,

then we can let

$$
\mu(\{ S_1 = s_1, N_{t,i,a} = \nu_{t,i,a}, Q_{t,i,a} = q_{t,i,a}, t \geq 1, i \in \mathcal{X}, a \in A \}) \\
= \mathbb{P}_{S_1}(s_1) \prod_{t,i,a} \mathbb{P}_{N_{t,i,a}}(\nu_{t,i,a}) \mathbb{P}_{Q_{t,i,a}}(q_{t,i,a}),
$$

82
where for all $t, i, a$

\[ P_{S_t}(S_1 = b) = P_{S_t}(S_1 = c) = 1/2, \]
\[ P_{N_{t,b,m}}(N_{t,b,m} = b) = P_{N_{t,b,m}}(N_{t,b,m} = c) = 1/2, \]
\[ P_{N_{t,b,l}}(N_{t,b,l} = b) = 1, \]
\[ P_{N_{t,c,m}}(N_{t,c,m} = b) = P_{N_{t,c,l}}(N_{t,c,l} = b) = 1, \]
\[ P_{Q_{t,i,b}}(Q_{t,i,b} = 0) = P_{Q_{t,i,b}}(Q_{t,i,b} = 1) = 1/2. \]

This information is best summarized and represented by Figure 3-1.

### 3.3.2 Comments on our model choice

In this subsection, we illustrate the modeling richness of our framework. It might seem unnecessary to define such a general and high-dimensional uncertainty $\omega \in \Omega$. There is one separate component of $\omega$ for each possible outcome of interest, in particular the state $\nu_{t,i,a} \in \mathcal{X}$ following each state-action pair $(i, a) \in \mathcal{XA}$, and the associated immediate cost $q_{t,i,a} \in \mathbb{R}$.

In our class of models, we have the models in which the same low-dimensional uncertain outcome $w_t$ influences all states:

\[ A^\pi_t = \pi_t(S_t), \]
\[ S^\pi_{t+1} = f(S_t, A_t, w_t), \]
\[ Q^\pi_t = g(S_t, A_t, w_t). \]
This model is simpler and, therefore, seems more appealing than our general framework. But, we will see in Sections 3.4 and 3.5 that our more general model yields tractable risk-sensitive decision problems. Furthermore, when the uncertain outcome \( w_t \) has too low dimension, it cannot capture some important preferences in face of uncertainty and ambiguity, which our general model allows.

For example, consider the following situation inspired from Ellsberg’s paradox [23]. There are two coins, respectively called coin \( A \) and \( B \), and a player can bet on the outcome of a flip of one of the two coins. If his guess is right, he gets $100, and $0 otherwise. It might seem appropriate to have \( w_1 \) be 0 if the flipped coin (either coin \( A \) or \( B \)) turns up head and 1 otherwise, but we will see next that this model cannot capture a different uncertainty aversion for each coin, in contrast with the more general uncertainty where \( w_A \) and \( w_B \) is the uncertain results of coin \( A \) and \( B \), respectively.

Assume that the player believes that coin \( A \) is fair and will in heads or tails with equal probability, whereas coin \( B \) is thought to give always the same result but the player does not know whether it is head or tail. If the player had to choose a subjective probability for the outcome of coin \( B \), it needs to be the probability giving half and half for head and tail by symmetry. If the player does not like “ambiguity” as most surveyed people in [23], he will prefer to bet on the outcome of coin \( A \). This preference cannot be captured by decision theory based on expected utility as Ellsberg demonstrated. Neither can it be captured by risk aversion as defined in Section 3.2 if the uncertain outcome \( w_1 \in \{0, 1\} \) represents the uncertain result of flipping the selected coin. Indeed, since both coins \( A \) and \( B \) are described by the same uncertainty, they cannot be discriminated. However, if the uncertain outcome is \((w_A, w_B)\), where \( w_A \in \{0, 1\} \) and \( w_B \in \{0, 1\} \) correspond respectively to the realization of coin \( A \) and \( B \), then this model for uncertainty allows to differentiate both coins and thus capture ambiguity aversion. For example, consider the probability measure \( P^0_A \) for the uncertain outcome \( w_A \) defined by \( P^0_A(0) = P^0_A(1) = 1/2 \), and the two probability measures \( P^1_B, P^2_B \) for the uncertain outcome \( w_B \) of coin \( B \) defined by \( P^1_B(0) = P^1_B(1) = 0.6 \) and \( P^2_B(1) = P^2_B(0) = 0.4 \). Then, the coherent risk measure associated with test
probability measures $P = P_A \times P_B$ on $(w_A, w_B)$ in the set $\mathcal{P} = \{P_A^0 \times P_B^1, P_A^0 \times P_B^1\}$ gives a risk of $-\$50$ for betting on coin $A$ and $-\$40$ for coin $B$.

The advantage of using simple uncertainty model is that some technical difficulties can be avoided. For example, if the controller does not use randomization, if the immediate costs $Q_{t,i,a}$ take values in a finite set, and if the time horizon is finite, then the set of uncertainty $\Omega$ can be chosen finite. In this case, the functional analytic issues disappear. (However, a finite $\Omega$ cannot model infinite time horizon problems.)

### 3.3.3 Properties of multi-period risk

In this subsection, we define dynamically consistent multi-period risk measures in the control setting described previously. We introduce the new notion of Markovian multi-period risk measures and establish some useful properties of dynamically consistent and Markovian risk measures.

**Multi-period risk measures**

**Definition 3.3.3.** A multi-period risk measure on the space $L^1(\Omega, \mathcal{F}, \mu)$ is a mapping that assigns to each partial history $\omega' \in \Omega' \cup \{\emptyset\}$ a risk measure on $L^1(\mathcal{F}(\omega'), \mathcal{F}(\omega'), \mu_{t|\omega'})$, denoted $\rho(\cdot|\omega')$. We let $\rho(\cdot) = \rho(\cdot|\emptyset)$.

**Remark 3.3.4.** The risk measure is defined on a space of “positions” containing many more random variables than the sample costs $C_t$, in order to invoke the results on convex risk measures of Section 3.2, (whereas the set of sample costs is not even convex). Nonetheless, this requirement is not restrictive since a decision maker should have a well-defined risk measure, which really represents his preferences in the face of uncertainty, not only on the space of possible sample costs $C_t$, but for all conceivable positions.

**Definition 3.3.5.** A multi-period risk measure $\rho$ is coherent (resp. convex) if for all $\omega' \in \Omega' \cup \{\emptyset\}$, $\rho(\cdot|\omega')$ is coherent (resp. convex) on $L^1(\mathcal{F}(\omega'), \mathcal{F}(\omega'), \mu_{t|\omega'})$.
Dynamically consistent multi-period risk measure

Fix a partial history $\omega' \in \Omega'$. Let $\mathcal{E}(\omega')$ be the set of possible “single-step outcomes” following $\omega'$. Specifically, $\mathcal{E}(\omega') = \mathbb{R}^{\mathbf{X}}$ if $\omega' = \omega_{t-1}^+$ and $\mathcal{E}(\omega') = (\mathbf{X} \times \mathbb{R})^{\mathbf{X}A}$ if $\omega' = \omega_t$. For any $\omega \succeq \omega'$, let $V_{\omega'}(\omega)$ be the unique “immediate continuation” $v \in \mathcal{E}(\omega')$ such that $\omega \succeq \omega'v$. If $\omega'$ is of the form $\omega' = \omega_{t-1}^+$, then the immediate continuation is $V_{\omega'}(\omega) = (R_{t,i}(\omega))_i$, and if $\omega' = \omega_t$, then the immediate continuation is $V_{\omega'}(\omega) = (N_{t,i,a}(\omega), Q_{t,i,a}(\omega))(i,a)$. An element of $L^1(F(\omega'), \mathcal{F}(\omega'), \mu_{|\omega'})$ will be called a single-step position, since intuitively it is a position whose payoff is determined by the immediate continuation of $\omega'$.

For a given $X \in L^1(F(\omega'), \mathcal{F}(\omega'), \mu_{|\omega'})$ and a multi-period risk measure $\rho$, consider the extended real-valued function on $F(\omega')$, $\rho(X|\omega')$, that maps $\omega$ to $\rho(X|\omega'v)$, where $v = V_{\omega'}(\omega)$. It will be convenient to denote this random variable by $\rho(X|\omega'V)$, where the randomness enters through $V$.

**Definition 3.3.6.** A multi-period risk measure is dynamically consistent if

(a) For all $\omega' \in \Omega'$ and all

$$X, Y \in \left[ L^1(F(\omega'), \mathcal{F}(\omega'), \mu_{|\omega'}) \cap \left( \bigcap_{v \in \mathcal{E}(\omega')} L^1(F(\omega'v), \mathcal{F}(\omega'v), \mu_{|\omega'v}) \right) \right]$$

the following implication holds

$$\forall v \in \mathcal{E}(\omega'), \rho(X|\omega'v) \geq \rho(Y|\omega'v) \Rightarrow \rho(X|\omega') \geq \rho(Y|\omega').$$

(b) For all $\omega' \in \Omega'$, all $\pi \in \Pi_{m,r}$ and $t \geq 1$, $\rho(C_t^\pi|\omega')$ is a single-step position, i.e., it belongs to $L^1(F(\omega'), \mathcal{F}(\omega'), \mu_{|\omega'})$.

This definition is the same as the usual definition of a dynamically consistent risk measure when the sample space is finite (e.g., [72]) but with the necessary technical assumptions to cope with general sample spaces.

The restriction of the risk measure $\rho(\cdot|\omega')$, which is defined on all of $L^1(F(\omega'), \mathcal{F}(\omega'), \mu_{|\omega'})$,
to the set of single-step positions $L^1(\Omega, \mathcal{F}^*(\omega'), \mu_{\omega'})$ will be denoted by $\rho_{\omega'}$. If $\rho(\cdot|\omega')$ is convex (resp. coherent), it follows easily that $\rho_{\omega'}$ is convex (resp. coherent).

**Lemma 3.3.7.** If $\rho$ is a dynamically consistent convex multi-period risk measure on $L^1(\Omega, \mathcal{F}, \mu)$, then for all policies $\pi \in \Pi_{m,r}$, all $t \geq 1$, and all partial histories $\omega' \in \Omega'$, we have $\rho(C^*_t|\omega') = \rho_{\omega'}[\rho(C^*_t|\omega')]$.

**Proof.** Fix $\pi \in \Pi_{m,r}$, $t \geq 1$ and $\omega' \in \Omega'$. Consider the single-step position $\tilde{X}$ defined by $\tilde{X} = \rho(C^*_t|\omega')$. (Note that $\tilde{X}$ is indeed in $L^1(F(\omega'), \mathcal{F}^*(\omega'), \mu_{\omega'})$ thanks to property (b) in Definition 3.3.6.) Since the payoff of $\tilde{X}$ is determined after the next single-step outcome $v$, we have $\rho(\tilde{X}|\omega'v) = \tilde{X}(\omega'v) = \rho(C^*_t|\omega'v)$ for all $v \in \mathcal{E}(\omega')$, where the first equality follows from the translation invariance of $\rho(\cdot|\omega'v)$. Consequently, property (a) in Definition 3.3.6 yields that $\rho(\tilde{X}|\omega') = \rho(C^*_t|\omega')$. Using the definition of $\tilde{X}$, $\rho(C^*_t|\omega') = \rho[\rho(C^*_t|\omega')|\omega'] = \rho_{\omega'}[\rho(C^*_t|\omega')]$.

Now we make a distinction between the risk associated with the controller's randomization via $(R_{t,i})_i$, and the system uncertainty captured by $(N_{t,i,a}, Q_{t,i,a})_{(i,a)}$. We will essentially assume that the controller is "risk neutral" (or has no uncertainty about the randomness of the random number generator) with respect to the $(R_{t,i})_i$.

**Assumption 3.3.8.** For all $\omega \in \Omega$, $t \geq 1$, and for all single-step positions $X^* \in L^1(F(\omega^+_{t-1}), \mathcal{F}^*(\omega^+_{t-1}), \mu_{\omega^+_{t-1}})$, we have $\rho(X^*|\omega^+_{t-1}) = E_{\mu_{\omega^+_{t-1}}}[X^*]$.

Under this assumption, the following notations will be handy. For $\pi \in \Pi_{m,r}$, denote $\pi_t(a|\omega^+_{t-1}) = \mu_{\omega^+_{t-1}}(\{A^*_t = a\})$. Let $\Delta_j = \{x \in \mathbb{R}^A | x_a \geq 0; \sum_{a \in A_j} x_a = 1\}$.

**Markovian risk measures**

As time goes and new information is revealed, two drivers of decision-making change:

1. the unrealized or unobserved uncertainty in the system,
2. the risk-sensitivity of the decision maker.

Intuitively, a multi-period risk measure is Markovian if its conditional risk measures depend on the system history only through the current state-action pair.
Let $G_{t,j,a}$ be the subset of positions that are functions of the tail trajectory of some Markovian policy initialized in state-action pair $(j,a)$ at time $t$, i.e.,

$$G_{t,j,a} = \{ f(T_{t,j,a}^{\pi}), \pi \in \Pi_{m,r}, f \in L^1 \}.$$ 

Similarly, let

$$G_{t,j} = \{ f(T_{t,j}^{\pi}), \pi \in \Pi_{m,r}, f \in L^1 \}.$$ 

**Definition 3.3.9.** A multi-period risk measure $\rho$ is Markovian if for all times $t \geq 1$, states $j \in \mathcal{X}$, and actions $a \in \mathcal{A}$, the following hold:

(a) For all $g \in G_{t,j}$, $\rho(g|\omega_{t-1}^+)$ does not depend on $\omega_{t-1}^+$. For any $\omega_{t-1}^+$, we denote this risk mapping on $G_{t,j}$ by $\rho(\cdot|t,j) = \rho(\cdot|\omega_{t-1}^+)$. 

(b) For all $g \in G_{t,j,a}$, $\rho(g|\omega_t)$ does not depend on $\omega_t$. For any $\omega_t$, we denote this risk mapping on $G_{t,j,a}$ by $\rho(\cdot|t,j,a) = \rho(\cdot|\omega_t)$. 

For example, $C_{t,j}^{\pi} \in G_{t,j}$ and $C_{t,j,a}^{\pi} \in G_{t,j,a}$ for all Markovian policies $\pi \in \Pi_{m,r}$. Hence, the above definition justifies writing $\rho(C_{t,j}^{\pi}|t,j)$ and $\rho(C_{t,j,a}^{\pi}|t,j,a)$. 

If $\rho$ is Markovian, the respective notations $\rho_{(t,j)}$ and $\rho_{(t,j,a)}$ for the risk measures $\rho(\cdot|t,j)$ and $\rho(\cdot|t,j,a)$ restricted to the single-step positions in $G_{t,j}$ and $G_{t,j,a}$ are well-defined. Observe also that the risk measures $\rho(\cdot|t,j)$ and $\rho(\cdot|t,j,a)$ are fixed for all positions in $G_{t,j}$ and $G_{t,j,a}$. 

The assumption that a risk measure is Markovian is not very restrictive if we are willing to have a large state space. Indeed, we can add to the state space $\mathcal{X}$ the information that is necessary so that the decision maker’s risk is Markovian with respect to $\mathcal{X}$. The extreme case is to have one state per partial history. In this extreme case, some previous works (e.g., [72, 76, 4]) derived equations relating the $\rho(C_{t}^{\pi}|\omega')$ for different $\omega'$ and $t$, for dynamically consistent convex risk measures over a finite time horizon $T$. These equations can be solved recursively to evaluate the risk of a policy or to find a Markovian policy with minimum risk. However, there are as many equations as partial histories $\omega' \in \Omega'$. Accordingly, the computational cost grows exponentially with the time horizon $T$. Hence, the problem becomes quickly
intractable from a computational standpoint and nothing was said about the infinite horizon case.

The main motivation for defining Markovian risk measures is to be able to minimize risk efficiently for problems with large state-action space and long, even infinite time horizon. This will be accomplished in Sections 3.4 and 3.5. As a preview of the results of these sections and to compare with the aforementioned works, when the time horizon \( T \) is finite, a Markovian policy that minimizes a Markovian dynamically consistent convex risk measure can be computed by carrying out only \( O(|X|^T) \), instead of \( O(|X|^T) \).

**Lemma 3.3.10.** Let \( \rho \) be a convex dynamically consistent Markovian multi-period risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \). Assume that Assumption 3.3.8 is satisfied. For any policy \( \pi \in \Pi_{m,r} \), we have the identities

\[
\rho(C_{t,j}^\pi | t, j) = \sum_{a \in A} \pi_t(a|j) \rho(C_{t,j,a}^\pi | t, j, a),
\]

(3.3.2)

\[
\rho(C_{t,j,a}^\pi | t, j, a) = \rho(t,j,a) \left[ Q_{t,j,a} + \rho(C_{t+1,n_{t,j,a}}^\pi | t + 1, n_{t,j,a}) \right].
\]

(3.3.3)

**Remark 3.3.11.** It is important to notice that the risk mappings that appear in these identities do not depend on \( \pi \), but only on \( t, j, a \).

**Proof.** Both identities stem from the combination of the definition of Markovian risk and Lemma 3.3.7 on dynamically consistent risk. In addition, the first identity relies on Assumption 3.3.8, which assumes that the controller is risk-neutral with respect to the random numbers \( (R_{t,i})_i \).

(a) Since \( \rho \) is Markovian and \( C_{t,j}^\pi \in \mathcal{G}_{t,j} \), we have \( \rho(C_{t,j}^\pi | t, j) = \rho(C_{t,j}^\pi | \omega_{t-1}^+) \) for an arbitrary \( \omega_{t-1}^+ \). By Lemma 3.3.7, there holds

\[
\rho(C_{t,j}^\pi | \omega_{t-1}^+) = \rho_{\omega_{t-1}^+} [\rho(C_{t,j}^\pi | \omega_{t-1}^+(R_{t,i}))].
\]

Assumption 3.3.8 applied to the single-step position \( \rho(C_{t,j}^\pi | \omega_{t-1}^+(R_{t,i})) \) yields

\[
\rho(C_{t,j}^\pi | \omega_{t-1}^+) = \mathbb{E}_{\omega_{t-1}^+} [\rho(C_{t,j}^\pi | \omega_{t-1}^+(R_{t,i}))].
\]
When $R_{t,j}$ is such that action $a$ is selected under policy $\pi$, i.e., $\pi_t(\omega^+_{t-1}, (R_{t,i})_i) = a$, then we have, for all $\omega \geq \omega^+_{t-1}, (R_{t,i})_i$, $C^\pi_{t,j}(\omega) = C^\pi_{t,j,a}(\omega)$. Now, using the Markovian property of $\rho$ with $C^\pi_{t,j,a}$, we can write

$$\rho(C^\pi_{t,j} | \omega^+_{t-1}(R_{t,i})_i)) = \rho(C^\pi_{t,j,a} | \omega^+_{t-1}(R_{t,i})_i)) = \rho(C^\pi_{t,j,a} | t, j, a).$$

This concludes the proof that

$$\rho(C^\pi_{t,j} | t, j) = \sum_{a \in A} \pi_t(a|j)\rho(C^\pi_{t,j,a} | t, j, a).$$

(b) Since the risk $\rho$ is Markovian, we have $\rho(C^\pi_{t,j,a} | t, j, a) = \rho(C^\pi_{t,j,a} | \omega_t)$ for an arbitrary $\omega_t$. By dynamic consistency of $\rho$, the following decomposition holds

$$\rho(C^\pi_{t,j,a} | \omega_t) = \rho_{\omega_t}[\rho(C^\pi_{t,j,a} | \omega_t, (N_{t,i,b}, Q_{t,i,b})(b,i))].$$

By definition of the tail sample cost, and then using the Markov property of $\rho$ with $C^\pi_{t+1,N_{t,j,a}} \in G_{t+1,N_{t,j,a}}$, we have

$$\rho(C^\pi_{t,j,a} | \omega_t, (N_{t,i,b}, Q_{t,i,b})(b,i)) = Q_{t,j,a} + \rho\left(C^\pi_{t+1,N_{t,j,a}} | \omega_t, (N_{t,i,b}, Q_{t,i,b})(b,i)\right)$$

$$= Q_{t,j,a} + \rho\left(C^\pi_{t+1,N_{t,j,a}} | t+1, N_{t,j,a}\right).$$

Combining this with the above decomposition, we obtain

$$\rho(C^\pi_{t,j,a} | \omega_t) = \rho_{\omega_t}[Q_{t,j,a} + \rho\left(C^\pi_{t+1,N_{t,j,a}} | t+1, N_{t,j,a}\right)].$$

Invoking again the Markov property of $\rho$ yields the second identity. \qed

### 3.3.4 A Markov game induced by a risk measure

In this subsection, we define a zero-sum sequential Markov game between nature and the controller, induced by a dynamically consistent Markovian convex risk measure $\rho$ verifying Assumption 3.3.8. In the next two sections, we will see that minimizing $\rho$. 90
amounts to solving this game.

Given time $t \geq 1$, state $j \in \mathcal{X}$, and action $a \in \mathcal{A}$, consider the single-period risk mapping $\rho(t,j,a)$ defined on the single-step positions in $G_{t,j,a}$ let $S^*_t := \{\omega \in \Omega | S^*_t(\omega) = j, A^*_t(\omega) = a\}$. Pick an arbitrary representative $\tilde{\omega}_t$. Since $\rho$ is Markovian, $\rho(\cdot | t, j, a) = \rho(\cdot | \tilde{\omega}_t)$ on $G_{t,j,a}$. Observe that $\rho_{\tilde{\omega}_t}$ is a convex single-period risk measure on $L^1(F(\tilde{\omega}_t), \mathcal{F}^*(\tilde{\omega}_t), \mu_{\tilde{\omega}_t})$. By the representation theorem 3.2.6 applied to $\rho_{\tilde{\omega}_t}$, there exists a $l_\infty$-closed convex set of probability measures $\mathcal{P} \subset L^\infty(F(\tilde{\omega}_t), \mathcal{F}^*(\tilde{\omega}_t), \mu_{\tilde{\omega}_t})$ and a $l_\infty$-lower semicontinuous convex penalty function $\phi$ such that

$$\rho_{\tilde{\omega}_t}(X^*) = \sup_{P \in \mathcal{P}} (E_P[X^*] - \phi(P))$$

for all $X^* \in L^1(F(\tilde{\omega}_t), \mathcal{F}^*(\tilde{\omega}_t), \mu_{\tilde{\omega}_t})$.

For $P \in \mathcal{P}$, denote $P'^{t,j,a}$ the marginal of $P$ on the space of random variables depending only on $(Q_{t,j,a}, N_{t,j,a})$ and let $\mathcal{P}'^{t,j,a} = \{P_{t,j,a} | P \in \mathcal{P}\}$ be the collection of marginal distributions of $\mathcal{P}$.

For a probability measure $P_{t,j,a} \in L^\infty(F(\tilde{\omega}), \mathcal{F}^*(\tilde{\omega}), \mu_{\tilde{\omega}})$ on $(\mathbb{R}, \mathcal{X})$, define the "penalty functions"

$$\tilde{\phi}_{t,j,a}(P_{t,j,a}) = \inf_{\{P \in \mathcal{P} | P'^{t,j,a} = P_{t,j,a}\}} \phi(P) \geq 0,$$

with the usual convention that $\tilde{\phi}_{t,j,a}(P_{t,j,a}) = +\infty$ if the set $\{P \in \mathcal{P} | P'^{t,j,a} = P_{t,j,a}\}$ is empty. Also let $P(\cdot | t, j, a)$ be the marginal probability distribution on $\mathcal{X}$ of $P_{t,j,a}$ and let $\tilde{q}_{t,j,a}(P_{t,j,a}) := E_{P_{t,j,a}}[Q_{t,j,a}] \in \mathbb{R}$. When $P_{t,j,a}$ is the marginal distribution of $P \in L^\infty(F(\tilde{\omega}), \mathcal{F}^*(\tilde{\omega}), \mu_{\tilde{\omega}})$, i.e., $P_{t,j,a} = P'^{t,j,a}$, the expectation $\tilde{q}_{t,j,a}(P_{t,j,a})$ is finite since for an appropriate Markovian policy $\pi$ we have $Q_{t,j,a} = C^\pi_t - C^\pi_{t+1}$, which belongs to $L^1(F(\tilde{\omega}), \mathcal{F}^*(\tilde{\omega}), \mu_{\tilde{\omega}})$ by Assumption 3.3.1.

Define $\mathcal{P}'^{t,j,a} = \{P'^{t,j,a} | \tilde{\phi}_{t,j,a}(P'^{t,j,a}) < +\infty, P \in \mathcal{P}\}$. $\mathcal{P}'^{t,j,a}$ is a non-empty set of "test probability measures".

Now, we associate with $\rho(\cdot | s_1)$ a zero-sum sequential Markov game on $\mathcal{X} \cup \mathcal{X} \mathcal{A}$ initialized at $s_1 \in \mathcal{X}$ at time $t = 1$. The controller is the minimizer and nature the
maximizer. In state \( j \in \mathcal{X} \) at time \( t \geq 1 \) the controller chooses \( \pi_t(\cdot | j) \in \Delta_j = \{ x \in \mathbb{R}^A | x_a \geq 0; \sum_{a \in A_j} x_a = 1 \} \). The game state becomes \((j, a), \) for \( a \in A_j \), with probability \( \pi_t(a | j) \). Then, nature chooses \( P_{t,j,a} \in \mathcal{P}^{t,j,a} \) and the controller pays to nature \((q_{t,j,a}(P_{t,j,a}) - \phi_{t,j,a}(P_{t,j,a}))\). The game continues for \( t = 1, \ldots, T \). At time \( T \), there is no final cost.

For a fixed controller’s policy \( \pi \in \Pi_{m,r} \), this Markov game becomes an MDP on \( \mathcal{X} \), controlled by nature, with the following characteristics. From the state \( j \in \mathcal{X} \) at time \( t \), nature chooses \((P_{t,j,a})_{a \in A} \in \prod_{a \in A} \mathcal{P}^{t,j,a} \), the system moves to state \( k \) with probability \( \sum_{a \in A} \pi_t(a | j)P(k | t, j, a) \) and nature receives the immediate reward \( \sum_{a \in A} \pi_t(a | j)(q_{t,j,a}(P_{t,j,a}) - \phi_{t,j,a}(P_{t,j,a})) \).

For \( \pi_1 = (\pi_t(\cdot | j))_{j \in \mathcal{X}} \in \Pi_{j \in \mathcal{X}} \Delta_j \), we can define the classical dynamic programming operators. For \( \beta \in (0, 1) \), define the operator for \( \beta \)-discounted problem \( T_{\pi_1}^\beta : \mathbb{R}^\mathcal{X} \to \mathbb{R}^\mathcal{X} \) by

\[
(T_{\pi_1}^\beta V)(j) = \sum_{a \in A} \pi_1(a | j)\rho_{(1,j,a)}(Q_{1,j,a} + \beta V(N_{1,j,a}))
\]

\[
= \sum_{a \in A} \pi_1(a | j) \sup_{P_{j,a} \in \mathcal{P}^{1,j,a}} \left[ (q_{1,j,a}(P_{j,a}) - \phi_{1,j,a}(P_{j,a})) + \beta \sum_{k \in \mathcal{X}} P(k | 1, j, a)V(k) \right].
\]

In undiscounted cost problems, we assume that there is a special “termination” state \( \sigma \in \mathcal{X} \) in which the system is eventually absorbed at no cost so that the total cost is finite. For undiscounted cost problems, we will need the subspace \( \mathcal{V} := \{ V \in \mathbb{R}^\mathcal{X} | V(\sigma) = 0 \} \), and the operator \( T_{\pi_1} : \mathcal{V} \to \mathcal{V} \) defined by \( (T_{\pi_1} V)(\sigma) = V(\sigma) \), and for \( j \neq \sigma \),

\[
(T_{\pi_1} V)(j) = \sum_{a \in A} \pi_1(a | j)\rho_{(1,j,1)}(Q_{1,j,a} + V(N_{1,j,a}))
\]

\[
= \sum_{a \in A} \pi_1(a | j) \sup_{P_{j,a} \in \mathcal{P}^{1,j,a}} \left[ (q_{1,j,a}(P_{j,a}) - \phi_{1,j,a}(P_{j,a})) + \sum_{k \in \mathcal{X}} P(k | 1, j, a)V(k) \right].
\]

Define also the operators \( T \) and \( T^\beta \) respectively by \( TV = \inf_{\pi_1 \in \Pi_j \Delta_j} (T_{\pi_1} V) \) and \( T^\beta V = \inf_{\pi_1 \in \Pi_j \Delta_j} (T_{\pi_1}^\beta V) \).
The following properties of these operators have classical proofs.

**Lemma 3.3.12.**

(a) The operators $T_\pi$, $T_\pi^\beta$, $T$, and $T^\beta$ are monotonic, i.e., if $V \leq V'$ component-wise, then $T_\pi V \leq T_\pi V'$, etc.

(b) Let $e \in \mathbb{R}^X$ be the vector with all components equal to one, except that $e(\sigma) = 0$, and $k \geq 0$. For all $V \in \mathcal{V}$, $T_\pi(V + ke) \leq T_\pi(V) + ke$ and $T(V + ke) \leq T(V) + ke$.

(c) The operators $T_\pi^\beta$ and $T^\beta$ are $\beta$-contractions under the sup-norm on $\mathbb{R}^X$, i.e., for all $V, V' \in \mathbb{R}^X$,

$$\| (T^\beta V) - (T^\beta V') \|_\infty \leq \beta \| V - V' \|_\infty.$$

(d) The operators $T_\pi$ and $T$ are 1-Lipschitz for the sup-norm on $\mathbb{R}^X$, and thus continuous, i.e.,

$$\| (TV) - (TV') \|_\infty \leq \| V - V' \|_\infty.$$

Now, we have the necessary framework and definitions to tackle, in Sections 3.4 and 3.5, the problem of finding a Markovian policy that minimizes a dynamically consistent Markovian convex multi-period risk measure of the sample cost.

### 3.4 Risk minimization over a finite horizon

In this section, we assume that the time horizon length $T$ is finite. Without loss of generality, we let the discount factor $\beta$ be equal to one. We will show that we can efficiently compute the minimum of a convex dynamically consistent Markovian risk of the sample cost $C^\pi$ over the policy space $\Pi_{m,r}$ and find a deterministic Markovian policy $\pi \in \Pi_{m,d}$ that achieves the minimum risk. We will also establish that minimizing the risk amounts to solving the zero-sum sequential Markov game described in Subsection 3.3.4.
The next proposition shows how to evaluate efficiently the risk associated with a Markovian policy.

**Proposition 3.4.1.** Let $\rho$ be a convex dynamically consistent Markovian multi-period risk measure on $L^1(\Omega, F, \mu)$ and fix $\pi = (\pi_1, \ldots, \pi_T) \in \Pi_{m,r}$. If Assumptions 3.3.1 and 3.3.8 hold, then the backward recursion in $\mathbb{R} \cup \{+\infty\}$

\[
V^\pi(T, j) = \sum_{a \in A} \pi_T(a|j) \rho(T, a)(Q_T, a), \quad j \in \mathcal{X},
\]

\[
V^\pi(t, j) = \sum_{a \in A} \pi_t(a|j) \rho(t, a)(Q_t, a + V^\pi(t+1, N_{t,j,a})), \quad j \in \mathcal{X}, \quad 1 \leq t \leq T - 1,
\]

yields $\rho(C^\pi_T|s_1) = V^\pi(1, s_1)$ for all $s_1 \in \mathcal{X}$.

**Proof.** We will show by induction that $V^\pi(t)$ is well-defined and

\[
V^\pi(t, j) = \sum_{a \in A} \pi_t(a|j) \rho(C^\pi_{t,j,a}|t, j, a),
\]

for all time $t$, $1 \leq t \leq T$, and all states $j \in \mathcal{X}$.

At time $T$, $Q_T, a \in \mathcal{G}_{T, a}$ so that $V^\pi(T, j)$ is well-defined for all $j \in \mathcal{X}$. Also, in light of the first identity of Lemma 3.3.10, it is clear that

\[
V^\pi(T, j) = \sum_{a \in A} \pi_T(a|j) \rho(C^\pi_{T, a}|T, j, a), \quad \forall j \in \mathcal{X}.
\]

Assume $V^\pi(\tau, j)$ verifies the claimed recursion for all $\tau \geq t + 1$ and $j \in \mathcal{X}$. Since $Q_{t,j,a} + V^\pi(t+1, N_{t,j,a}) \in \mathcal{G}_{t,j,a}$, the expression for $V^\pi(t)$ is well-defined.

Combining the two identities of Lemma 3.3.10 yields for all $j \in \mathcal{X}$

\[
V^\pi(t, j) = \sum_{a \in A} \pi_t(a|j) \rho(t, a)(Q_{t,j,a} + \rho(C^\pi_{t+1,N_{t,j,a}}|t+1, N_{t,j,a})).
\]

Replacing $\rho(C^\pi_{t+1,N_{t,j,a}}|t+1, N_{t,j,a})$ by $V^\pi(t+1, N_{t,j,a})$ concludes the proof. \qed

When the multi-period risk measure $\rho$ is dynamically consistent, Markovian, and convex, Proposition 3.4.1 shows that $\rho$ is completely specified for the positions of the
form $C^*_t$ through the single-period risk measures $\rho_{(t,j,a)}$ for all $t, j, a$, instead of $\rho(\omega')$ for all $\omega' \in \Omega'$.

The recursion in the previous proposition is actually the Bellman recursion for the MDP induced by $\rho$ (cf. Subsection 3.3.4) when the controller uses a fixed policy $\pi \in \Pi_{m,r}$, as we show now.

**Proposition 3.4.2.** Let $V^\pi(t, j)$ the maximal reward secured by nature on the MDP induced by $\rho$ and initialized at state $j$ at time $t$. Then, $V^\pi(t, j)$, the risk of the tail sample cost under policy $\pi \in \Pi_{m,r}$, satisfies $V^\pi(t, j) = V^\pi(t, j)$ for all $j \in \mathcal{X}$ and $t = 1, \ldots, T$.

**Proof.** From Proposition 3.4.1, we have

$$V^\pi(T, j) = \sum_{a \in A} \pi_T(a|j) \rho_{(T,j,a)}(Q_{T,j,a}), \quad j \in \mathcal{X},$$

$$V^\pi(t, j) = \sum_{a \in A} \pi_t(a|j) \rho_{(t,j,a)}[Q_{t,j,a} + V^\pi(t + 1, N_{t,j,a})], \quad j \in \mathcal{X}, \ 1 \leq t \leq T - 1.$$

In subsection 3.3.4, we associated with the risk mapping $\rho_{(t,j,a)}$ an uncertainty set $\mathcal{P}_{t,j,a}$ and penalty functions $\tilde{\phi}_{t,j,a}$, for all $t, j, a$, such that

$$\rho_{(t,j,a)}(X) = \sup_{P \in \mathcal{P}_{t,j,a}} (E[X] - \tilde{\phi}_{t,j,a}(P)),$$

for all single-step positions $X \in \mathcal{G}_{t,j,a}$. Consequently,

$$\rho_{(t,j,a)}[Q_{t,j,a} + V^\pi(t + 1, N_{t,j,a})] = \sup_{P_{t,j,a} \in \mathcal{P}_{t,j,a}} (E_{P_{t,j,a}}[Q_{t,j,a} + V^\pi(t + 1, N_{t,j,a})] - \tilde{\phi}_{t,j,a}(P_{t,j,a})).$$

Hence, the recursion of Proposition 3.4.1 becomes

$$V^\pi(T, j) = \sum_{a \in A} \pi_T(a|j) \sup_{P_{T,j,a} \in \mathcal{P}_{T,j,a}} (E_{P_{T,j,a}}[Q_{T,j,a}] - \tilde{\phi}_{T,j,a}(P_{T,j,a})), $$

$$V^\pi(t, j) = \sum_{a \in A} \pi_t(a|j) \sup_{P_{t,j,a} \in \mathcal{P}_{t,j,a}} (E_{P_{t,j,a}}[Q_{t,j,a} + V^\pi(t + 1, N_{t,j,a})] - \tilde{\phi}_{t,j,a}(P_{t,j,a})), $$
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or equivalently,
\[
V^\pi(T, j) = \sup_{(P_{T,j,a})_a \in \Pi_a} \sum_{a \in A} \pi_T(a|j) \left[ E_{P_{T,j,a}}[Q_{T,j,a}] - \tilde{\phi}_{T,j,a}(P_{T,j,a}) \right],
\]
\[
V^\pi(t, j) = \sup_{(P_{t,j,a})_a \in \Pi_a} \sum_{a \in A} \pi_t(a|j) \left[ E_{P_{t,j,a}}[Q_{t,j,a}] + V^\pi(t + 1, N_{t,j,a}) - \tilde{\phi}_{t,j,a}(P_{t,j,a}) \right].
\]

These are the Bellman equations for the nature’s MDP induced by \( \rho \), when the controller’s policy is \( \pi \). Hence, the solution to this recursion is the maximal reward for nature in the MDP, and \( V^\pi(t, j) = \hat{V}^\pi(t, j) \), for \( t = 1, \ldots, T \).

**Theorem 3.4.3.** Let \( \rho \) be a convex dynamically consistent Markovian multi-period risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \), and let Assumptions 3.3.1 and 3.3.8 hold. Consider the backward recursion:

\[
V(T, j) = \min_{a \in A_j} \sup_{P_{T,j,a} \in \mathcal{P}_{T,j,a}} \left[ \tilde{q}_{T,j,a}(P_{T,j,a}) - \tilde{\phi}_{T,j,a}(P_{T,j,a}) \right], \quad j \in \mathcal{X}
\]
\[
V(t, j) = \min_{a \in A_j} \sup_{P_{t,j,a} \in \mathcal{P}_{t,j,a}} \left[ \tilde{q}_{t,j,a}(P_{t,j,a}) - \tilde{\phi}_{t,j,a}(P_{t,j,a}) + \sum_{k \in \mathcal{X}} P(k|t, j, a)V(t + 1, k) \right], \quad j \in \mathcal{X},
\]

for \( t = 1, \ldots, T - 1 \).

Then \( \inf_{\pi \in \Pi_{m,r}} \rho(C^\pi_t|s_1) = V(1, s_1) \) for all \( s_1 \in \mathcal{X} \).

Let \( a^*(t, j) \in A_j \) be an action achieving the minimum in Equation (3.4.1). The deterministic policy \( \pi^* \) selecting action \( a^*(t, j) \) when the system is in state \( j \) at time \( t \), achieves the minimum sample cost risk.

**Remark 3.4.4.** This theorem rely heavily on the fact that the risk mapping \( \rho_{(t,j,a)} \) is fixed over \( \mathcal{G}_{t,j,a} \), and thus does not depend on the policy \( \pi \).

**Proof.** First, an immediate induction using the recursion of Proposition 3.4.1 shows that \( V(t, j) \leq V^\pi(t, j) \) for all \( t, j \) and all \( \pi \in \Pi_{m,r} \). Equivalently, we have \( V(t, j) \leq \rho(C^\pi_t|t, j) \) for all \( \pi \in \Pi_{m,r} \).

Now, we can apply Proposition 3.4.1 to the policy \( \pi^* \in \Pi_{m,a} \) defined in the theorem. The recursion defining \( V \) and \( V^\pi \) are identical. Thus, \( V = V^\pi \).
Finally, we conclude by observing

\[ \rho(C^\pi | s_1) = V^\pi (1, s_1) \leq V^\pi (1, s_1) = \rho(C^\pi | s_1), \forall \pi \in \Pi_{m,r}, \]

where the first equality follows from Proposition 3.4.1 and the inequality is proved at the beginning of the proof.

Observe that we made almost no assumption on the dynamical system itself; in particular, we did not have a probabilistic model for the system (except for the reference probability space \((\Omega, \mathcal{F}, \mu)\), which is needed essentially for technical reason). All the results presented so far, including the ones indicating that the system behaves like a stochastic Markov game from the controller’s perspective, are obtained as a consequence of properties of the controller’s risk aversion.

Similar to dynamic programming for MDP control, the controller’s risk objective can be minimized over a “very large” policy space (exponential in the time horizon \(T\)) by an algorithm with a complexity linear in \(T\).

To the best of our knowledge, the only dynamic decision problem investigated in the risk literature is the pricing of a derivative product in an incomplete market [72]. In that paper, some assets are traded on a finite horizon by a decision maker who minimizes a coherent risk measure of his portfolio position. The asset prices take values in a finite set of price levels, with a distribution independent of the investor’s decisions, and are observed at each trading period. The authors establish a recursion similar to the one in Theorem 3.4.3. However, without the Markovianity of the risk measure, they need to keep track of the conditional risk measure for all possible market histories, so that the complexity of their recursion grows exponentially with the horizon length. In contrast, if the risk measure has the Markov property with respect to the state space \(\mathcal{X}\), Theorem 3.4.3 establishes that the solution can be found with only \(O(T|\mathcal{X}|)\) updates of the form \(V(i, t) = \min_{a \in A_i} \rho(t,i,a)[Q_{(i,a)}(t) + V(t+1, N_{t,i,a})]\).

Before we deal with the more technical infinite-horizon problems in the next section, let us illustrate our system model and our results on an inventory management
problem.

An example in inventory management

Let us illustrate our framework with an example. We consider a multi-period newsboy problem \cite{66} with a spot market and no back-orders. Fix a finite time horizon $T$ and the discount factor $\beta = 1$. Consider an inventory of a non-perishable commodity traded on a spot market. We assume that the inventory can hold a maximum of $N$ units of the commodity. Hence, the inventory level is represented by the number $i$ of units in the inventory, where $i \in \mathcal{I} = \{0, 1, \ldots, N\}$, and $N$ is a positive integer. Let $h$ be the inventory holding cost per unit of stock at each period.

At each time period, there is an uncertain demand in $\{0, \ldots, D\}$ from customers, which drives the revenue of the firm. Customers pay a fixed price $\bar{p}$ per unit. If a customer’s order is not fulfilled immediately, the order is lost and a penalty of $c$ is paid per missing unit.

The firm has access to a spot market from which it can replenish its inventory. We assume that the market price of the commodity takes values in a finite set $\mathcal{X}_p = \{p_1, \ldots, p_m\}$. At the beginning of each period, the firm buys $a$ units of the commodity ($a \in \mathcal{A} = \{0, \ldots, N\}$) at the current spot price in order to build inventory for the demand in the current and future periods. Then, the current demand is observed.

Let $I(t)$ be the inventory at the beginning of the period, $A(t)$ be the quantity purchased on the market at price $P(t)$, and $D(t)$ be the demand at time $t$ for each period indexed by $t$. In this problem, it is always better for the firm to meet the current demand as much as possible, rather than leaving demand unsatisfied and saving inventory for subsequent periods. Hence, we can write the dynamics of the inventory level as

$$I(t + 1) = \max\{I(t) - D(t) + A(t), 0\},$$

and the associated immediate cost is

$$A(t)P(t) - \bar{p}\min(D(t), I(t)) + hI(t) + c\max(0, D(t) - I(t) - A(t)).$$
This inventory management problem not only entails the supply of an uncertain demand, but also the management of price uncertainty. It fits our general model for dynamical systems presented above, where we let \( \mathcal{X} = \mathcal{I} \times \mathcal{X}_p \) be the state space, and \( \mathcal{A}_{(n,p)} = \{0, \ldots, N - n\} \) be the set of available actions in state \((n, p) \in \mathcal{X}\), where there is already \(n\) units in inventory.

In contrast with standard formulations of newsboy problems, we do not specify a probabilistic model for the demand or the market price. If the controller only uses deterministic policies, we can model this problem with a finite sample space \(\Omega\) since the only uncertainty is in the demand and market prices (and there are only finitely many of them to describe when \(T, m, D,\) and \(N\) are finite). In this case, the system model \((\Omega, 2^\Omega, \mu)\) just specifies which events \(\omega \in \Omega\) are possible (i.e., \(\mu(\omega) > 0\)).

Let us assume that the decision maker has a dynamically consistent Markovian convex risk measure. Intuitively, this assumes that past demands and market prices bear no influence on the current risk assessment given the current market price and inventory level. For example, if the controller believes that the demand is independent period by period, and that the market price evolution can be described by a probability law that is Markovian with respect to \(\mathcal{X}\), then its risk preference satisfies this assumption. In this case, we saw earlier in the present section that the risk preference of the decision maker can be represented as a certain Markov game, described in Subsection 3.3.4. In other words, the risk preference of the decision maker induces a worst-case probabilistic model of the system.

When the firm seeks to minimize its risk over all possible Markovian policies, the main challenge is to deal with the exponentially large policy space. Theorem 3.4.3 shows how to efficiently compute the minimal risk over the Markovian policies, and find an optimal deterministic policy by solving Shapley’s equations for the associated zero-sum Markov game.
3.5 Risk minimization over an infinite horizon

In this section, we minimize a convex dynamically consistent Markovian risk measure of the sample cost of Markovian policies over an infinite horizon $T = +\infty$. We show that a risk minimizing policy can be chosen deterministic and stationary and that it can be computed efficiently.

**Definition 3.5.1.** For a policy $\pi \in \Pi_{m,r}$ and a time delay $t \geq 0$, define the delayed policy $\tilde{\pi}^t \in \Pi_{m,r}$ by $\tilde{\pi}^t_r = \pi_{r+t}$. A multi-period Markovian risk measure is stationary if for all policies $\pi \in \Pi_{m,r}$, and all $i, t$,

$$
\rho(C^\pi_t|t, S^\pi_t = i) = \rho(\beta^{t-1}C^\pi_{t-1}|1, S_1 = i),
$$

where $\beta$ is the discount factor.

### 3.5.1 Coherent risk measure of discounted sample cost

We assume in this subsection that the discount factor is less than one and that the risk measure is coherent.

**Theorem 3.5.2.** Let $\rho$ be a coherent dynamically consistent stationary Markovian multi-period risk measure, and denote $V^\pi(s_1) = \rho(C^\pi_1|s_1)$ for $\pi \in \Pi_{m,r}$, and $V^*(i) = \inf_{\pi \in \Pi_{m,r}} V^\pi(i)$. Assume that the discount factor $\beta$ is in $[0, 1)$ and that Assumptions 3.3.1 and 3.3.8 hold.

(a) If a stationary policy $\pi \in \Pi_{s,r}$ satisfies $V^\pi < +\infty$, the vector $V^\pi$ is the unique fixed point in $\mathbb{R}^X$ of $T^\beta$.

(b) If there is a Markovian policy $\pi \in \Pi_{m,r}$ such that $V^\pi < +\infty$ and $V^* > -\infty$, then $V^*$ is the unique fixed point in $\mathbb{R}^X$ of $T^\beta$: $V^* = T^\beta V^*$ (Shapley-Bellman equations).

(c) Furthermore, for all $V \in \mathbb{R}^X$, $\| (T^\beta)^k V - V^* \|_\infty \leq \beta^k \| V - V^* \|_\infty$ so that $(T^\beta)^k V \to V^*$ for all $V \in \mathbb{R}^X$ (value iteration).

(d) There is a deterministic stationary Markovian policy $\pi^* \in \Pi_{s,d}$ such that $T^\beta_{\pi^*} V^* = T^\beta V^*$. Moreover, the policy $\pi^*$ achieves the minimum risk $V^{\pi^*} = V^*$ and
does not depend on the initial state.

**Remark 3.5.3.** If all the immediate costs are bounded in absolute value by $M$ with μ-probability one, then there holds $V^\pi < +\infty$ for all $\pi \in \Pi_{m,r}$.

On the other hand, the condition $V^\pi < +\infty$ for $\pi \in \Pi_{m,r}$ is not a consequence of Assumption 3.3.1, which states that the sample cost of any Markovian policy is integrable. The assumption that $E_\mu[|C_1^\pi|] < +\infty$ implies that $E_P[|C_1^\pi|] < +\infty$ for all $P \in L^\infty(\Omega, \mathcal{F}, \mu)$, but it does not necessarily imply that $\sup_{P \in \mathcal{P}} E_P[|C_1^\pi|] < +\infty$ when $\mathcal{P} \subset L^\infty(\Omega, \mathcal{F}, \mu)$.

**Proof.** (a) For $\pi \in \Pi_{m,r}$, the decomposition lemma 3.3.10 specialized to $t = 1$ yields

$$V^\pi(s_1) = \rho(\pi_1|1, s_1) = \sum_{a \in A} \pi_1(a|s_1) \rho_1(1, s_1, a) [Q_1^\pi + \rho(\pi_2|2, S_2^\pi)].$$

Since $\rho$ is stationary and coherent, $\rho(\pi_2|2, S_2^\pi = j) = \rho(\beta \pi_1|1, S_1^\pi = j) = \beta V^\pi(j)$, and the previous equation becomes $V^\pi = T_{\pi_1}^\beta V^\pi$. If the policy $\pi$ is stationary and satisfies $V^\pi < +\infty$, then $\pi = \tilde{\pi}^1$. Hence, $V^\pi$ is finite and is a fixed point of $T_{\pi_1}^\beta$ in $R^X$. Since $T_{\pi_1}^\beta$ is a β-contraction for the sup norm on $R^X$ (Lemma 3.3.12), for all $V \in R^X$, $(T_{\pi_1}^\beta)^k V \to V^\pi$ as $k \to +\infty$, and $V^\pi$ is the unique fixed point of $T_{\pi_1}^\beta$.

(b) By monotonicity of $T_{\pi_1}^\beta$, $V^\pi = T_{\pi_1}^\beta V^\pi \geq T_{\pi_1}^\beta V^* \geq T^\beta V^*$. Taking the infimum with respect to $\pi \in \Pi_{m,r}$ yields $V^* \geq T^\beta V^*$.

If there exists $\pi \in \Pi_{s,d}$ such that $V^\pi(j) < +\infty$ for all $j \in X$, then $V^* \leq V^\pi < +\infty$. Since $V^* > -\infty$, $V^* \in R^X$ is finite.

Consider a deterministic stationary Markovian policy $\pi^* \in \Pi_{s,d}$ such that $T_{\pi_1}^\beta V^* = T_{\pi_1}^\beta V^*$. Since $T_{\pi_1}^\beta V^* = V^*$, we have $V^* = T_{\pi_1}^\beta V^*$. By monotonicity of $T_{\pi_1}^\beta$, $V^* \geq (T_{\pi_1}^\beta)^k V^*$ for all positive integers $k$. Since $(T_{\pi_1}^\beta)^k V^* \to V^\pi \geq V^*$, we have $V^\pi = V^* = T^\beta V^*$.

(c) Since $T^\beta$ is a β-contraction on $R^X$, this part is straightforward.

(d) This part was proved along the way in (a). \qed
3.5.2 Convex risk measure of undiscounted sample cost

To guarantee that an infinite horizon undiscounted sample cost is well-defined, we will assume that there is a special “termination” state $\sigma \in X$. Hence, infinite horizon undiscounted cost problems can be thought as finite horizon problems with uncertain time horizon length, where the time horizon is the time until absorption by state $\sigma$. This set up generalizes the analysis of stochastic shortest path problem by dynamic programming when the discount factor $\beta$ is one. Also zero-sum Markov games have been studied in this setting [60].

For infinite-horizon undiscounted cost problems, we can analyze the more general case of convex risk measure. We will establish results analogous to the finite-horizon case under the following additional assumption.

**Assumption 3.5.4.** (a) There is a special state $\sigma \in X$, which has zero-cost and is absorbing with $\mu$-probability 1, i.e.,

$$\mu(N_{t,\sigma,a} = \sigma, Q_{t,\sigma,a} = 0, \forall a \in A, t \geq 1) = 1.$$ 

(b) Recall that for any fixed policy $\pi \in \Pi_{s,r}$, the Markov game defined in Subsection 3.3.4 becomes an MDP controlled by nature. We require that for every stationary policy $\theta$ of nature either there exists an initial state $i \in X$ from which the expected reward of nature goes to $-\infty$ or $\theta$ is a proper policy. Recall that a stationary policy $\theta$ is proper if for all initial states $s_1$, the limit as $t \to +\infty$ of the probability under $\theta$ that the state at time $t$ is $\sigma$ is equal to one.

**Remark 3.5.5.** Assumption 3.5.4 generalizes two usual assumptions in deterministic shortest path problems: 1) that every node is connected to the destination node $\sigma$, and 2) all cycles have positive length.

**Theorem 3.5.6.** Let $\rho$ be a dynamically consistent stationary Markovian convex risk measure verifying Assumptions 3.3.1, 3.3.8 and 3.5.4. Moreover, assume that for $\omega' \in \Omega'$ $\rho(\cdot | \omega')$ has a subdifferential everywhere on its domain, i.e., for all $X \in \mathcal{H}$
such that $\rho(X|\omega') < +\infty$, we have $\partial \rho(X|\omega') \neq \emptyset$. Let $V^\pi(j) = \rho(C_1^\pi|j)$ be the risk of the sample cost under policy $\pi \in \Pi_{m,r}$.

(a) If a stationary policy $\pi \in \Pi_{s,r}$ is such that $V^\pi(j) < +\infty$ for all $j \in \mathcal{X}$, then $V^\pi$ is the unique solution in $\mathcal{V} = \{ V \in \mathbb{R}^\mathcal{X} | V(\sigma) = 0 \}$ of $T_{\pi,1}V^\pi = V^\pi$ (Bellman equation). Moreover, $V^\pi = \lim_{k \to +\infty} T_{\pi,1}^k V$ for any $V \in \mathcal{V}$ (value iteration).

(b) Assume that for all deterministic stationary Markovian policies $\pi \in \Pi_{s,d}$, $V^\pi < +\infty$ and that $V^*(j) = \inf_{\pi \in \Pi_{m,r}} V^\pi(j) > -\infty$. If $V^*(j) > -\infty$ for all $j \in \mathcal{X}$, then $V^*$ is the unique fixed point in $\mathcal{V}$ of $T$ (Shapley-Bellman equation). There is a deterministic stationary Markovian policy $\pi^* \in \Pi_{s,d}$, $\pi^* = (\pi^*_1, \pi^*_2, \ldots)$, such that $T_{\pi_1^*}V^* = TV^*$. Furthermore, the policy $\pi^*$ is optimal, $V^\pi* = V^*$, and does not depend on the initial state.

(c) Finally, $\lim_{k \to +\infty} T^k V = V^*$ for all $V \in \mathcal{V}$ (value iteration).

**Remark 3.5.7.** In contrast to the discounted case, $T_{\pi}$ need not be a contraction with respect to any norm, as in [13]. However, in contrast to the results in [13], this theorem does not provide a tool to evaluate the risk associate with non-stationary Markovian policies.

**Remark 3.5.8.** The assumption that the convex risk measure $\rho$ is subdifferentiable on its domain is mild since $\rho$ is already a proper lower-semicontinuous convex functional. Hence, it is subdifferentiable on the relative interior of its domain. Essentially, the assumption that $\rho$ is subdifferentiable on its domain rules out the possibility of $\rho$ having "vertical derivatives," that is positions around which the risk perception of the decision maker changes "infinitely fast."

It is not clear whether the assumptions that $V^\pi < +\infty$ for all $\pi \in \Pi_{s,d}$ and $V^* > -\infty$ are not redundant, because before proving that Bellman's equations hold we do not know whether the test probability measures associated with $\rho$ have the Markov property. If we knew this, we could use stronger properties of MDPs to by-pass these assumptions.

**Proof.** (a) Fix a stationary policy $\pi \in \Pi_{s,r}$ such that $V^\pi < +\infty$. By mimicking the proof of Theorem 3.5.2, we have that $V^\pi \in \mathcal{V} = \{ V \in \mathbb{R}^\mathcal{X} | V(\sigma) = 0 \}$ is a fixed point.
Now, we will prove that \((T_\pi)^k V \to V^\pi\) as \(k \to +\infty\). This property will follow from the analysis of Bertsekas and Tsitsiklis in [13]. Indeed, the operator \(T_\pi\) can be interpreted as the classical dynamic programming operator for the MDP controlled by nature that is obtained when the decision maker uses policy \(\pi\) in the Markov game defined in Subsection 3.3.4. We will apply the results of [13] to this MDP.

For the reader’s convenience, the main result of [13] is re-stated here with the setup and notations adapted to our situation, where nature maximizes her reward.

Assumption 1
State \(\sigma\) is absorbing and cost-free. Furthermore, there exists at least one proper stationary policy, and each improper stationary policy yields a reward to nature of \(-\infty\) for at least one initial state.

Since \(V^\pi = T_\pi V^\pi\), Lemma 1(b) in [13] guarantees the existence of a proper policy for nature when the stationary controller’s policy \(\pi\) is fixed. This together with Assumption 3.5.4 imply that Assumption 1 is satisfied.

Assumption 2
For all states \(j\), nature’s action set \(\mathcal{P}^{1,j,a}\) is compact, the immediate cost functions \((\check{q}_{1,j,a}(P_{j,a}) - \check{\phi}_{1,j,a}(P_{j,a}))\) are upper-semicontinuous in \(P_{j,a} \in \mathcal{P}^{1,j,a}\), and the marginal distributions \(P(k|j,a)\) of \(P_{j,a}\) on \(\mathcal{X}\) are continuous in \(P_{j,a} \in \mathcal{P}^{1,j,a}\).

Observe that Assumption 2 is not satisfied in general in our setup because the sets \(\mathcal{P}^{1,j,a}\) need not be compact. This assumption is needed for two reasons: 1) it guarantees that the supremum in Bellman equation is achieved and 2) it is used in [13] to show the existence of a fixed point to \(T_\pi\). Since in our case, we know that \(V^\pi\) is a fixed point, we could replace Assumption 2 by the weaker assumption that the supremum in the definition of \(T_\pi V\), i.e.,

\[
(T_\pi V)(j) = \sum_{a \in \mathcal{A}} \pi_1(a|j) \sup_{P_{j,a} \in \mathcal{P}^{1,j,a}} \left[ (\check{q}_{1,j,a}(P_{j,a}) - \check{\phi}_{1,j,a}(P_{j,a})) + \sum_{k \in \mathcal{X}} P(k|1,j,a)V(k) \right],
\]

is achieved for all stationary policies \(\pi \in \Pi_{s,r}\) and all \(V \in \mathbb{R}^\mathcal{X}\). Since we are assuming (in Theorem 3.5.6) that the conditional risk measures of \(\rho\) have a non-empty
subdifferential on their domain, Proposition 3.2.8 implies that the supremum in the representation of $\rho(\cdot|1,j,a)$ is achieved for all $j,a$; thus, the supremum in the definition of $T_{\pi_1}V$ is also achieved.

**Proposition 3.5.9** (Proposition 2 in [13]). Let Assumption 1 and 2 hold. Then:

(i) The optimal cost vector $V^\pi$ is the unique fixed point of $T_{\pi_1}$ in $\mathcal{V}$.

(ii) For every $V \in \mathcal{V}$, there holds $\lim_{k \to +\infty} T_{\pi_1}^k V = V^\pi$.

This proposition implies that $(T_{\pi_1})^k V \to V^\pi$ and that $V^\pi$ is the unique fixed point of $T_{\pi_1}$ in $\mathcal{V}$, which concludes the proof for point (a).

(b) By following again the proof of Theorem 3.5.2, we have that $V^* \geq TV^*$. Let $\pi^* = (\pi_1^*, \pi_2^*, \ldots) \in \Pi_{s,d}$ be a stationary deterministic policy such that $TV^* = T_{\pi^*_1}V^*$.

By applying $T_{\pi^*_1}^k$ on both sides, we have $V^* \geq (T_{\pi^*_1})^k V^* \to V^{\pi*}$ as $k \to +\infty$, by (a). Since $V^* \leq V^{\pi*}$, there holds $V^* = TV^* = V^{\pi*}$, and the deterministic stationary policy $\pi^*$ is optimal and does not depend on the initial state.

In fact, there is a unique fixed point of $T$ in $\mathcal{V}$. Assume $V^1, V^2 \in \mathcal{V}$ are fixed points of $T$. Let $\pi^1, \pi^2$ be two policies such that $T_{\pi_i}V^i = TV^i$, $i = 1, 2$. We have $V^1 = TV^1 \leq T_{\pi^*_1}V^1$. Iterating this inequality, we obtain $V^1 \leq T_{\pi^*_1}^k V^1 \to V^2$. The symmetric argument yields $V_1 \geq V_2$. Hence, $V^1 = V^2$, and $V^*$ is the unique fixed point of $T$ in $\mathcal{V}$.

(c) Now, we prove that $\lim_{k \to +\infty} T^k V = V^*$ for all $V \in \mathcal{V}$. Recall the definition of $e \in \mathbb{R}^\mathcal{X}$ as the vector with all components equal to one, except for $e(\sigma) = 0$. For a fixed $\delta \geq 0$, define $\tilde{T}_\delta$ the operator on $\mathcal{V}$ by $\tilde{T}_\delta V = T_{\sigma^*}V + \delta e$. Note that $\tilde{T}$ is the dynamic programming operator for a modified MDP where all the immediate transition costs, at states other than $\sigma$, have been increased by $\delta > 0$. First, we show that there exists $V_\delta \in \mathcal{V}$ such that $\tilde{T}_\delta V_\delta = V_\delta$. This MDP verifies the assumptions of Proposition 2 in [13], which states that $\tilde{T}_\delta$ has a unique fixed point in $\mathcal{V}$, namely $V_\delta$. Moreover, since all the costs have been increased, $V_\delta \geq V^{\pi*}$.

Now, we can write $V^{\pi^*} = TV^{\pi^*} \leq \tilde{T}_\delta V^* \leq T_{\pi^*} V^* = V^* - \delta e \leq V_\delta$. Applying the operators $T \leq T_{\pi^*}$ to these inequalities yield $V^{\pi^*} \leq T^k V_\delta \leq T^{k-1} V_\delta \leq V_\delta$. Consequently, $(T^k V_\delta)_k$ is a decreasing sequence lower-bounded by $V^{\pi^*}$. Since $T$ is
continuous on \((\mathbb{R}^X, \| \cdot \|_\infty)\) (Lemma 3.3.12, (d)), the sequence converges to the unique fixed point of \(T, V^*\).

On the other hand, we can write \(V^{*'} - \delta e = TV^{*'} - \delta e \leq T(V^{*'} - \delta e) \leq TV^{*'} = V^{*'}\). Applying \(T\) to these inequalities imply that \(T^k(V^{*'} - \delta e)\) is an increasing sequence, which is upper bounded by \(V^{*'}\). Hence, it converges and its limit is the unique fixed point of \(T\).

Since the state space \(X\) is finite, for all \(V \in \mathcal{V}\), we can find \(\delta > 0\) such that \(V^{*'} - \delta \leq V \leq V_\delta\). Applying \(T\) on each side yields \(T^k(V^{*'} - \delta) \leq T^kV \leq T^kV_\delta\). Taking the limit when \(k\) goes to \(+\infty\) shows that \(T^kV \to V^*\). \(\Box\)

### 3.5.3 An illustration: minimization of exponential utility function

We have seen in Section 3.2 that the functional \(\rho(X) = \frac{1}{\gamma} \log E_{\mu} [\exp(\gamma X)]\) with \(\gamma > 0\) is a convex risk measure on \(L^\infty(\Omega, \mathcal{F}, \mu)\) for any probability space \((\Omega, \mathcal{F}, \mu)\). Under an additional assumption on \(\mu\), we will show that the risk measure \(\rho\) is Markovian and dynamically consistent, and (an adaptation of) Theorem 3.5.6 will apply. This subsection is meant to be an illustration of Theorem 3.5.6 since we will restrict ourselves to systems where the infinite horizon undiscounted cost belongs to \(L^\infty(\Omega, \mathcal{F}, \mu)\). Moreover, the results obtained in this subsection are already known in the literature (e.g., [61]) but they were derived differently.

As detailed in Subsection 3.2.2, the risk measure \(\rho\) is convex only on \(L^\infty(\Omega, \mathcal{F}, \mu)\), and not \(L^1(\Omega, \mathcal{F}, \mu)\). Since the results of this chapter have been derived for risk measures on \(L^1(\Omega, \mathcal{F}, \mu)\), we would need to adapt all the definitions and re-derive all the results to deal with \(L^\infty(\Omega, \mathcal{F}, \mu)\). For the sake of brevity, we will not do it; recall from Theorem 3.2.11 that if a convex risk measure on \(L^\infty(\Omega, \mathcal{F}, \mu)\) satisfies the Fatou property, then the representation theorem holds with the role of \(L^1\) and \(L^\infty\) switched.

As a result, all the definitions and results exposed so far can be adapted by:

(i) replacing “convex risk measure” by “convex risk measure with the Fatou property,”
(ii) switching the role of $L^1$ and $L^\infty$.

Until the end of this section, we will assume that the probability law $\mu$ has a product form, i.e.,

$$
\mu = \mathbb{P}_{S_1} \prod_{t=1}^{T} \left( \prod_{j \in \mathcal{X}} \mathbb{P}_{R_t,j} \prod_{(j,a) \in \mathcal{X} \mathcal{A}} \mathbb{P}_{N_t,j,a} \right) \mathbb{P}_{Q_{t,j,a}}.
$$

In other words, all the components of a sample point $\omega$ are generated independently of each other, including the cost $Q_{t,j,a}$ and the state $N_{t,j,a}$ that follows state-action pair $(j,a)$ at time $t$. In particular, the trajectories distributed according to $\mu$ have the Markov property. This assumption is more restrictive than before because in the present context $\mu$ is supposed to represent the subjective probabilistic model for the system with respect to which the decision maker is basing its expectations (as opposed to the earlier situation where the support of $\mu$ mostly mattered).

We note that the risk measure $\rho(\cdot) = \frac{1}{\gamma} \log E_\mu[\exp(\gamma \cdot)]$ is dynamically consistent. Indeed, let $\omega'$ be a partial history, and $X,Y$ two positions. If for all $\nu \in \mathcal{E}(\omega')$ $E_\mu[\exp(\gamma X) | \omega' \nu] \leq E_\mu[\exp(\gamma Y) | \omega' \nu]$, then $E_\mu[\exp(\gamma X) | \omega'] \leq E_\mu[\exp(\gamma Y) | \omega']$, since $E_\mu[\exp(\gamma X) | \omega'] = E_\nu E_\mu[\exp(\gamma X) | \omega']$.

For a product form $\mu$, the conditional risk measure $\rho(\cdot) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma \cdot))$ is Markovian. Indeed, let $\omega \in \Omega$ such that $S_t^\pi(\omega) = j$ and $A_t^\pi(\omega) = a$, then, by conditioning on the subsequent state,

$$
\log E_\mu[\exp(\gamma C_t^\pi) | \omega_t] = \log \sum_{k \in \mathcal{X}} \mathbb{P}_{N_t,j,a}(k) E_\mu[\exp(\gamma Q_{t,j,a}) \exp(\gamma C_t^\pi) | \omega_t, S_{t+1}^\pi = k]
$$

$$
= \log \sum_{k \in \mathcal{X}} \mathbb{P}_{N_t,j,a}(k) E_{\mathbb{P}_{Q_{t,j,a}}} [\exp(\gamma Q_{t,j,a})] E_\mu[\exp(\gamma C_t^\pi) | S_{t+1}^\pi = k],
$$

$$
= \log E_{\mathbb{P}_{Q_{t,j,a}}} [\exp(\gamma Q_{t,j,a})] + \log \sum_{k \in \mathcal{X}} \mathbb{P}_{N_t,j,a}(k) E_\mu[\exp(\gamma C_t^\pi) | S_{t+1}^\pi = k],
$$

where the second equality uses the independence between the immediate transition cost and the next occupied state as well as the Markov property of the state process. Since the right-hand side depends on $\omega$ only via $S_t^\pi(\omega)$ and $A_t^\pi(\omega)$, the risk measure...
\( \rho(\cdot) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma \cdot)) \) satisfies condition (a) of the definition of a Markovian risk measure. A similar argument shows that condition (b) is also satisfied.

Now, we can rewrite Theorem 3.5.6 for the risk measure \( \rho(X) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma X)) \), \( \gamma > 0 \), associated with the exponential utility function.

**Proposition 3.5.10.** We assume that the probability law \( \mu \) has the product form of Equation (3.5.1), is such that Assumption 3.5.4 holds, and that for all \( \pi \in \Pi_{m,r} \) and \( t \geq 1 \), the sample cost \( C_t^\pi \) is in \( L^\infty(F(\omega'), \mathcal{F}(\omega'), \mu_{\omega'}) \) for all \( \omega' \in \Omega \cup \{\emptyset\} \) (adaptation of Assumption 3.3.1).

Let \( V'(j) = \frac{1}{\gamma} \log E_\mu[\exp(\gamma C_1^\pi)|S_1 = j] \) and \( V^*(j) = \inf_{\pi \in \Pi_{m,r}} V'(j) \) with \( \gamma > 0 \).

Then, the following statements hold:

(a) \( V^* \) is the unique solution in \( V \) of

\[
V^\pi(j) = \sum_{a \in A_j} \pi(a|j) \left( \frac{1}{\gamma} \log E_{P_{Q_1,j,a}}[\exp(\gamma Q_1,j,a)] + \frac{1}{\gamma} \log \sum_{k \in \mathcal{X}} P_{N_1,j,a}(k) \exp(\gamma V^\pi(k)) \right).
\]

(b) The limit \( \lim_{k \to +\infty} T^k V \) is \( V^* \) for all \( V \in V \) (value iteration).

(c) If \( V^*(j) > -\infty \) for all \( j \in \mathcal{X} \), \( V^* \) is the unique solution in \( V \) of the equations

\[
V^*(j) = \min_{a \in A_j} \left( \frac{1}{\gamma} \log E_{P_{Q_1,j,a}}[\exp(\gamma Q_1,j,a)] + \frac{1}{\gamma} \log \sum_{k \in \mathcal{X}} P_{N_1,j,a}(k) \exp(\gamma V^*(k)) \right).
\]

(d) If \( V^*(j) > -\infty \) for all \( j \in \mathcal{X} \), there exists an optimal deterministic stationary Markovian policy \( \pi^* \) that satisfied \( T_{\pi^*} V^* = TV^* \) and that does not depend on the initial state.

(e) If \( V^*(j) > -\infty \) for all \( j \in \mathcal{X} \), the limit \( \lim_{k \to +\infty} T^k V \) is \( V^* \) for all \( V \in V \) (value iteration).

**Remark 3.5.11.** This proposition is not entirely contained in [61], which assumes that the immediate costs are positive (Assumption 1 (i)).
Proof. Since the functionals \( \rho(\cdot|\omega') = \frac{1}{\gamma} \log E_\mu[\exp(\gamma\cdot)|\omega'], \ \omega' \in \Omega' \), form a dynamically consistent Markovian convex risk measure, this proposition is an application of (an adaptation of) Theorem 3.5.6, so we simply need to verify that its assumptions are satisfied.

Without any assumption on the probability space \((\Omega, \mathcal{F}, \mu)\), let \((X_n)\) be a uniformly bounded sequence in \(L^\infty(\Omega, \mathcal{F}, \mu)\) such that \(X_n \downarrow X\) \(\mu\)-almost surely. By the monotone convergence theorem, \(E_\mu(\exp(\gamma X_n)) \downarrow E_\mu(\exp(\gamma X))\), and \(\rho(X_n) \to \rho(X)\).

Hence, \(\rho(X) = \frac{1}{\gamma} \log E_\mu(\exp(\gamma X))\) with \(\gamma > 0\) has the Fatou property (Definition 3.2.9 (c)).

Assumption 3.3.8 is easily verified in our present case.

Since \(C_1^\pi \in L^\infty(\mathcal{F}(\omega'), \mathcal{F}(\omega'), \mu_\omega)\) for all \(\omega' \in \Omega'\), there exists \(M < +\infty\) such that \(l_\infty(C_1^\pi) < M \) \(\mu\)-almost surely, and thus \(\rho(C_1^\pi|j) < M < +\infty\).

The functional \(\rho\) defined by \(\rho(X) = \frac{1}{\gamma} \log E_\mu[\exp(\gamma X)]\) is a risk measure on \(L^\infty(\Omega, \mathcal{F}, \mu)\), but not on \(L^p(\Omega, \mathcal{F}, \mu)\) for \(p \in [1, +\infty)\). Intuitively, condition (5) in the definition of convex risk measure is not satisfied when the tails of the functional space \(\mathcal{H}\) do not decrease at least exponentially. In order to have a result of the form of Proposition 3.5.10 that is more practical, one could consider a functional space whose elements have exponentially decreasing tails and use the representation theorem for convex risk measures on general functional spaces in [77]. We did not investigate this avenue because it does not serve our main research objectives.

In summary of the last two sections, we established new representation theorems for dynamically consistent Markovian convex risk measures of the sample cost, and showed that their minimization is equivalent to solving a zero-sum sequential game with nature.

In the rest of this chapter, we will take the converse approach of starting from uncertainty sets and penalty functions to define well-behaved risk measures.
3.6 From robust control to risk minimization

In this section we still deal with systems of the form described in Section 3.3, but we take a converse approach to that of Sections 3.4 and 3.5. Now, instead of representing risk measures as worst-case penalized expectations, we will construct dynamically consistent Markovian convex risk measures starting from uncertainty sets and penalty functions. The minimization of the coherent risk measures of this class of risk corresponds to the worst-case robust control of uncertain MDPs of [54, 38]. Furthermore, the convex risk measures of this class of risk allows us to motivate another --potentially less conservative -- robust formulation in which nature is penalized for choosing “unlikely” parameters. Together with Theorems 3.4.3, 3.5.2 and 3.5.6, this establishes the equivalence of minimizing dynamically consistent Markovian convex risk measures of sample costs (which is well-motivated from the perspective of risk-averse decision theory) and of solving zero-sum games between the decision maker and nature (which are computationally “tractable”). This gives us two ways to think about robust control of MDPs. Finally, we generalize the aforementioned construction of multi-period risk measures to define multi-period risk measures with desirable properties (dynamical consistency, Markovianity) starting from single-period convex risk measures.

In the sequel, we deal with technicalities from measure theory and functional analysis to cope with systems as general as the ones defined in Section 3.3, but the reader is encouraged to consider a finite sample space \( \Omega \) to focus on the heart of the matter.

Our model for dynamical systems is still the one described at the beginning of Section 3.3, with the reference probability space \((\Omega, \mathcal{F}, \mu)\). Denote \( \mu_{\omega_{t-1}}^{t} \) the single-step marginal probability measure of \( \mu_{\omega_{t-1}} \) on \((R_{t,i})_{i \in I}\). Recall that we have assumed that each random number \( R_{t,i} \) is generated independently of everything else so that \( \mu_{\omega_{t-1}}^{t} \) does not depend explicitly on \( \omega_{t-1}^{t} \). For a given partial history \( \omega_{t} \), we denote by \( P^{t} \) the one-step marginal distribution on \( \mathcal{E}(\omega_{t}) \) of any probability measure \( P \) on the measurable space \((\mathcal{F}(\omega_{t}), \mathcal{F}(\omega_{t}))\), and by \( P^{t,j,a} \) the marginal of \( P \) over \((N_{t,j,a}, Q_{t,j,a})\).
Also denote $P_v$ a version (they are all equal with $P$-probability one) of the conditional probability distribution of $P$ given $\omega_t$ and $v \in \mathcal{E}(\omega_t)$.

### 3.6.1 A multi-period risk measure induced by uncertainty sets and penalty functions

In this subsection we construct dynamically consistent Markovian convex multi-period risk measures starting from uncertainty sets and penalty functions. This construction provides a converse to the representation results of Proposition 3.4.1 and of Theorems 3.5.2 and 3.5.6.

Let $P_{t,j,a}$ be an (uncertainty) set of probability measures on $(\mathcal{X} \times \mathbb{R})$, absolutely continuous with respect to $\mu_{\omega_t}^t$ for all $\omega \in \Omega$, and such that all the derivatives are in $L^\infty(F(\omega_t), \mathcal{F}(\omega_t), \mu_{\omega_t}^t)$. (A given probability measure can be continuous with respect to several different measures and have different derivatives with respect to each of them. Therefore, in this subsection, we will deal directly with probability measures, not with their derivatives. For example, the uncertainty sets $P_{t,j,a}$ are now sets of probability measures, not of derivatives with respect to some reference probability measure.) Observe that the uncertainty set $P_{t,j,a}$ contain test probability measures for both the next state occupied at time $t + 1$ after the state-action pair $(j, a)$ and the associated transition cost. Given the uncertainty sets $P_{t,j,a}$, we can define the sets of probability measures $\mathcal{P}(\omega')$ on $(F(\omega'), \mathcal{F}(\omega'))$, $\omega' \in \Omega'$ by

$$\mathcal{P}(\omega_t) = \left\{ \left( \prod_{\tau=t}^{T-1} Z_{\omega_t} \mu_{\omega_t}^{t+\tau} \right) Z_{\omega_T} \text{ with } Z_{\omega_r} \in \prod_{(j,a) \in \mathcal{X} A} P_{\tau,j,a}, \tau \geq t \right\}$$

and

$$\mathcal{P}(\omega_{t-1}^+) = \left\{ \mu_{\omega_{t-1}^+}^t \left( \prod_{\tau=t}^{T-1} Z_{\omega_t} \mu_{\omega_t}^{t+\tau} \right) Z_{\omega_T} \text{ with } Z_{\omega_r} \in \prod_{(j,a) \in \mathcal{X} A} P_{\tau,j,a}, \tau \geq t \right\}.$$ 

Observe that these sets are “rectangular” across time and state-action pairs. Intuitively, the knowledge of some components of an element of these sets does not provide
information on the values of other components.

Let \( \phi_{t,j,a} \) be non-negative measurable (not necessarily convex) penalty functions on the uncertainty sets \( \mathcal{P}_{t,j,a} \). These penalty functions do not appear in the worst-case control of uncertain MDPs, but they will be important for our extension. To guarantee normalization of the risk measure, defined later by Equation (3.6.1), (i.e., \( \rho(0|\omega') = 0 \) for all \( \omega' \in \Omega' \)), we assume that for all \( t, j, a \), there is some \( P_{t,j,a}^0 \in \mathcal{P}_{t,j,a} \) such that \( \phi_{t,j,a}(P_{t,j,a}^0) = 0 \). For \( r \geq 1 \), define penalty functions from \( \mathcal{P}(\omega_r) \) into \( \mathbb{R} \cup \{ +\infty \} \) by

\[
\phi_{\omega_r}(P) = E_P \left[ \sum_{t=r}^{T} \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(P_{t,j,a}^{t,j,a}) \right].
\]

Similarly, define the penalty function

\[
\phi_{\omega_{r-1}^+}(P) = E_P \left[ \sum_{t=r}^{T} \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(P_{t,j,a}^{t,j,a}) \right]
\]

for \( P \in \mathcal{P}(\omega_{r-1}^+) \). The following lemma guarantees that these objects are well-defined.

**Lemma 3.6.1.** For \( T \) finite or infinite, the penalty functions \( \phi_{\omega_r} \) and \( \phi_{\omega_{r-1}^+} \) are measurable functions respectively from \( \mathcal{P}(\omega_r) \) and from \( \mathcal{P}(\omega_{r-1}^+) \) to \( \mathbb{R} \cup \{ +\infty \} \). In particular, their value do not depend on the choice of the conditional probabilities of \( P \).

Furthermore, \( \phi_{\omega_{r-1}^+}(P) = E_{P_r} \left[ \phi_{\omega_{r-1}^+}(\hat{P}_V) \right] \) and \( \phi_{\omega_r}(P) = \sum_{(j,a) \in \mathcal{X}A} \phi_{r,j,a}(P_{r,j,a}^r) + E_P[\phi_{\omega_r}(\hat{P}_V)] \).

**Proof.** First, observe that the expressions \( \phi_{\omega_r} \) and \( \phi_{\omega_{r-1}^+} \) are sums of measurable and non-negative terms.

Now we show that \( \phi_{\omega_r}(P) \) does not depend on the choice of the conditional distributions of \( P \in \mathcal{P}(\omega_r) \). For \( t \geq r + 1 \), let \( Z_{\omega_t}, Z_{\omega_t}' \) be versions of the conditional probability measure of \( P_{\omega_t} \). They agree with \( P \)-probability one and \( E_P[\phi_{t,j,a}(Z_{\omega_t}^{t,j,a})] = E_P[\phi_{t,j,a}(Z_{\omega_t}'^{t,j,a})] \) for all \( t \geq r, (j,a) \in \mathcal{X}A \). This implies that

\[
\phi_{\omega_r}(P) = E \left[ \sum_{t=r}^{T} \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(P_{t,j,a}^{t,j,a}) \right]
\]

does not depend on the versions of the conditional distributions of \( P \).
A similar argument shows that the penalty functions \( \phi_{\omega_{t-1}} \) do not depend on the version of the conditional probability measures of \( P \).

By the law of iterated expectation, we have for \( P \in \mathcal{P}(\omega_{t-1}^+) \) that

\[
\phi_{\omega_{t-1}^+}(P) = E_P \left[ E_{P_V} \left[ \sum_{t=r}^{T} \sum_{(j,a) \in X_A} \phi_{t,j,a}(P^{t,j,a}_{|\omega_t}) \right] \right],
\]

where \( P_V \) is a regular conditional probability measure of \( P \) given \( V \in \mathcal{E}(\omega_{t-1}^+) \) [16]. More precisely, we can pick a version \( P_V \) of the conditional probability measure of \( P \) such that \( \tilde{P}_v \), the restriction of \( P_V \) on the measurable subspace \( (F(\omega_t v), \mathcal{F}(\omega_t v)) \), belongs to \( \mathcal{P}(\omega_{t-1}^+) \) for all \( v \in \mathcal{E}(\omega_{t-1}) \), and write \( \phi_{\omega_{t-1}^+}(P) = E_P \left[ \phi_{\omega_{t-1}^+}(\tilde{P}_V) \right] \).

The decomposition of \( \phi_{\omega_t} \) follows a similar argument. \( \square \)

Now, we can define a convex risk measure \( \rho(\cdot|\omega') \) on \( L^1(\mathcal{F}(\omega'), \mathcal{F}(\omega'), \mu_{\omega'}) \) associated with the uncertainty sets \( \mathcal{P}_{t,j,a} \) and the penalty functions \( \phi_{t,j,a} \):

\[
\rho(X|\omega') = \sup_{P \in \mathcal{P}(\omega')} (E_P[X|\omega'] - \phi_{\omega}(P)). \tag{3.6.1}
\]

When the penalty functions \( \phi_{t,j,a} \) are all zero, the conditional risk measure \( \rho(\cdot|\omega') \) is coherent.

**Remark 3.6.2.** Equation (3.6.1) suggests that nature pays some penalty even for parameters “outside of the trajectory.” But since nature picks the probability measure \( P \in \mathcal{P}(\omega') \) after she observes the partial history \( \omega_t \), she knows the current state-action pair, and can pick the parameters \( P^{t,j,a}_{|\omega_t} = P_{t,j,a}^{0} \) for all the state-action pairs \( (j,a) \) that are not the current state-action pair. Hence, our proposed form for the penalty function works similarly as in the MDP introduced in Subsection 3.3.4.

**Proposition 3.6.3.** The mapping that associates to \( \omega' \in \Omega' \) the convex risk measure defined by (3.6.1) is a dynamically consistent and Markovian multi-period risk measure on \( L^1(\Omega, \mathcal{F}, \mu) \), which satisfies Assumption 3.3.8 (i.e., controller risk-neutral with respect to the uncertainty of the random number generator).
Proof. First, let us show that it is dynamically consistent. To verify condition (a) of Definition 3.3.6, it is enough to show that \( \rho(X|\omega') = \rho_{\omega'}[\rho(X|\omega')] \) for all \( \omega' \in \Omega' \cup \emptyset \). Indeed, if \( \rho(X|\omega'v) \leq \rho(Y|\omega'v) \) for all immediate continuations \( v \in \mathcal{E}(\omega') \), we have by monotonicity of \( \rho_{\omega'} \) that \( \rho_{\omega'}[\rho(X|\omega')] = \rho(X|\omega'v) \leq \rho(Y|\omega'v) = \rho_{\omega'}[\rho(Y|\omega'v)] \), and thus \( \rho(X|\omega') \leq \rho(Y|\omega') \).

For \( P \in \mathcal{P}(\omega_t) \) and \( X \in L^1(F(\omega_t), \mathcal{F}(\omega_t), \mu_{|\omega_t}) \),

\[
E_P[X|\omega_t] - \phi_{\omega_t}(P) = E_P[|E_P[X|\omega_t V] - \phi_{\omega_t}(P)] - \sum_{(j,a) \in \mathcal{X}_A} \phi_{t,j,a}(P_{t,j,a}) \\
\leq E_P[|\rho(X|\omega_t V)] - \sum_{(j,a) \in \mathcal{X}_A} \phi_{t,j,a}(P_{t,j,a}) \\
\leq \sup_{p \in \prod_{(j,a) \in \mathcal{X}_A} \mathcal{P}_{t,j,a}} \left[ E_p \rho(X|\omega_t V) - \sum_{(j,a) \in \mathcal{X}_A} \phi_{t,j,a}(P_{t,j,a}) \right].
\]

Hence, taking the supremum of the left-hand side with respect to \( P \in \mathcal{P}(\omega_t) \),

\[
\rho(X|\omega_t) \leq \sup_{p \in \prod_{(j,a) \in \mathcal{X}_A} \mathcal{P}_{t,j,a}} \left[ E_p \rho(X|\omega_t V) - \sum_{(j,a) \in \mathcal{X}_A} \phi_{t,j,a}(P_{t,j,a}) \right].
\]

A similar computation yields for \( X \in L^1(F(\omega_t^+), \mathcal{F}(\omega_t^+), \mu_{|\omega_t^+}) \)

\[
\rho(X|\omega_t^+) \leq \sup_{p \in \prod_{(j,a) \in \mathcal{X}_A} \mathcal{P}_{t,j,a}} E_p [\rho(X|\omega_t)].
\]

To show that in fact equality holds, we will show that the left-hand side of the above expression is arbitrarily close to \( E_P[\rho(X|\omega_t)] \) for any given \( \bar{P} \in \prod_{(j,a) \in \mathcal{X}_A} \mathcal{P}_{t,j,a} \). Let \( \bar{P} \in \prod_{(j,a) \in \mathcal{X}_A} \mathcal{P}_{t,j,a} \) and \( \epsilon > 0 \). For all \( v \in \mathcal{E}(\omega_t) \), there exists \( \bar{P}_v \in \mathcal{P}(\omega_t v) \) such that \( \rho(X|\omega_t v) \geq E_{\bar{P}_v}[X|v] - \phi_{\omega_t v}(\bar{P}_v) - \epsilon \). Since \( \mathcal{P}(\omega_t) \) is “time-rectangular”, we can choose \( P \in \mathcal{P}(\omega_t) \) such that \( P^t = \bar{P} \) and \( \bar{P}_v = \bar{P}_v \) for which we can write
\[ \rho(X|\omega_t) \geq E_P[X|\omega_t] - \phi_{\omega_t}(P) = E_{\tilde{P}} \left[ E_P[X|\omega_t V] - \phi_{\omega_t}(\tilde{P}) \right] - \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(P^{t,j,a}) \]
\[ \geq E_{\tilde{P}}[\rho(X|\omega_t V) - \epsilon] - \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(P^{t,j,a}) \]

Since this inequality holds for all \( \tilde{P} \in \prod_{(j,a) \in \mathcal{X}A} \mathcal{P}_{t,j,a} \) and all \( \epsilon > 0 \),

\[ \rho(X|\omega_t) \geq \sup_{P \in \prod_{(j,a) \in \mathcal{X}A} \mathcal{P}_{t,j,a}} \left[ E_P[\rho(X|\omega_t V)] - \sum_{(j,a) \in \mathcal{X}A} \phi_{t,j,a}(\tilde{P}^{t,j,a}) \right]. \]

Consequently, \( \rho(X|\omega_t) = \rho_{\omega_t}[\rho(X|\omega_t^\tau)] \).

A similar argument holds to show that \( \rho(X|\omega_{t-1}^+) = \rho_{\omega_{t-1}^+}[\rho(X|\omega_{t-1}^+)] \). Condition (b) of Definition 3.3.6 is satisfied. Consequently, the multi-period risk measure \( \rho \) defined by Equation (3.6.1) is dynamically consistent.

Now, we show that the risk measure \( \rho \) is Markovian. Fix \( \pi \in \Pi_{m,r} \) and consider \( \omega, \tilde{\omega} \in \Omega \) such that \( S_t^\pi(\omega) = S_t^\pi(\tilde{\omega}) \) and \( A_t^\pi(\omega) = A_t^\pi(\tilde{\omega}) \).

By definition, \( \rho(C_t^\pi|\omega_t) = \sup_{P \in \mathcal{P}(\omega_t)} (E_P[C_t^\pi] - \rho_{\omega_t}(P)) \). Here, \( \mathcal{P}(\omega_t) \) (resp. \( \mathcal{P}(\tilde{\omega}_t) \)) is a set of probability measures on the measurable space \((F(\omega_t), \mathcal{F}(\omega_t))\) (resp. \((F(\tilde{\omega}_t), \mathcal{F}(\tilde{\omega}_t))\)). Although \( \mathcal{P}(\omega_t) \) and \( \mathcal{P}(\tilde{\omega}_t) \) live on distinct probability spaces, we will see that they differ only by the prefix up to time \( t-1 \) of the sample point and that we can identify them with each other by ignoring the prefix. Indeed, write \( P \in \mathcal{P}(\omega_t) \) as \( P = \left( \prod_{t=1}^{T-1} Z_{\omega_t} \mu_{\omega_t}^* \right) Z_{\omega_T} \) and \( \tilde{P} \in \mathcal{P}(\tilde{\omega}_t) \) as \( \tilde{P} = \left( \prod_{t=1}^{T-1} \tilde{Z}_{\tilde{\omega}_t} \mu_{\tilde{\omega}_t}^* \right) \tilde{Z}_{\tilde{\omega}_T} \), where \( Z_{\omega_t}, \tilde{Z}_{\tilde{\omega}_t} \) are in \( \prod_{(j,a) \in \mathcal{X}A} \mathcal{P}_{t,j,a} \) for \( \tau \geq t \). When \( \omega_T \) and \( \tilde{\omega}_T \) differ only by their prefix, we can let \( Z_{\omega_T} = \tilde{Z}_{\tilde{\omega}_T} \) for \( \tau \geq t \). Also recall that the distribution of the random numbers \((R_t,i)_i, \mu_{\omega_T}^*\), does not depend explicitly on \( \omega_T^+ \) since each random number is generated independently of the rest. Given this warning, we can write

\[ \rho(C_T^\pi|\omega_t) = \rho(C_T^\pi|\tilde{\omega}_t). \]

The same argument holds for the case of \( \omega_{t-1}^+ \). This concludes the proof that \( \rho \) is Markovian.
Finally, from the definition of the uncertainty sets $\mathcal{P}(\omega')$ and penalty functions $\phi_{\omega'}$, Assumption 3.3.8 is satisfied. 

The single-period risk measure associated with $\rho(\cdot | \omega_t)$ applied to a single-period position $X^* \in L^1(F(\omega_t), \mathcal{F}^a(\omega_t), \mu_{\omega_t})$ takes the form

$$ \rho_{\omega_t}(X^*) = \sup_{P \in \mathcal{P}} (E_P[X^*] - \phi_{\omega_t}(P)) $$

(3.6.2)

$$ = \sup_{(P_{t,j,a}) \in \Xi, \mathcal{A}} \left( E_{(P_{t,j,a})}[X^*] - \sum_{(j,a) \in \mathcal{A}} \phi_{t,j,a}(P_{t,j,a}) \right). $$

Indeed, we do not lose anything by letting $P^t_{\omega_r} = \prod_{(j,a) \in \mathcal{A}} P^0_{t,j,a}$ for all time $\tau \geq t + 1$ in the supremum of Equation (3.6.1). This observation closes the loop in the following way: from the uncertainty sets $\mathcal{P}_{t,j,a}$ and penalty functions $\phi_{t,j,a}$ we defined a dynamically consistent Markovian convex risk measure $\rho$ to which we can apply the analysis of Sections 3.4 and 3.5. The theorems therein lead to test probability measures and penalty functions associated with $\rho$, but these are essentially the uncertainty sets and the penalty functions we started with.

For the sake of illustration, consider a finite time horizon $T$. According to Theorem 3.4.3, the minimal risk $\inf_{\tau \in \Pi_{m,r}} \rho(C^\tau[s_1]) = V(1, s_1)$ is given by Bellman recursion, which has the form

$$ V(T, j) = \min_{a \in A_j} \sup_{P_{T,j,a}} E_{P_{T,j,a}}[Q_{T,j,a}] - \phi_{T,j,a}(P_{T,j,a}), \ j \in \mathcal{X} $$

$$ V(t, j) = \min_{a \in A_j} \sup_{P_{t,j,a}} E_{P_{t,j,a}}[Q_{t,j,a} - \phi_{t,j,a}(P_{t,j,a}) + \beta V(t + 1, N_{t,j,a})], \ j \in \mathcal{X}, \ t = 1, \ldots, T - 1. $$

Observe how the penalties $\phi_{t,j,a}$ appear in a natural way in Bellman's equations, even though the formal penalty function $\phi_{\omega_r}(P) = E_P \left[ \sum_{t=r}^{T} \sum_{(j,a) \in \mathcal{A}} \phi_{t,j,a}(P^a_{\omega_t}) \right]$ seems intricate.
3.6.2 Connection with robust control formulation of MDPs

In this subsection, we point out a connection between the worst-case robust control of uncertain MDPs and risk-sensitive control of MDPs. Then, we propose an improved robust formulation for the control of uncertain MDPs based on the minimization of a certain convex risk measure of the sample cost.

When the multi-period risk measure $\rho$ is defined by Equation (3.6.1) with $\phi_{\omega'} = 0$ for all $\omega' \in \Omega'$, the problem $\min_{\pi} \rho(C^\pi|s_1)$ is equivalent to the robust control problem formulation of [78, 54, 38] with uncertainty sets $\mathcal{P}_{t,j,a}$. Actually, their robust control formulation does not explicitly allow for uncertain transition costs (while ours does), but this can be easily accommodated. Since their robust control formulation amounts to minimizing a dynamically consistent Markovian coherent risk measure, Theorems 3.4.3 and 3.5.2 apply and recover most of their results, while Theorem 3.5.6 analyzes the case of undiscounted sample costs over an infinite horizon.

The papers [78, 54, 38] assume that the uncertainty sets are rectangular, but do not study, neither from a computational, nor from a decision theoretic perspective, what happens if this assumption fails to hold. In these papers, the uncertainty sets are not updated as new information comes in during the control phase. They propose to design uncertainty sets based on probabilistic models, e.g., relative entropy or likelihood level sets. In these cases, we may consider updating the uncertainty sets on the basis of new observations, for example using Bayes rule.

This suggests that the controller could decide at some time point to refine the uncertainty sets and solve again the corresponding robust control problem. However, the subsequent example will show that this procedure can lead to severe time inconsistency in the decision maker preferences, when the uncertainty sets are not rectangular. This pitfall adds to negative computational complexity results established in Chapter 2, where we showed that the worst-case optimal control of uncertain MDPs becomes at least NP-hard when the uncertainty sets are not rectangular.

**Example** The following example is inspired from [72] and illustrated in Figure 3-2. Consider a two-period economy with two outcomes per period, where the market
goes either up (u) or down (d), but has uncertain dynamics. To model this situation, let us consider two possible MDPs, parameterized by an (uncertain) probability \( p_u \in \{0.01, 0.99\} \), on the state space \( \mathcal{X} = \{\emptyset, u, d, uu, dd\} \) and action space \{a, b\}. In both MDPs, the initial state is \( \emptyset \) and there are two time steps. In the first period, there is no control and no cost, and the system moves from state \( \emptyset \) to state \( u \) with probability \( p_u \), and to state \( d \) with probability \( 1 - p_u \). In the second period, the system state transition is still exogenous: state \( u \) is followed by state \( uu \) with probability \( p_u \), and by state \( ud \) with probability \( 1 - p_u \); and state \( d \) is followed by state \( du \) with probability \( p_u \), and by state \( dd \) with probability \( 1 - p_u \). However, in the second period, the controller chooses between actions \( a \) and \( b \) as a function of the current state. Action \( a \) in state \( u \) has cost 100 if the system moves to state \( ud \) and zero otherwise; action \( a \) has cost 100 in state \( d \) if the next state is \( du \) and zero otherwise. Action \( b \) always costs 10. Observe that the uncertainty set is not "rectangular" since \( p_u = 0.99 \) in the first period cannot be followed by \( p_u = 0.01 \) in the second period.

For \( \omega' \in \{\emptyset, u, d, uu, ud, du, dd\} \), define

\[
\rho(C^\pi|\omega') = \max_{i=1,2} E_{P_i}[C^\pi|\omega'],
\]

(3.6.3)

where \( P_1 \) (resp. \( P_2 \)) refers to the MDP with \( p_u = 0.99 \) (resp. \( p_u = 0.01 \)). Then, \( \rho \) is a coherent multi-period risk measure, but we show now that it is not dynamically consistent. In this simple model, there are only four deterministic policies \( \pi \) (since
there are two possible actions in the two states $u$ and $d$, and their respective worst-case costs $\rho(\pi)$ are listed in the following table, where the rows (resp. columns) are indexed by the action chosen in state $u$ (resp. $v$).

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$2 \times 0.01 \times 0.99 \times 100 = 1.98$</td>
<td>$0.99 \times 10 + 0.01 \times 0.99 \times 100 = 10.89$</td>
</tr>
<tr>
<td>$b$</td>
<td>$0.99 \times 10 + 0.01 \times 0.99 \times 100 = 10.89$</td>
<td>10</td>
</tr>
</tbody>
</table>

Therefore, the policy that chooses action $a$ in both states $u$ and $d$ minimizes $\rho(C_1^\pi|0)$ over all Markovian deterministic policies $\pi$.

To compare the actions $a$ and $b$ given a first period outcome, we need to specify how the uncertainty about $p_u$ is updated as new information is available to the decision maker. The definition of $\rho$ by Equation (3.6.3) assumes that the uncertainty is unchanged, i.e. $p_u$ can be either 0.99 or 0.01. In that case, the worst-case cost of action $a$ in the second period given that the system is in state $u$ increases to 99, which is worse than the cost of $b$. Similarly, if the system goes to state $d$, $X$ also becomes worse than $Y$. Hence, the decision rule based on $\rho$ is not dynamically consistent.

In addition to the dynamic inconsistency highlighted by the above example, another criticism of the robust control formulation that solves

$$\inf_{\pi \in \Pi_{m, r}} \sup_{P \in \mathcal{P}} E_P[C^\pi],$$

without penalty functions, (as in [54, 38]) is as follows. When $\phi_{t, j, a} = 0$, Theorems 3.4.3, 3.5.2, and 3.5.6 show that nature’s optimal move lies on the boundary of the uncertainty sets $P_{t, j, a}$. Hence, nature’s policy is strongly dependent on the design of these sets. Furthermore, the uncertainty sets are often obtained from a probabilistic model of the uncertain parameters (e.g., derived statistically from historical data) that allows for all “likely” values of the parameters (see, e.g., [92, 54, 38]). Typically, the more unlikely values lie at the boundary of the uncertainty set. As a result, the decision maker ends up assuming pessimistically that nature will choose very unlikely parameter values, leading to potentially conservative policies.

The construction in the previous subsection can mitigate both types of problems
(namely, dynamic inconsistency and conservatism) and serve as the basis for a better and more general robust control formulation than the one of [78, 54, 38]. When we consider non-zero penalty functions $\phi_{t,i,a}$, Equation (3.6.1) defines a dynamically consistent Markovian convex risk measure, which we can optimize efficiently over the set of randomized Markovian policies, and for which we have appealing structural results, when either the time horizon is finite, or when the discount factor $\beta$ is one (cf. Sections 3.4 and 3.5). The problem

$$\inf_{\pi \in \Pi_{m,r}} \rho(C^\pi|s_1) = \inf_{\pi \in \Pi_{m,r}} \sup_{P \in \mathcal{P}(s_1)} (E_P[C^\pi|s_1] - \phi_{s_1}(P))$$

can be interpreted as a robust control formulation where the uncertain parameters are penalized, for example according to their "unlikeliness." In contrast to the case where $\phi_{t,i,a} = 0$, nature’s optimal parameter choice need not be at the boundary of the uncertainty sets $\mathcal{P}_{t,i,a}$. As a result, the controller’s policy could be less conservative.

In the practical setting where only a prior distribution $\mathbb{P}^0_{t,i,a}$ on the probability distribution $P_{t,i,a}$ over $(N_{t,i,a}, Q_{t,i,a})$, is available, natural candidates for the penalty functions $\phi_{t,i,a}$ could be $\phi_{t,i,a}(P_{t,i,a}) = -\mathbb{P}^0_{t,i,a}(P_{t,i,a})$, or $\phi_{t,i,a}(P_{t,i,a}) = -\log \mathbb{P}^0_{t,i,a}(P_{t,i,a})$.

### 3.6.3 From single-period risk measures to dynamically consistent Markovian multi-period risk measures

At the beginning of this section, we started from uncertainty sets $\mathcal{P}_{t,i,a}$ and penalty functions $\phi_{t,i,a}$ to construct dynamically consistent Markovian convex risk measures. The same procedure allows us to define dynamically consistent Markovian convex risk measures starting from single-period convex measures $\tilde{\rho}_{t,i,a}$ since these risk measures can be associated with sets of test measures $\mathcal{P}_{t,i,a}$ and penalty functions $\phi_{t,i,a}$, thanks to the representation theorem 3.2.6. We will analyze such multi-period risk measures and argue that they are desirable counterparts to the single-period risk.

**Proposition 3.6.4.** Let $\tilde{\rho}_{t,i,a}$ be convex risk measures on $L^1(\mathcal{X} \times \mathbb{R}, \mathcal{F}_{j,a}(\omega_t), \mu_{\tilde{\rho}_{t,i,a}})$ for all $\omega \in \Omega$, where $\mathcal{F}_{j,a}(\omega_t)$ is the $\sigma$-field obtained as the restriction of the $\sigma$-field
\( F^t(\omega_t) \) to the component \((v_{t,j,a}, q_{t,j,a})\) of \( \omega \). Let \( P_{t,j,a} \) and \( \phi_{t,j,a} \), respectively, be test probability measures and penalty functions associated with \( \tilde{p}_{t,j,a} \) by Theorem 3.2.6, i.e.,

\[
\rho_{t,j,a}(X) = \sup_{P \in P_{t,j,a}} \left( E_P[X] - \phi_{t,j,a}(P) \right).
\]

Then Equation (3.6.1) defines a dynamically consistent Markovian convex risk measure \( \rho \) on \( L^1(\Omega, \mathcal{F}, \mu) \). If the risk measures \( \tilde{p}_{t,j,a} \) are coherent, so is \( \rho \); and if they do not depend on \( t \), i.e., for all \( t \geq 1 \), \( \tilde{p}_{t,j,a} = \tilde{p}_{j,a} \), \( \rho \) is a stationary multi-period risk measure. Furthermore, if \( V(j) = \rho(C^t[j]) \), then the following results hold:

(a) When the time horizon \( T \) is finite, and the assumptions of Theorem 3.4.3 satisfied, the recursion therein becomes

\[
V(T, j) = \min_{a \in A_j} \tilde{p}_{T,j,a}(Q_{T,j,a}), \quad j \in \mathcal{X}
\]

\[
V(t, j) = \min_{a \in A_j} \tilde{p}_{t,j,a}[Q_{t,j,a} + \beta V(t + 1, N_{t,j,a})], \quad j \in \mathcal{X}, \quad t = 1, \ldots, T - 1.
\]

(b) When the time horizon is infinite, the discount factor \( \beta \) is one, the single-period risk measures \( \tilde{p}_{t,j,a} \) are constant equal to \( \tilde{p}_{j,a} \) for all \( t \), and the assumptions of Theorem 3.5.6 are satisfied, Bellman-Shapley equations therein take the form

\[
V(j) = \min_{a \in A_j} \tilde{p}_{j,a}(Q_{j,a} + V(N_{1,j,a})).
\]

(c) When the single-step risk measures \( \tilde{p}_{t,j,a} \) are coherent and equal to \( \tilde{p}_{j,a} \) for all \( t \), and the assumptions of Theorem 3.5.6 are satisfied, Bellman-Shapley equations therein take the form

\[
V(j) = \min_{a \in A_j} \tilde{p}_{j,a}(Q_{t,j,a} + \beta V(N_{1,j,a})).
\]

**Proof.** The first part of the proposition is essentially Proposition 3.6.3.

If the \( \tilde{p}_{t,j,a} \) are coherent \((\phi_{t,j,a} = 0)\) for all \( t, j, a \), then the global penalty function \( \phi = 0 \) and the induced risk \( \rho \) is coherent.
It is easy to see that \( p \) is stationary if the risk measures \( \tilde{\rho}_{t,j,a} \) are constant over time.

The final part of the proposition amounts to checking that essentially \( \rho(t,j,a) = \tilde{\rho}_{t,j,a} \) for all \( t, j, a \). Formally, these functions are defined respectively on \( L^1(F(\omega_t), F^a(\omega_t), \mu_{\omega_t}) \) and \( L^1(\mathcal{X} \times \mathbb{R}, F^a_{j,a}(\omega_t), \mu^i_{j,a} ) \), which are different spaces. But they coincide on the single-step position that depends only on \( (N_{t,j,a}, Q_{t,j,a}) \).

This proposition suggests a “risk averse” or “robust” formulation based on a modification of Bellman’s equations. Fix a dynamical system with finite state and action space, and let \( \mu \) be a probability measure describing the likelihood of the trajectories of an MDP. To simplify the exposition, we will assume that the time horizon \( T \) is finite in this paragraph, but the infinite horizon case can be handled as well. The MDP whose probability law at time \( t \) from state-action pair \( (j, a) \) is given by the marginal \( \mu^{t,j,a} \) has a value function \( V \), which satisfied Bellman’s equations [12]

\[
V(t, j) = \min_{a \in A_j} E_{\mu^{t,j,a}}[Q_{t,j,a}], \quad j \in \mathcal{X},
\]

\[
V(t, j) = \min_{a \in A_j} E_{\mu^{t,j,a}}[Q_{t,j,a} + V(t + 1, N_{t,j,a})], \quad j \in \mathcal{X}, \quad t = 1, \ldots, T - 1.
\]

The value function gives the minimal expected cost of Markovian policies over the MDP described by \( \mu \). If the expectation operators \( E_{\mu^{t,j,a}} \) in these equations are replaced by convex risk measures \( \tilde{\rho}_{t,j,a} \) on \( \mathcal{X} \times \mathbb{R} \), i.e.,

\[
V(T, j) = \min_{a \in A_j} \tilde{\rho}_{T,j,a}[Q_{T,j,a}], \quad j \in \mathcal{X},
\]

\[
V(t, j) = \min_{a \in A_j} \tilde{\rho}_{t,j,a}(Q_{t,j,a} + V(t + 1, N_{t,j,a})), \quad j \in \mathcal{X}, \quad t = 1, \ldots, T - 1,
\]

then \( V(1, j) \) is the minimal risk \( \rho(C^\alpha|j) \) over the Markovian policies, where \( \rho \) is a dynamically consistent Markovian convex induced by the single period risks \( \tilde{\rho}_{t,j,a} \). A risk minimizing policy is obtained (as usual) by selecting deterministically the minimizing actions in the above recursion.

**Illustration with the conditional value at risk**
As an illustration of the result of this subsection on an infinite horizon discounted cost problem, let us consider a popular coherent risk measure conditional, namely the conditional value at risk (CVaR). It is well-known that CVaR, when considered as a multi-period risk measure, is not dynamically consistent.

Given (known) probability distributions $p_{t,j,a}$ of the next state and associated transition cost $(N_{t,j,a}, Q_{t,j,a})$ given the state-action pair $(j,a)$ at time $t$, together with parameters $\alpha_{j,a} \in [0, 1]$, we can define the $\alpha_{j,a}$-CVaR of functions of $(N_{t,j,a}, Q_{t,j,a})$, denoted here by $CVaR_{j,a}$ for the sake of notation. Let them play the role of the single-period risk measures, that is, $p_{t,j,a} = CVaR_{j,a}$. As explained in Proposition 3.6.4, these single-period risk measures can be combined to define a dynamically consistent Markovian stationary coherent risk measure $\rho$ on $L^1(\Omega, \mathcal{F}, \mu)$. The multi-period risk measure $\rho$ is the natural multi-period counterpart of the single-period CVaRs.

Under the assumptions of Theorem 3.5.2, $V^\pi(s_1) = \rho(C^\pi|s_1)$ is the unique solution in $\mathbb{R}^X$ of Bellman’s equations,

$$V^\pi(j) = \sum_{a \in A} \pi(a|j) CVaR_{j,a}(Q_{t,j,a} + \beta V^\pi(N_{t,j,a})).$$

Furthermore, $V^*(j) = \inf_{\pi \in \Pi_{m,\pi}} V^\pi(j)$ is the unique solution in $\mathbb{R}^X$ of Shapley-Bellman’s equations, that is,

$$V^*(j) = \min_{a \in A_j} \alpha_{j,a} - CVaR[Q_{t,j,a} + \beta V^*(N_{t,j,a})].$$

### 3.7 Conclusion

In this chapter, we motivate and define the notion of Markovian multi-period risk measure. This concept is key to finding a risk-minimizing policy when the time horizon is large, or even infinite. Moreover, it allows us to minimize a Markovian dynamically consistent convex risk measure of the sample cost by solving a zero-sum Markov game between the controller and nature. This correspondence can be further exploited to transfer results from game theory, in particular large-scale games, to the
problem of risk minimization.

We also show how to build multi-period risk measures that are dynamically consistent, Markovian, and convex, from single-period convex risk measures. This construction has better properties than the straightforward application of single-period risk measure to multi-period sample space, as illustrated with the conditional value at risk.

This chapter points out that the worst-case control of uncertain MDPs with rectangular uncertainty sets amounts to minimizing a Markovian dynamically consistent coherent risk measure of the sample cost, and thereby guarantees that the robust policies are sound from a decision-theoretic perspective. It also proposes an extension of the worst-case robust control of uncertain MDPs by adding a penalty to “unlikely” parameters in a principled fashion. This formulation has analogous structural and computational results, and it has the potential of generating less conservative policies.

An interesting research direction would be to come up with specific penalty functions that are well-motivated statistically and appealing to decision makers, and to study numerically the benefits of using penalized worst-case formulation in practical problems of sequential decision under uncertainty.

### 3.8 Glossary

#### 3.8.1 Definitions

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convex risk measure</td>
<td>3.2.1, p. 68</td>
</tr>
<tr>
<td>Fatou property</td>
<td>3.2.9, p. 76</td>
</tr>
<tr>
<td>Multi-period risk measure</td>
<td>3.3.3, p. 85</td>
</tr>
<tr>
<td>Dynamically consistent multi-period risk measure</td>
<td>3.3.6, p. 86</td>
</tr>
<tr>
<td>Markovian multi-period risk measure</td>
<td>3.3.9, p. 88</td>
</tr>
<tr>
<td>Stationary Markovian risk measure</td>
<td>3.5.1, p. 100</td>
</tr>
</tbody>
</table>
### 3.8.2 Notations

<table>
<thead>
<tr>
<th>Notations related to the model description in Subsection 3.3.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega \in \Omega$</td>
</tr>
<tr>
<td>$\omega' \in \Omega'$</td>
</tr>
<tr>
<td>$\omega_t \leq \omega$</td>
</tr>
<tr>
<td>$\omega_t^+ \leq \omega$</td>
</tr>
<tr>
<td>$\mathcal{E}(\omega')$</td>
</tr>
<tr>
<td>$F(\omega') \subset \Omega$</td>
</tr>
<tr>
<td>$\mathcal{F}(\omega')$</td>
</tr>
<tr>
<td>$\mathcal{F}^*(\omega')$</td>
</tr>
<tr>
<td>$\mu$</td>
</tr>
<tr>
<td>$\nu_{t,i,a} \in \mathcal{X}$</td>
</tr>
<tr>
<td>$q_{t,i,a} \in \mathbb{R}$</td>
</tr>
<tr>
<td>$r_{t,i} \in \mathbb{R}$</td>
</tr>
<tr>
<td>$\pi$</td>
</tr>
<tr>
<td>$\mathcal{A}_i$</td>
</tr>
<tr>
<td>$\Delta_i$</td>
</tr>
<tr>
<td>$S^\pi_t \in \mathcal{X}$</td>
</tr>
<tr>
<td>$A^\pi_t \in \mathcal{A}$</td>
</tr>
<tr>
<td>$Q^\pi_t \in \mathbb{R}$</td>
</tr>
<tr>
<td>$C^\pi_t \in \mathbb{R}$</td>
</tr>
<tr>
<td>$C^\pi_{t,i,a} \in \mathbb{R}$</td>
</tr>
<tr>
<td>$T^\pi_{t,j,a}$</td>
</tr>
<tr>
<td>$\mathcal{G}_{t,j,a}$</td>
</tr>
</tbody>
</table>

### Notations for risk measures

<table>
<thead>
<tr>
<th>Notations for risk measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho(X)$</td>
</tr>
<tr>
<td>$\phi(P)$</td>
</tr>
<tr>
<td>$\rho(</td>
</tr>
<tr>
<td>$\rho(\omega')$</td>
</tr>
<tr>
<td>$\rho(X</td>
</tr>
</tbody>
</table>
Chapter 4

Data-driven approach to Markov Decision Processes

4.1 Introduction

When the dynamic aspect of a decision problem plays an important role, MDPs offer an appealing modeling framework. If an underlying MDP model was given or if there were enough data available to calibrate accurately such a model, dynamic programming methods could compute the optimal expected performance and an optimal decision rule. However, in many practical applications, there is no accurate MDP model available to the decision maker. This situation is very common in the social and medical sciences where, oftentimes, experts have little mechanistic insight about the phenomenon of interest. (We will see specific examples in the next subsection). On the other hand, building an MDP model from data, and a fortiori an uncertain MDP model, requires a fair amount of observations. In order to avoid the curse of uncertainty of uncertain MDPs (cf. Chapter 2) and in order to deal with the case where there is insufficient data to even attempt a model estimation, quantitative methods have to exploit directly system observations in order to gain insights into the problem. In the present chapter, we will tackle the problem of estimating the expected performance of a given policy (and its gradient) from a training set comprising observed trajectories sampled under a known policy. We will seek good estimators,
in the sense that they should be unbiased and have the lowest possible training set to training set variance.

### 4.1.1 Motivating examples

The following two examples, one from marketing and one from medical decision making, will serve as motivation for our work in this chapter. We introduce them briefly now, but we will come back to them in this chapter’s conclusion to see how our findings apply to them. These examples have three features that are fundamental for our approach:

1. the sampling policy under which the observations were made is known to the estimator,
2. the sampling policy explores different actions by randomizing its action choice,
3. the number of observed trajectories is sufficient for a “good” estimator to have low training set to training set variance.

**Catalog mailing problem**

In his dissertation on the catalog mailing problem [86] and subsequent work [83], Sun observed that: “catalog firms mailed almost 17 billion catalogs in 2000. Printing and mailing these catalogs is the second largest expense in the industry (behind the cost of the goods), representing approximately 20% of net sales. As a result, catalog managers view improving their policies for deciding who should receive mail catalogs as one of their highest priorities.”

The catalog mailing policies of firms are mostly myopic: they mail catalogs to customers who they believe will be profitable in the short-term, neglecting the long-term effect on customer relationship of advertising. In the references [86, 83], an optimal dynamic catalog mailing policy that factors in the long-term dynamic effects...
of the mailing decisions is estimated from mailing companies’ data. Specifically, an MDP model was constructed from the historical data of a catalog mailing company. The MDP states capture the customer’s status, and the actions at each period are either to mail a catalog or not. First, a state space comprising 500 states was built by segmenting the customer status according to recorded customer characteristics that are widely recognized by the industry to influence customer behavior. For example, these characteristics include the purchase recency, frequency, and monetary expense of a customer.

Subsequently, an MDP model was calibrated under the key assumption that the catalog mailing company did not use any information that is not captured in the available data when choosing its mailing decisions. Otherwise, the results could be plagued by attribution bias (cf. the medical example for more details on attribution bias). The dynamics and reward parameters of the model were estimated using a random sample of 100,000 customers.

Finally, a dynamic mailing policy was optimized by dynamic programming using the estimated MDP model and was implemented in a field test. The field test revealed that the predicted value of the optimized mailing policy suffered from some bias and variance [44].

Assuming that the historical mailing policy of the company is known, the approach proposed in this chapter has the promise of providing unbiased and lower variance estimators of the value of different catalog mailing policies. Thus, our work may enable a better use of the available data to design more profitable dynamic mailing policies.

Medical decision making

Since the seminal paper of Beck and Paucker [10] in 1983, Markov chains have been used in the medical decision making literature to model the dynamic effects of medical treatments. They are particularly useful in modeling health conditions where the timing of events is important and when important events might happen at random times or multiple times. For example, Markov models are very convenient to model
chronic diseases like depression [63, 62, 64], or to model on-going risks such as the risk of hemorrhage while on anticoagulant therapy, the risk of rupture of aortic aneurysm, or the risk of mortality (cf. the review [84] and references therein). Since the early eighties, Markov processes have been widely used to model diverse outcomes such as life expectancy, quality-adjusted life expectancy (e.g., [17, 85]), or cost-effectiveness (e.g., [35, 105]). Markov Decision Processes have also been suggested as an approach to optimize sequential medical decisions (cf. [80] for a review and references therein).

In many cases, the Markov models are simple, comprising a handful of states, and calibrated from experts’ opinions and the medical literature; yet they have generated valuable medical insights. When models are calibrated using past system observations, the analysis can suffer from significant attribution bias [19], especially in the medical context. Indeed, most of the data are obtained from clinical data, in which health experts have selected among different treatment alternatives based on potentially unrecorded characteristics of the patient’s health condition. For example, consider a practice that gives treatment $A$ to the acute cases of a medical condition, while treatment $B$ is given to the milder cases. If the condition acuteness of patients is not recorded, a data analysis might suggest that treatment $B$ yields better health outcomes than treatment $A$, although this outcome need not be explained by the relative effectiveness of the two treatments, but by the biased allocation of patients to the two treatment options.

Randomized experiments, a.k.a. randomized controlled trials (RCT) in the biomedical literature, offer a solution to attribution bias. The experimental protocol of RCT studies makes sure that the patients are randomly assigned different treatments in order to avoid attribution bias, and thus RCTs are recognized as the premier objective comparison of treatments in medicine. There are hundreds of RCTs documented in the medical literature, but, most important for the motivation of our work, there are a growing number of multi-period RCTs. For example, the Clinical Antipsychotic Trials of Intervention Effectiveness (CATIE) study is a multi-period RCT comprising 1600 patients with schizophrenia to evaluate the clinical effectiveness of the combination/succession of nine potential drugs in the treatment of schizophrenia and
Alzheimer’s disease (http://www.catie.unc.edu/). We will now describe in more detail an important multi-period RCT for depression treatments.

A multi-period Randomized Controlled Trial for depression - STAR*D

The Sequenced Treatment Alternatives to Relieve Depression (STAR*D) Study [55, 56, 57, 96, 95, 75] (http://www.edc.pitt.edu/stard/) is a 4000-patient randomized clinical trial to evaluate the effectiveness of different treatments for people with major depressive disorder.

Major depressive disorder is a recurring and chronic illness affecting each year 9.5 percent of the American population, or about 20.9 million adults, according to the National Institute of Mental Health [55]. “About 10 percent of men and up to 25 percent of women will experience depression in their lifetime. Depression is currently the fourth most disabling illness worldwide and is responsible for up to 70 percent of psychiatric hospitalizations and about 40 percent of suicides. As a result, the cost of depression in the United States was estimated to be $83 billion in the year 2000.”

Since only one third of the patients treated with a standard antidepressant become symptom free, some combination or succession of treatments is needed. The main goal of the STAR*D study was to identify the best next steps for those people with depression who need to try more than one treatment. That is, which treatment strategies are the most effective for people that do not become symptom-free after one or more treatments?

The STAR*D study comprises four stages, out of which we will describe the first two in some detail, to give a concrete illustration of the study’s protocol and results. In the first stage [96, 56], 2,876 patients with depression were treated with the antidepressant citalogram for approximately three months. At the end of the first stage, about one third of the participants became symptom free (“remission”), while nine percent of participants stopped the medication because of intolerable side effects. Out of the two third of unsuccessfully treated patients in the first stage, 1,439 participated in the next stage. In the second stage [95, 75, 57], one of three options was selected:

1. switch the medication to other antidepressants (buproprion, sertraline, or ven-
lafaxine),

2. augment the current intake of citalogram with bupropion or buspirone,

3. switch to cognitive therapy, or add it to citalogram.

Depending on the outcome of the second phase treatment, patients went through a third and sometimes a fourth phase. But there were so few patients left in the fourth phase that we can focus on the outcome of the first three phases.

An accurate probabilistic model of the STAR*D study is beyond the scope and focus of this chapter, especially because of the censoring of some participants and their rejection of some treatments. Nonetheless, a stylized model of the STAR*D study provides a sufficient motivation for our work. We could model a patient’s mental health status by an MDP. Its states are the patient partial histories and its actions are the available treatments in each state. Since all patients receive the same treatment in the first phase, the outcome of the first phase can be modeled as the initial state for the decision making problem. Hence, if we focus on Phases I to III of the study, we are dealing with a two-period MDP problem.

As a result, assessing the effectiveness of specific dynamic treatment regimes for depression in STAR*D amounts to evaluating its value on a two-period MDP for which we observed approximately 1,500 trajectories.

4.1.2 Literature review

In the absence of a model of the system at hand, the performance of a candidate policy needs to be estimated from observed trajectories, which might have been sampled under another policy. Importance sampling, a.k.a. likelihood ratio estimation, (e.g. [30]) is a well-suited approach for such off-policy estimation. Importance sampling has been used to reduce the variance of simulation-based estimation by optimizing the sampling policy (e.g., [81]), and to estimate efficiently the gradient by simulation (e.g., [42, 29] and the references therein). When the sampling policy is adaptive, further variance reduction can be achieved, sometimes yielding a zero variance estimator [39,
In our case, the sampling policy is not adaptive and not subject to optimization. Hence, importance sampling is simply a way to obtain unbiased off-policy estimators of the system’s performance [103, 65].

In this chapter, we use a general control variate approach [41, 43, 52] to reduce the variance of our importance sampling estimator and obtain new optimized estimators for a policy’s value and value gradient. Interestingly, this approach also sheds light on various variance reduction techniques found in reinforcement learning, especially in the context of value gradient estimation, as in Greensmith et al [31]. We will compare thoroughly our approach and the ones described in their paper, in Section 4.5.

The two problems of value and value gradient estimation, in the absence of an MDP model, are thoroughly investigated in the reinforcement learning literature. Most value estimation methods rely on Bellman’s equations. Q-learning [100, 101] estimates the value function using system trajectories, instead of a model. The related approach of temporal differences, $TD(\lambda)$, was first proposed by Sutton [87] and then extensively studied. The aforementioned approaches were subsequently combined with value function approximation in order to cope with the curse of dimensionality. In some cases, these methods (or adaptations of them) have been proved to converge and have some desirable approximation properties, e.g., [73, 98, 8]. In this chapter, we will also rely on function approximation methods and even temporal difference algorithms, but rather as a way to regularize the estimation of high-dimensional quantities compared to the size of the training set. Unlike temporal difference methods with function approximation, our estimators are always unbiased, even when the approximation architecture is poor.

The estimation of the value gradient has been extensively studied in the context of policy search methods [104, 45, 31, 103, 88, 14]. In this body of work, it has been observed that the estimation of the performance gradient can have high variance. A suggested approach to reduce its variance is to add to the gradient estimate a baseline, which does not add bias but impacts the estimator’s variance (e.g., [104, 45, 31, 88]).

Another class of methods that aim to reduce the variance of gradient estimates in policy search are the so-called actor-critic methods, where an estimate of the value
function is used to reduce the variance of the performance gradient [9, 40, 14, 103, 31, 89]. If the value function approximation belongs to an appropriate space tailored to the policy space, actor-critic methods provide an unbiased estimate of the performance gradient. However, it is not possible in practice to guarantee that the approximation architecture is adequate, and thus that this method does not introduce bias.

In a similar fashion to actor-critic methods, Henderson and Meyn [33] use approximate solutions to the Poisson equation (obtained from a quadratic and a fluid approximation of the value function) to reduce the variance of the estimated steady-state performance of queueing networks, without introducing a bias. However, their approach requires the knowledge of the underlying Markov model. (cf. Subsection 4.3.1 for further discussion on this paper).

Generally, the variance reduction techniques from the reinforcement learning literature exploit ad hoc ideas. Our approach, in Section 4.3, will allow us to unify and generalize some ideas seen in reinforcement learning.

In the biostatistics community, Robins studied how to evaluate the effect of a dynamic treatment regime (i.e., policy) from observational data (in the statistical literature, observational data refer specifically to data obtained from a possibly “biased” sampling policy) [69, 70]. He also uses importance sampling to perform off-policy value estimation, while controlling for attribution bias.

In order to estimate the mean response to dynamic treatment regimes using observed trajectories without dealing with attribution bias, the assumption of no unmeasured confounders (or sequential randomization (SR)) is handy [51, 68, 48]. Intuitively, this assumption says that the patients who receive a treatment at some time point conditional on some recorded information are not statistically different from other patients in terms of unobserved determinants of their conditions. Thus, this assumption is fundamental to justify the use of Markov models in conjunction with observational data. However, the assumption SR cannot be checked from observational data. Nonetheless, it can be enforced by experimental design, for example if the treatments are sequentially randomized during data collection. Under the as-
sumption SR, the estimation of the mean response to a dynamic treatment regime is equivalent to our problem. Similar to our unconstrained optimal estimator, the paper [51] provides a minimum variance estimator for the value of a given policy under the assumption SR.

Murphy [48] went further by showing that an optimal dynamic treatment regime can be estimated from observed trajectories under the assumption SR provided that the form of the “advantages” (as this word is used in reinforcement learning) is known, and Robins [68] identified a minimum variance estimator of the optimal policy under the same assumptions.

4.1.3 Contributions

In order to estimate a given policy’s value (or value gradient) from a training set comprising trajectories observed under a known sampling policy, we combine an importance sampling estimation method and a control variate approach to variance reduction. Our estimation procedure is based on estimators with the lowest training set to training set variance in two broad classes of unbiased estimators, namely an unconstrained and a constrained class.

In the unconstrained case, a minimum variance estimator can be characterized as the projection of a naive estimator on the set of random variables with zero action innovations. Alternatively, we provide an algebraic expression for the optimal estimator. In the case of value estimation, our estimator is the same as the minimum variance value estimator (5.3) from [51].

Similarly, in the constrained case, we characterize theoretically the optimal constrained estimators for the value and value gradient.

Our optimal value estimators require the knowledge of the “advantage” of a state-action pair, and not its Q-factor - an important nuance in some applications. Unfortunately, the advantages are unknown in practice and the advantages (or the Q-factors) need to be guessed or estimated. A salient feature of our approach is that the estimators remain unbiased for any guess and for all possible underlying MDP models (unlike the related papers [48, 68], which have to know the true form of the advantages.
in order to estimate the optimal policy).

Since the constrained class of estimators is a subset of the unconstrained one, the best constrained estimator has higher variance than the best unconstrained estimator in theory. However, they are valuable in practice when the Q-factors need to be approximated, in particular when

- the Q-factors cannot be handled efficiently by a computer because of the excessive size of the state-action space (the curse of dimensionality in reinforcement learning),
- the training set is insufficient to build accurate estimates of the Q-factors so that regularized estimates are better.

Our approach can be expected to outperform standard reinforcement learning methods in the latter case, because the sound statistical principles of our approach exploit the available data more efficiently. In addition, our approach is less affected by the choice of a poor approximation architecture than Temporal Difference methods. We corroborate these claims by comparing numerically the practical performance of our different approaches for value estimation with competitive algorithms from the literature.

### 4.1.4 Chapter structure

This chapter is organized as follows. In the next section, the mathematical formulation of the estimation problem is given. In Section 4.3, we introduce the concept of innovations, which is useful for our subsequent analysis. In Sections 4.4 and 4.5, we respectively characterize the optimal estimator for the value and the value gradient.

### 4.2 Problem formulation

In this section, we introduce the mathematical problem formulation, starting with a generative model for the underlying system and the observation mechanism, and concluding with the problem of efficient estimation.
4.2.1 Probabilistic model of the system

To avoid technicalities, we will assume that the true underlying model is an MDP with finite state and action spaces. Let $\mathcal{S}$ be a finite state space and $\mathcal{A}$ be a finite action space, and define the sample space $\Omega = (\mathcal{S} \times \mathcal{A} \times \mathbb{R})^T$ where $T$ is a finite time horizon. We endow $\Omega$ with the product sigma-algebra $\mathcal{F}$ generated by $(2^\mathcal{S} \times 2^\mathcal{A} \times \mathcal{B})^T$, where $\mathcal{B}$ is the Borel $\sigma$-field of $\mathbb{R}$.

We will denote random variables with upper-case letters and their realizations with lower-case. Let $S_t$ be the random state in $\mathcal{S}$ occupied by the system, $A_t$ the random action in $\mathcal{A}$ chosen at time $t$, and $R_t$ the associated random reward. A random trajectory of the system is realized sequentially in the following order: $S_1, A_1, R_1, S_2, A_2, \ldots, S_T, A_T, R_T$.

We assume that the controller selects its actions according to a known Markovian sampling policy $\nu$. It is characterized by the conditional probabilities $\nu_t(a|s)$ of choosing action $a$ in state $s$ at time $t$. We assume that the sampling policy $\nu$ gives non-zero probability to all actions in all states, i.e. $\nu_t(a|s) > 0$ for all $a \in \mathcal{A}, s \in \mathcal{S}$. Alternatively, we could restrict the action space to the actions that are selected with non-zero probability by the sampling policy $\nu$ or that are observed in the data.

The initial state distribution $\eta$, the true MDP model $K$, which comprises the probabilistic description of the state dynamics $K^d$ and of the reward $K^r$, and the sampling policy $\nu$ induce a probability measure $\mu$ on the sample space $\Omega$ that describes the likelihood of each trajectory $(S_1, A_1, R_1, S_2, A_2, \ldots, S_T, A_T, R_T)$ by

$$
\mu(S_1 = s_1, A_1 = a_1, R_1 \in \mathcal{R}_1, \ldots, S_T = s_T, A_T = a_T, R_T \in \mathcal{R}_T) = \eta(s_1) \prod_{t=1}^{T} \nu(a_t|s_t) K^d(s_{t+1}|t, s_t, a_t) K^r(R_t \in \mathcal{R}_t|t, s_t, a_t, s_{t+1}).
$$

We assume that $K^r(\cdot|t, s_t, a_t, s_{t+1})$ has finite second moment for all $t, s_t, a_t, s_{t+1}$, i.e., $E[R_t^2] < +\infty$.

**Remark 4.2.1.** The above factored form of $\mu$ implies that the reward $R_t$ at time $t$ is independent of the past, given the state-action pair $(S_t, A_t, S_{t+1})$. This assumption can
be enforced by redesigning the model’s state space so that it includes all the information that influences the reward.

More generally, the state space design includes all the relevant information to the system so that the future of the system’s trajectory is independent from its past given its current state. In some cases, it is necessary to include all the past history of the system in the state space. In particular, we can model a partially observed MDP (POMDP) as an MDP with the the conditional state occupation probability given the past history as state.

The initial state distribution $\eta$ and the underlying MDP model $K$ are unknown to the decision maker but are assumed to be fixed. Hence, when we talk about the performance of any policy, we will always refer to its performance on the MDP model $K$ with initial state distribution $\eta$. We will denote by $E_\nu$ the expectations with respect to $\mu$ to highlight the dependency on policy $\nu$, in contrast to $E_\theta$, which denotes the expectation with respect to the probability measure induced by $\eta, K$ and policy $\theta$. When the context is clear, we might write $E$ instead of $E_\nu$ for conciseness. We define the value of policy $\theta$ as $V_\theta = E_\theta[R_1 + \cdots + R_T]$.

### 4.2.2 Observed data

A training set $T = \{(s_1^k, a_1^k, r_1^k, \ldots, s_T^k, a_T^k, r_T^k), k = 1, \ldots, n\}$ comprising $n$ IID trajectories observed under the sampling policy $\nu$ is an element of $\Omega^n$ sampled according to the product probability measure $\mu^n$ defined by

$$
\mu^n \left( \{ (s_1^k, a_1^k, r_1^k, \ldots, s_T^k, a_T^k, r_T^k), k = 1, \ldots, n \} \right) = \prod_{k=1}^n \mu \left( s_1^k, a_1^k, r_1^k, \ldots, s_T^k, a_T^k, r_T^k \right).
$$

The expectation with respect to $\mu^n$ of an integrable function of the random training set $T$ will also be denoted $E_\nu$ or $E$. For conciseness, we will use bold letters, $S_1, A_1, R_1, \ldots, S_T, A_T, R_T$, to refer to the vector of the $n$ copies in the training set $T$ of $S_1, A_1, R_1, \ldots, S_T, A_T, R_T$, respectively. For example, we have $S_1 = (S_1^1, \ldots, S_1^n)$.

Let $E$ be the space of measurable and square integrable functions of the variables $(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)$ and $E_\epsilon$ be the space of square integrable measurable
functions of the variables \((S_1, A_1, R_1, \ldots, S_t, A_t)\), which we will identify with a subset of \(\mathcal{E}\). We endow \(\mathcal{E}\) with the Euclidean norm induced by the scalar product defined, for all \(f, g \in \mathcal{E}\), by

\[
\langle f, g \rangle = E_{\Omega}[f^T g] = \int_{\Omega^n} f(\omega^1, \ldots, \omega^n)g(\omega^1, \ldots, \omega^n)d\mu^n.
\]

For any event \(F \in \mathcal{F}\), we let \(N_F\) be the random number of times that the event \(F\) is observed in the training set \(T\), e.g., we will denote by \(N_{s_1} = \sum_{k=1}^{n} I_{\{s_1^k = s_1\}}\) the number of times the initial state of the trajectories of \(T\) is \(s_1\). Given a training set \(T = \{(s_1^k, a_1^k, r_1^k, \ldots, s_T^k, a_T^k, r_T^k)\}, k = 1, \ldots, n\), we define an empirical probability measure \(P_n\) by

\[
P_n(S_1 = s_1, A_1 = a_1, R_1 \in \mathcal{R}_1, \ldots, S_T = s_T, A_T = a_T, R_T \in \mathcal{R}_T) = \hat{\mu}(s_1) \prod_{t=1}^{T} \hat{\mu}_t(a_t | s_t) \mathbb{K}^d_n(s_{t+1} | t, s_t, a_t) \mathbb{K}^r_n(R_t \in \mathcal{R}_t | t, s_t, a_t, s_{t+1}),
\]

where

\[
\hat{\mu}(s_1) = \frac{N_{s_1}}{n}, \quad \hat{\mu}_t(a_t | s_t) = \frac{N_{s_t, a_t}}{N_{s_t}},
\]

\[
\mathbb{K}^d(S_{t+1} = s_{t+1} | t, s_t, a_t) = \frac{N_{s_t, a_t, s_{t+1}}}{N_{s_t, a_t}}, \quad \mathbb{K}^r(R_t \in \mathcal{R}_t | t, s_t, a_t, s_{t+1}) = \frac{N_{s_t, a_t, \mathcal{R}_t, s_{t+1}}}{N_{s_t, a_t, s_{t+1}}}.
\]

When the denominator in the right-hand side of these equations is zero for some \((t, s_t, a_t, s_{t+1})\), we let the left-hand side be an arbitrary probability distribution. Any choice yields the same joint probability distribution \(P_n\) with probability one, namely
\[ P_n( S_1 = s_1, A_1 = a_1, R_1 \in \mathcal{R}_1, \ldots, S_T = s_T, A_T = a_T, R_T \in \mathcal{R}_T) \]

\[
= \begin{cases} 
0 & \text{if } \sum_{i=1}^{n} N_{s_i, a_i, s_{i+1}} = 0 \\
\frac{N_{s_1, a_1, s_2} \cdots N_{s_{T-1}, a_{T-1}, s_T} \cdot N_{s_T, a_T, s_T}}{n} & \text{otherwise}
\end{cases}
\]

This definition of \( P_n \) ensures that it has the Markov property with respect to \( S \). We will denote \( E_n[X] = \int XdP_n \) the empirical expectation of a random variable \( X \) on \((\Omega, \mathcal{F})\), when it is well-defined.

**Remark 4.2.2.** Observe that we form an empirical estimate \( \hat{\nu}_t(A_t = a_t|s_t) \) of the known sampling probability \( \nu_t(a_t|s_t) \) to define \( P_n \). If we replace \( \hat{\nu}_t(A_t = a_t|s_t) \) by \( \nu_t(a_t|s_t) \), the probability measure \( P_n \) is more arbitrary. Indeed, if an action chosen with positive probability by \( \nu \) is not observed in the data, the resulting empirical distribution \( P_n \) would be arbitrary. As a result, \( P_n(F) \) would not provide unbiased estimates of \( \mu(F) \) for all events \( F \), as we will prove in Lemma 4.2.4, but only an asymptotically unbiased estimator.

**Remark 4.2.3.** Observe that we do not define the empirical distribution to be

\[ \hat{P}_n( S_1 = s_1, A_1 = a_1, R_1 \in \mathcal{R}_1, \ldots, S_T = s_T, A_T = a_T, R_T \in \mathcal{R}_T) \]

\[
= \frac{1}{n} \sum_{k=1}^{n} 1_{\{s_1^k = s_1, a_1^k = a_1, r_1^k \in \mathcal{R}_1, \ldots, s_T^k = s_T, a_T^k = a_T, r_T^k \in \mathcal{R}_T\}},
\]

which is non-Markov. Nonetheless, most of the analysis of this chapter applies directly to the case where the empirical measure is \( \hat{P}_n \). When relevant, we will discuss how the results would be modified if the empirical measure was \( \hat{P}_n \), instead of \( P_n \). We will also compare these two possible definitions of the empirical distribution shortly.

The following lemma justifies the use of \( P_n \) as an empirical distribution approximating \( \mu \).
Lemma 4.2.4. Let \( f \) be a square integrable function on \((\Omega, \mathcal{F}, \mu)\) and let

\[
Z(S_1, A_1, R_1, \ldots, S_T, A_T, R_T) = \mathbb{E}_n[f(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)].
\]

Then, \( Z \) is in \( \mathcal{E} \) and its expectation is

\[
E[\mathbb{E}_n[f(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)]] = E[f(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)].
\]

Furthermore, if the function \( f \) is only a function of the state-action pair \((S_t, A_t)\) at time \( t \),

\[
E[\mathbb{E}_n[f(S_t, A_t)]^2] = E[f(S_t, A_t)]^2 + \frac{1}{n} \text{var}(f(S_t, A_t)), \quad (4.2.1)
\]

\[
\text{var}(\mathbb{E}_n[f(S_t, A_t)]) = \frac{1}{n} \text{var}(f(S_t, A_t)).
\]

Proof. For any finite \( n \), it is easy to see that \( \mathbb{E}_n[f] \in \mathcal{E} \). Thus, the integral of \( \mathbb{E}_n[f] \)

is well-defined and finite.

We will show that \( E[\mathbb{E}_n[f]] = E[f] \) by a classic approach of proving the results for

the indicator function of all sets in a \( \pi \)-system of \((\Omega, \mathcal{F})\). Then we will conclude by

the monotone class theorem ([102], Theorem 3.14) that it is true for all measurable

functions.

First, fix a measurable set \( F \) of the form \( F = (s_1, a_1, \mathcal{R}_1, \ldots, s_T, a_T, \mathcal{R}_T) \in \mathcal{F}, \)

where the sets \( \mathcal{R}_t \) are Borel sets in \( \mathbb{R} \) for \( t = 1, \ldots, T \). Since the system model and

the sampling policy generating the training sets are Markovian, we have

\[
E[\mathbb{P}_n(F)] = E \left[ \hat{\eta}(s_1) \prod_{t=1}^{T} \hat{\nu}_t(a_t|s_t) K_n^d(s_{t+1}|t, s_t, a_t) K_n^\gamma(\mathcal{R}_t|t, s_t, a_t, s_{t+1}) \right]
\]

\[
= E \left[ \hat{\eta}(s_1) \prod_{t=1}^{T} E[\hat{\nu}_t(a_t|s_t)|S_t] E[K_n^d(s_{t+1}|t, s_t, a_t)|S_t, A_t] E[K_n^\gamma(\mathcal{R}_t|t, s_t, a_t, s_{t+1})|S_t, A_t, S_{t+1}] \right].
\]
To conclude that $E[\mathbb{P}_n(F)] = \mu(F)$, it suffices to show that

$$E[\hat{\eta}(s_t)] = \eta(s_t),$$
$$E[\hat{\nu}_t(A_t = a_t \mid s_t) \mid S_t] = \nu_t(A_t = a_t \mid s_t),$$
$$E[\widehat{K}_n^d(s_{t+1} \mid t, s_t, a_t) \mid S_t, A_t] = K^d(s_{t+1} \mid t, s_t, a_t),$$
$$E[\widehat{K}_n^r(\mathcal{R}_t \mid t, s_t, a_t, s_{t+1}) \mid S_t, A_t, S_{t+1}] = K^r(\mathcal{R}_t \mid t, s_t, a_t, s_{t+1}).$$

There are two cases to consider. When, given the conditional information, $N_{s_t} > 0$, $N_{s_t,a_t} > 0$, and $N_{s_t,a_t,s_{t+1}} > 0$, respectively, we have

$$E[\hat{\eta}(s_t)] = \frac{N_{s_t}}{n} = \eta(s_t),$$
$$E[\hat{\nu}_t(A_t = a_t \mid s_t) \mid S_t] = E\left[\frac{N_{s_t,a_t}}{N_{s_t}} \mid S_t\right] = \nu_t(A_t = a_t \mid s_t),$$
$$E[\widehat{K}_n^d(s_{t+1} \mid t, s_t, a_t) \mid S_t, A_t] = E\left[\frac{N_{s_t,a_t,s_{t+1}}}{N_{s_t,a_t}} \mid S_t, A_t\right] = K^d(s_{t+1} \mid t, s_t, a_t),$$
$$E[\widehat{K}_n^r(\mathcal{R}_t \mid t, s_t, a_t, s_{t+1}) \mid S_t, A_t, S_{t+1}] = E\left[\frac{N_{s_t,a_t,s_{t+1}}}{N_{s_t,a_t,s_{t+1}}} \mid S_t, A_t, S_{t+1}\right] = K^r(\mathcal{R}_t \mid t, s_t, a_t, s_{t+1}).$$

When a denominator in the above expressions is zero, the corresponding empirical conditional probability is in fact arbitrary, as we observed earlier. Since this arbitrary choice has no effect on the empirical probability $\mathbb{P}_n(F)$, it has no effect on $E[\mathbb{P}_n(F)]$. Therefore, we can assume in this proof that these (arbitrary) empirical conditional probabilities are equal to the true conditional probability. For example, if $N_{s_t} = 0$, then $\hat{\nu}_t(A_t = a_t \mid s_t)$ can be chosen (arbitrarily) to be equal to $\nu_t(a_t \mid s_t)$. This concludes the proof that

$$E[\mathbb{P}_n(s_1, a_1, \mathcal{R}_1, \ldots, s_T, a_T, \mathcal{R}_T)] = \mu(s_1, a_1, \mathcal{R}_1, \ldots, s_T, a_T, \mathcal{R}_T).$$

Now, we verify that the assumptions of the monotone class theorem ([102], Theorem 3.14) are satisfied with the set

$$\mathcal{H} = \{f \in L^2(\Omega, F, \mu) \mid E[E_n[f]] = E[f]\}.$$
It is easy to see that $\mathcal{H}$ is a vector space, which contains the constant 1.

If $f_k \in \mathcal{H}$ are such that $f_k \uparrow f$ with $f$ bounded, then $\mathbb{E}_n[f_k] \uparrow \mathbb{E}_n[f]$ for all training sets by the monotone convergence theorem. Moreover, $E[\mathbb{E}_n[f_k]] \uparrow E[f]$ and $E[f_k] \uparrow E[f]$. Consequently, we have $f \in \mathcal{H}$.

Finally, we proved above that $1_F \in \mathcal{H}$ for all $F$ of the form $F = (s_1, a_1, \mathcal{A}_1, \ldots, s_T, a_T, \mathcal{A}_T) \in \mathcal{F}$, where the sets $\mathcal{A}_t$ are Borel sets in $\mathbb{R}$ for $t = 1, \ldots, T$. These sets form a $\pi$-system for $(\Omega, \mathcal{F})$, i.e., the $\sigma$-field generated by these sets is $\mathcal{F}$.

As a result, the monotone class theorem applies and states that $L^2(\Omega, \mathcal{F}, \mu) = \mathcal{H}$, which concludes the first claim of the lemma.

Now, let us prove the last claim of the lemma. Observe that for any state-action pair $(t, s_t, a_t)$, the marginal distributions satisfy $\mathbb{P}_n(S_t = s_t, A_t = a_t) = \mathbb{P}_n(S_t = s_t, A_t = a_t)$. Hence, if the function $f$ is only a function of $(S_t, A_t)$, we have $\mathbb{E}_n[f(S_t, A_t)] = \mathbb{E}_n[f(S_t, A_t)]$. For the probability measure $\mathbb{P}_n$, it is easy to see that

$$\text{var}(\mathbb{E}_n[f]) = E\left[\mathbb{E}_n[f]^2\right] - E[f]^2 = \frac{1}{n}\text{var}(f).$$

As a result,

$$E\left[\mathbb{E}_n[f]^2\right] = E\left[\mathbb{E}_n[f]^2\right] = E[f]^2 + \frac{1}{n}\text{var}(f).$$

\[\square\]

Comparison of the two empirical probability measures The Markovian and the non-Markovian empirical probability measures are both viable choices, but we will argue in favor of the Markovian one.

Notice that for a state-action pair $(t, s_t, a_t)$ observed in the training set $T$, the conditional marginal distributions satisfy $\mathbb{P}_n(S_{t+1} | t, s_t, a_t) = \mathbb{P}_n(S_{t+1} | t, s_t, a_t)$. Similarly, there holds $\mathbb{P}_n(R_t \in \mathcal{R}_t | t, s_t, a_t, s_{t+1}) = \mathbb{P}_n(R_t \in \mathcal{R}_t | t, s_t, a_t, s_{t+1})$.

Although the distribution $\hat{\mathbb{P}}_n$ is an unbiased estimator of the true distribution $\mu$, using $\hat{\mathbb{P}}_n$ as an empirical distribution would be an inefficient use of the observations since we know that the true probabilistic model is Markovian with respect to the
state space $X$. Let us illustrate this point with a simple example. Consider an MDP model such that $T = 2$, $S = \{A, B\}$ and $A = \{u, d\}$, where the state transitions and immediate rewards are deterministic. Assume that we observe only two trajectories, reported in the following table

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>$A_1$</th>
<th>$R_1$</th>
<th>$S_2$</th>
<th>$A_2$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$u$</td>
<td>$r_{1,A,u}$</td>
<td>$A$</td>
<td>$u$</td>
<td>$r_{2,A,u}$</td>
</tr>
<tr>
<td>$B$</td>
<td>$u$</td>
<td>$r_{1,B,u}$</td>
<td>$A$</td>
<td>$d$</td>
<td>$r_{2,A,d}$</td>
</tr>
</tbody>
</table>

Let $\theta$ be the policy that chooses first the action $u$ and then $d$. With the two above observed trajectories, the distribution $\hat{P}_n$ does not give an estimate of the value of policy $\theta$, from the initial state $A$. In contrast, the empirical distribution $P_n$ combines the first transition of the first trajectory with the second transition of the second trajectory, to obtain a trajectory that can be used to estimate the performance of policy $\theta$.

Let us consider another situation to compare the two empirical probability measures. Two biased coins are tossed independently in a sequence. Denote respectively by $p$ and $q$ the probability of heads for the first and second coin. The empirical probability of seeing two heads is $\hat{P}_n(HH) = \frac{N_{H1} N_{H2}}{n}$, and has mean $pq$ and variance $\frac{1}{n}pq(1-pq)$. On the other hand, the Markovian empirical probability of the same event, $P_n(HH) = \frac{N_{H1} N_{H2}}{n}$, is also an unbiased estimator since $E[P_n(HH)] = E[N_{H1}] E[N_{H2}] = pq$. Moreover, its second moment is the product of the second moments of Binomial random variables, divided by $n^4$, that is

$$E[P_n(HH)^2] = \frac{1}{n^4} E[N_{H1}^2] E[N_{H2}^2]$$

$$= np(1-p+np) \cdot nq(1-q+nq)/n^4.$$
Hence, the variance of $\mathbb{P}_n(HH)$ is

$$\text{var} \left( \mathbb{P}_n(HH) \right) = E[\mathbb{P}_n(HH)^2] - E[\mathbb{P}_n(HH)]^2 = \frac{1}{n}pq(q(1-p) + p(1-q)) + \frac{1}{n^2}pq(1-p)(1-q).$$

If we replace the factor $1/n^2$ by $1/n$, the above expression would become equal to the variance of $\mathbb{P}_n(HH)$ since $(q(1-p) + p(1-q)) + (1-p)(1-q) = 1 - pq$. Hence, the variance of $\mathbb{P}_n(HH)$ is always smaller than the variance of $\mathbb{P}_n(HH)$, in this example. Furthermore, we can compare the leading term of each variance expression, that is the coefficient of $1/n$. For the sake of illustration assume that $p = q = 0.1$ (which makes the probability of observing the event $HH$ rather unlikely), then the coefficient associated with $\mathbb{P}_n(HH)$ is $0.01(1 - 0.01) \simeq 0.01$. Comparatively, the coefficient associated with $\mathbb{P}_n(HH)$ is $0.01(0.09 + 0.09) \simeq 0.002$, which is five times less than the variance of $\mathbb{P}_n(HH)$.

### 4.2.3 Estimation problem

The controller considers a set of policies indexed by a parameter $\theta \in \Theta$. We assume that the policy space $\Theta$ contains only policies that are Markovian with respect to the state space $\mathcal{S}$. This condition can sometimes be enforced by redesigning the state space $\mathcal{S}$ so that each state contains the information required by every policy of interest. Any Markovian policy $\theta \in \Theta$ can be identified with the mapping $(t, s) \mapsto \pi_t(a|s, \theta)$, where $\pi_t(a|s, \theta)$ is the probability that policy $\theta$ chooses action $a \in \mathcal{A}$ in state $s \in \mathcal{S}$ at time $t \in \{1, \ldots, T\}$. It will be handy to introduce the notational convention $\pi_0(A_0|S_0, \theta) = \nu_0(A_0|S_0) = 1$ for all $S_0, A_0, \theta$. Furthermore, we require that each policy $\theta \in \Theta$ is such that $(\pi_t(a|s, \theta) > 0 \Rightarrow \nu_t(a|s) > 0)$.

In Section 4.5, we will add some regularity assumptions on the set $\Theta$ and on the mapping $\theta \in \Theta \mapsto (\pi_t(a|s, \theta))_{s \in \mathcal{S}, a \in \mathcal{A}}$ so that the performance gradient is well-defined on the policy space $\Theta$.

An estimator is a random variable in $\mathcal{E}$. Note that this includes random variables given by formulas that involve the unknown model parameters. Clearly such esti-
mators are not practical. An estimator $\hat{V}_\theta$ is an *unbiased* estimator of $V_\theta$ if $\hat{V}_\theta \in \mathcal{E}$ and $E[\hat{V}_\theta] = V_\theta$. An estimator $\hat{V}_\theta$ is an *asymptotically unbiased* estimator of $V_\theta$ if $\hat{V}_\theta \in \mathcal{E}$ and $E[\hat{V}_\theta]$ converges to $V_\theta$ as the number $n$ of trajectories in each training set increases to infinity.

Consider an unbiased estimator $\hat{V}_\theta$ of the value $V_\theta$. Every training set $T = (S_1, A_1, R_1, \ldots, S_T, A_T, R_T)$ maps to a different estimated value $\hat{V}_\theta(T)$, with an expectation equal to $V_\theta$ (since the estimator is unbiased). The training set to training set variance (in the sequel, we will say training set variance) $\text{var} (\hat{V}_\theta(T))$ captures the variability of the estimated value $\hat{V}_\theta(T)$ when the training set $T$ is randomly chosen. In this chapter, we would like to find unbiased estimators of the value $V_\theta$ and the value derivatives $\frac{\partial V_\theta}{\partial \theta}$ for any fixed policy $\theta \in \Theta$, with low training set variance.

### 4.3 Method of control variates, innovations of a random variable and geometry

In this section, we introduce some well-known statistical methods, which we tailor to our problem. First, we explain briefly the method of control variate, which is the method that we will use to find low variance estimators. Then we define the notion of action innovation of a random variable on a multi-period sample space. Finally, we characterize minimum variance estimators of the mean of a random variable in $\mathcal{E}$ (with the action innovations as control variates) as orthogonal projections. These results will be specialized in Sections 4.4 and 4.5 to yield minimum variance estimators for the value and value derivative, respectively.

#### 4.3.1 Method of control variates

The method of control variates is a well-known method to reduce the variance of simulation estimates (e.g., [41, 43, 52] and references therein).

Consider a random variable $Y$ with finite mean and variance, which we can sim-
culate. The empirical mean $\hat{Y}_n$ of $n$ independent samples $Y_1, \ldots, Y_n$ of $Y$, i.e.,

$$\hat{Y}_n = \frac{1}{n} \sum_{i=1}^{n} Y_i,$$

is an unbiased estimator of the mean $E[Y]$ of $Y$, with variance $\text{var}(\hat{Y}_n) = \frac{1}{n} \text{var}(Y)$.

Let $Z$ be another random variable on the same probability space with finite mean and variance. By subtracting from $Z$ its mean, we can assume without loss of generality that $Z$ has zero mean. From $n$ samples $(Y_1, Z_1), \ldots, (Y_n, Z_n)$, we can form an unbiased estimator of $E[Y]$ by

$$\hat{Y} + \hat{Z}_n = \frac{1}{n} \sum_{i=1}^{n} (Y_i + Z_i).$$

Its variance is $\text{var}(\hat{Y} + \hat{Z}_n) = \frac{1}{n} \text{var}(Y + Z) = \frac{1}{n} [\text{var}(Y) + \text{var}(Z) + 2 \text{cov}(Y, Z)]$.

Hence, if $Y$ and $Z$ are negatively correlated, the estimator $\hat{Y} + \hat{Z}_n$ has the potential to have lower variance than the empirical mean $\hat{Y}_n$. We refer to $Z$ as a control variate.

In general, the objective is to identify a control variate $Z$ that will minimize the variance of the estimator $\hat{Y} + \hat{Z}_n$.

The idea of control variate is used by Meyn and Henderson [33] in order to reduce the variance of simulation-based estimate of the steady-state mean number of customers $\alpha$ in multi-class queueing networks. In their paper, the samples $Y_n$, which represent the number of customers in the system at time $n$, are generated from the trajectories of a Markov chain, in contrast with the simpler situation mentioned above where the samples were independent and identically distributed. Nonetheless, the principle is the same.

They start from a simple estimator $\alpha(n) = \frac{1}{n} \sum_{i=0}^{n-1} Y_i$, which is the mean number of customers in the network up to time $n-1$. They consider control variates that are inspired from the Poisson equation (and also bear resemblance to the control variate of the baseline approach, which is detailed in Subsection 4.5.2). Specifically, for an arbitrary measurable real-valued function $h$, they define $\Delta_h(y)$ the difference in expectation between the current value $h(y)$ and the subsequent value $h(Y_{n+1})$.
given that \( Y_n = y \). In order to compute \( \Delta_h \), the transition kernel of the underlying Markov chain needs to be known. When \( Y_n \) is distributed according to its steady-state distribution, \( \Delta_h(Y_n) \) has zero expectation for all \( h \). Thus, they introduce the control variate \( Z_n = \Delta_h(Y_n) \) and define the estimator \( \alpha^c(n) = \alpha(n) + \beta/n \sum_{i=0}^{n-1} \Delta_h(Y_i) \).

If \( h \) is a solution to the Poisson equation and \( \beta = 1 \), then \( \alpha^c(n) = \alpha \) with probability one. Inspired by this observation, Meyn and Henderson investigate how to obtain an approximate solution of the Poisson equation by fluid and quadratic approximations, and how to choose the parameter \( \beta \) in order to have a low variance estimate of \( \alpha \). They illustrate their algorithms with numerical experiments, but do not provide any theoretical results linking the quality of the approximation of a solution to Poisson's equation with the estimator variance.

In this chapter, we also tackle an estimation problem based on Markovian systems using the method of control variates. However, we use a different family of control variates, which are based on action innovations -- a notion that we introduce in the next subsection. This family of control variates is better suited to our setting since we do not known the underlying MDP model \( K \), but we know the sampling policy \( \nu \). Similar to [33], the optimal control variate is related to the Q-factors, the solution to Bellman's equations. In addition, we characterize the variance of the estimators that use a suboptimal control variate.

### 4.3.2 Innovations of a random variable

We define the notion of action and dynamics innovations of a random variable in \( \mathcal{E} \) and establish basic properties of innovations.

This concept is not new in the field of probability and statistics. It is closely related to the notion of martingale increments.

We can write any random variable \( Z \in \mathcal{E} \) as

\[
Z = E[Z|S_1] + (E[Z|S_1, A_1] - E[Z|S_1]) + (E[Z|S_1, A_1, S_2] - E[Z|S_1, A_1]) + \cdots + (Z - E[Z|S_1, A_1, \ldots, S_T, A_T]).
\]
This expression for $Z$ makes apparent the information that is revealed progressively as the trajectory gets realized. Formally, let

$$I^a_t[Z] = E[Z|S_1, \ldots, S_t, A_t] - E[Z|S_1, \ldots, S_t] \in \mathcal{E}_t, \ t = 1, \ldots, T,$$

be the action innovation, which is associated with the realization of the actions $A_t$ and

$$I^d_t[Z] = E[Z|S_1, \ldots, S_t, A_t, S_{t+1}] - E[Z|S_1, \ldots, S_t, A_t] \in \mathcal{E}_{t+1}, \ t = 1, \ldots, T - 1,$$

be the dynamics innovation, which is associated with the realization of the new states $S_{t+1}$. We also let

$$I_0^d[Z] = Z - E[Z|S_1, \ldots, S_T, A_T] \in \mathcal{E}$$

and

$$I_0^a[Z] = E[Z|S_1] \in \mathcal{E}_1.$$

Observe that all the innovations $I^a_0[\cdot]$ and $I^d_0[\cdot]$ are linear functionals from $\mathcal{E}$ into $\mathcal{E}_t$.

Furthermore, they allow us to write succinctly the decomposition (4.3.1) of $Z$ as

$$Z = \sum_{t=0}^T I^d_t[Z] + \sum_{t=1}^T I^a_t[Z]. \quad (4.3.2)$$

The innovations have interesting properties summarized in the following lemma.

**Lemma 4.3.1.**

(a) All the innovations of $Z \in \mathcal{E}$ are uncorrelated. Thus, the variance of $Z$ is the sum of the variances of its innovations, i.e.,

$$\text{var}(Z) = \sum_{t=0}^T \text{var}(I^d_t[Z]) + \sum_{t=1}^T \text{var}(I^a_t[Z]).$$
For all random variable $Z \in \mathcal{E}$ and $t, \tau = 1, \ldots, T$, there holds
\[
I^a_t \bigl[ I^a_\tau[Z] \bigr] = \begin{cases} 
I^a_\tau[Z] & \text{if } t = \tau \\
0 & \text{otherwise}
\end{cases}
\]

For $t = 1, \ldots, T$, $\tau = 0, \ldots, T$ and $Z \in \mathcal{E}$, we have
\[
I^a_T \bigl[ I^a_\tau[Z] \bigr] = 0.
\]

For any $Y, Z \in \mathcal{E}$, $t = 1, \ldots, T$ and $\tau = 0, \ldots, T$, the innovations $I^a_t[Z]$ and $I^a_\tau[Y]$ are uncorrelated.

For any $X, Y \in \mathcal{E}$ and $t \neq \tau$, the action innovations $I^a_t[X]$ and $I^a_\tau[Y]$ are uncorrelated.

**Proof.** (a) It is easy to check that all the innovations in (4.3.1) are uncorrelated (orthogonal) to each other. For example,
\[
cov(E[Z|S_1]; E[Z|S_1, A_1] - E[Z|S_1]) \\
= E \left[ E[Z|S_1] E[E[Z|S_1, A_1] - E[Z|S_1]|S_1] \right] - E[E[Z|S_1]|E[E[Z|S_1, A_1] - E[Z|S_1]] \\
= E[E[Z|S_1] \cdot 0] - E[E[Z|S_1]] \cdot 0 = 0.
\]

(b)

- If $t = \tau$, we have
  \[
  I^a_t \bigl[ I^a_t[Z] \bigr] = E[I^a_t[Z]|S_1, \ldots, S_t, A_t] - E[I^a_t[Z]|S_1, \ldots, S_t] = I^a_t[Z].
  \]

- If $t < \tau$, we have
  \[
  I^a_t \bigl[ I^a_\tau[Z] \bigr] = E[I^a_t[Z]|S_1, \ldots, S_\tau, A_\tau] - E[I^a_t[Z]|S_1, \ldots, S_\tau] = I^a_\tau[Z] - I^a_t[Z] = 0.
  \]
• If \( t > \tau \), we have

\[
I^a_t[I^a_t[Z]] = E[I^a_t[Z]|S_1, \ldots, S_\tau, A_\tau] - E[I^a_t[Z]|S_1, \ldots, S_\tau] = 0 - 0 = 0.
\]

(c) Fix \( t \in \{1, \ldots, T\} \). By definition, we have \( I^d_t[I^a_t[Z]] = E[I^a_t[Z]|S_1] = 0 \). The action innovation at time \( T, I^d_T[I^a_T[Z]] \), is zero since \( I^a_T[Z] \) is a function of \((S_1, \ldots, S_T, A_T)\). To conclude the proof, we show that, for \( \tau = 1, \ldots, T - 1 \), we have

\[
I^d_t[I^a_t[Z]] = E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau, S_{\tau+1}] - E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau] = 0.
\]

For all \( \tau < t \), we have

\[
E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau] = E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau, S_{\tau+1}] = 0.
\]

On the other hand, for \( \tau \geq t \),

\[
E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau] = I^a_t[Z] = E[I^a_t[Z]|S_1, A_1, \ldots, S_\tau, A_\tau, S_{\tau+1}].
\]

Therefore,

\[
I^d_t[I^a_t[X_\tau]] = E[I^d_t[X_\tau]|S_1, A_1, \ldots, S_\tau, A_\tau, S_{\tau+1}] - E[I^d_t[X_\tau]|S_1, A_1, \ldots, S_\tau, A_\tau] = 0.
\]

(d) Since all the action innovations \( I^a_t[Z] \) and \( I^d_t[Y] \) have zero expectation for \( t = 1, \ldots, T \), it suffices to show that \( E[I^a_t[Z]I^d_t[Y]] = 0 \). There are four cases to consider.

• If \( \tau = 0 \), \( E[I^a_t[Z]I^d_t[Y]] = E[E[I^a_t[Z]|S_1]I^d_0(Y)] = 0. \)

• If \( \tau = T \), \( E[I^a_t[Z]I^d_T[Y]] = E[I^a_T[Z]E[I^d_T[Y]|S_1, \ldots, A_T] = 0. \)

• If \( t > \tau > 0 \), \( E[I^a_t[Z]I^d_t[Y]] = E[E[I^a_t[Z]|S_1, \ldots, S_{\tau+1}]I^d_\tau[Y]] = 0. \)

• If \( t \leq \tau < T \), \( E[I^a_t[Z]I^d_t[Y]] = E[I^a_t[Z]E[I^d_t[Y]|S_1, \ldots, A_\tau] = 0. \)
(e) Since all the action innovations have zero expectation, it suffices to show that 
\[ E[I_t^a[Z]I_r^a[Y]] = 0. \]
Without loss of generality, assume \( t < r \). We have
\[
E[I_t^a[Z]I_r^a[Y]] = E[I_t^a[Z]E[I_r^a[Y]|S_1, \ldots, S_r]] = 0.
\]

\[ \square \]

**Definition 4.3.2.** Starting with the random variables \( Z \in \mathcal{E}, X_t \in \mathcal{E}_t, t = 1, \ldots, T, \) we define the random variable \( Z[X_1, \ldots, X_T] \) by
\[
Z[X_1, \ldots, X_T] = Z - \sum_{t=1}^{T} I_t^a[X_t]. \tag{4.3.3}
\]

Note that \( Z[0, \ldots, 0] = Z \).

Notice that \( Z \) and \( Z[X_1, \ldots, X_T] \) have the same expectation so that the random variable \( Z[X_1, \ldots, X_T] \) can be thought of as an unbiased estimator of \( E[Z] \) for any choice of \( X_t \in \mathcal{E}, t = 1, \ldots, T \).

### 4.3.3 Minimum variance estimator: the unconstrained case

In this subsection, we will show that a minimum variance element in the family 
\( \{Z[X_1, \ldots, X_T], X_t \in \mathcal{E}_t\} \) is the orthogonal projection of \( Z \) on a suitable space. This characterization will be central to the identification of optimal unconstrained estimators of the value and value gradient in Sections 4.4 and 4.5.

Define the projection operator \( \Pi \) on the linear subspace \( \mathcal{E}^d = \{Z \in \mathcal{E} | I_t^a[Z] = 0, t = 1, \ldots, T\} \) by
\[
Z \in \mathcal{E} \mapsto \Pi(Z) = \sum_{t=0}^{T} I_t^a[Z].
\]

Equivalently, from Equation (4.3.2) we have
\[
\Pi(Z) = Z - \sum_{t=1}^{T} I_t^a[Z]. \tag{4.3.4}
\]
Intuitively, $\Pi(Z)$ is an approximation of $Z$ on $\mathcal{E}^d$, in the sense that its dynamics innovations match those of $Z$ at all time, i.e., $I_t^d(\Pi(Z)) = I_t^d[Z]$ for $t = 1, \ldots, T$, but $\Pi(Z)$ has zero action innovations, with probability one.

The next proposition shows that the projection $\Pi(Z)$ of the random variable $Z$ has minimum variance among the random variables of the form $Z[X_1, \ldots, X_T]$ with $X_t \in \mathcal{E}_t$. But first we establish two useful lemmas.

**Lemma 4.3.3.** The operator $\Pi$ is an orthogonal projection on $\mathcal{E}^d$ for the natural scalar product on $\mathcal{E}$. As a result, the variance of any $Z \in \mathcal{E}$ decomposes as

$$\text{var}(Z) = \text{var}(\Pi(Z)) + \text{var}(Z - \Pi(Z)).$$

**Proof.** First, thanks to Lemma 4.3.1 there holds $I_t^a[I_t^d[Z]] = 0$ for all $\tau = 0, \ldots, T$ and all $t = 1, \ldots, T$. Thus, we have $I_t^a[\Pi(Z)] = 0$. Consequently, $\Pi(Z) \in \mathcal{E}^d$ for all $Z \in \mathcal{E}$.

Moreover, it is easy to verify that $\Pi$ is linear and $\Pi^2 = \Pi$. Hence, we have checked that $\Pi$ is a linear projection operator on $\mathcal{E}^d$.

Now, we show it is an orthogonal projection.

Since the image $\Pi(Z)$ of $Z$ is simply the sum of all the dynamics innovations, $\Pi(Z)$ and $Z - \Pi(Z)$ are uncorrelated. Consequently, the variance of $Z$ is the sum of their variances. \qed

**Lemma 4.3.4.** For any $Z \in \mathcal{E}$ and $X_t \in \mathcal{E}_t$, $t = 1, \ldots, T$, we have

$$\Pi(Z[X_1, \ldots, X_T]) = \Pi(Z).$$

**Proof.** We have

$$\Pi(Z[X_1, \ldots, X_T]) = \Pi(Z) - \sum_{t=1}^{T} \sum_{\tau=0}^{T} I_t^d[I_\tau^a[X_\tau]].$$

We conclude the proof by observing that the last term is zero by the part (c) of Lemma 4.3.1. \qed
Proposition 4.3.5. For any given $Z \in \mathcal{E}$, the random variable $\Pi(Z)$ can be written as

$$\Pi(Z) = Z [X_t^*, ..., X_t^*],$$

with $X_t^*(S_t, ..., S_t, A_t) = -E[Z|S_t, A_1, ..., S_t, A_t] \in \mathcal{E}_t$. Alternatively, we can let $X_t^* = I_t^*[Z]$.

Moreover, $\Pi(Z)$ has the minimum variance in the set $\{Z[X_1, ..., X_T], X_1 \in \mathcal{E}_1, ..., X_T \in \mathcal{E}_T\}$.

Proof. By definition, we have

$$\Pi(Z) = \sum_{t=0}^{T} I_t^*[Z] = Z - \sum_{t=1}^{T} I_t^*[Z] = Z[X_t^*, ..., X_t^*],$$

with $X_t^* = I_t^*[Z]$. It is easy to check that we can also let $X_t^*(S_t, ..., S_t, A_t) = -E[Z|S_t, A_1, ..., S_t, A_t]$.

By Lemma 4.3.3,

$$\text{var}(Z[X_1, ..., X_T]) = \text{var}\left(\Pi(Z[X_1, ..., X_T])\right) + \text{var}\left(Z[X_1, ..., X_T] - \Pi(Z[X_1, ..., X_T])\right).$$

From Lemma 4.3.4, there holds $\Pi(Z[X_1, ..., X_T]) = \Pi(Z)$ so that the first term in the expression of the variance does not depend on $X_1, ..., X_T$.

The second term is non-negative and equals to zero when $X_t = X_t^*$. \hfill \Box

4.3.4 Minimum variance estimator: the constrained case

Similar to the unconstrained case, we show that a minimum variance element in the family $\{Z[X_1, ..., X_T], X_t \in \mathcal{X}_t\}$ is obtained by the orthogonal projection of $Z$ on a suitable space. The result of this subsection will be useful to characterize the optimal constrained estimators of the value and value gradient in Sections 4.4 and 4.5, respectively.
Let $X_t$ be a closed linear subspace of $E_t$ for $t = 1, \ldots, T$, and define

$$I_t = \{I_t^s[X_t], \ X_t \in X_t\} \subset E_t.$$  

The set $I_t$ is a non-empty linear subspace of $E$. Since the state and action space are finite, $I_t$, which contains only functions of $S_1, \ldots, S_t, A_t$, is finite-dimensional, and thus closed in $E$.

Let $\Pi_t$ be the orthogonal projection from $E$ onto $I_t$, and let $E^c = \{Z \in E | \Pi_t(I_t^a[Z]) = 0, \ t = 1, \ldots, T\}$. Define the operator $\Pi^c$ on $E$ by

$$Z \in E \mapsto \Pi^c(Z) = Z - \sum_{t=1}^{T} \Pi_t(I_t^a[Z]).$$

**Lemma 4.3.6.** The operator $\Pi^c$ is an orthogonal projection from $E$ onto $E^c$.

**Proof.** Let $Z \in E$. There holds

$$\Pi^c(\Pi^c(Z)) = \Pi^c(Z) - \sum_{t=1}^{T} \Pi_t(I_t^a[\Pi^c(Z)])$$

$$= \Pi^c(Z) - \sum_{t=1}^{T} \Pi_t \left[ \sum_{t=1}^{T} I_t^a[Z] + \sum_{t=1}^{T} (I_t - \Pi_t)(I_t^a[Z]) \right].$$

The last equality follows by replacing

$$\Pi^c(Z) = Z - \sum_{t=1}^{T} \Pi_t(I_t^a[Z])$$

$$= \sum_{t=1}^{T} I_t^a[Z] + \sum_{t=1}^{T} (I - \Pi_t)(I_t^a[Z]) + \sum_{t=1}^{T} \Pi_t(I_t^a[Z]) - \sum_{t=1}^{T} \Pi_t(I_t^a[Z])$$

$$= \sum_{t=1}^{T} I_t^a[Z] + \sum_{t=1}^{T} (I - \Pi_t)(I_t^a[Z]).$$

Notice that the terms $I_t^a[I_t^d[Z]] = 0$ by Lemma 4.3.1. Let us look at the last terms $I_t^a((I - \Pi_t)[I_t^a[Z]])$. Since $\Pi_t(I_t^a[Z]) \in I_t$, there is, by definition of $I_t$, $Y_t \in X_t$ such that $\Pi_t(I_t^a[Z]) = I_t^a[Y_t]$. Hence, $I_t^a[\Pi_t(I_t^a[Z])] = I_t^a[I_t^a[Y_t]]$. By Lemma 4.3.1, we conclude that for $t \neq \tau$, $I_t^a(\Pi_t(I_t^a[Z])) = 0$, and for $t = \tau$, $I_t^a(\Pi_t(I_t^a[Z])) = I_t^a[Y_t] = 0$. Therefore, $\Pi^c$ is an orthogonal projection from $E$ onto $E^c$. 
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\( \Pi_t(I^a_t[Z]) \). Consequently, we have, for all \( t, \tau \),

\[
I^a_\tau [(I - \Pi_t) (I^a_t[Z])] = I^a_\tau [I^a_\tau[Z]] - I^a_\tau [\Pi_t (I^a_t[Z])] = 0.
\]

This implies that \( \Pi^c(\Pi^c(Z)) = \Pi^c(Z) \). This concludes the proof that \( \Pi^c \) is a projection on \( \mathcal{E}^c \).

It is easy to see that the projection \( \Pi^c \) is orthogonal. \( \square \)

The following proposition generalizes Proposition 4.3.5 to the constrained case.

**Proposition 4.3.7.** Let \( X^*_t = I_t^a[Z] \in \mathcal{E}_t \), and let \( Y_t \in \mathcal{E}_t \). The variance of the estimator of \( E[Z] \) defined by \( Z [X^*_1 - Y_1, \ldots, X^*_T - Y_T] \) decomposes as

\[
\text{var}(Z [X^*_1 - Y_1, \ldots, X^*_T - Y_T]) = \text{var}(\Pi(Z)) + \sum_{t=1}^T \text{var}(I^a_t[Y_t]).
\]

A minimum variance element in the set \( \{Z[X_1, \ldots, X_T] \mid X_t \in \mathcal{X}_t, t = 1, \ldots, T \} \) is

\[
\Pi^c(Z) = Z [W^c_1, \ldots, W^c_T],
\]

where \( W^c_t = \arg\min_{W_t \in \mathcal{X}_t} E [(X^*_t - I_t^a[W_t])^2] \).

**Proof.** We have

\[
Z [X^*_1 - Y_1, \ldots, X^*_T - Y_T] = Z - \sum_{t=1}^T I^a_t [X^*_t - Y_t]
= \sum_{t=0}^T I^a_t[Z] + \sum_{t=1}^T I^a_t[Y_t]
= \Pi(Z) + \sum_{t=1}^T I^a_t[Y_t].
\]

All the terms of this expression are uncorrelated from Lemma 4.3.1. Hence, the variance of the left-hand side is the sum of the variance of the terms in the right-hand side. This shows the first claim of the proposition.

We would like that \( Y_t \in \mathcal{E}_t \) minimize the variance \( \text{var}(I^a_t[Y_t]) \) under the constraint
that $X_t^* - Y_t \in \mathcal{X}$. Using the variable $W_t = X_t^* - Y_t$, a variance minimizing choice corresponds to

$$W_t^c = \arg \min_{W_t \in \mathcal{X}} E \left[ I_t^0 [X^*_t - W_t]^2 \right] = \arg \min_{W_t \in \mathcal{X}} E \left[ (X^*_t - I_t^0 [W_t])^2 \right].$$

In the second part of the proposition, it remains to show that $\Pi^c(Z) = Z [W_1^c, \ldots, W_T^c]$.

By definition of $W_t^c$, we have $I_t^0 [W_t^c] = \Pi_t (X_t^*) = \Pi_t (I_t^0 [Z])$. On the other hand,

$$Z [W_1^c, \ldots, W_T^c] = Z - \sum_{t=1}^{T} I_t^0 [W_t^c]$$

$$= Z - \sum_{t=1}^{T} \Pi_t (I_t^0 [Z])$$

$$= \Pi^c(Z).$$

The next two sections exploit the results established in this section in order to characterize optimal estimators for the value and the value gradient.

### 4.4 Estimation of the value of a policy

In this section, we define two classes of unbiased estimators of the value of policy $\theta \in \Theta$, which are based on trajectories observed while following a known sampling policy $\nu$: the unconstrained and the constrained estimators. Using the concepts of Section 4.3, we identify estimators in these classes with minimum training set variance and propose algorithms that take advantages of these theoretical insights. In practice, the best algorithm relies on the optimal unconstrained or constrained estimator, depending on the availability of observations compared to the dimensionality of the underlying MDP.

Recall that the training set $T$ comprises $n$ IID trajectories sampled according to the probability measure $\mu^n$, which depends on the initial state distribution $\eta$, on the unknown transition kernel $K$ of the MDP and on the sampling policy $\nu$. But we
would like to estimate the expectation of the total reward according to the probability measure associated with $\eta$, $K$ and policy $\theta$. This difference can be overcome using the idea of importance sampling.

The probability measure associated with policy $\theta$ has a Radon-Nikodym derivative with respect to $\mu^\pi$, since the sampling policy $\nu$ gives non-zero probability to all actions. Furthermore, its derivative (called the likelihood ratio in the importance sampling literature) is

$$L_\theta(S_1, A_1, R_1, \ldots, S_T, A_T, R_T) = \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_T(A_T|S_T, \theta)}{\nu_T(A_T|S_T)},$$

where $\pi_t(A_t|S_t, \theta) = \prod_{k=1}^t \pi_t(A_t^k|S_t^k, \theta)$ and $\nu_t(S_t) = \prod_{k=1}^t \nu_t(S_t^k)$. Thus, the Radon-Nikodym derivative $L_\theta(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)$ does not depend on the transition kernel $K$, nor on the initial state distribution $\eta$. Define also the likelihood ratio for one trajectory by $L_\theta(S_1, A_1, R_1, \ldots, S_T, A_T, R_T) = \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_T(A_T|S_T, \theta)}{\nu_T(A_T|S_T)}$.

**Remark 4.4.1.** In the case where the true model is non-Markov, i.e.,

$$\mu(S_1 = s_1, A_1 = a_1, R_1 \in \mathcal{R}_1, \ldots, S_T = s_T, A_T = a_T, R_T \in \mathcal{R}_T) = \eta(s_1) \prod_{t=1}^T \nu(a_t|s_t) K^d(s_{t+1}|t, s_1, \ldots, s_t, a_t) K^r(R_t \in \mathcal{R}_t|t, s_1, \ldots, s_t, a_t, s_{t+1}),$$

the likelihood ratio between trajectories generated by policies $\theta$ and $\nu$ is the same as in the Markovian case, that is, $L_\theta(S_1, A_1, R_1, \ldots, S_T, A_T, R_T) = \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_T(A_T|S_T, \theta)}{\nu_T(A_T|S_T)}$. However, we will need the true model to be Markovian in the sequel - for example to have well-defined Q-factors.

The value $V_\theta$ of policy $\theta$ given the initial state distribution $\eta$ and MDP model $K$ can be written as an expectation with respect to $\mu$:

$$V_\theta = E_\theta[R_1 + \cdots + R_T] = E_\nu[L_\theta(R_1 + \cdots + R_T)]$$

$$= E_\nu \left[ \sum_{t=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \right].$$
As established in Lemma 4.2.4, we can approximate the true expectation with respect to $\mu$ by the (random) empirical expectation $E_n$ to obtain an unbiased estimator $\hat{V}_\theta$ of $V_\theta$ defined by

$$\hat{V}_\theta(S_1, A_1, R_1, \ldots, S_T, A_T, R_T) = E_n \left[ \sum_{t=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \right]. \quad (4.4.1)$$

Indeed, under our assumptions, $\sum_{t=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \in L^2(\Omega, \mathcal{F}, \mu)$ and by Lemma 4.2.4, the estimator $\hat{V}_\theta$ belongs to $\mathcal{E}$ and has expectation

$$E_\nu \left[ E_n \left[ \sum_{t=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \right] \right] = E_\nu \left[ \sum_{t=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \right] = V_\theta.$$

Observe that the estimator $\hat{V}_\theta$ is random only through the empirical measure, which depends on the random training set $T$.

On the downside, the estimator $\hat{V}_\theta$ can have a large training set variance, especially if the number of samples $n$ is small compared to the number of states $|\mathcal{X}|$. Hence, we would like to reduce the variance of $\hat{V}_\theta$ using a control variate approach.

**Remark 4.4.2.** *When the likelihood ratios take very large values, the variance of the estimator $\hat{V}_\theta$ could become particularly large. This situation might occur if the time horizon is very long, or if the sampling policy $\nu$ picks some actions with very little probability, whereas policy $\pi$ selects them with higher probability.*

*On the other hand, observe that a large state space does not affect directly the scale of the likelihood ratios.*

For all $X_t \in \mathcal{E}$, the law of iterated expectations states that

$$E_\nu[X_t|S_1, A_1, \ldots, S_t] = \sum_{a_t} \nu_t(a_t|S_t)E_\nu[X_t|S_1, A_1, \ldots, S_t, a_t],$$

or equivalently $E[I^*_t[X_t]] = 0$. Consequently, the estimator

$$\hat{V}_\theta[X_1, \ldots, X_T] = V_\theta - \sum_{t=1}^T I^*_t[X_t] \quad (4.4.2)$$
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is an unbiased estimator of the value $V_\theta$ of any policy $\theta \in \Theta$ for all $X_1 \in \mathcal{E}_1, \ldots, X_T \in \mathcal{E}_T$.

**Remark 4.4.3.** Since we consider the situation where the sampling policy $\nu$ is known, the action innovation at time $t$ of a known function $X_t(S_1, \ldots, S_t, A_t)$ can be computed. In contrast, evaluating dynamic innovations requires the knowledge of the marginal distribution of the next state, which is unknown. Therefore, we only use action innovations as control variates, and not dynamics innovations.

The concept of innovations provides insights in the value estimator $\hat{V}_\theta[X_1, \ldots, X_T]$: according to Lemma 4.3.1, $\hat{V}_\theta[X_1, \ldots, X_T]$ has the same dynamics innovation as the naive estimator $\hat{V}_\theta$, but its action innovations are $I_t^{\nu}[\hat{V}_\theta[X_1, \ldots, X_T]] = I_t^{\nu}[\hat{V}_\theta] - I_t^{\nu}[X_t]$. This chapter focuses on this class of estimators only, but this class is quite rich and includes many of the estimators proposed in the reinforcement learning literature, as we will see later.

Now the question is: what choice for $X_1, \ldots, X_T$ minimizes the training set variance of the unbiased estimator $\hat{V}_\theta[X_1, \ldots, X_T]$ given a known sampling policy $\nu$? We will identify the optimal value estimator when the functions $X_t$ can be arbitrary elements of $\mathcal{E}_t$ (unconstrained case), and when $X_t$ is constrained to belong to a closed convex subspace $\mathcal{X}_t \subset \mathcal{E}_t$ for $t = 1, \ldots, T$, in Subsections 4.4.1 and 4.4.2, respectively.

### 4.4.1 Unconstrained value estimator

Now, we will find a value estimator of the form $\hat{V}_\theta[X_1, \ldots, X_T]$ with minimum variance. Geometrically, we will show that the projection of the naive estimator $\hat{V}_\theta$ by $\Pi$ is such an optimal estimator and we will provide an algebraic expression for it.

**Characterization of the optimal unconstrained value estimator**

Define the tail cost of policy $\theta$ on the trajectory $(S_1, A_1, R_1, \ldots, S_T, A_T, R_T)$ by

$$C_\theta^t = R_t + \frac{\pi_{t+1}(A_{t+1}|S_{t+1}, \theta)}{\nu_{t+1}(A_{t+1}|S_{t+1})} R_{t+1} + \cdots + \frac{\pi_T(A_T|S_t, \theta)}{\nu_T(A_T|S_T)} \frac{\nu_T(A_T|S_T)}{\nu_T(A_T|S_T)} R_T.$$
The conditional expectation of \( C_\theta^t \) with respect to \( \mu \) given a state-action pair is known as the Q-factor \( Q_\theta^t \) of policy \( \theta \) at time \( t \) in the MDP model \( K \), i.e.,

\[
E_\mu[C_\theta^t | S_t = s, A_t = a] = E_\theta[R_t + \ldots + R_T | S_t = s, A_t = a] = Q_\theta^t(s, a),
\]

while its expectation given a state is known as the value \( V_\theta^t \) of the state, i.e.,

\[
V_\theta^t(s) = E_\mu[C_\theta^t | S_t = s] = E_\theta[R_t + \ldots + R_T | S_t = s] = V_\theta^t(s).
\]

For \( t = 1, \ldots, T \), denote by \( B_t \in \mathcal{E} \) the (random) Bellman error at time \( t \), that is

\[
B_t = R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1})Q_\theta^{t+1}(S_{t+1}, a_{t+1}) - Q_\theta^t(S_t, A_t),
\]

where \( Q_\theta^{T+1} = 0 \). Notice that it is a function only of \( S_t, A_t, S_{t+1}, \) and \( R_t \).

**Proposition 4.4.4.**

(a) The minimum variance estimator of \( V_\theta \) in the family

\[
\left\{ V_\theta[X_1, \ldots, X_T], X_t \in \mathcal{E}_t \right\}
\]

is

\[
\hat{V}_\theta^* = E_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta)Q_\theta^1(S_1, a_1) \right]
+ \sum_{t=1}^T E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} B_t \right].
\]

(b) Given the Markovian sampling policy \( \nu \), the variance of the optimal estimator \( \hat{V}_\theta^* \) satisfies

\[
\text{var}_\nu(\hat{V}_\theta^*) = \frac{1}{n} \text{var}_\nu(V_\theta(S_1)) + \frac{1}{n} \sum_{t=1}^T \text{var} \left( \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} B_t \right).
\]

**Proof.** (a) Thanks to Proposition 4.3.5, a minimal variance estimator of the form
\[ \hat{V}_\theta[X_1, \ldots, X_T] \text{ with } X_t \in \mathcal{E}_t \text{ is } \Pi (\hat{V}_\theta). \]

Furthermore, we know \( \Pi (\hat{V}_\theta) = \hat{V}_\theta[X_1^*, \ldots, X_T^*] \) with

\[
X_t^* = -E[\hat{V}_\theta|S_1, A_1, \ldots, S_t, A_t]
\]

\[
= -E \left[ E_n \left[ \sum_{s=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} R_r \right] \right]_{S_1, A_1, \ldots, S_t, A_t}
\]

\[
= -E_n \left[ \sum_{s=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} E[R_r|S_1, A_1, \ldots, S_t, A_t] \right]
\]

\[
= -E_n \left[ \sum_{s=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} E[C_\theta^*|S_1, A_1, \ldots, S_t, A_t] \right]
\]

\[
= -E_n \left[ \sum_{s=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} Q_\theta^*(S_t, A_t) \right].
\]

Indeed, the third equality is justified since we have

\[
E \left[ E_n \left[ \sum_{s=1}^T \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} R_r \right] \right]_{S_1, A_1, \ldots, S_t, A_t}
\]

\[
= E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} E[C_\theta^*|S_1, A_1, \ldots, S_t, A_t] \right]
\]

\[
= E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \ldots \frac{\pi_r(A_r|S_{r-1}, \theta)}{\nu_r(A_r|S_r)} E[C_\theta^*|S_1, A_1, \ldots, S_t, A_t] \right].
\]

And the last equality follows from the independence of the reward \( R_t \) from the past, conditional on \( (S_t, A_t, S_{t+1}) \), and the Markovianity of policies \( \theta \) and \( \nu \).
Consequently, for \( t = 1, \ldots, T \),

\[
I^Q_t[X_t^*] = E[X_t^*|S_1, A_1, \ldots, S_t, A_t] - \sum_{a_t} \nu_t(a_t|S_t) E[X_t^*|S_1, A_1, \ldots, S_t, a_t]
\]

\[
= -E_n \left[ \frac{\pi_0(A_0|S_0, \theta)}{\nu_0(A_0|S_0)} \cdots \frac{\pi_{t-1}(A_{t-1}|S_{t-1}, \theta)}{\nu_{t-1}(A_{t-1}|S_{t-1})} \left( \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) - \sum_{a_t} \pi_t(a_t|S_t, \theta) Q^t_\theta(S_t, a_t) \right) \right]
\]

\[
= E \left[ -E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) \right] |S_1, A_1, \ldots, S_t, A_t \right]
\]

\[
- \sum_{a_t} \nu_t(a_t|S_t) E \left[ -E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) \right] |S_1, A_1, \ldots, S_t, A_t \right]
\]

\[
= I^Q_t \left( -E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) \right] \right).
\]

Therefore, letting \( X_t = -E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) \right] \in \mathcal{E}_t \) for \( t = 1, \ldots, T \), also minimizes the variance of the estimator \( \hat{V}_\theta[X_1, \ldots, X_T] \).

Plugging these optimal values in (4.4.2) yields

\[
\hat{V}_\theta[X_1^*, \ldots, X_T^*] = \sum_{t=1}^T E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} R_t \right]
\]

\[
- \sum_{t=1}^T E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_{t-1}(A_{t-1}|S_{t-1}, \theta)}{\nu_{t-1}(A_{t-1}|S_{t-1})} \left( \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q^t_\theta(S_t, A_t) - \sum_{a_t} \pi_t(a_t|S_t, \theta) Q^t_\theta(S_t, a_t) \right) \right]
\]

\[
= E_n \left[ \sum_{a_t} \pi_t(a_t|S_t, \theta) Q^t_\theta(S_t, a_t) \right]
\]

\[
+ \sum_{t=1}^T E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}) Q^{t+1}_\theta(S_{t+1}, a_{t+1}) - Q^t_\theta(S_t, A_t) \right) \right].
\]

(b) Now, we show that the minimum variance has the form claimed in the proposition.

From Lemma 4.3.4, the variance of the optimal estimator \( \hat{V}_\theta^* \) is the sum of the variances of the dynamics innovations of the naive estimator \( \hat{V}_\theta \), i.e.,

\[
\text{var}(\hat{V}_\theta^*) = \sum_{t=0}^T \text{var} \left( I^Q_t[\hat{V}_\theta] \right).
\]
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For $t = 0$, we have $I_0^d[\hat{V}_\theta] = E[\hat{V}_\theta | S_1] = E_n[V_\theta(S_1)]$, which does not depend on the sampling policy $\nu$. Moreover, we have

$$\text{var} \left( E_n[V_\theta(S_1)] \right) = \frac{1}{n} \text{var} \left( V_\theta(S_1) \right).$$

On the other hand, for $t = 1, \ldots, T - 1$,

$$I_t^d[\hat{V}_\theta] = E[\hat{V}_\theta | S_1, \ldots, S_t, A_t, S_{t+1}] - E[\hat{V}_\theta | S_1, \ldots, S_t, A_t]$$

$$= E_n \left[ \frac{\pi_1(A_1 | S_1, \theta)}{\nu_1(A_1 | S_1)} \cdots \frac{\pi_t(A_t | S_t, \theta)}{\nu_t(A_t | S_t)} \left( E[R_t | S_t, A_t, S_{t+1}] + V_\theta^{t+1}(S_{t+1}) - Q_\theta^t(S_t, A_t) \right) \right].$$

The dynamics innovations for $t = 1, \ldots, T - 1$ have zero mean and their variance is

$$\text{var} \left[ I_t^d[\hat{V}_\theta] \right] = E_\nu \left[ E_n \left[ \frac{\pi_1(A_1 | S_1, \theta)}{\nu_1(A_1 | S_1)} \cdots \frac{\pi_t(A_t | S_t, \theta)}{\nu_t(A_t | S_t)} \left( E[R_t | S_t, A_t, S_{t+1}] + V_\theta^{t+1}(S_{t+1}) - Q_\theta^t(S_t, A_t) \right) \right]^2 \right].$$

For $t = T$, we have

$$I_T^d[\hat{V}_\theta] = \hat{V}_\theta - E[\hat{V}_\theta | S_1, \ldots, S_T, A_T]$$

$$= E_n \left[ \sum_{t=1}^T \frac{\pi_1(A_1 | S_1, \theta)}{\nu_1(A_1 | S_1)} \cdots \frac{\pi_t(A_t | S_t, \theta)}{\nu_t(A_t | S_t)} \left( R_t - E[R_t | S_t, A_t, S_{t+1}] \right) \right].$$

Since the terms $R_t - E[R_t | S_t, A_t, S_{t+1}]$ have zero expectation and are uncorrelated, we have

$$\text{var} \left( I_T^d[\hat{V}_\theta] \right) = E_\nu \left[ E_n \left[ \sum_{t=1}^T \frac{\pi_1(A_1 | S_1, \theta)}{\nu_1(A_1 | S_1)} \cdots \frac{\pi_t(A_t | S_t, \theta)}{\nu_t(A_t | S_t)} \left( R_t - E[R_t | S_t, A_t, S_{t+1}] \right) \right]^2 \right].$$

$$= \sum_{t=1}^T E_\nu \left[ E_n \left[ \frac{\pi_1(A_1 | S_1, \theta)}{\nu_1(A_1 | S_1)} \cdots \frac{\pi_t(A_t | S_t, \theta)}{\nu_t(A_t | S_t)} \left( R_t - E[R_t | S_t, A_t, S_{t+1}] \right) \right]^2 \right].$$

Since the rewards $R_t$ are independent from the system dynamics given $(S_t, A_t, S_{t+1})$, we have
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Collecting all the terms of var($\hat{V}_\theta^*$) using the above identity yields

$$\var_{\nu}(\hat{V}_\theta^*) = \frac{1}{n} \var_{\nu}(V_\theta(S_1)) + \sum_{t=1}^{T} E_{\nu} \left[ \var_{\nu} \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} B_t \right] \right].$$

Since the last terms have zero mean, we can replace their square mean with their variance. Finally, the result (b) of Lemma 4.2.4 yields the desired expression. \(\square\)

The variance of the optimal estimator $\Pi(\hat{V}_\theta)$ comprises the variance of the immediate rewards and of the system’s state dynamics, but does not include the variance of the action innovations, which is $\var \left( \hat{V}_\theta - \Pi(\hat{V}_\theta) \right)$. If a suboptimal choice $X^*_t - Y_t$ of the variate $X_t$ is made, the action innovation variance of the estimator $\hat{V}_\theta$ is not zero and the estimator variance is (cf. Proposition 4.3.7)

$$\var_{\nu}(\hat{V}_\theta|X^*_t - Y_1, \ldots, X^*_T - Y_T) = \var_{\nu} \left( \hat{V}_\theta^* \right) + \sum_{t=1}^{T} E_{\nu} \left[ I_t^2 \right].$$

For example, the naive estimator has an additional variance compared to the optimal estimator amounting to $\sum_{t=1}^{T} E_{\nu} \left[ I_t^2 \right]$.

**Algorithm**

We cannot use directly the expression (4.4.3) for the optimal estimator found in Proposition 4.4.4, because we do not know the Q-factors of policy $\theta$ in the underlying
MDP model $K$. Nonetheless, a salient feature of our approach is that we can use any guess for the value of the Q-factors without introducing a bias in the estimator. Indeed, \( \hat{V}_\theta \left[ \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \hat{Q}_\theta^1(S_1, A_1) \right] , \ldots , \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_T(A_T|S_T, \theta)}{\nu_T(A_T|S_T)} \hat{Q}_\theta^T(S_T, A_T) \right] \right] \) is an unbiased value estimator for any Q-factor guess \( \hat{Q}_\theta^t \). For example, say in medical applications, experts could help design a good guess of the Q-factors from their quantitative and qualitative experience of different treatments. Another approach would be to approximate the Q-factors \( Q_\theta \) by the Q-factors of a related MDP, which is better known. For example, the infinite-horizon value is sometimes easier to assess and approximate. Also, in a queueing network, the analysis of its fluid limit can be used as an approximation to its high-load performance [33].

A general approach to approximate the Q-factors from observed trajectories is to solve the empirical Bellman equation, that is to solve recursively for the look-up table \( \hat{Q}_t(s, a) \) the following system of equations

\[
\hat{Q}_t^T(s_T, a_T) = \mathbb{E}_n[R_T|S_T = s_T, A_T = a_T], \\
\hat{Q}_t(s_t, a_t) = \mathbb{E}_n \left[ R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|s_{t+1}, \theta) \hat{Q}_{t+1}^{t+1}(s_{t+1}, a_{t+1}) \mid S_t = s_t, A_t = a_t \right].
\]

When \( \hat{Q}_\theta \) is used, instead of \( Q_\theta \), in the expression of the optimal value estimator (4.4.3), we obtain

\[
\hat{V}_\theta \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \hat{Q}_\theta^1(s_1, a_1) \cdots \frac{\pi_T(A_T|S_T, \theta)}{\nu_T(A_T|S_T)} \hat{Q}_\theta^T(s_T, a_T) \right] \]

\[
= \sum_{s_1} \pi_1(a_1|s_1, \theta) \hat{Q}_\theta^1(s_1, a_1),
\]

which is a standard estimator based on Bellman equations. Indeed, by the Markovianity of the empirical probability measure \( \mathbb{P}_n \), the term corresponding to time \( t \) in
Equation (4.4.2) is zero since

\[
E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}) \hat{Q}_{\theta}^{t+1}(S_{t+1}, a_{t+1}) - \hat{Q}_{\theta}^t(S_t, A_t) \right) \right]
\]

\[
= E_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} E_n \left[ R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}) \hat{Q}_{\theta}^{t+1}(S_{t+1}, a_{t+1}) - \hat{Q}_{\theta}^t(S_t, A_t) \right] \right]
\]

\[
= 0.
\]

In this case, our analysis does not yield a new estimation method, but it provides a new interpretation for the very common estimator \( \sum_{a_1} \pi_1(a_1|s_1, \theta) \hat{Q}_{\theta}^1(s_1, a_1) \).

**Remark 4.4.5.** Interestingly, this estimator need not have a lower variance than \( \hat{V}_\theta \) as illustrated in Subsection 4.4.4, because it is not the optimal estimator of Proposition 4.4.4 since the true \( Q \)-factor \( Q_\theta \) has been replaced by estimates \( \hat{Q}_\theta \).

**Remark 4.4.6.** Our analysis does not prove that this estimator is unbiased, because \( \hat{Q}_\theta \) is not a fixed function since it is chosen from the training set. However, as the number of observed trajectories increases to infinity, the estimates \( \hat{Q}_\theta \) converge with probability one to \( Q_\theta \). Hence, our analysis implies that this estimator is asymptotically unbiased and its training set variance converges to the training set variance of the true optimal estimator.

This estimator of the value from state \( s_1 \) requires the observation of at least one trajectory for all actions \( a_1 \) that are selected with positive probability in state \( s_1 \). Otherwise, the corresponding \( \hat{Q}_{\theta}^1(s_1, a_1) \) and consequently the value estimator are not even defined. We will see in Subsection 4.4.4 that this estimator requires a fair amount of observed trajectories to yield good value estimate.

**Optimal sampling policy**

We assumed that the sampling policy \( \nu \) is given, but in this part we make a short digression to assess what would be a good sampling policy. Proposition 4.4.4 allows
us to characterize a fixed Markovian policy $\nu^*$ yielding the optimal estimator $\hat{V}_\theta^*$ with the minimum variance when using our optimal estimators. Notice, however, that we are not considering adaptive sampling policies (i.e., sampling policies that change as realized trajectories are observed), even though they could reduce the variance of our estimate further - even sometimes make the variance of the estimation procedure equal to zero [39] (provided that some typically unknown characteristics of the system are available to the sampler).

Let $\mathcal{V}_{t,s}$ be a non-empty closed set of probability distribution over $\mathcal{A}$. If we constrain the sampling policy $\nu$ to be such that $\nu_t(\cdot|s) \in \mathcal{V}_{t,s}$ for all $t, s$, the optimal sampling policy $\nu^*$ can be found by dynamic programming as shown in the next proposition.

**Proposition 4.4.7.** Define recursively $\Delta(t, s)$ for $t = 1, \ldots, T$ and $s \in \mathcal{S}$ by

$$
\Delta(T, s) = \min_{\nu \in \mathcal{V}_{T,s}} E_K \left[ \frac{\pi_T(A_t|S_T, \theta)}{\nu(A_T)} B_T^2 \right] S_T = s, \quad s \in \mathcal{S}
$$

$$
\Delta(t, s) = \min_{\nu \in \mathcal{V}_{t,s}} \sum_{a \in \mathcal{A}} \pi_t(a|s, \theta) \frac{\nu_a(a)}{\nu(a)} E [ (R_T - E[R_T|s, a])^2 | S_T = s, A_T = a ]
$$

Then $\Delta(1, s) = n \cdot \text{var}_\nu(\hat{V}_\theta^*) - \text{var}(V_\theta(S_1))$.

Furthermore, let $\nu^*$ be a Markovian policy such that $\nu_t^*(\cdot|s)$ achieves the minimum in the above recursion. The policy $\nu^*$ is a sampling policy in the constraint set that yields the optimal estimator $\hat{V}_\theta^*$ with the minimum training set variance.

**Proof.** From Proposition 4.4.4, we know that the variance of the optimal estimator for a given Markovian sampling policy $\nu$ is

$$
\text{var}_\nu(\hat{V}_\theta^*) = \frac{1}{n} \text{var}(V_\theta(S_1)) + \frac{1}{n} E_\nu \left[ \sum_{t=1}^{T} \pi_t(A_t|S_t, \theta) \frac{\nu_t(A_t|S_t)}{\nu(A_t|S_t)} B_t^2 \right].
$$
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It is immediate to check by induction that
\[
\Delta(\tau, s) = E_{\nu} \left[ \sum_{t=\tau}^{T} \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \cdots \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} B_t^2 \mid S_\tau = s \right].
\]

Thus, the rest of the proposition follows from a classical dynamic programming argument.

However, this result is not quite practical as is, because it requires the knowledge of the underlying MDP.

To summarize this subsection, Proposition 4.4.4 characterizes the minimum variance value estimator as a function of the Q-factors, which are unknown in practice. This result suggests to use an educated guess for the Q-factors to achieve a low variance estimator. Oftentimes, this guess is an estimate of the Q-factors. Such estimates are meaningful only if there are enough observed data compared to the model complexity. When the state space is intractably large, or when there are few observed trajectories compared to the state space's size, a good estimate of the Q-factors will not be available. In this case, it makes sense to estimate more accurately a low-dimensional approximation of the Q-factors than to use a poor estimate of the exact Q-factors. This approach is investigated in the next subsection through the concept of constrained value estimators.

### 4.4.2 Constrained value estimator

As mentioned in the paragraph above, there are some situations where it is beneficial to restrict the family of estimators under consideration in order to have an algorithm that performs better in practice. In this subsection, we show that the projection $\Pi^c(\hat{V}_\theta)$ of the naive estimator has the minimum variance among value estimators of the form $\hat{V}_\theta[X_1, \ldots, X_T]$ with $X_t \in \mathcal{X}_t$, and we characterize it algebraically.

The following proposition is the analogous of Proposition 4.4.4 in the constrained case.

**Proposition 4.4.8.**
(a) The estimator $\hat{V}_\theta^c = \Pi^C(\hat{V}_\theta)$ belongs to the family of estimators

$$ \{ \hat{V}_\theta[X_1, \ldots, X_T], \; X_t \in \mathcal{X}_t \} \tag{4.4.5} $$

Furthermore, it has the minimum variance in this family.

(b) Let $Q^c_\theta$ be a linear subspace of $\mathcal{E}_t$ of measurable functions of $(S_t, A_t)$ for $t = 1, \ldots, T$. Then a minimum-variance estimator in the set defined by (4.4.5) with

$$ \mathcal{X}_t = \left\{ \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Y_t(S_t, A_t) \right], \; Y_t \in Q^c_\theta \right\} $$

is the projection by $\Pi^C$ of the naive estimator $\hat{V}_\theta$, that is,

$$ \hat{V}_\theta^c = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(A_1|S_1, \theta) Q^c_\theta(S_1, a_1) \right] $$

$$ + \sum_{t=1}^T \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}) Q^c_{\theta t+1}(S_{t+1}, a_{t+1}) - Q^c_\theta(S_t, A_t) \right) \right] $$

with $\tilde{Q}^c_\theta$ defined as

$$ \arg \min_{Q \in Q^c_\theta} \mathbb{E} \left[ \mathbb{E}_n \left[ \frac{\pi_0(A_0|S_0, \theta)}{\nu_0(A_0|S_0)} \cdots \frac{\pi_{t-1}(A_{t-1}|S_{t-1}, \theta)}{\nu_{t-1}(A_{t-1}|S_{t-1})} I^a_t \left[ \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} (Q^c_\theta(S_t, A_t) - Q(S_t, A_t)) \right] \right]^2 \right]. \tag{4.4.7} $$

**Proof.** (a) This is a direct application of Proposition 4.3.7.

(b) It is clear that $\mathcal{X}_t$ defined in the second part of the proposition is a closed linear subspace of $\mathcal{E}_t$. From Proposition 4.3.7, we have

$$ \hat{V}_\theta^c = \hat{V}_\theta[W_1^c, \ldots, W_T^c] = \hat{V}_\theta - \sum_{t=1}^T I^a_t[W_t^c], $$

where $W_t^c$ is defined by

$$ W_t^c = \arg \min_{W \in \mathcal{X}_t} \mathbb{E} \left[ (I^a_t[\hat{V}_\theta] - I^a_t[W_t])^2 \right]. $$
Observe that

\[
I_t^\phi[V_\theta] = E \left[ \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q_\theta^t(S_t, A_t) \right] \mid S_1, \ldots, S_t, A_t \right]
- E \left[ \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q_\theta^t(S_t, A_t) \right] \mid S_1, \ldots, S_t \right]
= \mathbb{E}_n \left[ \frac{\pi_0(A_0|S_0, \theta)}{\nu_0(A_0|S_0)} \cdots \frac{\pi_{t-1}(A_{t-1}|S_{t-1}, \theta)}{\nu_{t-1}(A_{t-1}|S_{t-1})} I_t^\phi \left[ \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} Q_\theta^t(S_t, A_t) \right] \right].
\]

Since \( W_t^c \in \mathcal{X}_t \), there exists a function \( \tilde{Q}_\phi^t \in \mathcal{Q}_\phi^t \) such that

\[
\tilde{Q}_\phi^t = \arg \min_{Q \in \mathcal{Q}_\phi^t} E \left[ \mathbb{E}_n \left[ \frac{\pi_0(A_0|S_0, \theta)}{\nu_0(A_0|S_0)} \cdots \frac{\pi_{t-1}(A_{t-1}|S_{t-1}, \theta)}{\nu_{t-1}(A_{t-1}|S_{t-1})} I_t^\phi \left[ \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( Q_\phi^t(S_t, A_t) - Q(S_t, A_t) \right) \right] \right]^2 \right]
\]

and such that \( W_t^c \) defined above takes the form

\[
W_t^c = \mathbb{E}_n \left[ \frac{\pi_1(A_1|S_1, \theta)}{\nu_1(A_1|S_1)} \cdots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \tilde{Q}_\phi^t(S_t, A_t) \right].
\]

Rearranging the terms of \( \hat{V}_\phi[W_1^c, \ldots, W_T^c] \) yields the expression (4.4.6) for the optimal constrained estimator.

\[\square\]

### 4.4.3 Algorithms

Now, we leverage Proposition 4.4.8 to propose practical algorithms for value estimation. To simplify the notation and to ease the comparison with alternative approaches, we consider the on-policy case, i.e., the sampling policy \( \nu = \theta \).

Furthermore, we will use a linear approximation architecture for the subspaces \( \mathcal{Q}_\phi^t \), i.e.,

\[
\mathcal{Q}_\phi^t = \{ \phi(s, a) \beta_t, \beta_t \in \mathbb{R}^m \},
\]

where \( \phi = (\phi_1, \ldots, \phi_r) \) is a row vector of features, which are functions from \( S \times A \) into \( \mathbb{R} \). Here, we assumed for the notation’s clarity that the features are time independent, but the subsequent analysis extends readily to the case where the features depend on time.
When \( \theta = \nu \), the optimal on-policy estimator of Proposition 4.4.8 is

\[
\hat{V}_\nu = \mathbb{E}_n \left[ \sum_{a_1} \nu_1(a_1|S_1) \hat{Q}^t_\nu(S_1, a_1) \right] + \sum_{t=1}^T \mathbb{E}_t \left[ R_t + \sum_{a_{t+1}} \nu_{t+1}(a_{t+1}|S_{t+1}) \hat{Q}^{t+1}_\nu(S_{t+1}, a_{t+1}) - \hat{Q}_\nu(S_t, A_t) \right],
\]

where Equation (4.4.7) becomes

\[
\hat{Q}^t_\nu = \arg \min_{Q \in \mathcal{Q}} \mathbb{E}_\nu \left[ \mathbb{E}_n \left[ I^a_t \left( Q(S_t, A_t) - Q(S_t, A_t) \right) \right]^2 \right].
\]

Since \( I^a_t[Q] = Q(S_t, A_t) - \mathbb{E}[Q|S_t] = Q(S_t, A_t) - \sum_{a_t} \pi_t(a_t|S_t)Q(S_t, a_t) \) is only a function of \( (S_t, A_t) \) and has zero expectation, we can invoke Equation (4.2.1) in Lemma 4.2.4 to define \( \hat{Q}^t_\nu \) equivalently as

\[
\hat{Q}^t_\nu = \arg \min_{Q \in \mathcal{Q}_t} \frac{1}{n} \mathbb{E}_\nu \left[ I^a_t \left( Q(S_t, A_t) - Q(S_t, A_t) \right) \right]^2. \tag{4.4.8}
\]

In practice, we know neither \( E_\nu \), nor the true Q-factors \( Q^\pi \) so that they need to be estimated/approximated. The method of Temporal Differences (TD) (cf. [73] for an introduction to TD) provides a natural method to approximate \( \hat{Q}^t_\nu(s, a) \) from Equation (4.4.7). In this section, when we refer to the method of TD or Q-learning, we always refer to the version of these method with function approximations by a linear combination of the features \( \phi(s, a)\beta_t \).

Even though the method of Temporal Differences \( TD(\lambda) \) depends continuously on a parameter \( \lambda \) that trades-off the bias and variance of the approximate Q-factor, we will consider the two extreme cases of \( TD(0) \) (Q-learning) and \( TD(1) \) in this chapter because they capture the full extent of the spectrum. (Of course, \( TD(\lambda) \) could also be used to approximate the Q-factors.)

(a) \( TD(1) \) is a smoothing of the empirical Q-factors \( \hat{Q}^t_\theta \). More precisely, \( TD(1) \)
solves for the weights $\beta_1$ such that

$$\beta_1 = \arg \min_{\beta} \mathbb{E}_n \left[ (\hat{Q}^1_\theta(S_1, A_1) - \phi(S_1, A_1)\beta)^2 \right].$$  \hspace{1cm} (4.4.9)

Thus, our constrained estimator becomes

$$\hat{V}^{c,1}_\theta = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta)\phi(S_1, a_1)\beta_1 \right]$$

$$+ \mathbb{E}_n \left[ R_1 + \sum_{a_2} \pi_2(a_2|S_2, \theta)\hat{Q}^2_\theta(S_2, a_2) - \phi(S_1, A_1)\beta_1 \right].$$

In the sequel, we will denote $\hat{Q}^c_{\theta,1} = \phi \beta_t$, where $\beta_t$ is obtained by $TD(1)$.

(b) Q-learning ($TD(0)$) in a finite horizon problem [98, 49] computes the weights $\beta_t$ by solving recursively

$$\beta_T = \arg \min_{\beta \in \mathbb{R}^m} \mathbb{E}_n \left[ (R_T - \phi(S_T, A_T)\beta)^2 \right]$$

$$\beta_t = \arg \min_{\beta \in \mathbb{R}^m} \mathbb{E}_n \left[ \left( R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta)\phi(S_{t+1}, a_{t+1})\beta_{t+1} - \phi(S_t, A_t)\beta \right)^2 \right].$$

In the sequel, we will denote $\hat{Q}^{c,0}_{\theta,0} = \phi \beta_t$, where $\beta_t$ is obtained by $TD(1)$. Using the weights $\beta_t$ computed by Q-learning, we obtain a practical estimator

$$\hat{V}^{c,0}_\pi = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta)\phi(S_1, a_1)\beta_1 \right]$$

$$+ \sum_{t=1}^{T} \mathbb{E}_n \left[ R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta)\phi(S_{t+1}, a_{t+1})\beta_{t+1} - \phi(S_t, A_t)\beta_t \right].$$

There are two interesting points to observe about these algorithms:

1. The empirical probability provides a natural weighting of the states so that the approximation focuses on the more likely states.

2. The approximation error of Q-learning with function approximation grows as
the square root of the time horizon, instead of exponentially for arbitrary for arbitrarily loss function. [98].

**Remark 4.4.9.** Since the control variates are chosen as a function of the training set, our theoretical analysis does not prove that the estimator $\hat{V}_\pi^{c,0}$ and $\hat{V}_\pi^{c,1}$ are unbiased. However, in the limit of large training set, the recursions (4.4.10) and (4.4.9) converge with probability one to some approximate Q-factors. Consequently, our theoretical results imply that the estimators $\hat{V}_\pi^{c,0}$ and $\hat{V}_\pi^{c,1}$ are asymptotically unbiased.

**Remark 4.4.10.** Proposition 4.4.8 shows that the optimal constrained value estimator calls for an approximation of $I_\pi^\theta[\hat{V}_\theta]$. But the innovation $I_\pi^\theta[Q^\pi_\theta](s,a) = Q^\pi_\theta(s,a) - \sum_\alpha \pi_\theta(\alpha|s,\theta)Q^\pi_\theta(s,a)$ can be interpreted as the advantage $A(s,a)$ of action $a$ in state $s$ compared to the other actions on average. Thus, it is slightly different from the Q-factor of the state-action pair $(s,a)$. Some work has been dedicated to estimating and/or approximating the advantages [7, 32] and to illustrate the benefit of looking at the advantages rather than the Q-factors. At a general level, there is little difference between learning the Q-factors and the advantages since Bellman's equations for the advantages also involve the value functions. However, in specific applications, there can be a substantial benefit of working with the advantages (e.g. [7, 32]).

As long as the Bellman error term (i.e. the second term in the above expressions) can be computed, these estimators are practical. This is possible when the number $n$ of observed trajectories in the training set is not too large, which is the regime this chapter is mostly focused on.

The following lemma studies the computational complexity of our estimators.

**Lemma 4.4.11.** (a) The computation of the optimal weights $\beta_t$, $t = 1, \ldots, T$ in $TD(0)$ (resp. $TD(1)$), can be done $O(Tm^3 + Tm^3n|A|)$ time.

(b) Given the weights $\beta_t$, the evaluation of the estimator $\hat{V}_\pi^{c,0}$ (resp. $\hat{V}_\pi^{c,1}$) takes $O(TAmn)$ time.

**Proof.** In the proof, we consider the case of $TD(0)$. The case of $TD(1)$ can be done similarly.
(a) For each time index \( t = 1, \ldots, T \), we solve a linear system that corresponds to letting the derivative with respect to \( \beta \) of (4.4.10) equal to zero in order to find the optimal weight \( \beta_t \in \mathbb{R}^m \). To form the corresponding \( m \times m \) matrix, it takes \( O(n|\mathcal{A}|m) \) time to compute each of the \( m^2 \) coefficients. Considering that the inversion of the \( m \times m \) matrix can be done in \( O(m^3) \) time concludes the proof.

(b) For each time \( t = 1, \ldots, T \), the expression of the term of \( \hat{V}_{\pi_c}^{c,0} \) corresponding to time \( t \) is done in \( O(nm|\mathcal{A}|) \). The claim result follows easily. \( \square \)

4.4.4 Numerical experiments

In this subsection, we compare the on-policy estimation accuracy of our approach with temporal difference methods, namely \( TD(0) \) (Q-learning) and \( TD(1) \). Specifically, we will consider seven estimation methods:

- "Naive estimator:" the importance sampling value estimator \( \hat{V}_\theta \), which reduces to the sample mean of the trajectory rewards in the on-policy case,

- "Optimal estimator:" the true optimal unconstrained estimator \( \hat{V}_{\theta}^* = \hat{V}_\theta[Q_{\theta}^1, \ldots, Q_{\theta}^T] \) (which knows the true factors \( Q_{\theta}^k \)),

- "Empirical Q estimator:" the optimal unconstrained estimator where the Q-factors are approximated by the empirical Q-factors \( \hat{Q}_{\theta}^k \), i.e.,

\[
\hat{V}_{\theta}^q = \hat{V}_\theta[\hat{Q}_{\theta}^1, \ldots, \hat{Q}_{\theta}^T] = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta) \hat{Q}_{\theta}^1(S_1, a_1) \right],
\]

- "Q-learning estimator:" the estimator

\[
\hat{v}_{\theta}^0 = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta) \hat{Q}_{\theta,0}^1(S_1, a_1) \right],
\]

where \( \hat{Q}_{\theta,0}^1 \) are approximated Q-factors obtained from Q-learning (TD(0)) by (4.4.10).
• “TD(1) estimator:” the estimator

\[ \hat{V}^1_\theta = E_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta) \tilde{Q}^1_{\theta,1}(S_1, a_1) \right] , \]

where \( \tilde{Q}^1_{\theta,1} \) are approximated Q-factors obtained from TD(1) by (4.4.9),

• “Q-learning control variate:” the optimal estimator where the Q-factors are replaced by the approximated Q-factors \( \bar{Q}^0 \), of Q-learning, i.e.,

\[ \hat{V}^{c,0}_\theta = \hat{V}_\theta[\bar{Q}^0_{\theta,0}, \ldots, \bar{Q}^T_{\theta,0}] , \]

• “TD(1) control variate:” the optimal estimator where the Q-factors are replaced by the approximated Q-factors \( \bar{Q}^1_{\theta,1} \) of TD(1), i.e.,

\[ \hat{V}^{c,1}_\theta = \hat{V}_\theta[\bar{Q}^1_{\theta,1}, \ldots, \bar{Q}^T_{\theta,1}] . \]

The performances of the different estimators will be compared numerically as a function of the cardinality of the training sets on two simple MDP models described thereafter. Unless specified otherwise, the performance of a value estimator is judged on the basis of the empirical mean squared estimation error evaluated from many training sets. Thus, both bias and variance are penalized.

We will illustrate three points:

• When there are enough observed trajectories, the variance of the naive estimator \( \hat{V}_\theta \) is significantly larger than the variance of the estimators \( \hat{V}_\theta[\bar{Q}^0_\theta, \ldots, \bar{Q}^T_\theta] \), where \( \bar{Q}^i_\theta \) is some estimate of the true Q-factors \( Q^i_\theta \) (e.g., the empirical Q-factors \( \hat{Q}^i_\theta \), or the approximated factors \( \hat{Q}^i_{\theta,0} \) or \( \hat{Q}^i_{\theta,1} \) obtained from TD(0) and TD(1)). Whereas Proposition 4.4.4 shows that the optimal estimator \( \hat{V}_\theta[Q^0_\theta, \ldots, Q^T_\theta] \) has lower variance than the naive estimator \( \hat{V}_\theta \), the unknown Q-factors \( Q^i_\theta \) need to be estimated, and the noise in their estimation could worsen the estimation error of \( \hat{V}_\theta[\bar{Q}^0_\theta, \ldots, \bar{Q}^T_\theta] \). In fact, we will see examples where the estimates \( \bar{Q}^i_\theta \) of
the Q-factors are so noisy that the resulting estimators \( \hat{\theta} = [\hat{Q}_0, \ldots, \hat{Q}_S] \) are worse than the naive one, but this situation occurs when there is little data available to estimate the Q-factors.

- When the number of observed trajectories is small, it is more efficient to estimate approximate (regularized) Q-factors than to estimate less accurately a look-up table estimate of the Q-factors (provided the approximate space is not poorly chosen). Thus, the constrained estimator can add value in practice when the training set is small.

- The temporal difference methods \( TD(\lambda) \) with function approximation, a fortiori Q-learning and \( TD(1) \), can estimate the Q-factors with few observed trajectories, but they achieve this by trading-off a lower variance with potential bias. In fact, if the features \( \phi \) are not appropriately chosen, the \( TD(\lambda) \) estimators can have an arbitrarily large bias. Hence, \( TD(\lambda) \) with function approximation is not appropriate for accurate value estimation. In contrast, our constrained estimators can take advantage of the biased estimates of the Q-factors generated by \( TD(\lambda) \) to yield an unbiased value estimate with smaller variance than the naive estimator, even when there is little available observations.

**Line MDP**

Let us consider a “linear” MDP comprising \( (S + 1) \) states, \( S = \{0, 1, \ldots, S\} \). The state \( S \) is absorbing. In state \( k = 0, \ldots, S - 1 \), the controller can either choose the action \( I \) and stay in state \( k \) with probability one or choose the action \( M \) to move to the state \( k + 1 \) with probability one. All actions have a reward of one, except the actions in the absorbing state \( S \), which have zero cost. In addition, the system is initialized at state 0. A graphical illustration of the MDP with \( S = 3 \) is shown in Figure 4-1.

Let \( \theta = \nu \) be the policy that chooses action \( I \) and \( M \) with probability 1/2 in all states.

In our experiments with the line MDP, we used two features. The first is \( \phi_1(k, a) = \)
$S - k$ and the second is $\phi_2(k, a) = (-1)^{(s \cdot t)}$. When the time horizon is large, the finite horizon value functions are well-approximated by the infinite horizon ones. By solving Bellman's equations, we obtain the infinite-horizon value functions $V_\nu(k) = 2(S - k)$ for $k \in S$. We deduce that the corresponding advantages are $A(k, I) = 1$ and $A(k, M) = -1$ for $k = 0, \ldots, S - 1$. As a result, the proposed features allow a good linear approximation of the Q-factors.

In this example, the optimal estimator $\hat{V}_\theta[Q^1_\theta, \ldots, Q^T_\theta]$, which uses the unknown Q-factors $Q^*_\theta$, is equals to the value $V_\theta$ with probability one since the state dynamics and the rewards are deterministic given the current state-action pair (and thus, all Bellman errors $R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1} | S_{t+1}, \theta)Q^{t+1}_\theta(S_{t+1}, a_{t+1}) - Q^*_\theta(s_t, a_t)$ are zero with probability one). Consequently, it has zero squared error independently from the number of trajectories in the training set. Hence, the estimation error of our algorithms needs to be entirely explained by the noise in the estimation of the Q-factors.

When the time horizon $T = 6$ and $S = 2$, Figures 4-2 and 4-3 compare the empirical squared error between different unbiased value estimates and the true value for different numbers of observed trajectories in the training set.

When there are few observed trajectories (illustrated by Figure 4-3), Q-learning provides a reasonable estimate $\hat{Q}^T_{\theta, 0}$ of approximate Q-factors the fastest. As a result, the mean squared estimation error of the value estimator $\hat{V}_\theta[\hat{Q}^1_{\theta, 0}, \ldots, \hat{Q}^T_{\theta, 0}]$ decreases very quickly. In the present example, this estimator using 6 trajectories has two times less variance than the naive estimator, and with 20 trajectories it has five times less variance. On the other hand, the estimator $\hat{V}_\theta[\hat{Q}^1_\theta, \ldots, \hat{Q}^T_\theta]$ without Q-function

Figure 4-1: Graphical representation of the line MDP with $S = 3$. 

\[ 
\begin{array}{c}
0 \rightarrow 1 \rightarrow 2 \rightarrow 3 \\
M \rightarrow I \rightarrow M \rightarrow I \rightarrow M
\end{array} 
\]
approximation requires at least 30 trajectories in order to have a lower mean squared error than the naive estimator. However, as the number of trajectories in the training set increases, Figure 4-2 shows that the look-up table estimation of the Q-factors improves and eventually (for $n \geq 75$) yields a better estimate than the other methods that rely on approximated Q-factors.

![Figure 4-2: Empirical squared error between different value estimators and the true value on the line MDP, as a function of the number of observed trajectories per training set, estimated with 1000 random training sets. The true value function is $V_0 = 4.5625$ for $T = 6$ and $S = 3$.](image)

Now, we illustrate with the line MDP that the estimator based on Q-learning and $TD(1)$, namely $\hat{\Theta}^0_\delta$ and $\hat{\Theta}^1_\delta$, can have arbitrarily large bias. In order to make the shortcomings of $TD(\lambda)$ obvious, we restrict the approximate Q-factors computed to be a linear function of $\phi_2$. Since the policy $\theta$ selects action $I$ and $M$ with equal probability and that $\phi_2(k, M) = -\phi_2(k, I)$, the $TD(\lambda)$ estimators will always yield
Figure 4-3: Empirical squared error between different value estimators and the true value on the line MDP, as a function of the number of observed trajectories per training set, estimated with 1000 random training sets.

zero for all training sets, e.g.,

$$
\hat{v}_\theta^2 = E_m \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta) \tilde{Q}_{\theta,0}^1(S_1, a_1) \right]
$$

$$
= \frac{1}{2} \phi_2(0, I) \beta - \frac{1}{2} \phi_2(0, I) \beta = 0.
$$

while the true value is $V_\theta = 4.5625$. In contrast, our estimators are unbiased and eventually converge to the true value $V_\theta$ as the training set increases to infinity.
Inventory problem

The second MDP we consider models a simple inventory problem over a finite time horizon $T = 5$. A distributor sells a single product at a fixed unit price, $p = 2$. The numbers of units demanded at each period are random IID, with an unknown distribution with support $\{0, \ldots, D\}$. Demand is satisfied by the distributor as long as he has inventory, which is replenished at the beginning of each period at a unit cost $c = 1$. If a demanded unit cannot be supplied by the distributor, then the demand is lost. Let $M = 5$ be the maximum inventory the distributor can store. This multi-period newsvendor problem can be modeled by an MDP, where the state in $\{0, \ldots, M\}$ is the inventory at the beginning of the period and the action in $\{0, \ldots, D\}$ is the replenishment order size.

In the numerical experiments, the demand is 0, 1, 2, or 3 with probability 0.1, 0.5, 0.35, and 0.05, respectively. We let the policy $\theta = \nu$ choose all actions with equal probability (or up to the inventory capacity $M$ if the order is too large). The initial state has zero inventory. The value is $V_\emptyset = -6.6739$. Furthermore, we use the two features $\phi_1(s, a) = -a$ and $\phi_2(s, a) = M - s$ to approximate the $Q$-factors.

Figure 4-4 compares the empirical squared error of our different estimators as a function of the number of trajectories in the training set.

- The optimal estimator $\hat{V}_\emptyset[Q^{\emptyset}_1, \ldots, Q^{\emptyset}_T]$, which knows the true $Q$-factors, reduces dramatically the estimation error, but the unconstrained estimator $\hat{V}_\emptyset[\hat{Q}^{\emptyset}_1, \ldots, \hat{Q}^{\emptyset}_T] = \sum_{s,a=0}^5 \pi_1(a|0) \hat{Q}^{\emptyset}_s(0,a)$, which uses the empirical $Q$-factors $\hat{Q}^\emptyset_s$, has the highest estimation error, even much higher than the naive importance sampling estimator. The unconstrained estimator requires at least 200 trajectories per training set to have a similar estimator error as the naive estimator.

- Our constrained estimators using the estimates of approximate $Q$-factors from Q-learning and $TD(1)$ have a much lower error than the naive estimator. Since the true $Q$-factors are close to the approximation space, the constrained estimators perform almost as well as the optimal estimator.
Figure 4-4: Empirical squared error between different value estimators and the true value of the inventory problem, as a function of the number of observed trajectories per training set, estimated with 1000 random training sets. By comparison, the true value is $V_\theta = -6.6$.

Figure 4-5 plots the Q-learning and TD(1) estimators in addition to the other estimators plotted in Figure 4-4. We can see that they perform quite poorly: the Q-learning estimator performs similarly to the naive estimator, while the TD(1) estimator follows the unconstrained estimator, which is the worst by far in these experiments. Interestingly, our constrained estimators, which relies on the Q-learning and TD(1) estimation of approximate Q-factors, are performing much better.

Nonetheless, the Q-learning and TD(1) estimators have a squared estimation error decreasing to almost zero because the true Q-factors are well approximated by our features. When we use only the feature $\phi_1$ to approximate the Q-factors, the bias introduced by the inexact approximation architecture becomes more apparent as seen on Figure 4-5. The mean squared estimation error is lower bounded by the bias
squared. The squared bias of Q-learning (resp. of $TD(1)$) is approximately 1.2 (resp. 0.75) in this example.

![Graph showing empirical squared error between different value estimators and the true value of the inventory problem, as a function of the number of observed trajectories per training set, estimated with 1000 random training sets. In this experiment, the Q-factors are approximated only using the feature $\phi_1$.](image)

Figure 4-5: Empirical squared error between different value estimators and the true value of the inventory problem, as a function of the number of observed trajectories per training set, estimated with 1000 random training sets. In this experiment, the Q-factors are approximated only using the feature $\phi_1$.

In this section, we characterized theoretically optimal value estimators in the unconstrained and constrained cases. When there is little data available, we illustrated numerically that our constrained estimators outperform competing approaches by taking advantage of regularized estimates of the Q-factors to yield lower variance value estimate without being biased.

### 4.5 Estimation of the gradient of policy value

In this section, we define an unconstrained and a constrained class of unbiased estimators of the value gradient and we identify a minimum-variance estimator in each
class. In addition, we compare our approach with other ones from the reinforcement learning literature.

We will consider the estimation of the derivative of policy value with respect to one real-valued parameter $\theta$. The results of this section are also relevant for problems where the policy depends on more than one parameter, because they can be applied to estimate component-wise or directional derivatives. However, our setting will not capture the covariance between derivative estimates component by component.

We add the following technical assumptions in this section. Among others, these assumptions ensure that the value function is continuously differentiable on $\Theta$.

**Assumption 4.5.1.**

1. The set $\Theta = (\theta_0, \theta_1)$, $\theta_0 < \theta_1$ is an open interval of the real line $\mathbb{R}$.

2. The functions $\log \pi_t(a|s, \theta)$ are continuously differentiable for all $t, s, a$, as a function of $\theta \in \Theta$. Consequently, for all fixed training sets, $\hat{V}_\theta$ is continuously differentiable as a function of $\theta \in \Theta$.

3. The random function $\frac{\partial \hat{V}_\theta}{\partial \theta}$ of the training set is integrable for all $\theta \in \Theta$, and $E_\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right]$ is a continuous function of $\theta \in \Theta$, so that we have

$$\frac{\partial}{\partial \theta} \left( \int_{\theta_0}^{\theta} E_\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right] d\theta \right) = E_\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right].$$

In addition, there holds

$$\int_{\theta_0}^{\theta_1} E_\nu \left[ \left| \frac{\partial \hat{V}_\theta}{\partial \theta} \right| \right] d\theta < +\infty.$$

We will assume that the same holds for the conditional expectations $E_\nu[\cdot|s_1, \ldots, s_t]$ and $E_\nu[\cdot|s_1, \ldots, s_t, a_t]$, for all $t$ and $s_1, \ldots, s_T, a_T$. 
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4.5.1 Characterization of Optimal Gradient Estimators

Under the assumptions stated at the beginning of the section, the estimator \( \hat{V}_\theta \) defined in Equation (4.4.1) is continuously differentiable for all training sets. Hence, we can define the estimator of the value derivative \( \frac{\partial \hat{V}_\theta}{\partial \theta} \) by

\[
\frac{\partial \hat{V}_\theta}{\partial \theta} = \frac{\partial \hat{V}_\theta}{\partial \theta} = E_n \left[ \sum_{t=1}^{T} \pi_t(A_t|S_t, \theta) \nu_t(A_t|S_t, \theta) \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) + \ldots \right] R_t.
\]

The estimator \( \frac{\partial \hat{V}_\theta}{\partial \theta} \) is an unbiased estimator of the value gradient \( \frac{\partial V_\theta}{\partial \theta} \) for all \( \theta \in \Theta \).

Indeed, by Fubini’s theorem (under Assumption 4.5.1), we have

\[
\int_{\theta_0}^{\theta} E^\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right] d\theta = E^\nu \left[ \int_{\theta_0}^{\theta} \frac{\partial \hat{V}_\theta}{\partial \theta} d\theta \right] = E^\nu \left[ \hat{V}_\theta \right].
\]

Consequently,

\[
\frac{\partial V_\theta}{\partial \theta} = \frac{\partial E^\nu[\hat{V}_\theta]}{\partial \theta} = \frac{\partial}{\partial \theta} \left( \int_{\theta_0}^{\theta} E^\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right] d\theta \right) = E^\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right] = E^\nu \left[ \frac{\partial \hat{V}_\theta}{\partial \theta} \right],
\]

where the first equality follows from the unbiasedness of the value estimator \( \hat{V}_\theta \), the second from (4.5.2), and the fourth from the definition of the gradient estimator \( \frac{\partial \hat{V}_\theta}{\partial \theta} \).

Nonetheless, the gradient estimator \( \frac{\partial \hat{V}_\theta}{\partial \theta} \) might have large variance and we would like to reduce it using control variates. Similar to the previous section, we want to find an estimator of the derivative of the value function with minimal variance, within the set of unbiased estimators

\[
\left\{ \frac{\partial \hat{V}_\theta}{\partial \theta}[X_1, \ldots, X_T], X_t \in \mathcal{E}_t \right\} \text{ or } \left\{ \frac{\partial \hat{V}_\theta}{\partial \theta}[X_1, \ldots, X_T], X_t \in \mathcal{X}_t \right\}
\]

for the unconstrained and constrained case, respectively. We assume that the set \( \mathcal{X}_t \subset \mathcal{E}_t \) is a closed linear subspace of \( \mathcal{E}_t \), for \( t = 1, \ldots, T \), in the constrained case.

**Remark 4.5.2.** *In this section, we still use the notations \( Z[X_1, \ldots, X_t] \) introduced*
in Section 4.3. Now, the random variables are often defined as derivatives of other random variables, making the notations more prone to confusion. Sometimes, we will use parenthesis to ease the parsing of the expression.

**Proposition 4.5.3.** In both unconstrained and constrained cases, the optimal estimator of the value gradient is the gradient of the optimal value estimator.

In the unconstrained case we have

$$\frac{\partial \Pi \left( \hat{V}_\theta \right)}{\partial \theta} = \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) \left[ \left( \frac{\partial X^*_1}{\partial \theta} \right), \ldots, \left( \frac{\partial X^*_T}{\partial \theta} \right) \right] = \Pi \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right),$$

where \((X_t^*)_{1 \leq t \leq T}\) are such that \(\Pi(\hat{V}_\theta) = \hat{V}_\theta[X_1^*, \ldots, X_T^*].\)

In the constrained case, if the constraint sets \(X_t\) are independent of \(\theta\), we have

$$\frac{\partial \Pi^c \left( \hat{V}_\theta \right)}{\partial \theta} = \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) \left[ \left( \frac{\partial X^*_1}{\partial \theta} \right), \ldots, \left( \frac{\partial X^*_T}{\partial \theta} \right) \right] = \Pi^c \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right),$$

where \((X_t^c)_{1 \leq t \leq T}\) are such that \(\Pi^c(\hat{V}_\theta) = \hat{V}_\theta[X_1^c, \ldots, X_T^c].\)

**Proof.** From Propositions 4.3.5 and 4.3.7, we deduce that the optimal estimators exist and are obtained as the image of the naive estimator \(\hat{V}_\theta\) by the projection \(\Pi\) in the unconstrained case and by the projection \(\Pi^c\) in the constrained case.

First, we prove that

$$\Pi \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) = \frac{\partial \Pi \left( \hat{V}_\theta \right)}{\partial \theta}$$

and

$$\Pi^c \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) = \frac{\partial \Pi^c \left( \hat{V}_\theta \right)}{\partial \theta}.$$ 

It is enough to prove that we can interchange the projection and differentiation operators.

Recall that the operator \(\Pi\) is defined by \(\Pi(Z) = Z - \sum_{t=1}^T (E[Z|S_1, \ldots, S_t, A_t] - E[Z|S_1, \ldots, S_t]).\) Using Fubini's theorem as we did at the beginning of the subsection, we can interchange the conditional expectations and the differentiation with respect
to $\theta$. Thus, it follows that we can interchange the operators $\Pi$ and $\frac{\partial}{\partial \theta}$ evaluated on $\hat{V}_\theta$.

In the case of the constrained operator $\Pi^c$, the argument needs to be adapted slightly. Recall that $\Pi^c(Z) = Z - \sum_{t=1}^T \Pi_t (E[Z|S_1,\ldots,S_t,A_t] - E[Z|S_1,\ldots,S_t])$.

We establish now that

$$\frac{\partial \Pi_t \left( E[\hat{V}_\theta|S_1,\ldots,S_t,A_t] \right)}{\partial \theta} = \Pi_t \left( \frac{\partial E[\hat{V}_\theta|S_1,\ldots,S_t,A_t]}{\partial \theta} \right).$$

The orthogonal projections $\Pi_t$ are non-expansive for the $L_2$-norm and a fortiori they are continuous for the $L_2$-norm. Hence, if we have for the $L_2$-norm that

$$\frac{\partial E[\hat{V}_\theta|S_1,\ldots,S_t,A_t]}{\partial \theta} = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( E[\hat{V}_{\theta+\epsilon}|S_1,\ldots,S_t,A_t] - E[\hat{V}_\theta|S_1,\ldots,S_t,A_t] \right),$$

then we can conclude by $L_2$-continuity of $\Pi_t$ that

$$\Pi_t \left( \frac{\partial E[\hat{V}_\theta|S_1,\ldots,S_t,A_t]}{\partial \theta} \right) = \Pi_t \left( \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( E[\hat{V}_{\theta+\epsilon}|S_1,\ldots,S_t,A_t] - E[\hat{V}_\theta|S_1,\ldots,S_t,A_t] \right) \right)$$

$$= \lim_{\epsilon \to 0} \Pi_t \left( \frac{1}{\epsilon} \left( E[\hat{V}_{\theta+\epsilon}|S_1,\ldots,S_t,A_t] - E[\hat{V}_\theta|S_1,\ldots,S_t,A_t] \right) \right)$$

$$= \frac{\partial \Pi_t \left( E[\hat{V}_\theta|S_1,\ldots,S_t,A_t] \right)}{\partial \theta}.$$

Under Assumption 4.5.1, Equation (4.5.4) holds with certainty, i.e., for all $s_1,\ldots,s_t,a_t$.

Since the state and action spaces are finite and the training set is a finite number of trajectories, the random variable $E[\hat{V}_\theta|S_1,\ldots,S_t,A_t]$ belongs to the finite-dimensional subspace of $E$ of functions of $S_1,\ldots,S_t,A_t$ alone. Therefore, the limit in Equation (4.5.4) also holds in a $L_2$-sense on this subspace, and thus we can interchange differentiation and $\Pi_t$ on this subspace.

As a result, we can also interchange the operators $\Pi^c$ and $\frac{\partial}{\partial \theta}$ evaluated on $\hat{V}_\theta$.

Now, we show that $\left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) \left[ \left( \frac{\partial X^*_t}{\partial \theta} \right), \ldots, \left( \frac{\partial X^*_T}{\partial \theta} \right) \right] = \Pi \left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right)$, where the functions
\(X^*_t\) are such that \(\Pi(\bar{V}_\theta) = \bar{V}_\theta[X^*_1, \ldots, X^*_T]\). We have

\[
\Pi \left( \frac{\partial \bar{V}_\theta}{\partial \theta} \right) = \frac{\partial \Pi(\bar{V}_\theta)}{\partial \theta} = \frac{\partial \bar{V}_\theta}{\partial \theta} - \sum_{t=1}^{T} \frac{\partial I_t^\alpha[X^*_t]}{\partial \theta}
\]

\[
= \frac{\partial \bar{V}_\theta}{\partial \theta} - \sum_{t=1}^{T} I_t^\alpha \left( \frac{\partial X^*_t}{\partial \theta} \right)
\]

\[
= \left( \frac{\partial \bar{V}_\theta}{\partial \theta} \right) \left[ \left( \frac{\partial X^*_1}{\partial \theta} \right), \ldots, \left( \frac{\partial X^*_T}{\partial \theta} \right) \right].
\]

A analogous argument takes care of the constrained case. \(\square\)

**Corollary 4.5.4.** In the unconstrained case, the optimal estimator for the gradient of the value is

\[
\frac{\partial V^*_\theta}{\partial \theta} = \sum_{t=1}^{T} \mathbb{E}_n \left[ E_\nu \left[ \sum_{a_t} \pi_t(a_t|S_t, \theta) \frac{\partial \log \pi_t(a_t|S_t, \theta)}{\partial \theta} Q^\phi_t(S_t, a_t)|S_1 \right] \right] (4.5.5)
\]

\[
+ \sum_{t=1}^{T} \mathbb{E}_n \left[ \frac{\pi_t(A_t|S_1, \theta)}{\nu_t(A_t|S_t)} \ldots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( \frac{\partial \log \pi_1(A_1|S_1, \theta)}{\partial \theta} + \ldots + \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) B_t \right]
\]

\[
+ \sum_{t=1}^{T} \mathbb{E}_n \left[ \frac{\pi_t(A_t|S_1, \theta)}{\nu_t(A_t|S_1)} \ldots \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \times \right.
\]

\[
\left( \sum_{t=t+1}^{T} \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta) E_\nu \left[ \sum_{a_r} \pi_r(a_r|S_r, \theta) \frac{\partial \log \pi_r(a_r|S_r, \theta)}{\partial \theta} Q^\phi_r(S_r, a_r)|S_{t+1}, a_{t+1} \right] \right.
\]

\[
- \sum_{t=t+1}^{T} \mathbb{E}_\nu \left[ \sum_{a_r} \pi_r(a_r|S_r, \theta) \frac{\partial \log \pi_r(a_r|S_r, \theta)}{\partial \theta} Q^\phi_r(S_r, a_r)|S_t, A_t \right] \right]
\]

\[
\left. \right].
\]

**Remark 4.5.5.** The first term in (4.5.5) approximates directly the derivative of the value function \(V_\theta\), which is

\[
\frac{\partial V_\theta}{\partial \theta} = \mathbb{E}_\theta \left[ \sum_{t=1}^{T} \sum_{a_t} \pi_t(a_t|S_t, \theta) \frac{\partial \log \pi_t(a_t|S_t, \theta)}{\partial \theta} Q^\phi_t(S_t, a_t) \right].
\]

The other terms have zero mean when the Q-factors are known and by Lemma 4.2.4 their variance is order of \(O(1/n)\). Thus, as \(n\) increases to infinity, these terms converge to zero.
Proof. Differentiating Equation (4.4.3) yields

\[
\frac{\partial}{\partial \theta} \left( \Pi(\hat{V}_\theta) \right) = \mathbb{E}_n \left[ \sum_{a_1} \pi_1(a_1|S_1, \theta) \left( \frac{\partial \log \pi_1(a_1|S_1, \theta)}{\partial \theta} + \frac{\partial Q_\theta(S_1, a_1)}{\partial \theta} \right) \right]
\]

\[
+ \sum_{t=1}^T \mathbb{E}_n \left[ \pi_t(A_t|S_t, \theta) \cdots \pi_t(A_t|S_t, \theta) \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} + \cdots + \frac{\partial \log \pi_t(A_t|S, \theta)}{\partial \theta} \right) B_t + \frac{\partial B_t}{\partial \theta} \right].
\]

Differentiating Bellman’s equations

\[
Q_\theta(s, a) = \mathbb{E}_\nu \left[ R_t + \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta) Q_\theta^{t+1}(S_{t+1}, a_{t+1}) \right. \left. \left| S_t = s, A_t = a \right] \right.
\]

yields, since the expectation \( \mathbb{E}_\nu[R_t|S_t, A_t] \) is independent of \( \theta \),

\[
\frac{\partial Q_\theta(s, a)}{\partial \theta} = \mathbb{E}_\nu \left[ \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta) \left( \frac{\partial \log \pi_{t+1}(a_{t+1}|S_{t+1}, \theta)}{\partial \theta} Q_\theta^{t+1}(S_{t+1}, a_{t+1}) \right. \right.
\]

\[
+ \left. \frac{\partial Q_\theta^{t+1}(S_{t+1}, a_{t+1})}{\partial \theta} \right) \left| S_t = s, A_t = a \right].
\]

By induction, this expression yields

\[
\frac{\partial Q_\theta(s, a)}{\partial \theta} = \sum_{t=t+1}^T \mathbb{E}_\nu \left[ \sum_{a_t} \pi_t(a_t|S_t, \theta) \frac{\partial \log \pi_t(a_t|S_t, \theta)}{\partial \theta} Q_\theta(S_t, a_t) \right. \left. | S_t = s, A_t = a \right].
\]

Substituting this expression in the derivative of the Bellman error \( B_t \), which is

\[
\frac{\partial B_t}{\partial \theta} = \sum_{a_{t+1}} \pi_{t+1}(a_{t+1}|S_{t+1}, \theta) \left( \frac{\partial \log \pi_{t+1}(a_{t+1}|S_{t+1}, \theta)}{\partial \theta} Q_\theta^{t+1}(S_{t+1}, a_{t+1}) + \frac{\partial Q_\theta^{t+1}(S_{t+1}, a_{t+1})}{\partial \theta} \right)
\]

\[
- \frac{\partial Q_\theta(S_t, A_t)}{\partial \theta},
\]

yields the claimed result. \( \square \)

Furthermore, when we approximate the expectation with respect to \( \mu \) in (4.5.5) by the Markovian empirical expectation \( \mathbb{E}_n \), the last term is equal to zero (in contrast to case of the non-Markovian empirical distribution \( \hat{P}_n \)) so that the optimal estimator
is

$$\sum_{t=1}^{T} \mathbb{E}_n \left[ E_\theta \left[ \sum_{a_t} \pi_t(a_t|S_t, \theta) \frac{\partial \log \pi_t(a_t|S_t, \theta)}{\partial \theta} Q'_\theta(S_t, a_t) \right] \right]$$

$$+ \sum_{t=1}^{T} \mathbb{E}_n \left[ \frac{\pi_t(A_t|S_t, \theta)}{\nu_t(A_t|S_t)} \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} + \ldots + \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) B_t \right].$$

In the next two subsections, we will specialize our results to the on-policy case, that is $\theta = \nu$, in order to be in the same setting as the paper of Greensmith et al [31], which will serve as a benchmark for our approach.

4.5.2 Comparison with the baseline approach

The baseline method is also a control variate method to reduce the variance of the gradient estimates (cf. [31] and references therein). It relies on the observation that, since the probabilities $\pi_t(a|s, \theta)$ add to one for all states $s \in \mathcal{S}$,

$$E_\theta \left[ \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} | S_t \right] = \sum_a \pi_t(a|S_t, \theta) \frac{\partial \pi_t(a|S_t, \theta)}{\partial \theta} / \pi_t(A_t|S_t, \theta) = \frac{\partial}{\partial \theta} \sum_a \pi_t(a|S_t, \theta) = 0.$$

As a result, one of the approaches in [31] uses $\frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \beta_t(S_t)$ as a control variate for the on-policy estimation of the value gradient

$$\nabla V_\theta = E_\theta \left[ \sum_{t=1}^{T} \pi_t(A_t|S_t, \theta) \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} Q'_\theta(S_t, A_t) \right]$$

and they refer to $\beta_t$ as the baseline. In this subsection, we show that the baseline method is essentially a special case of our control variate approach to reduce the variance of gradient estimators; yet the baseline method suffers from two unnecessary limitations:

(a) the baseline variate has a restricted form of dependency on the current action $A_t$ compared to our control variate,
(b) the initial gradient estimator in [31] is

\[
\frac{\partial V_\theta}{\partial \theta} = E_\theta \left[ \sum_{t=1}^{T} \pi_t(A_t|S_t, \theta) \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} Q_\theta'(S_t, A_t) \right],
\]

which can be biased when the unknown Q-factors are not properly guessed.

Now, let us look more closely at these two points.

(a) For all baselines \( \beta_t \) we can write

\[
\frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \beta_t(S_t) = I_t^\theta[Y_t]
\]

with \( Y_t(s,a) = \frac{\partial \log \pi_t(a|s,\theta)}{\partial \theta} \beta_t(s) \). Indeed, \( Y_t \) has zero conditional expectation given \( S_t \), since we have for all \( s \in S \) and for all \( t \), by conditioning on \( A_t \),

\[
E[Y_t(S_t, A_t)|S_t = s] = \sum_a \pi_t(a|s,\theta) \frac{\partial \log \pi_t(a|s,\theta)}{\partial \theta} \beta_t(s) = \beta_t(s) \cdot 0 = 0.
\]

Consequently, \( I_t^\theta[Y_t] = E[Y_t|S_t, A_t] - E[Y_t|S_t] = Y_t = \frac{\partial \log \pi_t(a|s,\theta)}{\partial \theta} \beta_t \), which is the control variate induced by baseline \( \beta_t \). Thus, the baseline approach is a special case of our control variate approach with a dependency on the action that is proportional to \( \frac{\partial \log \pi_t(a|S_t,\theta)}{\partial \theta} \).

(b) The basic estimator of the value gradient used in [31] is

\[
E_n \left[ \sum_{t=1}^{T} \frac{\partial \pi_t(A_t|S_t, \theta)}{\partial \theta} Q_\theta'(S_t, A_t) \right]. \quad (4.5.6)
\]

Within our class of estimators, \( \left( \frac{\partial V_\theta}{\partial \theta} \right) [W_1, \ldots, W_T] \) with

\[
W_t = \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} + \ldots + \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) Q_\theta'(S_t, A_t), \quad (4.5.7)
\]
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differs from the expression (4.5.6) only by a Bellman error term, since we have

\[
\left( \frac{\partial \hat{V}_\theta}{\partial \theta} \right) [W_1, \ldots, W_T] = \mathbb{E}_n \left[ \sum_{t=1}^{T} \sum_{a_t} \frac{\partial \pi_t(a_t|S_t, \theta)}{\partial \theta} Q'_\theta(S_t, a_t) \right] + \mathbb{E}_n \left[ \sum_{t=1}^{T} \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} B_t \right].
\]

When the unknown Q-factors \( Q'_\theta \) are improperly guessed, the estimator (4.5.6) can be biased. In contrast, the Bellman error term makes sure that our estimator \( \frac{\partial \hat{V}_\theta}{\partial \theta} [W_1, \ldots, W_T] \) is always unbiased. In the subsequent discussion, we will informally “equate” the naive estimator (4.5.6) with the estimator \( \frac{\partial \hat{V}_\theta}{\partial \theta} [W_1, \ldots, W_T] \) where \( W_t \) is defined in Equation (4.5.7) so that we can focus on the difference of the optimal estimators between the baseline control variate and our more general variance reduction technique.

Now, we can compare the baseline method to our control variate approach. When the baseline is unrestricted, Theorem 8 in [31] asserts that the best baseline \( \beta_t \) to be used in the estimator of the value gradient

\[
\mathbb{E}_n \left[ \sum_{t=1}^{T} \left( \frac{\partial \pi_t(A_t|S_t, \theta)}{\partial \theta} Q'_\theta(S_t, A_t) - \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \beta_t(S_t) \right) \right].
\]

is given by

\[
\beta^*_t(s) = \frac{E_{\theta} \left[ \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right)^2 Q'_\theta(s, A_t)|S_t = s \right]}{E_{\theta} \left[ \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right)^2 |S_t = s \right]].
\]

In contrast, we know from Proposition 4.5.3 that the minimum variance unconstrained gradient estimator is

\[
\frac{\partial \hat{V}_\theta}{\partial \theta} = \frac{\partial \hat{V}_\theta}{\partial \theta} \left[ \frac{\partial X^*_1}{\partial \theta}, \ldots, \frac{\partial X^*_T}{\partial \theta} \right].
\]
where
\[
\frac{\partial X_t^*}{\partial \theta} = -E \left[ \left( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} + \ldots + \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) Q_0(S_t, A_t) + \frac{\partial Q_t^0(S_t, A_t)}{\partial \theta} \right].
\]

Equivalently, we have
\[
\frac{\partial V_0^*}{\partial \theta} = \frac{\partial V_0}{\partial \theta} \left[ W_1 + \frac{\partial Q_t^0(S_t, A_t)}{\partial \theta}, \ldots, W_T + \frac{\partial Q_T^0(S_T, A_T)}{\partial \theta} \right].
\]

When the term \( \frac{\partial Q_t^0(S_t, A_t)}{\partial \theta} \) cannot be written in the form of a baseline, that is, in the form \( \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \beta_t(S_t) \) for some function \( \beta_t \), the baseline approach has a higher variance compared to our method.

### 4.5.3 Comparison with actor-critic approaches

Actor-critic methods use a "value function" to generate a better estimate of the value gradient. This function is typically chosen so that the gradient estimate is unbiased and has low variance. Furthermore, it is often constrained to lie in a low-dimensional subspace when the state space is large.

Recall that the gradient of the true value \( V_0 \) is
\[
\frac{\partial V_0}{\partial \theta} = E \left[ \sum_{t=1}^{T} \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} Q_0(S_t, A_t) \right],
\]

where \( Q_0^t(s, a) \) is the Q-factor of policy \( \theta \) at time \( t \) in state-action pair \( (s, a) \). If we use, instead of the Q-factors \( Q_0^t(s, a) \), the functions \( (Q_t^t - Z_t) \) in the gradient expression, we obtain an estimator of the value gradient with a bias equal to
\[
E \left[ \sum_{t=1}^{T} \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} Z_t(S_t, A_t) \right].
\]

This bias can be zero if the functions \( Z_t \) are chosen properly; for example if for
\( t = 1, \ldots, T \), there holds

\[
E_{\theta} \left[ \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} Z_t(S_t, A_t) \right] = 0.
\]

Intuitively, actor-critic methods (e.g. [40]) require that the value function approximation is tailored to the policy parametrization so that there is no bias introduced in the gradient when using the functions \((Q_{\theta}^t - Z_t)\), instead of the true Q-factors \(Q_{\theta}^t\) in the gradient formula. However, since the generative MDP model is unknown, it is usually not possible to guarantee that approximated Q-factors do not bias the gradient.

By comparison, we suggest to use as a gradient estimator

\[
E_n \left[ E_{\theta} \left[ \sum_{a_t} \pi_t(a_t|S_t, \theta) \frac{\partial \log \pi_t(a_t|S_t, \theta)}{\partial \theta} Q_{\theta}^t(S_t, a_t) \right] \right]
+ \sum_{t=1}^{T} E_n \left[ \left( \frac{\partial \log \pi_t(A_t|S_1, \theta)}{\partial \theta} + \ldots + \frac{\partial \log \pi_t(A_t|S_t, \theta)}{\partial \theta} \right) B_t \right].
\]

This estimator is unbiased even if the Q-factors are replaced with an erroneous guess, thanks to the Bellman error terms. Provided that the size \( n \) of the training set is not too large (which is the regime of interest in this chapter), the Bellman error term can be computed in practice.

### 4.6 Conclusion

#### 4.6.1 Key findings

In this chapter, we characterized minimum variance estimators in a general class of unconstrained and constrained estimators of the policy value and policy value gradient. Our main findings are:

- Even though our optimal estimators are characterized in terms of the unknown Q-factors, wrong guesses for some unknown characteristics of the system still correspond to estimators in our class, which are unbiased, unlike many methods.
in reinforcement learning whose unbiasedness relies on conditions that cannot be verified in practice. Our estimators bear resemblance with some classic approaches from reinforcement learning, but a key feature of our estimators that guarantees their unbiasedness is the presence of an empirical Bellman error term in the expressions (4.4.3) and (4.4.6). Since our work is precisely motivated by applications with a small number of observations, the computations of the Bellman error term is not time-consuming.

- Our value estimators with low variance hinge on the estimation of the advantages of the state-action pairs, not their Q-factors. In some applications, it may be possible to exploit this difference to our advantage.

- When there are few observed trajectories in the training set compared to the cardinality of the state space, it is better (in the sense that we obtain lower variance estimators) to estimate more accurately approximated (regularized) Q-factors rather to estimate loosely the full look-up table for the Q-factors, as we illustrated numerically in Subsection 4.4.4.

### 4.6.2 Discussion of the motivating examples

Now we comment briefly on how this chapter’s results could be applied to the two motivating examples described in the introduction.

**Catalog mailing problem**

The MDP model for the catalog mailing problem that was mentioned in the introduction comprises approximately 500 states with two actions per state (namely mail a catalog or not). On the other hand, some catalog mailing companies observe the behavior of more than 100,000 customers over time. This suggests that the catalog mailing problem is rich in observations compared to the size of the underlying MDP (provided that attribution bias does plague the study in [86]).

However, if the sampling policy explores too little, that is if the selection probability of an action $a$ in some state $s$ is small, it is possible that there are only a few
observed trajectories such that action $a$ has been selected in state $s$, despite a large training set.

Besides, even though the numerical analysis of the bias and variance of value estimator of the catalog mailing problem in [44] suggests that the available data allows for reasonably accurate estimate of the value function, the use of empirical Q-factors might not yield an accurate estimate of the advantages, which are critical to obtain a good value estimate. The use of method focused on advantages [7, 32, 8] or the use of the constrained estimators $\hat{V}^c_0$ or $\hat{V}^c_1$ of Subsection 4.4.2 with an approximation architecture for the Q-factors that will capture well the advantages could potentially improve on the value estimates obtained by previous approaches to the catalog mailing problem.

**STAR*D clinical trial**

Unlike the catalog mailing application, multi-period randomized clinical studies tend to lack observations compared to the underlying MDP's dimensionality. Nonetheless, medical experts have some good insights about the features of patients' health status that are relevant for depression. Consequently, the constrained estimator approach of Subsection 4.4.2 is well suited to the analysis of the STAR*D clinical trial.

In the STAR*D trial, only 1,500 patients stayed in the study after the first phase. At each patient’s visit there are tens of recorded variables (discrete or continuous). In addition, since the patient’s history is presumably important, the state definition should encode the past history over the two or three periods. As a result, an MDP model might require a very large number of states, at least a few thousands. Notwithstanding, psychiatrists think that the effectiveness of a depression treatment could be well-approximated by only 20 features [50]. Hence, the algorithms “Q-learning control variate” and “TD(1) control variate”, proposed in Subsection 4.4.3, would estimate only 40 weights (one for each of the 20 features and for each of the 2 periods) with 1,500 trajectories - a ratio that seems within reason to obtain meaningful estimates.
4.6.3 Concluding remarks

In situations where it is difficult or costly to collect data, as in many marketing surveys or clinical trials, using estimators with minimum training set variance, instead of naive estimators, can make the difference between a meaningful and an irrelevant estimate. We expect the results of this chapter to be most relevant in these situations.

Finally, this chapter did not focus on the search of good policies using a training set of observed trajectories. Nonetheless, the potential benefits of using the better estimators exposed in this chapter in policy search is a promising direction of investigation to estimate policies with high true value. More precisely, we could estimate a policy given a training set by solving

\[ \sup_{\theta \in \Theta} \hat{V}_{\theta}^*. \]

If \( \hat{\theta} \) is a policy maximizing \( \hat{V}_{\theta}^* \), it should be a good candidate to have a high true value \( V_{\hat{\theta}} \), although this chapter did not investigate this question.
Chapter 5

Concluding remarks

In this thesis, we investigate three important questions about the control of MDPs when the underlying MDP model is unknown or uncertain.

In the first part of this thesis, we draw a comprehensive picture of the computational complexity of different formulations for the control of uncertain MDPs. Specifically, we account for the model uncertainty with three approaches: the expected utility, the worst-case model, and the maximum regret approach; in addition we consider different objective functions and types of uncertainty. We show that most formulations are plagued by the curse of uncertainty: out of the sixty analyzed problems, forty-four are at least NP-hard. Considering our complexity assessment, the worst-case model formulation with state-rectangular uncertainty seems attractive for its computational “tractability” and its hard performance guarantees.

In the second part, we motivate and define the notion of Markovian dynamically consistent convex risk measure, and we show that finding a risk-minimizing policy is equivalent to solving a zero-sum Markov game. Thus, our notion of Markovian risk allows to deal efficiently with sequential decision problems with large or even infinite time horizon. Our perspective not only guarantees that the robust control of MDPs proposed in the literature is sound from a decision-theoretic perspective, but it also suggests to mitigate the conservativeness of the worst-case robust control of uncertain MDPs by adding a penalty to “unlikely” parameters in a principled fashion. An interesting direction for further investigation is to suggest penalty functions that
are both meaningful to decision makers and well-motivated statistically. Finally, we take a different perspective in the last chapter. Instead of separating model estimation and decision making, we exploit system’s observations to estimate directly the value (resp. the value gradient) of policies on an unknown MDP. We define a broad class of unbiased estimators of the value (resp. the value gradient) and identify an estimator in this class with the lowest training set variance. Such an optimal estimator is characterized in terms of unknown characteristics of the system, which we need to estimate in order to use our theoretical characterization. We discuss different approaches to do so and we compare numerically the resulting algorithms with usual approaches from the literature. In the numerous applications where there a few observations compared to the MDP size, our constrained estimators outperform the other algorithms by reducing substantially the estimation variance with regularized estimates of Q-factors, while being unbiased.

A major research effort on MDPs is to cope with the curse of dimensionality, which plagues many engineering applications. This thesis suggests another research direction focused on the curse of uncertainty, which is even more debilitating than the curse of dimensionality as we showed in Chapter 2. We believe that MDPs could have more impact, notably in social and medical sciences, if there were data-driven approaches to MDP control that would exploit efficiently the available information (typically in the form of observed system trajectories), rather than rely exclusively on models. An interesting prospect for future research is to investigate practical ways to exploit both structural and observational information in order to recommend better policies for practical applications.
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